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Gang Feng, Senior Member, IEEE

Abstract

Federated learning (FL) has recently become one of the hottest focuses in wireless edge networks

with the ever-increasing computing capability of user equipment (UE). In FL, UEs train local machine

learning models and transmit them to an aggregator, where a global model is formed and then sent

back to UEs. In wireless networks, local training and model transmission can be unsuccessful due

to constrained computing resources, wireless channel impairments, bandwidth limitations, etc., which

degrades FL performance in model accuracy and/or training time. Moreover, we need to quantify the

benefits and cost of deploying edge intelligence, as model training and transmission consume certain

amount of resources. Therefore, it is imperative to deeply understand the relationship between FL

performance and multiple-dimensional resources. In this paper, we construct an analytical model to

investigate the relationship between the FL model accuracy and consumed resources in FL empowered

wireless edge networks. Based on the analytical model, we explicitly quantify the model accuracy,

available computing resources and communication resources. Numerical results validate the effectiveness

of our theoretical modeling and analysis, and demonstrate the trade-off between the communication and

computing resources for achieving a certain model accuracy.
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I. INTRODUCTION

Edge intelligence is boosted by the unprecedented computing capability of smart devices.

Nowadays, more than 10 billion Internet-of-Things (IoT) equipment and 5 billion smartphones

have emerged that are equipped with artificial intelligence (AI)-empowered computing modules,

such as AI chips and graphic processing units (GPUs) [1]. On the one hand, the user equipment

(UE) can be potentially deployed as computing nodes to support emerging services, such as

collaborative tasks, which paves the way for applying AI in wireless edge networks. On the

other hand, in the paradigm of machine learning (ML), the powerful computing capability on

these UEs can decouple conventional ML from acquiring, storing, and training data in data

centers as conventional methods.

Federated learning (FL) has recently been widely acknowledged as one of the most essential

enablers to bring edge intelligence into reality, as it facilitates collaborative training of ML

models, while enhancing individual user privacy and data security [2], [3]. In FL, ML models

are trained locally, therefore raw data remains in the device. Specifically, FL uses an iterative

approach that requires a number of global iterations to achieve a certain global model accuracy.

In each global iteration, UEs perform several local iterations to reach a local model accuracy

[2], [3]. As a result, the implementation of FL in wireless networks can also reduce the costs of

transmitting raw data, relieve the burden on backbone networks, and reduce latency for real-time

decisions, etc.

While FL offers these attractive and valuable benefits, it also faces many challenges, especially

when being deployed in wireless edge networks. For example, both local training and model

transmission can be unsuccessful due to constrained resources and unstable transmission. More-

over, different from the conventional ML approaches, where raw datasets are sent to a central

server, only the lightweight model parameters (i.e., weights, gradients, etc.) are exchanged in FL.

Nevertheless, the communication cost of FL could be still fairly large and cannot be ignored. The

experimental results in [4] show that the model size of a 5-layer convolutional neural network

used for MNIST (classification) is about 4.567MB per global iteration for 28 × 28 images,

while the model size of ResNet-110 used for CIFAR-10 (classification) is around 4.6MB per

global iteration for 32×32 images [5]. Therefore, before deploying FL empowered wireless edge

networks, we need to answer two fundamental questions: (1) How accurate of an ML model

can be achieved by using FL, and (2) How much cost is incurred to guarantee certain required
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FL performance? Obviously, answering these two questions is of paramount importance for

facilitating edge network intelligence. Therefore, we need to deeply understand the relationship

between FL performance and consumed multi-dimensional resources.

In this paper, we theoretically analyze how many resources are needed to support an FL-

empowered wireless edge network by assuming spatial-temporal domain Poisson distribution. We

first derive the distribution of signal-to-interference-plus-noise ratio (SINR), signal-noise ratio

(SNR), model transmission success probability, and resource consumption. Then, we evaluate the

impact of the amount of resources on FL performance. Numerical results validate the accuracy of

our theoretical modeling and analysis. The main contributions of this paper can be summarized

as follows,

(1) We develop an analytical model for FL empowered wireless edge networks, where UE

geographical distribution and arrival rate of the interfering UEs are modeled as Poisson

Point Process (PPP).

(2) We theoretically analyze SINR, SNR, and the local/global model transmission success

probability. Specifically, we derive the probability density function (PDF) of SINR and

SNR, where we obtain the transmission success probability of the local/global model.

(3) Based on the analytical model, we derive the explicit expression of the model accuracy, as

a function of the amount of resources (including communication resources and computing

resources) under FL framework.

(4) We investigate three specific cases according to the sufficiency of respective communication

and computing resources. We use simulation experiments to validate the effectiveness of our

theoretical modeling and analysis, and demonstrate the trade-off relationship between the

communication resources and computing resources for achieving certain machine learning

model accuracy.

In the rest of this paper, we review related work in Section II. Then we present the FL

empowered edge network model in Section III and the analysis for the communication and

computing resource consumption in Section IV. In Section V, the relationship between FL

performance and consumed resources is derived. In Section VI, different cases based on the

sufficiency of respective communication and computing resources are discussed. Finally, we

present the numerical results in Section VII and conclude the paper in Section VIII.
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II. RELATED WORK

Currently, there has been a large body of work on developing various FL algorithms for FL

empowered wireless edge networks. The authors of [6] designed an appropriate user selection

scheme to minimize FL convergence time and training loss by jointly optimizing user selection

and resource block allocation. The authors of [7] proposed a collaborative FL framework to

enable UEs to implement FL with less reliance on a central server by aggregating the local FL

models received from the associated UEs. In [8], the authors presented a Stackelberg-game-based

approach to develop an FL incentive scheme by modeling the incentive-based interaction between

a global server and participating UEs. In [9], we proposed a hybrid FL scheme to make a global

UE association decision for heterogeneous models by exploiting two levels of model aggregation.

All aforementioned investigations aimed to facilitate edge intelligence by developing suitable FL

algorithms in wireless edge networks. However, the authors have not explicitly addressed the

resource cost under FL framework. In fact, the communication cost under FL framework could

be still fairly large and cannot be ignored, although only the lightweight model parameters are

exchanged.

To support these improved FL algorithms even the legacy FL algorithms, resource-efficient

and FL performance guarantee are indispensable basis for achieving the FL empowered wireless

edge intelligence. The authors of [10] developed a low-cost sampling-based algorithm by adapting

various control variables to minimize cost components (e.g., learning time, energy consumption).

In [10], the authors considered a multivariate control problem for energy-efficient FL to guar-

antee convergence by designing principles for different optimization goals. The authors of [11]

proposed an over-the-air computation based approach to improve communication efficiency by

modeling joint device selection and beamforming design as a sparse and low-rank optimization

problem. In [12], the authors introduced update-importance-based client scheduling schemes

to reduce the required number of model training rounds by selecting a subset of clients for

local updates in each round of training. The authors of [13] proposed a convergent over-the-air

FL scheme to reduce bandwidth and energy consumption by inducing precoding and scaling

upon transmissions to gradually mitigate the effect of the noisy channel. In [14], the authors

proposed a federated dropout scheme to enable FL on resource-constrained devices by tackling

both the communication and computation resource bottlenecks. All these investigations aimed to

achieve resource-efficient FL algorithms in wireless edge networks. However, the vulnerability
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of wireless links is largely ignored, which directly degrades FL performance by affecting local

training and model transmission. Therefore, deeply understanding the relationship among FL

performance, wireless factors, and multi-dimensional resources is essential for enabling wireless

edge intelligence.

So far, there has been little attention on quantifying the relationship between FL performance

and consumed resources, while considering the vulnerability of wireless links. The authors of

[15] investigated the trade-off between the number of local iterations and the number of global

iterations to capture the relationship between FL training time and energy consumption. However,

they have not considered the unsuccessful model transmission in a real network. In [16], the

authors studied a joint learning and communication optimization scheme to minimize an FL loss

function, where the limited resources and unstable wireless links were considered. However, they

only focused on optimizing FL performance without comprehensively quantifying the relationship

between FL performance and consumed resources.

III. FL EMPOWERED WIRELESS NETWORK MODEL

We consider an FL empowered wireless edge network consisting of a central base station

(BS) and multiple UEs, as shown in Fig.1. The UEs can be regarded as local computing nodes

for local model training, while the server (e.g., edge servers) serves as the model aggregator co-

located with the BS [2], [3], [9]. To quantitatively present the FL empowered wireless network

model, we need to model the distribution of the UEs and arrival rate of the interfering UEs. As

one of the most commonly used point processes, PPP model has been widely used to model UEs

distribution and/or arrival rate of the interfering UEs in wireless networks, where a huge amount

of data has validated the accuracy of the model [17]–[20]. Nevertheless, other point processes,

such as Poisson cluster process (PCP) [21] and cox process [22] for some specific scenarios,

can also be used in our analytical model.

BS Server

... ...

UE 1 
UE i

UE N 

Local dataset iS

...1 1,i ix y
2 2,i ix y ,ik ikx y

Fig. 1: The FL empowered wireless edge network.
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A. FL Model

1) Loss Function: Let random variable N denote the number of UEs that are geographically

distributed as homogeneous PPP with intensity λi, where n denotes the value of N . Similarly,

we use capital letter to denote a random variable and the corresponding lower case to its value

in the following. For convenience, the frequently used notations are summarized in TABLE I.

TABLE I: List of notations

Notation Definition Notation Definition
N Number of UEs (random variable) n The value of N
NI Number of interfering UEs nI The value of NI
NA Number of UEs in interfering area A nA The value of NA
λi UE density λa Interfering UE arrival rate
Si Datasets of UE i Si The amount of Si
t The index of local iterations, 0 ≤ t ≤ τ si The value of Si
τ Number of local iterations K Number of communication rounds
wr Global model at r-th round wri (t) Local model of UE i
Zi Computing capacity of UE i Ii Interference of UE i
Pup Transmit power of the UE Pdown Transmit power of the BS
D1 Distance between the UE and the BS r0 Radius of the BS coverage
D2 Distance vector for interfering UEs d0 Radius of interfering area

SINRup SINR of uplink SNRdown SNR of downlink
βdown SNR threshold βup SINR threshold
Ri,rdown Transmission rate (downlink) Ri,rup Transmission rate (uplink)
bi,rdown Bandwidth consumption (downlink) bi,rup Bandwidth consumption (uplink)
Ti Training time of UE i for ci Number of CPU cycles for

one local iteration computing a sample

For a specific UE i, it has a local dataset Si with Si data samples, where Si = {xik ∈ Rd, yik ∈

R}Sik=1. Moreover, we define fk(wri (t);xik, yik) as a loss function for data sample k of UE i, where

wri (t) represents the model parameter of UE i at the t-th local iteration during the r-th global

iteration. The loss function fk(wri (t);xik, yik) is different for various FL learning tasks [23]. For

example, for a linear regression, the loss function is fk(wri (t);xik, yik) = 1
2
(xT

ikw
r
i (t)−yik)2. For

neural network, the loss function could be mean squared error (i.e., 1
n

∑n
i=1(yik− ŷik)), where ŷik

represents the predicted value of yik. Based on fk(wri (t);xik, yik), we define Fi(wri (t)) : Rm → R

as a local loss function to capture the local training performance, which is as follows,

Fi(w
r
i (t)) ,

1

Si

∑
k∈Si

fk(w
r
i (t);xik, yik). (1)

In addition, we define F (wr) as the global loss function on all distributed datasets to measure

the global training performance, which is expressed by

F (wr) ,

∑n
i=1 SiFi(w

r
i (t))

S
, (2)

where S ,
∑n

i=1 Si. The goal of the BS is to derive a vector w∗r satisfying w∗r , argwr minF (wr).



7

2) Updating Model: In FL, each global iteration is called a communication round [9], as

shown in Fig.2. A communication round consists of 5 phases including local model updating,

local iterations (also called local training), local model transmission, global model updating, and

global model transmission. In the following, we present the details of the local and global model

updating respectively.

Communication 

Round
1r 

r 1r 

1rw 

...

Local training

on UEs

UEs transmit local 

models to BS

rw

1t  ... t =

BS updates

BS transmits the 

global model      

to UEs
rw

UEs update ( )r

iw t
rw

Fig. 2: The process of a communication round.

(1) Local Model Updating: The local model updating can be performed based on a local learning

algorithm, such as gradient descent (GD), actor-critic (AC), etc. Specifically, if 0 < t ≤ τ ,

the local model wri (t) is updated by wri (t) = wr − η∇Fi(wri (t − 1)), while wri (t) = wr

if t = 0, where t represents the index of local iterations, τ represents the total number of

local iterations during a communication round. Moreover, η ≥ 0 is the step size, and wr

represents the global model at the r-th communication round.

(2) Global Model Updating: After τ local iterations, i.e., t = τ , UEs will achieve a certain local

accuracy and send the local models wri (t) to the aggregator. Then the global aggregation is

performed at the aggregator according to

wr =

∑n
i=1 Siw

r
i (t)

S
, t = τ. (3)

B. Computing Resource Consumption Model

For a specific UE i, let Zi denote its computing capacity in cycles/s. ci (cycles/sample) denotes

the number of CPU cycles required for computing one data sample at UE i. Ti represents the

local computing time (training time) needed for one local iteration. Therefore, similar to that in

[24], the consumed computing resources during one local iteration for UE i is given by Zi = ciSi
Ti

.

C. Communication Resource Consumption Model

1) Uplink: The transmission time for UE i to transmit the local model wri (t) (uplink direction)

is denoted by T i,rup . Since the dimensions of local models are fixed for all UEs that participate in

local training, the data size of the local model on each UE is constant and is denoted by s [24].
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The transmission rate of UE i on the wireless channel to the BS during the r-th communication

round is represented by Ri,r
up . Therefore, we have s

Ri,rup
= T i,rup , where

Ri,r
up = bi,rup log2(1 + SINRup(D1, NI ,D2)), (4)

where bi,rup represents the amount of consumed bandwidth for transmitting the local model wri (t).

In addition, SINRup(D1, NI ,D2) =
PupG(D1)∑NI

j=1 PG(D
(j)
2 )+δ2

is the SINR. D1 represents the distance

between the UE and the BS, D2 = [D
(1)
2 , D

(2)
2 , ...D

(j)
2 , ..., D

(NI)
2 ] denotes the distance vector for

all interfering UEs of UE i, NI represents the number of interfering UEs with NI ≤ N , δ2

denotes the noise power, Pup represents the transmit power of the UE. G(·) represents the large-

scale channel gain between the BS and UEs. Indeed, the channel gain model could be either

large-scale (e.g., path loss) or small-scale (e.g., Rayleigh fading, Rician fading), which only

affects SINR/SNR. Furthermore, let βup denote the SINR threshold that the BS can successfully

decode the received updates from UE i. Therefore, local model transmission is successful only

if SINRup(D1, NI ,D2) > βup.

2) DownLink: Let us analyze SNR for the BS to transmit the global model (downlink

direction). The transmission time for transmitting the global model wr in the downlink is denoted

by T i,rdown. From equation (3), we see that the dimensions of the global model wr is similar to

that of local models. Therefore, the data size of the global model that the BS sends to each

UE is also equal to s [16]. We assume that the transmission rate of the BS during the r-th

communication round is represented by Ri,r
down. Therefore, we have s

Ri,rdown
= T i,rdown, where

Ri,r
down = bi,rdown log2(1 + SNRdown(D1)), (5)

where bi,rdown represents the consumed bandwidth for transmitting the global model. In addition,

SNRdown(D1) = PdownG(D1)
δ2

, where Pdown represents the transmit power of the BS allocated to

all UEs. Furthermore, let βdown denote the SNR threshold that UEs can successfully decode the

received updates from the BS. Therefore, the global model transmission is successful only if

SNRdown(D1) > βdown.

IV. WIRELESS BANDWIDTH AND COMPUTING RESOURCES CONSUMED FOR SUPPORTING

FL EMPOWERED EDGE INTELLIGENCE

A certain amount of wireless bandwidth is consumed in the uplink/downlink, when models

are exchanged between the BS and the UEs. Specifically, in the uplink, the UEs send their

local models to the BS via some channel partitioning schemes, such as orthogonal frequency
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division multiplexing (OFDM). in the downlink, the BS sends the global model to individual UEs.

Indeed, the wireless transmission environment of the uplink/downlink will affect the transmission

process of the local/global model, and thus affect the global aggregation and local training. In

this section, we theoretically analyze SINR, SNR, as well as wireless bandwidth consumed in

the uplink/downlink to support FL empowered wireless edge networks.

A. SINR Analysis for Uplink

1) Probability Density Function (PDF) of SINR: To derive the PDF of SINR, we separately

investigate the signal power and interference. We have assumed that the UEs are geographically

distributed as homogeneous PPP with intensity λi, and thus the number of UEs N is a variable

of Poisson distribution with density parameter π(r0)
2λi, where r0 represents the radius of the BS

coverage. For a specific UE i, the signal power is also a random variable, i.e., Sup = PupG(D1),

as it only relates to the distance D1 and Pup is always fixed for each UE.

Proposition 1. The PDF of the distance D1 between a specific UE and the serving BS is

fD1(d1) = 2d1
(r0)2

.

Proof: As the PDF of location (X, Y ) for UE i is f(X, Y ) = 1
π(r0)2

, the CDF of distance

D1 = d1 is FD1(d1) =
˜

X2+Y 2≤(d21)

1
π(r0)2

dXdY = (d1)2

(r0)
2 . Therefore, the PDF of D1 = d1 is

fD1(d1) = F
′
D1

(d1) = 2d1
(r0)2

.

Therefore, we can obtain the PDF of signal power (i.e., fS(S = PupG(D1)) = fD1(d1)) for

deriving the closed-form expression of Pr(SINRup > βup). Next, we investigate the distribution

of the received interference in the uplink. Note that only the transmitting UEs located in the

interfering area with radius d0, can contribute to the interference. We assume that the number

of UEs within the interfering area is represented by NA(NA ≥ NI), which is also a variable

of Poisson distribution with density parameter π(d0)
2λi. Moreover, the transmission time for

the UEs is represented by tup, where the transmitting UEs during time [−tup, tup] can contribute

to interference. Therefore, for a specific UE, the number of interfering UEs is distributed as

PPP with parameter 2tupλa, where λa denotes the arrival rate of interfering UEs. Therefore,

the interference probability of a transmitting UE during time [−tup, tup] is Pr(active) = 1 −

exp{−2tupλa}.
Therefore, the probability of the number of interfering UEs NI = nI given NA = nA is

Pr(NI = nI |NA = nA) = CnI
nA

(1− exp{1− 2tupλa})nI · (exp{1− 2tupλa})nA−nI , (6)
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where CnI
nA

is the combination number. Therefore, the PDF of NI is

fNI (nI) = Pr(NI = nI) =
N∑

nA=nI

Pr(NI = nI |NA = nA)Pr(NA = nA), (7)

where Pr(NA = nA) = (π(d0)2λi)
nA

nA!
exp{−π(d0)

2λi}. Based on Proposition 1, we can derive the

PDF of interference Ii generated by UE i, i.e., fIi(Ii = PupG(d
(i)
2 )) = f

D
(i)
2

(d
(i)
2 ) =

2d
(i)
2

d20
. As

the total interference I(NI ,D2) is affected by the number of interfering UEs NI as well as the

distance of these interfering UEs D2, we have the PDF of I(NI ,D2), as follows,

fI(NI = nI ,D2 = d2) = fNI (nI)Pr(D2 = d2|NI = nI) = fNI (nI)

(
2

(d0)2

)nI nI∏
n=1

d
(n)
2 . (8)

Therefore, the PDF of SINR can be given by

fSINRup(D1 = d1, NI = nI ,D2 = d2) = fD1(d1)fI(NI = nI ,D2 = d2), (9)

2) transmission success probability of Local Models: Local model transmission is successful

if SINRup > βup. Therefore, the transmission success probability of local models is given by

Pr(SINRup > βup) =

˚

A

fSINRupdA, (10)

where A represents the area of (D1, NI ,D2) that satisfies SINRup(D1, NI ,D2) > βup. As we

can obtain fSINRup in equation (10), we only need to find the interfering area A.

For the distance between the UE and the serving BS, intuitively fSINRup < βup, when D1 > d0

[20]. Therefore, the satisfying range of D1 is (0, d0]. Therefore, when given D1 = d1, we can

obtain the number of interfering UEs NI and the location of these interfering UEs. Let nI

represent the mean of random variable NI . Based on the UE distribution and interfering UE

arrival models, we can derive nI as follows,

nI , E(NA)Pr(active) = π(d0)
2λi (1− exp{1− 2tupλI}) . (11)

Therefore, SINR is only related to D1 and D2, expressed as SINRup(D1,D2) =
PupG(D1)∑nI
i=1 Ii+δ

2
,

where Ii = PupG(D
(i)
2 ) represents the interference generated by UE i. Therefore, we have

Pr(SINRup > βup) = Pr

(
nI∑
i=1

Ii <
PupG(D1)

βup
− δ2

)
. (12)

In a typical FL framework, the number of UEs involved in local model training is fairly

large, say at least hundreds of UEs [25]. Therefore, based on the central limit theorem,
∑nI

i=1 Ii

follows a normal distribution N(µI , σ
2
I ) [20], [26]. Furthermore, we have µI = nIE(Ii) and

σI =
√
nID(Ii), which are the mean and variance of Ii respectively [26]. More details about µI

and σI can be found in Appendix A.

Let Y = I−µI
σI

, where I =
∑nI

i=1 Ii and I ∼ N(µI , σI). Therefore, we have Y ∼ N(0, 1),
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where

Pr

(
nI∑
i=1

Ii <
PupG(d1)

βup
− δ2

)
= Pr

Y <

PupG(d1)

βup
− δ2 − µI
σI

 = Φ(ξ(d1)), (13)

where ξ(d1) =
PupG(d1)

βup
−δ2−µI

σI
and Φ represents the cumulative distribution function (CDF) of

standard normal distribution. Therefore, we have

Pr (SINRup > βup) =

˚

A

fSINRupdA =

ˆ d0

d1=dmin

fD1(d1)Φ(ξ(d1))d(d1). (14)

B. SNR Analysis for Downlink

As SNRdown(D1) = PdownG(D1)/δ
2, we can obtain the PDF of the signal power, as fSdown(Sdown =

PdownG(D1)) = fD1(d1), when given transmit power Pdown and noise level δ2. Therefore, given

G(d
′
min) = δ2βdown/Pdown, where we assume G(d1) monotonically increases, we have

Pr(SNRdown > βdown) = Pr(
PdownG(D1)

δ2
> βdown) =

ˆ r0

d1=d
′
min

fD1(d1)d(d1). (15)

C. Wireless Bandwidth Consumed for Transmitting Local/Global Models

Based on equation (4), the bandwidth consumed for transmitting the local model wri (t) during

the r-th communication round is given by bi,rup = s

T i,rup log2(1+SINRup(D1,NI ,D2)
. As s and T i,rup are

constant, the PDF of bi,rup for UE i in the uplink is equal to fSINRup . Therefore, the mean of

bandwidth for all UEs transmitting local models during K communication rounds is as follows,

Bup = K ·
n∑
i=1

bi,rup fSINRup . (16)

Similarly, the mean of bandwidth for transmitting the global models during K communication

rounds is given by

Bdown = K ·
n∑
i=1

bi,rdownfSNRdown . (17)

D. Consumed Computing Resources in FL

We assume the processing capacity of all UEs are constant in cycles/sample. Moreover, as

different ML models pose different degrees of complexity, we assume all UEs train the same

FL task in our analytical model, where the local ML models have the same size and structure.

Therefore, the total amount of computing resources needed to support local model training for

all UEs is affected by the number of training UEs as well as the amount of datasets on the UEs.

On the one hand, the number of training UEs is affected by the wireless transmission of the

global model. On the other hand, many of the existing studies explicitly indicate that the amount
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of different datasets distributed on the UEs is imbalanced, as the data is collected directly and

stored persistently [27], [28]. Note here data imbalance means the different amount of local

datasets, instead of different dataset contents, so our analytical model is based on i.i.d. data,

where non-i.i.d data case is left for future work. Therefore, we theoretically analyze computing

resources consumption for supporting local training from the perspective of SNR and imbalanced

datasets in this section.

We assume that the amount of datasets on the UEs follows the normal distribution [29],

[30], i.e., Si ∼ N(µi, σ
2
i ), where µi or/and σ2

i could be different for specific UEs. Indeed, other

distributions, such as Beta distribution and Gamma distribution, can also be used in our analytical

model. Moreover, as the computing resources consumption of UE i for one local iteration is

Zi = ciSi
Ti

, the PDF of Zi is equal to fSi(si), i.e., fZi(zi) = 1√
2πσi

exp
(
− (si−µi)2

2σ2
i

)
.

For a specific UE i, if SNRdown > βdown, we say UE i can successfully receive the global

model. In other words, UE i will continue to perform local training in the next communication

round and consume certain computing resources. Let Ẑ = {Ẑ1, Ẑ2, ..., Ẑi, ..., Ẑn} indicate the

certain computing resources consumed by all UEs, where the value of Ẑi is set to zi if UE i

successfully receives the global model and 0 otherwise. Therefore, we can obtain the PDF of

Ẑi as follows,

fẐi(Ẑi = zi) = Pr(Ẑi = zi|SNRdown > βdown) = fZi(zi)Pr(SNRdown > βdown). (18)

Therefore, based on equation (18), we can derive the mean of computing resources consumed

by all UEs for one local iteration, which is given by CUE =
∑n

i=1 zifẐi(Ẑi = zi). Therefore,

the total computing resources consumed for local model training is given by

Ctotal = τKCUE , (19)

where τ and K represent the total number of local trainings and communication rounds respec-

tively. Armed with the above preparation, we are now starting to analyze how the resources

affect the FL performance by evaluating local and global model accuracy.

V. THE RELATIONSHIP BETWEEN FL PERFORMANCE AND CONSUMED RESOURCES

Indeed, the unsuccessful transmission of local models in the uplink affects the aggregation

of the global model, while the unsuccessful transmission in the downlink affects the updating

and training of local models. Therefore, it is necessary to analyze how the computing resources

and communication resources affect the FL performance by evaluating both the local and global

model accuracy.
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A. Local Model Accuracy

In an FL framework, no matter what local machine learning algorithm is used, each UE solves

the local optimization problem for local training [15], [24], [31], i.e.,

min
hi∈Rd

Gi(wr, hi) , Fi(wr + hi)− (∇Fi(wr)− ζ∇F (wr))
Thi, (20)

where ζ is constant and hi represents the difference between the global model and the local

model for UE i. Without loss of generality, we use the GD algorithm to update local models, as

it can achieve the required high accuracy and facilitate the convergence analysis [24], as follows,

h
(r)(t+1)
i = h

(r)(t)
i − ξ∇Gi(wr, h

(r)(t)
i ), (21)

where ξ represents the step size and h
(r)(t)
i denotes the value of hi at the t-th local iteration

with given global model vector wr. Moreover, ∇Gi(wr, h
(r)(t)
i ) is the gradient of Gi(wr, hi) at

point hi = h
(r)(t)
i . In addition, wri (t) = wr +h

(r)(t)
i represents the local model of UE i at the t-th

local iteration. For a small step ξ, we can derive a set of solutions h(r)(0)i , · · · , h(r)(t)i , · · · , h(r)(τ)i ,

which satisfies

Gi(wr, h
(r)(0)
i ) ≥ · · · ≥ Gi(wr, h

(r)(t)
i ) ≥ · · · ≥ Gi(wr, h

(r)(τ)
i ).

To provide the convergence condition for the GD method, we introduce local model accuracy

loss εl [15], [24], which resembles the approximate factors in [15] [24], as follows,

Gi(wr, h
(r)(t)
i )−Gi(wr, h

(r)∗
i ) ≤ εl(Gi(wr, h

(r)(0)
i )−Gi(wr, h

(r)∗
i )), (22)

where h(r)∗i represents the optimal solution of problem (20). Note that each UE aims to solve

the local optimization problem with a target local model accuracy 1 − εl. To achieve the local

model accuracy 1− εl and the global model accuracy loss 1− εg in the following, we first make

the following three assumptions on the local loss function Fi(w), as that in [16], [24], [31].

• Assumption 1: Function Fi(w) is L-Lipschitz, i.e., ∀w,w′ ∈ Rd, ‖ ∇Fi(w)−∇Fi(w′) ‖≤

L ‖ w − w′ ‖ .

• Assumption 2: Function Fi(w) is γ-strongly convex, i.e., ∀w,w′ ∈ Rd, Fi(w) ≥ Fi(w
′) +

〈∇Fi(w′), (w − w′)〉+ γ
2
‖ w − w′ ‖2.

• Assumption 3: Fi(w) is twice-continuously differentiable. And γI ≤ ∇2Fi(w) ≤ LI .

Based on the three assumptions, we can obtain the lower bound on the number of local

iterations during each communication round, which is shown as Proposition 2.

Proposition 2. Local model accuracy loss εl is achieved if ξ < 2
L

and run the GD method

τ ≥ d 2

(2− Lξ)ξγ
ln

1

εl
e
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iterations during each communication round at each UE that participates in local training.

Proof: See Appendix B.

The lower bound in Proposition 2 reflects the growing trend of the number of local iterations

with respect to the local model accuracy, which can approximate the consumption of computing

resources for training local models.

B. Global Model Accuracy

In FL algorithms, a global model accuracy is also needed. For a specific FL task, we define

εg as its global model accuracy loss (the global model accuracy is 1− εg), as follows,

F (wr(Ŝ, SINRup))− F (w∗r) ≤ εg(F (w1)− F (w∗r)), (23)

where w∗r represents the actual optimal solution. Moreover, we provide the following Proposition

3 about the number of communication rounds for achieving the global model accuracy 1− εg.

Proposition 3. Global model accuracy 1−εg is achieved if the number of communication rounds

K meets

K ≥ d
2L2 ln 1

εg

(1− εl)γ2ζ
e,

when running FL algorithm shown as Algorithm 1 with 0 < ζ < γ
L

Proof: See Appendix C.

Note that it is very hard to derive a closed-form expression of the global model during each

communication round due to the dynamic nature of the wireless channel and the uncertain nature

of multiple random variables. Therefore, we assume the amount of datasets on each UE is fixed

to facilitate the proof of Proposition 3. In addition, from Proposition 2 and Proposition 3, we

can see that there is a trade-off between the number of communication rounds and the number

of local iterations characterized by εl: small εl leads to large τ , yet small K, from which we

can jointly approximate the communication and computing resources consumed by training FL

tasks. The details can be found in the next section.

VI. DISCUSSIONS OF THREE CASES

In general, the resources used for training FL tasks at the wireless edge network should

be limited, as 1) Communication and computing resources at the wireless edge network are

limited and precious. 2) Resource consumption quickly increases with the widespread use of
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Algorithm 1 : FL Algorithm.
Input: The required local model accuracy loss εl, the required global model accuracy loss εg.
output: The global model wr, the number of local iterations τ , and the number of communication
rounds K.

1: Initialization: local models w1
i (0) = 0, the global model g1 = 0.

2: for r = 1, 2, ... do
3: Each UE calculates ∇Fi(wr).
4: Each UE sends ∇Fi(wr) to the BS.
5: The BS calculates ∇F (wr) =

∑n
i=1 Ŝi∇Fi(wr)∑n

i=1 Ŝi
.

6: The BS broadcasts ∇F (wr) to each UE.
7: Parallel Each UE i = 1, 2, ..., n
8: Initialization: the local iteration number t = 0, and set h(r)(0)i = 0.
9: Repeat

10: Every V steps set h(r)∗i = h
(r)(t)
i .

11: Update h(r)(t+1)
i = h

(r)(t)
i − ξ∇Gi(wr, h

(r)(t)
i ).

12: Set wri (t) = wr + h
(r)(t)
i .

13: if Gi(wr,h
(r)(t)
i )−Gi(wr,h

(r)∗
i )

(Gi(wr,h
(r)(0)
i )−Gi(wr,h

(r)∗
i ))

> εl then
14: Set t = t+ 1
15: else
16: Each UE i sends wri (t) to the BS.
17: end if
18: The BS calculates wr =

∑n
i=1 Ŝiwri (t)∑n

i=1 Ŝi
19: The BS sends wr to all UEs.
20: if F (wr(Ŝ,SINRup))−F (g∗)

F (g0)−F (g∗)
< εg then

21: Break;
22: end if
23: end for
24: Set τ = t, K = r.
25: output wr, τ , K.

smart terminals. In this section, we discuss three specific cases for different sufficiency of

communication and computing resources. Furthermore, we derive the explicit expression of the

model accuracy under FL framework, as a function of the amount of the consumed resources

based on the sufficiency of respective communication and computing resources.

A. Case 1: Sufficient Communication Resources and Computing Resources

When both communication resources and computing resources are sufficient, we can approx-
imate the amount of communication/computing resources needed for the FL algorithm based
on Proposition 2 and Proposition 3. Specifically, the bandwidth needed for transmitting local
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models in the uplink should meet

Bup ≥ d
2L2 ln 1

εg

(1− εl)γ2ζ
e ·

n∑
i=1

bi,rup fSINRup

= d
2L2 ln 1

εg

(1− εl)γ2ζ
e ·

n∑
i=1

s

T i,rup log2(1 +
PupG(d1)∑NI

j=1 PG(d2(j))+δ2
)
· ( 2d1

(d0)2
) ·

N∑
nA=nI

CnInA(1− exp{1− 2tupλa})nI ·

(exp{1− 2tupλa})nA−nI ·
(π(d0)

2λi)
nA

nA!
exp{−π(d0)2λi} ·

(
2

(d0)2

)nI nI∏
n=1

d
(n)
2 ,

(24)

Similarly, based on equation (17), we can obtain the bandwidth needed for transmitting the
global model in the downlink, as follows,

Bdown ≥ d
2L2 ln 1

εg

(1− εl)γ2ζ
e ·

n∑
i=1

bi,rdownfSNRdown = d
2L2 ln 1

εg

(1− εl)γ2ζ
e ·

n∑
i=1

s

T i,rdown log2(1 +
PdownG(d1)

δ2 )
· 2d1
r20

. (25)

Furthermore, based on equation (19), given local accuracy εl with ξ < 2
L

, the total amount of
computing resources should meet the following constraint,

Ctotal ≥ d
2

(2− Lξ)ξγ
ln

1

εl
e · d

2L2 ln 1
εg

(1− εl)γ2ζ
e ·

n∑
i=1

ciSi
Ti
· 1√

2πσi
exp

(
− (si − µi)2

2σ2
i

)
· (d0)

2 − (dmin)
2

(r0)2
. (26)

B. Case 2: Sufficient Computing Resources and Insufficient Communication Resources

When computing resources are sufficient, while communication resources are insufficient, we
aim to reduce bandwidth consumption by reducing the number of communication rounds. In
this case, the number of local iterations still follows Proposition 2, as computing resources are
sufficient. However, Proposition 3 may not be met due to the lack of communication resources,
which decreases the number of communication rounds K. As a result, the required global model
accuracy cannot be achieved. Specifically, the maximal number of communication rounds Kmax is
limited by the communication resources, i.e., Kmax = bmin{B

max
down

B
r
down
,
Bmax

up

B
r
up
}c, where Bmax

up and Bmax
down

are the maximal available bandwidth that can be used for FL in the uplink and the downlink
respectively, B

r

up =
∑n

i=1 b
i,r
up fSINRup and B

r

down =
∑n

i=1 b
i,r
downfSNRdown are the mean bandwidth

consumption on the uplink and downlink at one global iteration, respectively. To achieve the
required global accuracy 1− εg, when the number of communication round is limited, based on
Appendix C, we first give the following relationship,

F
(
gr

(
Ŝ,SINRup

))
− F (g∗) ≤ exp

(
−K

(
(1− εl)γ2ζ

2L2

))
(F (g0)− F (g∗)) , (27)

where we reasonably expect the real achieved global accuracy loss ε̃g can be expressed by

ε̃g = exp
(
−K

(
(1− ε̃l)γ2ζ

2L2

))
. (28)
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Therefore, we have K = d
2L2 ln 1

ε̃g

(1−ε̃l)γ2ζ
e, where ε̃l is the realistic local model accuracy loss.

Moreover, we can see that when ε̃g is fixed, K will decrease if ε̃l decreases. If we want to reduce

K thus to reduce bandwidth consumption, while keeping ε̃g unchanged, we should decrease ε̃l

by increasing the number of local iterations. As a result, the computing resource consumption

will increase. In other words, there exists a trade-off to some extent between the communication

resources and computing resources for achieving a certain ML model accuracy. In addition, from

the perspective of communication resources, the number of communication rounds K should

meet K ≤ Kmax. Therefore, we have ε̃l ≤ b1−
2L2 ln 1

ε̃g

Kmaxγ2ζ
c.

Therefore, based on Proposition 2, the number of local iterations should meet

τ ≥ d 2

(2− Lξ)ξγ
ln

Kmaxγ
2ζ

Kmaxγ2ζ − 2L2 ln 1
ε̃g

e. (29)

As a result, the total computing resources consumed for the FL task is given by

Ctotal ≥
n∑
i=1

ciSi
Ti
· 1√

2πσi
exp

(
− (si − µi)2

2σ2
i

)
· (d0)

2 − (dmin)
2

(r0)2
·

d 2

(2− Lξ)ξγ
ln

Kmaxγ
2ζ

Kmaxγ2ζ − 2L2 ln 1
ε̃g

e · d
2L2 ln 1

ε̃g

(1− ε̃l)γ2ζ
e.

(30)

C. Case 3: Sufficient Communication Resources and Insufficient Computing Resources

When communication resources are sufficient, while computing resources are insufficient, we
aim to reduce the computing resource consumption by reducing the number of local iterations.
As communication resources are sufficient, the number of communication rounds still follows
Proposition 3, while Proposition 2 may not be met due to the lack of computing resources,
which decreases the number of local iterations. As a result, the required local model accuracy
cannot be achieved. In addition, from the perspective of computing resources, the number of
local iterations should meet τ · CUE ≤

∑n
i=1Ci, where Ci represents the maximal computing

resources used for local training on UE i. To achieve the required local accuracy although the
number of local iterations are limited, we give the following relationship based on Appendix B,

Gi

(
wr, h

(r)(t)
i

)
−Gi

(
wr, h

(r)∗

i

)
≤ exp

(
−τ (2− Lξ) ξγ

2

)
·
(
Gi

(
wr, h

(r)(0)
i

)
−Gi

(
wr, h

(r)∗

i

))
, (31)

from which we can reasonably expect that the real local model accuracy loss ε̃l is expressed by

ε̃l = exp
(
−τ (2−Lξ)ξγ

2

)
, where we can obtain the number of local iterations, i.e., τ = d

2 ln 1
ε̃l

(2−Lξ)ξγ e.

Therefore, when ξ < 2
L

, we have ε̃l ≥ exp
(

(Lξ−2)ξγ
∑n
i=1 Ci

2CUE

)
. In other words, when the total

amount of available computing resource decreases, the lower bound of ε̃l will increase. Moreover,
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based on CUE in Section IV. D, we can derive the lower bound of the number of communication
rounds, as follows,

K ≥ d
2L2 ln 1

εg1− exp

 (Lξ−2)ξγ
∑n
i=1 Ci

2
∑n
i=1

ciSi
Ti
· 1√

2πσi
exp
(
− (si−µi)2

2σ2
i

)
 γ2ζ

e. (32)

Therefore, the bandwidth for transmitting local models and the global model in the uplink
and the downlink are respectively given by

Bup ≥ d
2L2 ln 1

εg1− exp

 (Lξ−2)ξγ
∑n
i=1 Ci

2
∑n
i=1

ciSi
Ti
· 1√

2πσi
exp
(
− (si−µi)2

2σ2
i

)
 γ2ζ

e ·
n∑
i=1

s

T i,rup log2(1 +
PupG(d1)∑NI

j=1 PG(d2(j))+δ2
)
·

(
2d1
(d0)2

) ·
N∑

nA=nI

CnInA(1− exp{1− 2tupλa})nI · (exp{1− 2tupλa})nA−nI ·

(π(d0)
2λi)

nA

nA!
exp{−π(d0)2λi} ·

(
2

(d0)2

)nI nI∏
n=1

d
(n)
2 ,

(33)

Bdown ≥ d
2L2 ln 1

εg1− exp

 (Lξ−2)ξγ
∑n
i=1 Ci

2
∑n
i=1

ciSi
Ti
· 1√

2πσi
exp
(
− (si−µi)2

2σ2
i

)
 γ2ζ

e ·
n∑
i=1

s

T i,rdown log2(1 +
PdownG(d1)

δ2 )
· 2d1
(r0)2

. (34)

Therefore, based on the analysis aforementioned, we provide Proposition 4 about the resource
consumption for the three cases discussed above.

Proposition 4. (1) Case 1-Sufficient Communication and Computing Resources: To achieve the required model

accuracy εg and εl, the consumption of bandwidth in the uplink is Bup ≥ d
2L2 ln 1

εg

(1−εl)γ2ζ e ·
(

2
(d0)2

)nI ∏nI
n=1 d

(n)
2 ·∑n

i=1
s

T i,rup log2(1+
PupG(d1)∑NI

j=1
PG(d2

(j))+δ2
)
· ( 2d1

(d0)2
) ·
∑N
nA=nI

CnInA(1−exp{1−2tupλa})nI · (exp{1−2tupλa})nA−nI ·

(π(d0)
2λi)

nA

nA!
exp{−π(d0)2λi}, the consumption of bandwidth in the downlink is Bdown ≥ d

2L2 ln 1
εg

(1−εl)γ2ζ e ·
2d1
r20
·∑n

i=1
s

T i,rdown log2(1+
PdownG(d1)

δ2
)
, and the consumption of computing resources used for local training is Ctotal ≥

d 2
(2−Lξ)ξγ ln

1
εl
e · d

2L2 ln 1
εg

(1−εl)γ2ζ e ·
∑n
i=1

ciSi
Ti
· 1√

2πσi
exp
(
− (si−µi)2

2σ2
i

)
· (d0)

2−(dmin)
2

(r0)2
.

(2) Case 2-Sufficient Computing Resources and Insufficient Communication Resources: To achieve the required

global model accuracy εg , the consumption of computing resources is Ctotal ≥
∑n
i=1

ciSi
Ti
· 1√

2πσi
exp
(
− (si−µi)2

2σ2
i

)
·

(d0)
2−(dmin)

2

(r0)2
· d 2

(2−Lξ)ξγ ln
Kmaxγ

2ζ
Kmaxγ2ζ−2L2 ln 1

ε̃g

e · d
2L2 ln 1

ε̃g

(1−ε̃l)γ2ζ e.

(3) Case 3-Sufficient Communication Resources and Insufficient Computing Resources: To achieve the required

global model accuracy εg , the consumption of bandwidth in the uplink is

Bup ≥ d
2L2 ln 1

εg1−exp

 (Lξ−2)ξγ
∑n
i=1

Ci

2
∑n
i=1

ciSi
Ti
· 1√

2πσi
exp

(
− (si−µi)2

2σ2
i

)

γ2ζ

e ·
∑n
i=1

s

T i,rup log2(1+
PupG(d1)∑NI

j=1
PG(d2

(j))+δ2
)
·

( 2d1
(d0)2

) ·
∑N
nA=nI

CnInA(1 − exp{1 − 2tupλa})nI · (exp{1 − 2tupλa})nA−nI · (π(d0)
2λi)

nA

nA!
exp{−π(d0)2λi} ·
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(
2

(d0)2

)nI ∏nI
n=1 d

(n)
2 , while the consumption of bandwidth in the downlink is

Bdown ≥ d
2L2 ln 1

εg1−exp

 (Lξ−2)ξγ
∑n
i=1

Ci

2
∑n
i=1

ciSi
Ti
· 1√

2πσi
exp

(
− (si−µi)2

2σ2
i

)

γ2ζ

e ·
∑n
i=1

s

T i,rdown log2(1+
PdownG(d1)

δ2
)
· 2d1
(r0)2

.

VII. NUMERICAL RESULTS AND DISCUSSION

In this section, we verify our analytical modeling using numerical simulations by (1) verifying

the analytical results of transmission success probability (uplink and downlink) and resource

(bandwidth resource and computing resource) consumption; (2) Measuring the performance of

FL settings; (3) Examining the trade-off between the computing resources and communication

resources under FL framework.

A. Simulation Setting

We consider an FL empowered wireless network composed of multiple UEs that are randomly

generated and one central BS with a cloud server that serves as the FL model aggregator. The

coverage of the BS is a circular area with a radius of 1KM. The radius of the interfering area

is set to 100m. The transmit power of UEs and the serving BS is set to 20dBm and 43dBm

respectively [20]. Moreover, the noise power is set to −173dBm [20]. The density of interfering

UEs λa is set to 1 UE/m2 and tup is randomly chosen within [1, 3]ms. The path loss is modeled

as g(D1) = 34 + 40 log(D1) [9]. The number of CPU cycles required for computing one sample

data is randomly chosen within [1, 4]× 104 cycles/sample [24]. µi and σi are randomly chosen

within [1000, 10000] and [0.2, 0.5].

We consider using FL to solve the multi-class classification problem over MNIST datasets

[32] for model training, where all datasets of UEs are randomly splitted with 75-25 ratio, for

training and testing respectively [28]. Moreover, we use a fully-connected two-layer network

built over PyTorch, where the size of input layer, hidden layer and output layer is set to 784

(28× 28), 40 and 10 respectively. The activation function is ReLU, as it can greatly accelerate

the convergence of gradient descent and increase the number of the activated neurons [33], [34].

In addition, a constant learning rate has always been the conventional choice [35]–[37]. Inspired

by the hyper-parameter analysis and the corresponding experimental results in [35], [36], we set

learning rate ξ = 0.03. In addition, according to our neural network settings, the transmitted

model size s is around 1.156 MB, when using 32-bit floating-point computing. In addition, we

set L = 1/10, γ = 1/10, ξ = 1/10, ζ = 1/10 [24].



20

B. Simulation Results

1) Verifying Analytical Results: First, we examine the local and the global model transmission

success probability with varying UE density respectively. In the two simulations, based on

PPP model, we randomly generated 30 specific point distributions for each UE density (0.1

intervals), where both the simulation results of Pr(SINRup > βup) and Pr(SNRdown > βdown)

are averaged over these 30 different channel instances for each UE density. Fig. 3 and Fig. 4

show the probability Pr(SINRup > βup) in the uplink and Pr(SNRdown > βdown) in the downlink

respectively for both analytical and simulation results with varying UE density under different

threshold parameters. The analytical results of Pr(SINRup > βup) and Pr(SNRdown > βdown) are

computed based on equation (14) and equation (15) respectively. From Fig.3 and Fig. 4, we can

see that the curves of analytical results match closely to simulations for both the uplink and the

downlink. Moreover, we can see that the smaller threshold (βup in Fig. 3, βdown in Fig. 4), the

larger transmission success probability.

Fig. 3: Comparison of the probability of suc-
cessful transmission in the uplink.
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Fig. 4: Comparison of the probability of suc-
cessful transmission in the downlink.

0.2 0.3 0.4 0.5

The global accuracy loss 
g

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

T
o

ta
l 
b

a
n

d
w

id
th

 c
o

n
s
u

m
p

ti
o

n
  

  
  

  
  

  

 o
n

 u
p

lin
k
 (

1
0

3
 M

b
p

s
) 

  
  

  
  

  

Analytical results:
l
=0.2

Simulation results:
l
=0.2

Analytical results:
l
=0.3

Simulation results:
l
=0.3

Analytical results:
l
=0.4

Simulation results:
l
=0.4

Fig. 5: Comparison of bandwidth consumption
in the uplink.

Next, we examine the bandwidth consumption in the uplink and the downlink respectively

for both analytical and simulation results with respect to the global accuracy loss εg. We first

randomly select UE density within [1, 2] and randomly select 10 specific point distributions

under the corresponding UE density. Then, we train the same FL task (i.e., classification on

MNIST datasets) for each point distribution, where the simulation results are averaged over 10

point distributions. Fig. 5 and Fig. 6 show the bandwidth consumption in the uplink and the

downlink changes with the global accuracy loss respectively. From Fig. 5 and Fig. 6, we can

see that the curves of analytical results match closely to simulations for both the uplink and the

downlink. Moreover, both the bandwidth consumption in the uplink and the downlink decrease

with respect to the global accuracy loss. In addition, we also find that the lower local accuracy

leads to more bandwidth consumption to guarantee a specific global accuracy when training

i.i.d data. Specifically, as shown in Fig. 5, in the uplink, the amount of bandwidth consumed to

guarantee εl = 0.3 is 0.144× 103 Mbps more than that to guarantee εl = 0.2 on average, while
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the amount of bandwidth consumed to guarantee εl = 0.4 is 0.089×103 Mbps more than that to

guarantee εl = 0.3 on average. As shown in Fig. 6, in the downlink, the amount of bandwidth

consumed to guarantee εl = 0.3 is 0.54 × 104 Mbps more than that to guarantee εl = 0.2 on

average, while the amount of bandwidth to guarantee εl = 0.4 is 0.28 × 104 Mbps more than

that to guarantee εl = 0.3 on average. The reason is that the lower local accuracy needs more

communication rounds to aggregate the local models to achieve a certain global accuracy, and

thus consumes more bandwidth.
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In the following, we examine the computing resource consumption for both analytical and

simulation results with respect to the density of UEs. Specifically, the analytical results of

computing resource consumption is computed based on equation (19), while the simulation

results are averaged over 10 randomly generated point distributions for each UE density. Fig. 7

shows the computing resource consumption changes with the density of UEs. From Fig. 7, we

can see that the amount of computing resource consumption increases in the beginning and then

decreases with the density of UEs. Specifically, the amount of computing resource consumption

increases with UE density, when it is approximately below 2 (i.e., λi ≤ 2), as the number of

UEs that participate in local training increases with UE density. When approximately λi ≥ 2, the

amount of computing resource consumption decreases with UE density, as poor SNR causes that

some UEs fail in successfully receiving the global model. As a result, the number of UEs that

participate in local training decreases in the next communication round, and thus the amount

of computing resource consumption decreases. Moreover, we also find that achieving higher

local accuracy needs more computing resources to train local models. Specifically, the amount

of computing resources consumed to guarantee εl = 0.2 is 0.27×1012 cycles/s more than that to

guarantee εl = 0.3 on average, while the amount of computing resources consumed to guarantee

εl = 0.3 is 15× 1012 cycles/s more than that to guarantee εl = 0.4 on average.
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2) Measuring the performance of FL settings: First, we examine the convergence property

by using simulation experiments. In this simulation experiment, the UE density is randomly

chosen within [1, 2] and data points are randomly generated (the same settings for the following

simulations). Moreover, we set εg = 0.2, βup = −15dB, and βdown = 15dB. As shown in Fig.

8, we randomly choose 3 UEs to observe the changes of the local optimization function, where

the local optimization function converges in about 40 epochs. In addition, as shown in Fig. 9,

we can observe that the global loss function convergences in around 12 communication rounds.

Fig. 9: Convergence. Fig. 10: Comparison of the global accuracy
loss.
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Next, we examine the global accuracy loss with the number of communication rounds when

fixed local accuracy loss εl = 0.2. In this simulation, we still set βup = −15dB and βdown = 15dB.

Fig. 10 shows the global model accuracy loss changes with the number of communication rounds.

From Fig. 10, we can see that the global model accuracy loss decreases with the number of

communication rounds. Moreover, the difference between the actual global accuracy loss and

εl = 0.2 is always within 0.1 when the learning convergences. Please note that SINR and SNR

practically affect the global aggregation and local training respectively.

Next, we examine whether the well trained model is effective for the test datasets. In this

simulation experiment, the test datasets are drawn from the same distribution as the training data.

We randomly select 3 UEs and calculate the testing accuracy every 2 communication rounds. As

shown in Fig. 11, we can see that the testing accuracy increases with training accuracy, where εl

is the local training accuracy and ε̂l is the testing training accuracy. We can also see, in general,

the difference between the training accuracy and the testing accuracy is within [0, 0.1].

3) Examining the trade-off between the computing resources and communication resources

under FL framework: First, we examine the relationship between the global model accuracy and

available bandwidth in the uplink. In this simulation experiment, we first assume that bandwidth

in the downlink and computing resources are sufficient, and then we fix the required local

model accuracy (0.1, 0.2, 0.3) to verify the relationship between the global model accuracy and
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the amount of available bandwidth in the uplink. From Fig. 12, we can see that the global

model accuracy sharply increases in the beginning and then increases slowly with the amount

of available bandwidth in the uplink, as the number of local UEs that can participate in global

aggregation quickly increases with the amount of bandwidth in the beginning. When the amount

of bandwidth increases to be sufficient, it has little effect on the transmission success probability

of local models, and thus the global model accuracy keeps fairly steady. Moreover, in the

beginning, higher local model accuracy (lower εl) leads to a higher global model accuracy.

Specifically, the global model accuracy when εl = 0.1 is 8.5% higher than that when εl = 0.2,

while the global model accuracy when εl = 0.2 is 17.2% higher than that when εl = 0.3.
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After that, we examine the relationship between the local model accuracy and computing

resources, as shown in Fig. 13, where we randomly select 3 different UEs and assume that the

bandwidth in the uplink/downlink is sufficient. From Fig. 13, we can see that the local model

accuracy quickly increases in the beginning and then keeps fairly steady with the amount of

computing resources. The reason is similar to that in Fig. 12, i.e., more computing resources

leads to more local iterations in the beginning, while sufficient computing resources have little

effect on local iterations. Please note the fluctuations of the curves in the Fig. 13 are due to that

the local model accuracy in the Fig. 13 is recorded per local iteration, while the global accuracy

in the Fig. 12 is recorded per communication round composed of 30 local iterations.

Finally, we examine the trend of the global model accuracy with respect to the amount of

computing resources and the amount of bandwidth. Fig. 14 shows the relationship among the

global model accuracy, computing resources, and bandwidth, where the trade-off between the

amount of computing resources and the amount of bandwidth is verified. As shown in Fig. 14,

both the amount of bandwidth and the amount of computing resources affect the global model

accuracy, where we can flexibly adjust the amount of computing resources and the amount of

bandwidth to guarantee a specific global model accuracy. Specifically, when we fix the amount of
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bandwidth used for transmitting the local models, we can increase the global model accuracy by

increasing the amount of computing resources. When we fix the amount of computing resources

used for local training, we can increase the global model accuracy by increasing the amount of

bandwidth.

VIII. CONCLUSION

Wireless edge network intelligence enabled by FL has been widely acknowledged as a very

promising means to address a wide range of challenging network issues. In this paper, we have

theoretically analyzed how accurate of an ML model can be achieved by using FL and how

many resources are consumed to guarantee a certain local/global accuracy. Specifically, we have

derived the explicit expression of the model accuracy under FL framework, as a function of

the amount of computing resources/communication resources for FL empowered wireless edge

networks. Numerical results validate the effectiveness of our theoretical modeling. The modeling

and results can provide some fundamental understanding for the trade-off between the learning

performance and consumed resources, which is useful for promoting FL empowered wireless

network edge intelligence.

APPENDIX A
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APPENDIX B

PROOF OF PROPOSITION 3

First, based on the definition of Gi(·) in problem (20), we have ∇2Gi(·) = ∇2Fi(·). Therefore,

∇2Gi(·) also meets the L-smooth, γ-convex, and twice-differentiable assumptions, i.e.,

‖ ∇Gi(w)−∇Gi(w′) ‖≤ L ‖ w − w′ ‖, (B.1)

‖ ∇Gi(w)−∇Gi(w′) ‖≥ γ ‖ w − w′ ‖, (B.2)

γI ≤ ∇2Gi(w) ≤ LI, (B.3)

Gi(w) ≥ Gi(w′) +∇ (Gi(w
′))

T
(w − w′) + γ

2
‖ w − w′ ‖2 . (B.4)

Then, when given wr, we rewrite Gi(·) using the second-order Taylor expansion as
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Therefore, combining (B.5) and (B.6), we have
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APPENDIX C

PROOF OF PROPOSITION 4

Under Assumption 1, Assumption 2, and Assumption 3, the following conditions hold on
1

L
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hi ≤
1

γ
‖ ∇Fi(wr + hi)−∇Fi(wr) ‖2, (C.1)

‖ ∇F (w) ‖2≥ γ (F (w)− F (w∗)) . (C.2)

The proof of (C.2) is similar to that of (B.6) in Appendix C. For (C.1), based on Lagrange
median theorem, we always have a w such that

∇Fi(wr + hi)−∇Fi(wr) = ∇2Fi(w)hi. (C.3)

For the optimal solution of local optimization problem, we always have
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With the above equalities and inequalities, we now start to prove Proposition 4.
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Ŝ,SINRup

))
+

1∑n
i=1 Ŝi
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Gi(wr, hi) = Fi(wr + hi)− (∇Fi(wr)− ζ∇F (wr))Thi, (C.6)
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n∑
i=1
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)2 ‖ n∑

i=1
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Ŝ,SINRup

))
− γ − Lζ

2
‖ h(r)(τ)i ‖2}

(C.6)
= F

(
wr

(
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Ŝ,SINRup

))
− 1

ζ
∑n
i=1 Ŝi
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According to equation (C.6), we can calculate Gi (wr, 0) and Gi

(
wr, h

(r)∗

i

)
as follows,

Gi

(
wr

(
Ŝ,SINRup

)
, 0
)
= Fi

(
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Therefore, we have
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(
wr

(
Ŝ,SINRup

))
− 1

ζ
∑n
i=1 Ŝi

n∑
i=1

Ŝi{
γ − Lζ

2
‖ h(r)(τ)i ‖2 +

(1− εl)γ
2

‖ h(r)
∗

i ‖2}

≤ F
(
wr

(
Ŝ,SINRup

))
− (1− εl)γ

2ζ
∑n
i=1 Ŝi

n∑
i=1

Ŝi ‖ h(r)
∗

i ‖2

A1
≤ F

(
wr

(
Ŝ,SINRup

))
− (1− εl)γ

2ζL2
∑n
i=1 Ŝi

n∑
i=1

Ŝi ‖ ∇Fi
(
wr

(
Ŝ,SINRup

)
+ h

(r)∗

i

)
−∇Fi

(
wr

(
Ŝ,SINRup

))
‖2

C.4
= F

(
wr

(
Ŝ,SINRup

))
− (1− εl)γζ

2L2
∑n
i=1 Ŝi

n∑
i=1

Ŝi ‖ ∇F
(
wr

(
Ŝ,SINRup

))
‖2

C.2
≤ F

(
wr

(
Ŝ,SINRup

))
− (1− εl)γζ

2L2
∑n
i=1 Ŝi

n∑
i=1

Ŝiγ
(
F
(
wr

(
Ŝ,SINRup

)
− F (w∗)

))
= F

(
wr

(
Ŝ,SINRup

))
− (1− εl)γ2ζ

2L2

(
F
(
wr

(
Ŝ,SINRup

)
− F (w∗)

))
.

Therefore, based on (D.8), we have

F
(
wr+1

(
Ŝ,SINRup

))
− F (w∗) ≤ F

(
wr

(
Ŝ,SINRup

))
− F (w∗)−

(1− εl)γ2ζ
2L2

(
F
(
wr

(
Ŝ,SINRup

))
− F (w∗)

)
=

(
1− (1− εl)γ2ζ

2L2

)(
F
(
wr

(
Ŝ,SINRup

))
− F (w∗)

)
≤
(
1− (1− εl)γ2ζ

2L2

)(r+1)

(F (w0)− F (w∗))
(c)
≤ exp

(
−(r + 1)

(
(1− εl)γ2ζ

2L2

))
(F (w0)− F (w∗)) .

To guarantee the global accuracy, i.e., F (wr)− F (w∗) ≤ εg(F (w0)− F (w∗)), we have

εg ≥ exp
(
−r (1− εl)γ

2ζ

2L2

)
.

Therefore, when 0 < ζ < γ
L

, we have r ≥
2L2 ln 1

εg

(1−εl)γ2ζ
.
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