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Chronic diseases are increasing in prevalence and mortality worldwide. Early diagnosis

has therefore become an important research area to enhance patient survival rates.

Several research studies have reported classification approaches for specific disease

prediction. In this paper, we propose a novel augmented artificial intelligence approach

using an artificial neural network (ANN) with particle swarm optimization (PSO) to predict

five prevalent chronic diseases including breast cancer, diabetes, heart attack, hepatitis,

and kidney disease. Seven classification algorithms are compared to evaluate the

proposedmodel’s prediction performance. The ANN prediction model constructed with a

PSO based feature extraction approach outperforms other state-of-the-art classification

approaches when evaluated with accuracy. Our proposed approach gave the highest

accuracy of 99.67%, with the PSO. However, the classification model’s performance

is found to depend on the attributes of data used for classification. Our results are

compared with various chronic disease datasets and shown to outperform other

benchmark approaches. In addition, our optimized ANN processing is shown to require

less time compared to random forest (RF), deep learning and support vector machine

(SVM) based methods. Our study could play a role for early diagnosis of chronic diseases

in hospitals, including through development of online diagnosis systems.

Keywords: medical diagnosis, feature selection, chronic diseases, artificial neural network (ANN), prediction

INTRODUCTION

Hospitals and online medical systems are generating a large amount of data that is beneficial for
researchers to apply Artificial Intelligence (AI) techniques in building advanced models. Disease
diagnosis, disease stage prediction, medical wearable, hospital stay, and death prediction are the
main research areas in medical computing. Early disease detection and risk identification can
motivate people to change their lousy eating, lifestyle, and exercise habits. Early chronic disease
risk identification is beneficial for patients to start treatment early (1). Artificial intelligence in
the diagnosis of medical diseases is a trend research area. Artificial intelligence techniques and
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algorithms help physicians in the decision-making process. A
health specialist typically uses medical lab tests and experiments
to decide whether a person is suffering from a specific disease
or not. It is now easier to acquire information from previously
available data using artificial intelligence techniques. In the
present electronic era, massive amounts of data are generated
from different health devices, namely sensors, clinical databases,
social networks, and wearables (2). Except for laboratory
tests and experimental results, age, gender, drug addiction,
body mass index (BMI), blood pressure (BP), hypertension,
lifestyle, diet, and exercise habits of patients are factors for
the most common predictions of chronic diseases, including
diabetes, heart attack, hepatitis, and kidney diseases (3). Artificial
intelligence techniques are used to predict diseases based on
available patient data. Medical diagnosis requires physicians and
medical laboratories for testing, while artificial intelligence-based
predictive systems are used for the early prediction of diseases.

Artificial intelligence is inspired by biological processes,
especially input processing approaches used by the human brain.
Artificial intelligence can learn, process inputs, identify patterns,
predict, and make decisions (4). Artificial intelligence techniques
are mainly divided into supervised and unsupervised learning.
Supervised learning needs training on datasets available with
required outputs. This training is used to build a model that
is applied for future predictions (5). In unsupervised learning,
similar data points are combined into groups called clusters.
Each cluster consists of data points with similar characteristics
(6). Supervised learning is further divided into two categories:
Classification and Regression. Classification is used to predict the
final class labels with positive and negative results. Classification
algorithms are used to build a predictive model based on
historical data and indicate classes of unlabeled data.

According to the World Health Organization (WHO)
analysis, 41 million people die from chronic diseases, which
is 71% of total deaths each year. Chronic diseases include
heart attacks, cancer, diabetes, kidney disease, liver disease, etc.
Diabetes killed 1.6 million people in 2016 (7). This rapid growth
of diabetes patients requires an early detection system to treat
their disease early. Diabetes mellitus occurs with an increase in
blood glucose levels. There are mainly two types of diabetes:
Type I diabetes occurs when the pancreas stops producing the
required insulin. Type II diabetes occurs when a patient’s body
is not responding (8). Diabetes is a lifelong disease that affects
different body organs, including the kidneys, heart, and eyes.
Heart diseases are considered as another main reason for death
in middle and old age. According to cardiovascular statistics
provided by the World Health Organization (WHO), more than
17.9 million deaths occur due to heart stroke (9). Physicians refer
to medical tests for heart disease diagnosis like electrocardiogram
(ETC), echocardiogram (ECG), computerized tomography (CT
scan), etc. In another way, early heart attack symptoms are
used to predict disease so that the clinical burden can be
reduced and physicians or patients themselves can diagnose their
heart disease. Family history, blood pressure level, cholesterol,
stress level, eating habits, age, weight, smoking, and alcohol
consumption are the main factors that are examined to predict
heart disease before occurrence.

Conventional methods of kidney disease diagnosis involve
ultrasound, urine or blood tests, etc., which are followed by
kidney dialysis, transplant, or simple medication. Almost one
out of three diabetes patients suffer from kidney failure (10).
Kidney diseases are predicted early by using automatic prediction
systems. Early detection may reduce the mortality rate and cost
associated with lab experiments. Kidney diseases are related to
bad diet habits and unhealthy living; these attributes are easily
used to build a predictive model. Hepatitis is an inflammation in
the liver due to viral infections. It is another rapidly spreading
chronic disease with more than 350 million patients (11). The
reason behind death is hepatitis shows symptoms like viral
infections, namely, fever, fatigue, and liver infections, etc.

Artificial intelligence makes it possible to diagnose Hepatitis C
early without clinical expense (12). Breast cancer is overgrowing
in European and Asian countries. It has become the most
frequent type of cancer, causing the most incredible death rate
among women that is 15% (13). Breast cancer diagnosis involves
two steps: detection and screening. It is crucial to predict breast
cancer early to provide necessarymedical services and care.Many
researchers contribute to the detection and prevention of breast
cancer at an early stage. Breast cancer became the second leading
cancer that causes the most deaths among women. It is necessary
to propose a predictive analysis model for cancer diagnosis in
its early stages. Early diagnosis of breast cancer will lead to early
treatment and may reduce the risks of death. Web-based systems
can also reduce the cost of lab experiments; therefore, they are
beneficial to the patient and medical staff as well. Improvements
in medical database systems help to generate a large amount of
data that is unable to handle by a human. Artificial intelligence is
used to extract patterns in huge datasets and to find the labels of
data for patient disease diagnosis (14).

However, health-related data are more sensitive; therefore,
they must be handled carefully to generate accurate results.
Real-World data has many issues, including noisy data, class
imbalance, missing values, and irrelevant entries (15). Different
data pre-processing approaches have been applied in previous
research to increase the performance of medical diagnosis
systems (16). Data pre-processing plays a vital role in extracting
valuable features in data. Data pre-processing consists of
extraction, cleaning, and transformation steps (14). Chronic
diseases are affected by hypertension, gender, obesity, age factors,
smoking, unhealthy diet, and lifestyle; therefore, it is difficult to
identify the disease from all functional aspects.

Furthermore, different hospitals or medical diagnostic
laboratories have the attributes of other patients with the same
strategies. A preferable method to handle other characteristics
in the dataset is feature selection. Feature selection approaches
make it possible to find weights of different factors so that only
the most influencing factors are used for detection. Feature
selection is used to select the most significant features and to
eliminate irrelevant features from the dataset. Feature reduction
techniques reduce processing time and increase classification
performance that is affected by useless features in the data (17).

Some datasets are available online in different data
repositories for research purposes. To find and evaluate
the symptoms of other diseases, the researchers applied
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TABLE 1 | Summary of the literature review.

Year Problem statement Diseases Proposed solution Reference

2021 Disease prediction with the features using

machine learning

Diabetes and breast cancer SVM (77)

2020 Different feature selection approaches are

compared to evaluate their recall,

precision, and F1 measure performance.

Diabetes, Kidney and Heart Attack Adaptive probabilistic divergence

is used to select most useful

features.

(2)

2020 To predict the presence of three chronic

diseases.

Diabetes, Heart attack, and cancer Incremental Feature Selection

Approach with Convolutional

Neural Network (CNN)

(18)

2019 To explore most important features for

different chronic diseases.

Heart, Hepatitis, Diabetes, Cancer Including information gain, gain

ratio, and correlation-based

approaches.

(19)

2020 Enhance the accuracy of a prediction

model

Chronic Diseases Stacked Ensemble approach (20)

2020 To enhance the classification results using

the clustering method

Diabetes, Cancer & Kidney diseases Rough K-means clustering (21)

2019 Focused on feature filtering techniques to

predict cancer in an early stage.

Cancer Decision Tree, Naive Bayes,

k-Nearest Neighbors, and

Support Vector Machine

(23)

2020 Extract the most influencing features Cancer Pearson correlation with ANN (25)

2019 Enhance classification performance using

significant attributes

Diabetes A hybrid of AdaBoost, Bagging,

and K-NN

(53)

2019 To predict diabetes using demographics

and hypertension data

Diabetes convolution neural network

(CNN)

(54)

2020 To highlight features most common in

heart and diabetes patients.

Diabetes and Heart Disease Supervised learning classification

and regression

(8)

2019 Heart disease prediction based on

patients’ data.

Heart Attack Random Forest (55)

2019 Feature reduction in heart patients’ data. Heart Attack Particle Swarm Optimization

(PSO) and Ant Colony

Optimization (ACO)

(56)

2020 To explore the most significant features Hepatitis Principal Component Analysis

(PCA)

(66)

2019 Highlight hepatitis C risk predicting factors Hepatitis Random Forest (68)

2020 Feature transformation is used to increase

the accuracy of the hepatitis prediction

model

Hepatitis Classification (11)

2019 Irrelevant significant features reduction for

kidney disease prediction model

Kidney Failure Ant Colony Optimization (17)

2019 to predict chronic kidney disease based

on demographic data.

Kidney Diseases Random Forest (73)

2020 Ensemble techniques for kidney disease

prediction

Kidney Diseases Decision Tree, k-NN and Naive

Bayes

(74)

2019 A prediction model for patients’ survival

after kidney transplant

Kidney Diseases Information Gain and Naive

Bayes

(75)

various algorithms and built different effective prediction
models. These models are applicable for the selected dataset
to diagnose any specific disease early. In comparison, many
research studies have proposed methods to predict various
diseases, e.g., Diabetes, Cancer, Parkinson’s, Heart Attack,
Depression, Hypertension, etc. However, the medical diagnosis
systems focus on a specific disease with limited attributes.
Previous studies have shown that traditional methods for
predicting chronic diseases are inadequate due to very
limited feature selection techniques. Therefore, significant

features identification and machine learning techniques

are important to improve the performance of chronic

diseases. The main contributions of this research paper are

as follows.

• The significant features are chosen to eliminate redundant and
inconsistent data through particle swarm optimization, which
improves the efficiency of prediction model.

• An artificial neural network predicts five chronic diseases,
diabetes, breast cancer, hepatitis, heart, and kidney.
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FIGURE 1 | Proposed approach.
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TABLE 2 | Datasets used for classification.

DiseasesDataset

name

No. of

attributes

Total

entries

No. of

positive

results

No. of

negative

results

References

Cancer Breast

Cancer

Wisconsin

(Diagnostic)

Data Set

(Dataset 1)

31 569 212 357 (78)

Cancer Breast

Cancer

Wisconsin

(Dataset 2)

10 699 240 459 (79)

Diabetes Pima

Indians

Diabetes

Database

(Dataset 1)

9 768 268 500 (80)

Diabetes Diabetes

Classification

(Dataset 2)

15 390 60 330 (81)

Heart

Attack

Heart

Disease

UCI

(Dataset 1)

14 303 138 165 (82)

Heart

Attack

Heart

Disease

Prediction

(Dataset 2)

13 270 150 120 (83)

Hepatitis Hepatitis

(Dataset 1)

19 142 80 62 (84)

Hepatitis Indian

Liver

Patient

Records

(Dataset 2)

11 584 168 416 (85)

Kidney Kidney

Disease

Dataset

(Dataset 1)

26 189 74 115 (86)

• The k-fold cross-validation is used to train and test the
proposed approach. Classification results are compared
to a decision tree, random forest, deep learning, KNN,
Naive Bayes, SVM, and logistic regression on chronic
diseases datasets.

• The experimental results show that the proposed approach
achieved a 99.76% accuracy and predicts chronic diseases
more effectively and efficiently than other state-of-the-
art models.

The rest of the study is arranged as follows: Section Literature
Review represents a comprehensive review of studies in the
previous literature. Section Materials & Methods discusses the
materials and methods. Section Results and Discussions presents
experimental results and comparative analysis. Finally, Section
Conclusion concludes, and section Future Work and Limitations
provides future directions and limitations for the research.

LITERATURE REVIEW

The literature review provides a clear view of previous

approaches and potential areas. The latest literature reviews
different disease detection methods using artificial intelligence
approaches with or without other feature selection methods.

A research study proposed a machine learning-based
predictive model to diagnose three primary chronic diseases,
including Diabetes, Kidney, and heart diseases. The feature
selection technique based on adaptive probabilistic divergence is
used to select the most valuable features. The study concluded
that the proposed approach gave the highest accuracy by
optimizing the most significant features for disease detection
(2). A feature selection-based machine learning algorithm is
proposed to predict three chronic diseases, namely, diabetes,
heart attack, and cancer. The incremental feature selection
approach with Convolutional Neural Network (CNN) is applied
to anticipate disease presence. The proposed method showed
93% classification accuracy in less computation time (18).
Another study is conducted to explore the essential features of
often chronic diseases. Feature selection approaches, including
InformationGain, Gain Ratio, and correlation-based approaches,
are applied. Several subsets of top-ranked features are then used
in building the Random Forest prediction model. It showed
that exploring the most significant features is significant for
the medical diagnosis process (19). In another research study
for chronic disease prediction (20), the Stacked Generalization
approach is used to enhance the performance of classification
algorithms. Five classification algorithms are compared: Decision
Tree (DT), k-NN, SVM, Logistic Regression (LR), and Naive
Bayes, to outperform five chronic disease prediction models.
It is found that the Stacked Ensemble approach enhances the
model performance and achieves the highest accuracy of 90%.
Diabetes, Breast Cancer & Kidney diseases are predicting in (21),
using classification algorithms. Rough K-means clustering is used
to explore and eliminate ambiguous objects in datasets. It is
observed that classification model applied with extracted features
gave improved results compared to conventional models.

Early breast cancer prediction is an emerging research area

in artificial intelligence. Many studies are conducted for breast

cancer prediction at an early stage using online techniques
and prediction models. The fuzzy rule-based classification is
used for classification purposes, while fuzzy temporal rules are
used to determine highly contributing factors for online breast
cancer prediction. The results show that feature selection and
fuzzy rule-based classification improve the accuracy of classifiers
(22). Another study focused on feature filtering techniques
to predict breast cancer early. Frequent item-set mining is
used to select the essential features in patients’ datasets. The
decision tree, Naive Bayes (NB), k-Nearest Neighbors (k-NN),
and Support Vector Machine (SVM) are compared, and it is
found that SVM outperforms other models (23). A research
paper focused on reducing erroneous prediction results that
is false positive and false negative. Information gain with
the Genetic Algorithm approach is utilized to rank highly
significant features in the dataset. Classification of positive and
negative results is done by SVM. This approach applied to
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FIGURE 2 | Proposed model architecture.

two independent datasets increased the prediction accuracy and
reduced prediction cost (24). In another research study (25), five
classification models, namely SVM, K-NN, ANN, random forest,
and logistic regression, are applied to predict early breast cancer.
In this study, the Pearson correlation is applied to extract the
most influencing features, and after feature selection, the ANN
model obtained the highest accuracy of 98%. Two breast cancer
datasets are used in (26), to differentiate cancer patients from
healthy people. A genetic algorithm is used to select the most
significant features in datasets.

Three classification algorithms, multilayer perceptron (MLP),
probabilistic neural network (PNN) and radial based function
(RBF) are used for the classification of breast cancer (27).
MLP requires more processing time for the training model
and assigning weights to its neurons than RBF and PNN. The
highest accuracies of 97%, 98%, and 100% are achieved with
MLP, RBF, and PNN. Another research study (28) applies SVM
with multiple kernels to predict breast cancer. An energy-
based shape histogram is used to extract the most significant

features. The proposed model achieved the highest accuracy
of 99%.

Diabetes prediction at an early stage can lead to saving
patients’ life. A research paper compares classification methods
like Artificial Neural Network (ANN) and Random Forest with
clustering technique k-means clustering. Principal Component
Analysis (PCA) is used to select significant components. The
study proved that PCA increases the accuracy of the prediction of
diabetes, while body mass index (BMI) and glucose level strongly
correlate with diabetes (28). Prolonged diabetes can cause vision
loss, which is called diabetes retinopathy. A research study is
conducted to predict the side effects of diabetes on eyesight. K-
NN, Decision Tree, Multilayer Perceptron, and SVM are used to
predict feature selection. The number of accurate predictions is
compared before and after feature selection, demonstrating that
feature selection approaches increased accuracy and sensitivity
(29). Some techniques are used for diabetic retinopathy using
PCA (30) and deep neural network (31). In (32), BMI is
predicted from the images using the computer vison and
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FIGURE 3 | Cancer diagnosis accuracy (dataset 1).

FIGURE 4 | Cancer diagnosis accuracy (dataset 2).

machine learning technique. Federated learning has a wide
application in big data (33). The probabilistic procedure with
sensors is used for censorious procedures (34). Some patients
have diabetes with hypertension; therefore, a research study is
conducted to predict diabetes type II and hypertension in both
individuals. Synthetic minority oversampling is used to solve
data distribution problems and the ensemble method is used to
predict hypertension and type II diabetes. This study showed
that pre-processing of data prior to model building enhances
prediction accuracy (35).Machine learningmethods are also used
for the detection of some other medical diseases detection (36–
38), text mining (39–42) and network security (43–47). Another
analysis is conducted to predict the risks associated with diabetes.
Logistic regression, Decision Tree, ID3, C4.5, k-NN, and Naive

Bayes are used for classification. Irrelevant features are detected
and reduced using PCA and PSO algorithms. A comparison
of both feature selection techniques is performed in terms of
improved accuracy and processing time. It shows that feature
reduction is a powerful technique to enhance predictive model
accuracy (48).

Iris-based and physiological features are used to predict
diabetes type II, using decision trees and SVM. Some
methods used the fuzzy for ergonomics-related disorders
(49), Convolutional Neural Networks for Syndrome (50), object
detection (51) and gender classification (52). Three ensemble
techniques, AdaBoost, Bagging, and K-NN, are also used with
Principal Component Analysis (PCA) to enhance classification
performance. The highest accuracy of 95.81% is obtained
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FIGURE 5 | Diabetes diagnosis accuracy (dataset 1).

FIGURE 6 | Diabetes diagnosis accuracy (dataset 2).

with the most significant features (53). A convolution neural
network (CNN) is a feed-forward and feature extractor Neural
Network. In a study (54), early diagnosis of Diabetes Type II
is performed by using CNN. A dataset of steel mill workers,
including demographics, physical activities, and hypertension
features, is used to implement CNN. The highest accuracy of
94.5% is obtained to diagnose diabetes patients from all workers’
datasets. Diabetes patients are usually affected by some other
chronic diseases. A research study (8) highlighted the features
most common in heart and diabetes patients. Heart disease is
found to be predicted early in diabetes patients by applying
classification and regression techniques.

In recent decades, heart attacks have been one of the leading
causes of death. Random forest is used in conjunction with a
linear model to predict heart disease based on patient data in

a study. The most significant features are classified using an a
priori method, which showed an increase in accuracy. When
compared to existing classification techniques, the suggested
ensemble model produces the best results (55). Optimization
techniques are used to deal with complex data by reducing
irrelevant and functional data attributes. In a study, the Particle
Swarm Optimization (PSO) and Ant Colony Optimization
(ACO) algorithms are combined for redundant feature reduction.
This approach is applied with different classification algorithms
and is evaluated using F-measure, accuracy, precision, and
recall. Feature optimization gave the highest accuracy of 99.65%,
which is a remarkable achievement (56). Software quality (57–
59) and semantic methods (60, 61) are also used in algorithm
evaluations. A hybrid approach combines different AI techniques
and evaluates them as a single algorithm. A research study
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FIGURE 7 | Heart attack diagnosis accuracy (dataset 1).

FIGURE 8 | Heart attack diagnosis accuracy (dataset 2).

applied various AI algorithms for heart disease prediction to
find the best classifier. The best performing algorithms are
then combined, and the results of the hybrid approach are
compared with the results of individual techniques. The proposed
hybrid algorithm gave more accurate results as all algorithms
functions are combined to calculate a majority vote for a
positive class. A drawback of using a hybrid approach is that
more processing time is required (62). Another study applied
a Fuzzy Rule-based classification model for heart attack risk
prediction. Rough set theory identifies the most influencing
features, and features that do not affect prediction results are
eliminated. The Genetic Algorithm is used to reduce time
complexity and optimize prediction results. Research proved
that the proposed model is efficient with a large number of
features (63, 64). A comparative analysis is presented in (65) for
the diagnosis of cardiovascular disease. The experimental setup

comprises classification algorithms, namely Logistic Regression,
Decision Tree, and SVM. Different subsets of features are used
to evaluate classification results. The highest accuracy of 82.97%
is achieved by using a decision tree with forward and backward
selection approaches.

A study is proposed to predict whether a patient would
survive or die because of hepatitis. This study implemented
SVM with multilayer perceptron for the binary classification
of patients. Principal component analysis (PCA), a feature
selection approach, is applied before prediction and three
factors of zero correlation with the predictive class are
eliminated. The proposed hybrid algorithm gave a higher
accuracy than state-of-the-art classifiers (66). A combination of
several prediction techniques results better than an individual
model. Another study suggested a model for hepatitis diagnosis
using ensemble learning techniques. A Neuro-fuzzy system
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FIGURE 9 | Hepatitis diagnosis accuracy (dataset 1).

FIGURE 10 | Hepatitis diagnosis accuracy (dataset 2).

is used for patients’ diagnosis with dimensionality reduction
algorithms. The results demonstrate that the ensemble neuro-
fuzzy model performed more accurately than ANN (67). A
study is conducted to highlight risk prediction factors for
hepatitis C using a random forest classifier. Chi-square and P-
value statistical functions are used to estimate the importance
of various risk determining factors. The importance of the
factor is calculated several times and each important timeless
factor is eliminated until the required predictive model has
98.3% accuracy. The research found that gender, drug addiction,
frequent hospitalization, and migration from the area with
a high HIV occurrence rate are the essential factors for
hepatitis diagnosis (68). A two-step feature transformation
method is proposed to increase the accuracy of the hepatitis
prediction model. At first, the most valuable features are ranked

based on their significance, and after feature reduction, the
attribute space is expanded. This hybrid method manifested
improved prediction results achieved in less computation
time (11). Esophageal variants occur most commonly due
to the side effects of hepatitis. The esophageal prediction
model is proposed in a research study, with six feature
selection approaches. Information Gain, PCA, and correlation
are used to select the most significant features. The Greedy
Approach, PSO, and Genetic Algorithm are applied to create
subsets of the dataset by exploring the correlation between
different features. This study concluded that Naive Bayes
outperformed compared to ANN, Decision Tree, Random
Forest, and SVM (12). Some other machine learning and soft
computing methods are mainly used for the chronic disease
detection (21, 69–71).
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FIGURE 11 | Kidney disease diagnosis accuracy.

TABLE 3 | Highest accuracy achieved by proposed model.

Diseases Highest results achieved by proposed model

Cancer 98.23%

Diabetes 93.59%

Heart 93.44%

Hepatitis 98.46%

Kidney 98.90%

Ant Colony Optimization is used for reducing irrelevant or
least significant features. The study presented that ACO feature
selection enhances the performance of supervised learning
classifiers (17). Kidney disease stage identification is performed
by applying artificial intelligence techniques to various patient
attributes. The most influencing features in the prediction of
kidney disease stage are serum creatinine, urine, and albumin.
Probabilistic Neural Network beat other prediction models with
96.7% accuracy (72). Random Forest is applied to predict
chronic kidney disease in patient data. Dataset is divided
into demographics and clinical data, including patients’ age,
BMI, gender, diabetes history, hypertension, etc. Prediction
results are estimated by R2 (73). Data are preprocessed by
outlier detection, normalization, and irrelevant data features
are reduced. The random subspace outperformed with 100%
accurate results and proved that ensemble approaches are better
to use than individual classifiers (74). Besides kidney disease
presence prediction, kidney transplantation survival is another
critical aspect of prediction. The study proposed a prediction
model for patients’ survival after kidney transplants. Information
Gain and Naive Bayes are used for the most significant feature
selection. When evaluated with Accuracy and F-measure, K-NN
gave higher accuracy than other classifiers (75). Another study
classifies kidney patient and healthy people data by applying

correlation-based feature selection approaches. Three feature
ranking approaches, namely ReliefF, information gain, and gain
ratio, explore the most significant attributes (76). Table 1 shows
the summary of previous literature that presents their problem
statements, diseases to be predicted, and proposed solutions.

MATERIALS AND METHODS

In this section dataset selection, data pre-processing, feature
selection, proposed model architecture, classification methods,
performance evaluation, experimental tools and setup and
validationmethod are discussed. Figure 1 describes the proposed
automated artificial intelligence approach. The datasets are
selected, and pre-processing is applied. The features are extracted
with particle swarm optimization and then an artificial neural
network is utilized.

Dataset Selection
Datasets for five chronic diseases, including Breast Cancer,
Diabetes, Heart, Hepatitis, and kidney disease, are collected
from multiple online sources e.g., Kaggle, Dataworld, Github &
UCI machine learning repository. Four datasets are previously
used in a research study (19), to predict different diseases,
while other datasets are used in multiple research studies. Each
dataset has information about numerous patients with various
diseases; therefore, dataset features and instances vary. All
datasets used in this research study have numeric and categorical
data features based on patients’ demographics and medical test
results. Breast Cancer data attributes include the characteristics
extracted from digital images of fine-needle aspirates of different
breast tissues. Diabetes datasets are extracted from patients’
demographic profiles and medical test results, including gender,
age, glucose level, blood pressure, and body mass index, etc. Two
datasets containing heart disease symptoms and patients’ data
are used to detect a person’s heart disease or not. Heart disease
dataset attributes used for detection include demographics, chest
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pain, cholesterol level, glucose level, ECG results, maximum
heart rate, depression, and exercise-induced angina. For the
early prediction of hepatitis, demographics and medical lab
test attributes are used. Dataset features used for diagnosis are
categorical, including age, gender, antivirals, liver size, fatigue,
discomfort, bilirubin, albumin, etc.

The kidney disease dataset is used to diagnose kidney disease
presence, using features like sugar level, red and white blood cell
count, glucose level, blood urea, diabetes presence, and hunger.
All above datasets consist of multiple features; however, not
all features are equally significant for disease diagnosis. This
research study finds that feature selection approaches help to
optimize classification results by considering useful features only.
Therefore, for each disease, two publicly available datasets are
used to verify the classification results. However, for kidney
disease classification, only one dataset is found on multiple
online platforms. Table 2 describes the dataset attributes and
their statistics.

Data Pre-processing
In predictive analytics, data quality is a significant factor, low
quality of data leads to incorrect results. Due to their varied
uses and sources, real-world medical data sets have many
outliers, missing values, and irrelevant features. To make the
artificial intelligence algorithm more productive, pre-processing
is essential before using data for model training (87). Data pre-
processing is a conventional artificial intelligence technique to
convert raw data into useful information. Data pre-processing
involves various steps needed to obtain relevant and valuable
data from the original dataset. Data pre-processing steps involve
data extraction, anonymization, integration, cleaning, outlier
detection, and duplicate removal (15). Therefore, all the datasets
are pre-processed before using data for prediction. In these
datasets, it is observed that the patient’s glucose level, BMI, skin
thickness, insulin, blood pressure, and age have a minimum value
of zero, which is impossible. Such outliers are replaced with
average values. Some instances have blank entries, which are
removed by using the replace missing values operator to make an
accurate detection. Table 2 presents the datasets and their values.

Feature Selection
Many datasets for all diseases are available in the hospital’s
database systems and online repositories. These datasets have
different features for multiple usages; not all available features
contribute to specific disease detection. Data pre-processing is
an essential step before applying a model for the classification
of data. The model trained on a dataset with wrong entries
may lead to misleading results. Similarly, not all attributes in
a dataset contribute to the detection process equally. Including
irrelevant features increases the processing time of the model and
it also decreases model performance. If all attributes are used for
predictive analysis, classifier performance is affected negatively.
For hospitals and medical labs, it is dependent on the physician’s
experience to diagnose a disease from different symptom input
values. However, different feature selection approaches allow
examining the contribution of various features on results. The
main functionality of feature selection techniques is used to

analyse that how each attribute takes part in output prediction.
Feature selection is an essential approach to be used before model
construction to redue data complexity by eliminating irrelevant
and useless features from data. Feature selection approaches
reduce the data size so that the model takes less time in the
training and testing phases. Feature selection is beneficial as it
reduces the data size so that processing time, space, and power
consumption are also reduced (15). With a fewer number of
features, the classification model becomes more interpretable
and yields more effective results. Features with zero or very low
contributions are eliminated by using feature selection. There are
various feature selection methods. Information Gain (IG) is one
of the most effective methods for feature selection. Information
Gain is measured by entropy, which is the uncertainty of being
selected. A low entropy value represents more chances of being
selected as a final class label (16). Information Gain calculates
the weight of each attribute to estimate its contribution to the
last class selection. The highest weight represents the feature that
has the most information about final class selection, therefore
considered as the most influencing feature.

We present the significance of selecting the most significant
features using Particle Swarm Optimization (PSO). PSO results
are compared with Information Gain to evaluate its performance.
Particle Swarm Optimization (PSO) is another feature ranking
technique. PSO is introduced in 1995, inspired by groups of
birds and fishes searching for food in a swarm group. Each
species in the swarm searches for food, and the whole group
follows that individual nearest to the food to travel in the right
direction in minimum time. Similarly, the PSO technique is used
to find an optimal solution for a problem consisting of various
features (48). PSO is an evolutionary algorithm developed on
the social behaviors and movements of species. PSO is applied
to optimize classification results by assigning weights to the
most significant features based on their previous results (88).
Thus, only the significant features are used for the prediction
process to decrease processing time and to enhance the efficiency
of prediction model. The ANN classification model based on
the most significant features obtained by PSO. Using PSO, all
attributes are assigned weights according to their contribution
to the classification process. In addition, a baseline information
gain approach is also used to compare its results with the
proposed model.

Proposed Model Architecture
The proposed model architecture is described in this section.
Artificial intelligence algorithms are used to construct the chronic
disease detection model. Artificial intelligence is an advanced
machine learning approach to build detection models that can
receive input data, train a model, and predict the output of future
data. These model-building techniques are divided into two
main categories: supervised learning and unsupervised learning.
Supervised learning models are provided with a set of input data
with desired output labels to construct a predictive technique
for future datasets. Supervised learning algorithms include a set
of tree-based, instance-based, probability-based, and ensemble
algorithms (89). Classification is a supervised machine learning
approach that works under supervised learning to predict the
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TABLE 4 | Overall accuracy achieved for all diseases prediction.

Model Cancer Cancer Diabetes Diabetes Heart Heart Hepatitis Hepatitis Kidney Average

ANN 98.23% 97.43% 86.67% 93.08% 93.44% 85.56% 98.46% 72.73% 98.90% 91.61%

RF 96.46% 97.14% 85.71% 93.59% 91.80% 85.93% 98.46% 72.74% 98.90% 91.19%

DL 97.35% 97.28% 85.71% 93.33% 93.44% 85.56% 98.00% 68.97% 98.38% 90.89%

LR 97.35% 96.86% 85.71% 91.28% 90.16% 86.67% 93.46% 73.44% 98.38% 90.37%

SVM 98.23% 97.28% 83.81% 92.56% 91.80% 84.81% 98.00% 71.70% 98.38% 90.73%

KNN 94.69% 97.13% 83.81% 93.08% 90.16% 86.67% 96.00% 71.19% 95.40% 89.79%

NB 97.35% 96.86% 84.76% 93.33% 91.80% 86.30% 88.00% 71.20% 95.40% 89.44%

DT 95.58% 96.00% 81.90% 92.82% 88.52% 80.00% 95.30% 73.42% 95.40% 88.77%

FIGURE 12 | Average accuracy achieved by all classification algorithms.

final class. In classification, the output variable is nominal such
as patients’ disease diagnosis that is positive or negative (5).

The forward and backpropagation are evaluated during the
ANN learning phase, and it is observed that forward propagation
gives higher accuracy. Therefore, an Artificial neural network
with forwarding selection is used to predict disease presence.
Dataset features with and without feature selection approaches
are given as an input to the first layer. The processed output
of the first layer is fed into the second layer as input until it
reaches the output layer. Cross-validation with tens folds is used
for the training and testing process. Each dataset is divided into
10 folds, and nine folds are used for training and one-fold for
the testing process in such a way that each fold must be used
for testing. The different number of training cycles is applied

to get the best classification results, and finally, ANN with 200

training cycles is used to finalize the prediction results. ANN

learning rate controls how fast Neural Network will learn a
prediction problem. It is a configurable hyper-parameter tuned
during the ANN training process. A learning rate of 0.01 is used,
as a lower learning rate allows Neural Network to learn more
optimally. For the breast cancer diagnosis, 31 input features are

fed to the proposed model. After classification of the first breast
cancer Wisconsin (diagnostic) dataset, the second breast cancer
Wisconsin dataset with 10 features is provided as an input to the
proposed model, and the results are recorded. Similarly, for the
other four diseases detection, datasets with different features, as
described in Table 2, are fed into the proposed model, and results
for each disease diagnosis are recorded. For classification, at first,
ANN is trained with all available features to classify patients
and healthy people in each dataset. In the second step, features
are assigned weights using Information Gain, and classification
is made based on the weighted features. In the third step,
PSO is applied to each dataset, and its results are compared
with classification performance without feature selection and
with Information Gain. Figure 2 presents the architecture of the
proposed model, where w stands for the weights assigned to the
features, while x and y are used for input and output, respectively.

Classification Algorithms
The Artificial neural network classification algorithm is
compared with seven state-of-the-art classification algorithms,
namely, Naive Bayes, K-NN, Decision Tree, Random Forest,
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FIGURE 13 | Data processing time for cancer, diabetes, heart, hepatitis and kidney disease.

TABLE 5 | Comparative analysis.

References Year Predicted diseases Classification

algorithms

Feature selection Highest results

Alam et al. (19) 2019 Cancer, diabetes, BP, hepatitis,

heart, Parkinson’s & carcinoma

Random Forest Information Gain, Gain Ratio

& Relief

99%

Atallah et al. (75) 2019 Kidney transplantation K-NN Information Gain & Naive

Bayes

81%

Hegde et al. (2) 2020 Kidney, diabetes & hepatitis Logistic Regression Probabilistic Feature

Selection

91.6%

Sandhiya et al. (18) 2020 Breast cancer, diabetes & heart CNN Incremental Feature

Selection

93%

Arumugam et al. (77) 2021 Diabetes and breast cancer Decision tree Probabilistic Feature

Selection

90%

Proposed 2022 Diabetes, breast cancer,

hepatitis, kidney & heart diseases

ANN PSO 99.67%

Logistic Regression, SVM, and Deep Learning. There are various
classification algorithms to find a correlation between patients’
attributes and disease symptoms, but all algorithms have some
limitations in input requirements, model construction function,
and required computation time (15). ANN is used for five
different chronic disease detection. It is inspired by biological
neural networks that pass information from the human brain
to other body parts by passing through neurons. ANN is a
classification algorithm that learns from training examples and
applies the trained model to future datasets to predict their
output (16). ANN is a set of connected neurons comprising
input, processing, and output layers. Each neuron is connected
to its adjacent neurons (90), whereas each connection is assigned
some weight. These weights are adjusted in the training phase to

weaken or strengthen the relationship based on its contribution
toward output prediction. Model training is done through
backward or forward propagation (91). Naive Bayes is suitable
for both numerical and nominal data with multiple dimensions.
Naive Bayes is the Bayesian theorem-based classification
algorithm, which works on conditional probability, the class with
high probability is considered as the final output. Naive means
each feature in the dataset is independent of other features and
their presence does not affect others. Naive Bayes can be applied
to large datasets as its feature independence makes classification
faster than other classification algorithms (16).

KNN is the simplest and easiest algorithm used for
classification. K is the nearest neighbor of a data sample whose
class is being predicted (91). KNN, also referred to as lazy
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learning (15), allocates weights to the contributing neighbors so
that the nearest neighbor will have more influence on prediction.
Most commonly, Euclidean distance is used to calculate the
distance of all neighbors. KNN assumes that similar instances
occur close to each other; hence, the nearest neighbors contribute
to predicting the final class (75). KNN with a weighted vote
is used for classification in this research study, with k = 10
which represents 10 nearest neighbors. A Decision Tree is the
most straightforward classification algorithm, which follows a
tree-like structure starting from the root node and reaches the
output node (leaf) by evaluating some conditions. Each node
is connected to its next node by a connection (branch); this
connection represents a condition, if true, then reaches the next
node. Since the decision tree works well with categorical data,
it is most suitable for the dataset with fewer features (5). This
paper uses decision trees with a maximum depth of 10 nodes for
predictive analysis. Numerical data is changed to categorical data
by using numerical with the nominal operator. Feature selection
techniques are applied to select the most significant nodes so that
the classification becomes more effective with a smaller number
of features.

Random Forest is an ensemble learning technique used for
prediction. Random Forest is a more effective algorithm than a
decision tree as it combines a set of multiple decision trees by
selecting random data samples and predicts the final class based
on the majority vote. More trees mean more robust prediction,
but implementingmany trees requiresmore processing time (16).
The primary aim of ensemble techniques is to strengthen weak
algorithms to build a robust predictive model. In this paper,
Random Forest with 100 trees is constructed. Logistic regression
is a supervised learning classification technique used to output
binary classes. It classifies the output by using probability
function, results higher than 0.5 are classified as positive while
<0.5 are predicted as negative. It operates numerical input
data; therefore, categorical attributes are changed to numerical
by using nominal to numerical operators (15). SVM is used
to classify linear as well as multidimensional data. In SVM,
a hyperplane is used to separate different classes of variables.
Both sides of the hyperplane represent two other classes. The
Euclidean function is used to calculate the distance between
variables so that the hyperplane is drawn in its best place (12).
SVM is used for both classification and regression problems.
In this paper, SVM with the kernel (dot) is implemented to
classify data into binary classes. Before the model, nominal
building data is converted to numerical. Deep Learning (DL) is a
machine learning approach (92), comprised of a Neural Network
with multiple hidden layers. The label with the highest value is
finalized as output class (93). Since more training gives more
accurate results, but it also increases the processing time and
makes the model more complex. Deep learning with epoch 10.0
is applied in this research study.

Performance Evaluation
After training and constructing a prediction model, its
performance is tested on similar features with an unseen
output class to evaluate how accurately the model performs.
A confusion matrix is derived to check the similarity between

the actual output and predictions of the designed model. In
the confusion matrix, true positive (TP) indicates that positive
output is predicted as positive, false positive (FP) indicates
that negative class is predicted as a positive class, true negative
(TN) represents the true prediction of negative class, and false
negative (FN) shows that a negative class is falsely predicted
as the positive class. These are the primary measures for any
classificationmodel. One of themost used performancemeasures
is accuracy. It is the ratio of the correct number of predictions
to the total number of instances. Equations 1, describe the
accuracy formula.

Accuracy =
True Positive+ True Negative

All
(1)

Experimental Tool and Setup
In this research study, RapidMiner is used to implement
classification algorithms. RapidMiner is a user-friendly platform
for the implementation of artificial intelligence algorithms to
solve data analysis and data mining problems. It is open-
source software with multiple license types for user convenience.
However, it is freely available for academic use. RapidMiner
contains hundreds of classification, regression, clustering, and
feature ranking operators that are used without coding skills (94).
RapidMiner is designed for data mining, data pre-processing and
visualization, statistical analysis, feature extraction, prediction,
and classification. RapidMiner is easy to use as it has input,
output, and processing operators that need drag and drop
functions and connection building simply. RapidMiner is widely
used for machine learning, text mining, sentiment analysis,
future predictions, and statistical data analysis. Its Java-based
graphical user interface allows business persons and researchers
to use it for data preparation, processing, and business future
predictions (95).

K-Fold Cross-Validation
K-fold cross-validation is a technique for dividing data into
subsets for training and testing of the model. This technique
is mainly used with prediction models to evaluate how the
designed model will perform on new unseen data. In predictive
analysis, a model is generally trained on a dataset available with
the required class labels, and when the model is built, it is
used for testing on a new dataset with unknown output labels,
so that model performance is evaluated (15). There are two
techniques for dataset splitting: split data and cross-validation.
K-fold cross-validation has an advantage over the split data
technique because it works efficiently when applied to a biased
dataset. K represents the number of times the data is trained
with k-1 subsets for training and 1 subset for testing. In cross-
validation, each instance is checked for both training and testing
both. The ten-fold cross-validation is used to train and test the
classification models.

RESULTS AND DISCUSSIONS

This section presents the results achieved and then briefly
describes these results. The ANN classification algorithm applied

Frontiers in Public Health | www.frontiersin.org 15 March 2022 | Volume 10 | Article 860396

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/public-health#articles


Rashid et al. Augmented Approach for Chronic Diseases

to feature selection using PSO. The performance of the
classifiers is presented using standard measure of accuracy. Seven
classification algorithms are applied to each dataset to compare
their prediction performance with the proposed model. The
prediction performance of ANN is improved using the PSO
feature selection approach. Results with and without feature
selection are compared to explore the impact of the most
influential features and to present how the proposed feature
optimization method performs better than other techniques.
Figure 3 presents the accuracy of the first breast cancer
dataset and shows that logistic regression without feature
selection (WFS) gives the highest accuracy of 93.15%, while
the information gain increased the performance of ANN and
achieved the highest accuracy of 93.67%. Finally, PSO is applied
and a 5% increase in accuracy is observed. Therefore, the
proposed model obtains the highest accuracy of 98.23%. For the
second breast cancer dataset, as shown in Figure 4, Random
Forest without feature selection gave the highest accuracy of
96.57%, followed by ANN with an accuracy of 96.43%, which
increases to 97.43% after the selection of features by PSO.
For diabetes prediction, as shown in Figure 5, ANN and Deep
Learning achieve the highest accuracy of 78.72%. After feature
extraction with PSO, the accuracy of ANN increases to 86.67%,
which is the highest compared to other classification algorithms.
When the proposed model is applied to another dataset for
diabetes prediction, as shown in Figure 6, the highest accuracy
of 93.59% is observed in ANN applied to PSO. Therefore,
for both diabetes patient datasets, the proposed model reveals
the highest results. For heart attack prediction, as shown in
Figure 7, ANN and Deep Learning provide the highest accuracy
of 82.17 and 82.13%, respectively. The most significant features
are extracted with PSO, which shows an accuracy of 93.44%
obtained by the proposed model. The k-NN shows a remarkable
increase with an accuracy of 68.88% without feature selection
and 90.62% with PSO. The proposed model is applied to another
dataset for heart attack prediction, as shown in Figure 8, and
PSO is found to show a remarkable increase in accuracy.
ANN gave an accuracy of 81.85%, which increases to 85.56%
after selecting the most significant features with PSO. Figure 9
presents a comparison of eight classification algorithms with
the proposed model for prediction of hepatitis disease. Random
Forest achieved the highest accuracy of 95.13%, while ANN gave
an accuracy of 93.46%. After feature selection, the proposed
model obtained an accuracy of 98.46%. Next, the proposedmodel
evaluates another dataset for hepatitis prediction in order to
examine the results more accurately. Figure 10 shows that the
proposed model achieved highest accuracy of 73.73%. Figure 11
shows the accuracy of kidney disease prediction. It shows that
after PSO optimization, ANN and Random Forest give 98.90%
accurate results. Information Gain shows a prominent increase
in accuracy, but PSO significantly gives the best results. Different
datasets have different accuracy because of different types of
features and the number of instances. Optimization techniques
help classifiers reduce irrelevant and useless features, remove
outliers, and convert complex data into a simple form. It is
found that overall, ANN, Random Forest, and Deep Learning
give the best results, but ANN outperformed all other techniques.
Table 3 presents the highest accuracy gained by the proposed

model for all five selected diseases. Table 4 and Figure 12 present
the overall accuracy of the eight prediction algorithms achieved
with PSO feature selection. An average of the results obtained by
each prediction algorithm is calculated and it is found that the
proposed ANNmodel produces the most accurate results.

It is shown that the proposed model gives the highest
results, that is, 91.61%, followed by Random Forest with an
accuracy of 91.19%. However, the Random Forest required more
processing time compared to ANN. Therefore, the processing
time of different classification techniques is also evaluated. Only
one dataset for each disease is evaluated for processing time
comparison. Total processing time is calculated in milliseconds
(ms). Figure 13 presents the total training and testing processing
time for cancer, diabetes, heart, hepatitis, and kidney. The cancer
dataset shows that Random Forest takes the most time. The
prediction time required for the diabetes dataset also indicates
that Random Forest requires more time compared to other
classification techniques. The processing time for a heart attack
shows that Random Forest followed by the SVM algorithm
takes additional time. Hepatitis data processing time shows
that SVM followed by Random Forest requires more time for
training and testing. Random Forest and SVM are shown to
be the slowest prediction and data processing algorithms for
kidney disease. Overall, Figure 13 shows that Random Forest
and SVM required the most time for processing. Random
Forest is an ensemble technique; its processing time depends
on the number of trees combined to construct a forest, while
SVM processing time depends on the kernel type. However,
Naive Bayes and Logistic Regression take minimal time to build
classification models. Furthermore, the processing time is also
dependent on the number of instances in the dataset. Large
datasets require more time for training and testing processes for
all classification techniques. In (19), 10 different datasets are used
for disease prediction with multiple feature selection approaches
Information Gain, Gain Ratio, and ReliefF. Their proposed
model gives the highest results of 99% when used with various
subsets of patient attributes. Another study (75), suggested a
feature selection method using Information Gain with different
numbers of k for cross-validation to early predict kidney disease
and achieved an accuracy of 81%. A hybrid classification model
is proposed in (2) to diagnose three chronic diseases, including
kidney disease, diabetes, and Hepatitis. The probabilistic feature
selection approach is applied to a Logistic Regression classifier,
and 91.6% accuracy is achieved. In another study (18), a
chronic disease prediction model is built with three datasets of
Breast Cancer, Diabetes and Heart attack patients. Convolutional
Neural Network is applied to correlation coefficient-based
attributes ranking technique. Diseases are predicted in two steps,
at first with all available features and secondly with features
of high significance. Table 5 gives a comparative analysis of
previous research studies as compared to the proposed approach.

CONCLUSION

Early diagnosis of chronic diseases is a major research challenge.
Various artificial intelligence techniques are used in literature
for medical data classification and disease prediction. Such
techniques are often applicable for selected datasets to diagnose
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specific disease with a limited set of attributes. In this paper,
chronic diseases are predicted using an augmented artificial
neural network based approach. The accuracy of the proposed
model is improved using the particle swarm optimization (PSO)
feature selection algorithm. This is shown to eliminate irrelevant
features and assign weights to the most contributing features.
Our proposed approach performs predictions more effectively
and efficiently than other state-of-the-art models. Five most
widespread chronic diseases are selected for diagnosis, including
breast cancer, diabetes, heart attack, hepatitis, and kidney disease.
Nine publicly available benchmark datasets are used in this study.
The proposed model comprising an ANN classifier applied with
PSO based feature selection is compared with seven state-of-the-
art artificial intelligence techniques: decision tree, random forest,
deep learning, naive Bayes, SVM, KNN, and logistic regression.
Comparative results show that our proposed model performs the
best out of all eight classification algorithms, with the highest
accuracy of 99.67%. Our model obtained 98.23, 93.59, 98.46,
93.44, and 98.90% prediction accuracy for breast cancer, diabetes,
hepatitis, heart, and kidney diseases. Whilst our proposed model
produced the best results; the classification performance is
found to depend significantly on the data features used for
outcome prediction. Therefore, up to two datasets for each
chronic disease are further used to apply our proposed model on
different attributes. Results showed that our proposed approach
outperformed other models. A comparison of processing time of
classifiers showed that our optimized ANN approaches required
less time compared to random forest, deep learning, and SVM.
Our study can play a vital role for predicting multiple diseases
using optimized ANN based prediction models in hospitals
and medical labs. Further optimizing essential features can be
beneficial for medical purposes to reduce patients’ data attributes.

FUTURE WORK AND LIMITATIONS

In future, we plan to predict more chronic diseases with
our proposed model. In particular, ensemble feature selection
approaches may result in better prediction of multiple chronic
diseases. Developing a system that can diagnose various diseases
in patients is an open research problem and there has been
little research work reported in this area. The number of
patients living with more than one chronic disease is growing
globally. We plan to build a prediction model based on
classification and feature selection approaches to diagnose two
or more chronic diseases in a person. A limitation of this

study is that all classification methods are applied to selected
diseases, while a dataset with different patient diseases may lead
to suboptimal predictions. Although our augmented artificial
intelligence based prediction model has shown promising results,
there are a number of open research problems. First, generalized
and globally applicable systems for disease prediction are not
available. Second, prediction performance in research does not
scale to real-world clinical applications due to limited data
availability and different sets of attributes used in research
studies. Third, real-time implementation and clinical validation
of prediction models is a major challenge. Other open research
areas include continuously improving prediction results based on
clinical validation and diagnosing previously unknown diseases.
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