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Abstract

Stroke is one of the leading causes of death and disability in the world. The rehabilitation of Patients’ limb functions has great med-
ical value, e.g. the therapy of FES (Functional Electrical Stimulation) systems, but suffers from effective rehabilitation evaluation.
In this paper, six gestures of upper limb rehabilitation were monitored and collected using MEMS sensors, where data stability was
guaranteed using data pre-processing methods, i.e. de-weighting, interpolation, and feature extraction. A fully connected neural
network has been proposed investigating the effects of different hidden layers, and determining its activation functions and opti-
mizers. Experiments have depicted that a 3-hidden-layer model with a softmax function and an adaptive gradient descent optimizer
can reach an average gesture recognition rate of 97.19%. A stop mechanism has been used via recognition of dangerous gesture to
ensure the safety of system, and the light-weight cryptography has been used via hash to ensure the security of system. Comparison
to the classification models, e.g. k-NN, Logistic Regression and other random gradient descent algorithms was conducted to verify
the outperformance in recognition of upper limb gesture data. This work also provides an approach to creating health profiles based
on large-scale rehabilitation data and therefore consequent diagnosis of the effects of FES rehabilitation.

Keywords: Upper Limb Rehabilitation, Functional Electrical Stimulation, Fully Connected Neural Network, Gesture Recognition,
Multi-Sensor Fusion, Security and Safety

1. Introduction

Stroke has become the second leading cause of death and the
third leading cause of disability worldwide[11]. Post-stroke re-
habilitation is all measures to prevent the onset and mitigate the
effects of disability so that stroke patients can minimize neuro-
logical deficits, prevent complications, and improve their daily
living skills[23]. Depending on the location of the brain in-
jury, post-stroke neurological deficits include sensory and mo-
tor dysfunction, swallowing impairment, impairment in activi-
ties of daily living (ADL) and speech communication impair-
ment, of which approximately 60% of patients will have distal
fine functional impairment of the upper extremities[3]. Current-
ly, the main treatment options include traditional physical thera-
py, electromyographic feedback therapy, mirror therapy, move-
ment restriction therapy, rehabilitation play therapy, telether-
apy, robot-assisted therapy, and functional electrical stimula-
tion (FES) therapy. FES uses low-frequency electrical currents
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worn on the limbs to stimulate the muscles that have lost their
innervation, increase the contraction capacity of the muscles,
promote coordination between the antagonistic muscle group-
s and the diastolic capacity of the active muscle groups, and
enable the limbs to perform various types of rehabilitation ex-
ercises to restore the function of the limbs, which is currently
the most widely used rehabilitation therapy. Due to the com-
plexity of the application environment and rehabilitation needs,
various types of intelligent rehabilitation engineering technolo-
gies based on treatment plans have emerged. For example, in-
telligent VR game development based on rehabilitation training
is used for the physical rehabilitation of stroke patients, which
repeatedly promotes neurofeedback by encouraging patients to
complete tasks and interactions in the virtual training environ-
ment. Based on automated program design of gait robot assist-
ed rehabilitation, regular and orderly limb training. Based on
the sensor device evaluation and real-time feedback rehabili-
tation model, the upper limb activity evaluation and feedback
during training, due to the sensor fusion system has the ad-
vantages of small size and wide range of applications, higher
practicality. However, in addition to professional large rehabil-
itation devices with embedded sensors, sensor-based rehabili-
tation applications commonly suffer from measurement errors,
noise problems, data pre-processing problems, and gesture as-
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sessment model accuracy problems. A MEMS sensor-based
upper limb gesture recognition model has been proposed for
FES rehabilitation system, which uses data pre-processing to
de-weight, interpolate, and extract features from the fusion data
collected by three sensors to ensure data stability, and design a
fully connected neural network to recognize six upper limb ges-
tures, which effectively improves the practicality of the gesture
evaluation model and has strong practical significance.

2. Related Work

FES therapies as a rehabilitation method for stroke patients
are widely applied nowadays, which is based on the principle
that electrical current stimulation of the muscles acts on nerve
cells to produce contraction, excite action potentials and gen-
erate nerve impulses. This stimulation through the action of
external electrical currents is functionally consistent with vol-
untary muscle contraction, whist continuous neuromuscular s-
timulation can promote the repair of necrotic nerves and the re-
covery of motor function in stroke patients. Therefore, systems
associated with FES need to be increasingly improved, such as
gesture recognition during functional recovery.

Gesture recognition is mainly divided into image-based
recognition and sensor-based recognition, which originated
from the biological motion perception model designed by Jo-
hansson in 1973 [1], tracking the movement of biological joints
and limbs through a camera or sensor to perceive the biological
motion process[36].

2.1. Image-Based Gesture Recognition

In the field of image-based gesture recognition, a 3D struc-
tured light depth sensor consisting of an RGB camera and
an infrared camera using the ”Kinect” sensor developed by
Microsoft Corporation is a widely used image extraction
method. Kinect camera perception information for human ac-
tivity recognition, combined with K-means clustering, support
vector machine (SVM) and hidden markov model (HMM) al-
gorithms to detect and model the actions involved in the activi-
ty, experiments have shown an accuracy of 77.3%, a recall rate
of 76.7%, and the ability to display the activity scene when it
is active [9].Min-Chun’s team divided the recognition into re-
trieval phase and learning phase. In retrieval phase they use
the nonlinear time warping (NTW) algorithm, which evaluates
gesture through the difference between static and dynamic dur-
ing the learning phase, and the experiment achieved an aver-
age accuracy of 90.8% [6]. Sriparna et al. used the six-stage
method to segment the image colors, the gesture was amplified
to create the original posture skeletal key-point map, and the
Radon transform was performed using the corresponding prim-
itive integral map for different postures, converting the data into
a linear integral map with Euler numbers for judgment, with an
accuracy of 91.35% [11]. Hiroomi designed a hardware-based
recognition and self-organizing neuron. The hybrid recogni-
tion network of classifier was used to establish a single-layer
feedforward neural network by mapping the gesture features
extracted from the image to a multidimensional map of SOM

neurons, and it was experimentally demonstrated that the sys-
tem could complete the recognition at 60 frames/s with an av-
erage accuracy of 97.1% [32].

In 2016 Wein et al. used a light-field camera to build a 3D
gesture depth image model, used principal component analy-
sis (PCA) to obtain feature vectors without preprocessing, and
used the k-NN algorithm with a genetic algorithm (GA) for fea-
ture selection, experimental showed that this method can main-
tain the stability of recognition when the noise exceeds 5% [35].
In 2017, Sameh’s team extracted 15 human skeleton joint data
through Kinect sensors, used ConvNets to input RGBD video
frames for pose recognition, and used SVM classifiers for high-
precision pose estimation, avoiding the tedious pre-processing
of scenes upfront [2]. Ding designed a linear subspace based
on Grassmannian manifold using the 3D rigid body relation-
ship matrix (RMRB3D) established by the rotational motion of
the human body pose, extracted the pose and generated symbol-
ic sequences by spectral clustering between points, and finally
established action sequences by dynamic time warping and H-
MM up to 72%. In 2018, Munoz et al. designed a Kinect-
based multimodal learning analysis model as AdaBoost, for be-
havior recognition by detecting students’ learning state through
body and gesture postures [22]. Chin et al. collected datasets
of office sitting postures through Kinect and designed a pos-
ture recognition model based on SVM and artificial neural net-
work (ANN), comparing and finding that linear SVM linearly
Nuclei have the highest accuracy [4]. Hyun-Gook et al. ob-
tained human features in image sequences by cosine discrete
transform before truncating the singular value decomposition
(SVD), with improved classification speed and a 30% increase
in accuracy [39].In 2019, Kamel designed an Action-Fusion-
based model from depth map and pose data to recognize hu-
man movements, continuous depth maps with moving joint de-
scriptors were used as input using three-channel Convolution-
al Neural Networks (CNNs), and later training with two depth
motion images (DMIs) to achieve the final movement classi-
fication, which experimentally demonstrated the efficiency of
this method[14]. Yu et al. proposed a robust and fixed-time ze-
roing neural dynamics (RaFT-ZND) for time-varying nonlinear
equations using nonlinear activation functions in order to solve
the problem of convergence time dependence on the initial state
in zeroing neural networks, and the simulation results showed
the advantages of its problem solving[39]. Jin et al. proposed
an improved zeroing neural network model to solve the conver-
gence problem of time series by finding a prediction scheme for
time-invariant nonlinear equation (TINE) equation and time-
varying nonlinear equation (TVNE) equation in finite time[13].
In 2020, Ren’s team improved the posture recognition algorith-
m of autonomous assistive robots for patients requiring care by
combining fuzzy logic and SVM algorithms via Kinect, and
experimental results showed a 97.1% accuracy in recognizing
full-body lying posture data for 32 test subjects[29]. Takano et
al. used the same two-dimensional data for posture recognition
methods to improve motion Identifying the HMM model and
generating textual descriptive information from image catego-
rized observations, establishing a probabilistic framework using
words linked to motor primitives to enable accurate grammati-
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cal alignment, has been shown to be effective in improving the
effectiveness of taking action in geriatric care [31].Mohamed
used an RGB-D sensor to establish a visual data-based super-
vision system by extracting from two-dimensional images the
convolutional features, using the body joint configuration in 3D
space for SVM classification, effectively improve the robust-
ness of the posture classification model [7].

2.2. Sensor-Based Gesture Recognition
Due to the low-power, low-cost, small size and high-

performance characteristics of sensors, the field of sensor-based
recognition is more integrated with the application field.[5] Hu
et al. established an ANN network-based posture classifica-
tion model by placing six flexible sensors under an office chair,
which was implemented on a Spartan6 programmable gate ar-
ray , and experiments showed that the model floating-point e-
valuation accuracy is 97.78% and the maximum propagation
delay is 8.714 ns, which is highly applicable[12]. Sazonov’s
team used wearable sensors to build an SVM-based frame-
work for SVM and polynomial logic recognition , and used
the labelled data for PAC/EE algorithm training, using fast ar-
tificial neural networks (FANNs) to train MLDs model, the
model has been experimentally demonstrated to be effective
in reducing execution time for real-time bio-feedback systems
[27]. In 2016, Xu identified sleep posture through pressure-
sensitive sensor sheets, using the moving distance to use the
pressure-sensitive image as a weighted 2D image, combined
with EMD and euclidean metric for similarity measurement,
and experimentally demonstrated that the model improved ac-
curacy by 8.01% compared to traditional sleep posture recog-
nition methods [38].In 2017, Alessio, by giving the experi-
menter a device to calculate distance between the experimenter
and the gyroscope is used to infer the postural changes of the
human body, and the data is classified according to the ultra-
wideband transceiver with two-way ranging mode combined
with accelerometer and gyroscope data, but this has certain re-
quirements for the stature of the experimenter, and the accura-
cy is significantly lower in the case of extreme stature of the
subject [33].Lin et al. designed a smart insole that recognizes
the activities of the patient for the nursing field, and calculat-
ed the temporal and spatial distance based on the built-in pres-
sure sensor, quantifying motion similarity and classifying hu-
man posture, and experimental results showed that the classi-
fication accuracy for eight common activities in nursing rooms
was 91.7% [18].Kitzig’s team developed an intelligent vital sign
detection system for home-bound elderly people, using sensors
embedded in the bed and chair to collect information on the sub-
jects’ detection parameters and movement/sleep patterns, estab-
lishing a multilevel pattern recognition system, experimentally
shown to have an accuracy of 93.2%[20]. However, this method
requires the simulation of each movement of the subject and
the advance establishment of physiological parameters such as
body weight to ensure the accuracy of the model elements [16].

In 2019, Rhee established a four-channel information fu-
sion model based on accelerometer and EMG for electromyo-
graphy (EMG)-based finger and arm movements, compensated
for the interference caused by the acceleration signal by fitting

the gravity model, and used the quantized wavelength algorith-
m combined with the nearest-neighbor method to establish an
action classification model, with an experimental average ac-
curacy of 85.7%, reducing the effect of different arm move-
ments on EMG signal interference [17].Wang et al. proposed
an adaptive neural control strategy by considering a quantiza-
tion control approach, which is able to analyze the stability in
time and eliminate the quantization error of a stochastic nonlin-
ear system with finite time[34]. Ma established a sitting pos-
ture recognition system based on triaxial accelerometers, trans-
formed the acceleration data into feature vectors for component
analysis, and used SVM and K-means clustering to classify sit-
ting postures, and experimentally demonstrated the superiority
of the SVM algorithm on sitting posture classification [21]. Li-
u et al. designed a home monitoring and assessment model
for the activities of the elderly[2]. A back propagation neural
network based model was designed using triaxial accelerome-
ter and pressure sensor data, and the validity of the model was
experimentally demonstrated [19]. Li’s team designed an in-
formation fusion-based D-S theory using body sensor networks
(BSNs), and the usability of D-S in the field of posture detec-
tion was experimentally demonstrated[10]. Segerra used sensor
fusion data with gyroscopes and accelerometers to design an in-
ertial data estimation orientation model based on Kalman filter-
ing with Mahony filtering, which experimentally demonstrated
the excellence of Kalman filtering, but upfront subjects had to
be individually pre-processed to correct for bias[30]. In 2020,
Permatasari’s team optimized the gait recognition problem by
using accelerometer and gyroscope data to encode covariance
matrices, and since non-star covariance matrices are symmet-
ric positive definite matrices, the SPD matrix was designed as
a feature fusion of point pairs of data in the Riemannian-plane,
which experimentally proved to be effective in overcoming the
large datasets required in traditional gait recognition and the
long computation time problem[26]. Zebin analysed the effects
of different parameters[3], features and sensor locations on the
overall recognition based on a model in which a wearable in-
ertial sensor inputs a multichannel time series signal and auto-
matically outputs a classification of human body activities, and
showed the importance of establishing a data set for different
activities to classify activities of multiple genera[41].

Zhao et al. used a multi-sensor obtain lots of data to establish
a self-supervised learning model for sleep recognition, increase
data capacity through self-supervised pre-training, processing
frequency domain information, use the rotational view t-SNE
to represent multidimensional data features, and use the LSTM
fusion condition random field, the test proved the effectiveness
of the algorithm[42]. Wang collected four swimming style da-
ta through inertial sensors arranged at the waist, based on the
HMM extracted the data fusion information with high recogni-
tion rate[37]. In 2019, Feng realized multi-source information
fusion through a multivariate LoRa system, completed smooth
filtering and data de-noising by pre-processing sensor data and
feature extraction, used sliding windows for stream segmenta-
tion and frequency domain feature extraction, and constructed
an MRMR-SFS-RF-based pose recognition model, which ex-
perimentally proved that in a small number of identification ac-
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curacy in the data was 98.9% [8]. Sharma established a posture
classification model based on myoelectricity sensors through
a multi-sensor wearable device, placing 8-channel SEMG sen-
sors equidistantly on the forearm and using filters to remove
irrelevant features, but the drawback is that the accuracy of
sensor data classification depends largely on the precision of
placement[40]. Andre et al. established human activity recog-
nition through wearable multi-sensor insoles classifier, which is
an ultrasonic sensor to detect lower limb motion in an unsuper-
vised environment, but also requires accurate sensor placemen-
t during data acquisition to determine the orientation of each
sensor and attachment location in advance[28]. Nweke et al.
designed a multi-view ensemble algorithm to fuse multi-sensor
data for medical applications, using logistic regression and k-
approximation algorithms for posture recognition, and fused
the synthetic over minority sampling technique improves data
balance, and experiments have demonstrated the effectiveness
of the algorithm in classification[24]. Paola’s team designed a
multi-sensor data fusion system to improve the probability of
determining contextual information in a multi-user smart sce-
nario, collecting data from heterogeneous sensors in a smart
environment and noise reduction through a dynamic Bayesian
network to dynamically configure the sensor state based on the
data[15]. Upgrade the ability to generalize on the system[25].

3. Algorithm

3.1. Algorithm Structure Design

Figure 1: Pipeline of the four main stages of algorithmic architecture design

A fully connected neural network, also known as a multilay-
er perceptual machine, is a network in which, in addition to the
output layer, each neuron in two adjacent layers is connected to
each neuron in the next layer, with the first layer of the network
serving as the input layer, the last layer as the output layer, and
the remaining layers collectively referred to as the hidden lay-
er. The following figure shows the structure of a simple fully
connected neural network.

Figure 2: Structural diagram of a three-layer fully connected neural network

Where al
i represents the output of the neuron, where l rep-

resents the number of layers, i represents the neuron number,
zl

i represents the output of the inactivated neuron, l represents
the number of layers, wl

i j represents the weighting factor of the
neuron, where i represents the neuron number corresponding
to the next neuron layer, and j represents the neuron number
corresponding to the previous neuron layer. The formula for
calculating each parameter is as follows:

zl
i = wl

i ja
l−1
i + bl

i (1)

al
i = σ

(
zl

i

)
(2)

Where bl
i denotes the bias coefficient, σ

(
zl

i

)
denotes the ac-

tivation function of the fully connected neural network. The
fully connected neural network takes the output of the previous
layer of each neural network as input, then calculates the out-
put value of that neuron through the formula (1), and uses the
activation function to normalize the result by mapping the out-
put value domain between (0, 1) to prevent the problem that the
input result is too large to lead to the poor training effect of the
network. The network parameters are optimized using forward
propagation and backward propagation algorithms.

1) Forward Propagation

Forward propagation is a linear weighted summation pro-
cess. By performing a weighting operation on the previous
layer of neurons and the corresponding weights, plus the bias
parameter b, the output of the local layer of neurons is obtained
using a non-linear activation function (e.g., sigmoid, ReLU,
etc.) with the following formula:

al = σ
(
zl
)

= W lal−1 + bl (3)

2) Back Propagation

Back propagation, as a common method to train artificial net-
works, iteratively calculates the gradient of the loss function
in the network through the chain rule of composite function-
s, and updates the neuronal weights through the feedback of
this gradient to minimize the loss function. BP algorithm can
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learn adaptively according to the preset parameters, efficient-
ly calculate the partial derivatives of the parameters, and has
strong function Reproducibility and non-linear mapping capa-
bility. After the completion of forward propagation of each
batch of data in a fully connected neural network, a loss func-
tion is established between the true output value corresponding
to the input value and the forward propagation output value of
the neural network.

J
(
al
)

= J
(
σ

(
zl
))

= J
(
σ

(
W lal−1 + bl

))
(4)

Where W is the weighting factor matrix, a is the learning
rate. For layer l output layers use the chain rule to solve the
gradient:

∂J(al)
∂W l =

∂J(al)
∂zl

(
al−1

)T
(5)

∂J(al)
∂bl =

∂J(al)
∂zl (E)T =

∂J(al)
∂zl (6)

Taking the common term ∂J(al)
∂zl as the error term of the neural

network and setting it to δL, the model shows as follow:

δl =
∂J(al)
∂zl =

∂J(al)
∂al � σ

′
(
zl
)

(7)

For the l hidden layer uses the chain rule to solve the gradient,
from the above equation:

δl = ∂Jl

∂zl = ∂al

∂zl
∂zl+1

∂al
∂J
∂zl+1 = ∂al

∂zl
∂zl+1

∂al δ
l+1 (8)

Solving for the intermediate term and recurring the error
terms of the hidden layer yields the gradient formula:

∂J(al)
∂W l =

∂J(al)
∂zl

(
al−1

)T
= δl

(
al−1

)T
=

(
W l+1

)T
δl+1�σ′

(
Zl

)
(9)

∂J(al)
∂bl =

∂J(al)
∂zl

(
al−1

)T
= δl(E)T =

(
W l+1

)T
δl+1�σ′

(
zl
)
(10)

Then the parameter update formula is:

W l = W l − a ∂J(al)
∂W l (11)

bl = bl − a ∂J(al)
∂bl (12)

The fully connected neural network parameters are updated
according to Eq. (11), (12). Whenever a batch of data com-
pletes forward propagation, the weights and bias parameters
are updated using backward propagation, and the process is re-
peated until the loss value is less than the set threshold or the
network update reaches the number of iterations to stop the BP
update and obtain the output value, which is output to the acti-
vation function for result normalization.

Figure 3: Gesture recognition schemes for fully connected neural networks

One-hot encoding is performed on the labels of the pose
dataset to extend the values of the discrete features to the Eu-
clidean space to rationalize the computational distance and im-
prove the model computational efficiency and non-linearity ca-
pability.

The fully connected network model constructed in this paper
consists of four components. The first one is the input layer
module, which is responsible for inputting the format of the
pose data and the initialization task of the neuron parameters at
each layer during the first execution, set to read a set of 1590
6 pose matrix data at a time. The hidden layer module consists
of hidden layers containing 30 neurons, the number of layers
is determined by comparing the recognition rate, and is respon-
sible for weighted summation of the output data of the upper
layer neurons and activation by the activation function to gen-
erate the input values of the lower layer neurons. The output
layer module is responsible for obtaining the predicted proba-
bility values of the six postures from the incoming data of the
upper layer neurons. The tuning module is responsible for cal-
culating the activation values for each neuron, and based on the
activation values, it calculates the losses and parameter gradi-
ents for each layer, and makes parameter adjustments from the
output layer forward.The gesture dataset is trained by the above
method to derive the final recognition model.

3.2. Activation Function

In an artificial neural network, the Activation function of a
neuron defines the mapped output of that neuron at a given in-
put, which introduces non-linearities to the neuron and avoids
the problem of linear functions where the output of each layer
is the input of the previous layer, allowing the neural network
to approximate the non-linear function and apply it to the non-
linear model. The activation function can effectively improve
model robustness, reduce the gradient vanishing problem, ac-
celerate model convergence, also can perform non-linear trans-
formations, and facilitates the use of back-propagation to up-
date parameters during artificial neural network training. This
section describes a portion of the activation functions used in
the experiment.
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1) The tanh function

y = tanh(x) = 2
1+e−2x − 1 (13)

The tanh function can map the input to the range of [−1, 1].
When the input is 0, the output is also 0, and it is better to use
the tanh function when the data features are obvious. However,
when the activation value is close to 0 or 1, the function gra-
dient tends to be close to 0, which will easily cause the gradi-
ent saturation problem caused by the parameter diffusion in the
back propagation, making the training efficiency of the neural
network low.

2) The ReLu function

y = max(x, 0) (14)

Compared to the tanh function, ReLu has a tremendous accel-
erating effect on the convergence of random gradient descen-
t. tanh contains exponential operations in its derivation, while
ReLu derivation has almost no computation at all. Since the
ReLu function is constant in the non-negative range of the gra-
dient, it can effectively avoid the gradient disappearance prob-
lem, so that the model convergence remains steady state and
convergence is faster. As a segmentation function, ReLu has
the property of unilateral inhibition, which can convert the out-
put value of all negative inputs to zero, and the positive value
remains unchanged, which makes the neuron sparsely activat-
ed and better exploits the data features to fit the training data
when training a deep classification model. However, in the case
where the learning rate is set too high, the large gradient will
make some of the neuron weights update too much and fall into
the hard saturation region, resulting in other neurons not be-
ing activated, and in order to avoid this situation, the parameter
update process needs to be adjusted automatically.

3) The so f tplus function

y = log (1 + ex) (15)

so f tplus is a form of analytic function which is a smooth ap-
proximation of ReLU function, due to the range of the indepen-
dent variable is (0,+ + ), there is unilateral inhibition, can gen-
erate β and σ parameters based on the normal distribution, due
to so f tmax is an exponential function, has a wide range of ex-
citation boundary, the use of so f tplus as an activation function
can effectively avoid the parameters in the back propagation of
the calculation Volume over fitting problem. Neurons with an
output of 0 provide some neural network sparsity, reducing the
probability of over-fitting situations.

3.3. Optimizer Model
1) Stochastic gradient descent

The random gradient descent algorithm takes m small batch
samples and computes their gradient means to obtain unbiased
estimates of the gradient through the distribution generated by
the data, and adjusts the network parameters using one exam-
ple of the samples as a way to approximate all the samples.

Stochastic gradient descent (SGD) is a first-order optimization
algorithm with the property of being able to make single up-
dates, which effectively avoids the problem of redundant com-
putation caused by batch gradient descent. The calculation is
fast and can be updated online. However, there are problems
such as gradual decrease in speed when approaching the lo-
cal minimal value, easy to fall into the local optimal solution
which leads to each update not following the correct direction,
optimization easy to fluctuate and so on.

2) Adagrad

Adagrad is an adaptive gradient algorithm that adapts the learn-
ing rate and frequent parameters, making it suitable for deal-
ing with sparse data. By automatically setting the learning rate
inversely proportional to the sum of the historical parameter
modes as the global learning rate, and adaptively adjusting the
learning rate with the changes of the gradient, the smaller gra-
dient at the early stage of the training as an incentive stage, and
the larger gradient at the late stage of the training as a penalty
stage, to reduce the learning rate, effectively solving the prob-
lem that the random gradient descent algorithm is easy to fall
into the local optimum solution.

3) Adam

Adaptive moment estimation optimizer (Adam) is another
method to adjust the network parameters by calculating the
adaptive learning rate of each parameter, which combines the
advantages of Momentum and uses first-order gradient to op-
timize the stochastic objective function. As the invariance of
Adam’s diagonal scaling is suitable for solving large-scale data
problems and large-noise non-stationary problems, it requires
less memory, is computationally efficient, and requires only a
small amount of parameter adjustment to achieve parameter op-
timization, with very good training results and outstanding per-
formance in the field of machine learning.

3.4. Security and Safety Mechanism

Safety: stop mechanism via recognition of dangerous ges-
ture. The model is proposed for the medical field, in order
to ensure the safety of use, an emergency stop mechanism has
been embedded based on dangerous gesture detection, when it
detects that the user’s limb angle change feature exceeds the
maximum threshold value or the movement change speed ex-
ceeds the maximum threshold value,the protective emergency
stop module and start the electrical stimulation interlock func-
tion have been started to ensure the safety of the model. The
flowchart is shown below.
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Figure 4: Stop mechanism flowchart

Security: light-weight cryptography via hash. Due to the
high privacy of medical data, in order to ensure the data se-
curity, a lightweight hash algorithm has been embedded to en-
crypt the sensor data and generate the data into a hash string of
the same length through one-way hash encryption, to achieve
irreversible mapping and MD5 has been used to validate data
consistency, when data is transferred, the transmission secret
key is calculated into a value, then it is saved with the system.
The stored value is compared, and the value of data itself is not
performed during the transmission to ensure the security trans-
mission of data.

Figure 5: Lightweight encryption method for MD5 group processing

The added data is an integer multiple of 64 bytes, and then
divided into i groups according to 64 bytes, with the interme-
diate hash function value used as input for the next group. The
four linked variables A,B,C,D are used as data summaries when
all data processing is complete.

4. Experiment and Results

4.1. Experiment Environment and Preparation
The data acquisition module is the research basis of the ges-

ture recognition, providing the most primitive gesture data for
classification model training and evaluation, and its data quality
has a great influence on the final performance of the recognition
model.

The MPU6050 sensor module has been implied as a data ac-
quisition device, which has the following features.

1) Lightweight: the device is small enough and light enough
to be easily worn by the human body and does not interfere
with joint movement.

2) Appropriate frequency: the sampling frequency can be rea-
sonably adjusted for different environments to ensure the in-
tegrity of human action information and meet the real-time
requirements of the system.

3) Robust and stable: the acquisition equipment will not be in-
terrupted during the data acquisition process and will remain
operational in non-human conditions.

4) Reliable transmission: there is no loss of data while the
acquisition device is in operation.

5) Reliable transmission: there is no loss of data while the
acquisition device is in operation.

6) Integrated: InvenSensed MotionFusion and runtime calibra-
tion firmware to ensure optimal performance of sensor fu-
sion algorithms.

Figure 6: Experimental data acquisition equipment

The MPU6050 is a scalable digital motion processor with an
integrated MEMS 3-axis accelerometer and gyroscope that ac-
curately tracks high-speed and low-speed motion. With a wide
range of user-defined sensing ranges, the accelerometer senses
velocities of ±2g, ±4g, ±8g and ±16g, and angular velocities of
±250, ±500, ±1000 and ±2000/sec (dps). During the data ac-
quisition process, the MPU6050 puts the calculated values into
registers, then the microcontroller reads them via I2C and sends
them to the computer via serial or Bluetooth module.

Since upper limb gesture involves movement of multiple
joints, the amplitude and intensity of each movement gesture
varies, the different ages and physiques of the test subjects af-
fect the accuracy of gesture recognition. Some researchers use
single sensor for human upper limb gesture recognition, and the
incomplete information collected will reduce the accuracy of
gesture recognition. Multiple sensors for data acquisition can
also cause inconvenience to the subjects and affect the move-
ment while improving the recognition accuracy.

So the three-channel data acquisition has been chosen in
method., using the acceleration signal and gyroscope signal col-
lected by three sensors worn on the upper limb of the identifi-
cation object as the sample data, the data acquisition process is
shown in the figure below.
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Figure 7: Data acquisition process

4.2. Data Acquisition and Pre-processing
This section introduces data acquisition and pre-processing

for the experiment, the data acquisition device is firstly worn
on the upper limb arm at the centre of the back of the hand, the
middle of the small arm and the middle of the large arm.

4.2.1. Data Acquisition
The following figure shows the placement of the sensor de-

vice. The arm using three-dimensional coordinates to establish
a spatial model, in the established coordinates, it is stipulated
that the direction of the finger is parallel to the x-axis direction
of the MPU6050 sensor, the chip z-axis is perpendicular to the
upper limb, the chip y-axis points to the inner side of the arm.
The x-axis, y-axis and the upper arm are in the same plane, and
the plane is perpendicular to the z-axis.

Figure 8: Sensor data acquisition

Based on the recommendations of relevant health care pro-
fessionals and medical data, six upper limb gestures have been
defined applicable to stroke patients: anterior flat raise, later-
al flat raise, upward elbow flexion, flexed elbow back, wrist
supination and horizontal elbow flexion. In order to improve
the accuracy of the data and ensure that the limb movements
re not affected by the environment during data collection, the
collected data were formatted in the same way, with 100 Hz set
as the sensor frequency but with acceleration and gyroscopic
data in the following format: A python program has been im-
plied to sort and filter the three sensors data. The experiment
collected three stroke patients with 60 repetitions of each set of
movements and contained approximately 780,000 gesture data.

4.2.2. Data Pre-processing
1) Drop duplicate

Table 1: Experimental data after formatting

Timestamp accX accY accZ GyroX GyroY GyroZ
A 1555830289723 +0.998697 -0.139870 -0.030114 +0.580153 -0.681527 +0.512977
B 1555830289723 +0.996256 -0.092974 +0.328092 -0.347023 -0.014656 -0.092974
C 1555830289723 +0.976256 -0.098415 +0.234809 -0.044198 +0.302595 -0.098415

The raw acceleration and angular velocity signals of the ges-
ture are visualized as follows, using the B-sensor data from the
lateral lift as an example.

Figure 9: Lateral lift data waveform

The sensor sensitivity issue can cause noise and jaggedness
in the raw data waveform graph. The duplicate datasets have
been dropped, using the gyroscope data as an example, and the
drop duplicate waveform plots are as follows:

Figure 10: Gyroscope data waveforms after drop duplicate

2) Interpolate

In order to fill in the missing data, eliminate data jagging, and
ensure the smoothness of the timing data, three sample bar in-
terpolation has been used to pre-process the dataset, and the
three sensor signals A, B, and C for the six gestures were pro-
cessed as follows:

Figure 11: Pre-processed waveform of lateral flat raise data
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Figure 12: Pre-processed waveform of anterior flat raise data

Figure 13: Pre-processed waveform of upward elbow flexion data

Figure 14: Pre-processed waveform of wrist supination data

Figure 15: Pre-processed waveform of horizontal elbow flexion data

Figure 16: Pre-processed waveform of upward elbow flexion data

3) Interpolate Feature Extraction

The time domain analysis method used in this paper is a sig-
nal feature extraction method mainly applied to low speed and
variable speed devices, with N denoting the number of rows of
data in a time window and i denoting the ith row of data, the
selected features are as follows:

(a) Range: the difference between the maximum value and
the minimum value of the total signal sample, it is the simplest
measurement of the dispersion of the signal and can show the
range of data variation.

R = Xmax − Xmin (16)

(b) Interquartile range:a robustness to represent the dis-
persion of variables in a signal sample system and method to
determine the third quartile and first quartile, respectively, by
calculating the first quartile (Q1), which is the number at 25%,
the median, and the third quartile (Q3), which is the number at
75%, through the inner and outer limits of the anomaly trunca-
tion point.

IQR = Q3 − Q1 (17)

(c) Standard deviation:used to measure the degree of dis-
persion of a set of signal samples, being the square root of the
arithmetic mean of the square of the deviation from the mean.

σ =

√
1
N

∑N
i=1 (xi − µ)2 , µ = 1

N (xi + · · · + xN) (18)

(d) Coefficient of variation:As a normalized measure of the
dispersion of the probability distribution of signal data, the co-
efficient of variation does not need to refer to the average value
of the data, and can be used as a reference when comparing data
with different means or different factors, but its disadvantage is
that when the average value is close to zero, even the smallest
perturbation can have a huge impact, resulting in the coefficient
accuracy is not good enough.

cv = σ
µ

(19)

By adding the original signal data, the data window size is
made consistent to ensure that the original pose information is
complete. Before the experiment, the longest pose sample has
been found out by the program, and the completion time is 5.3
seconds, then add windows to the data set by interpolating all
the sensor data three times.
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Table 2: Identify results of different number of hidden layers
Hidden layer number Average recognition rate Time(sec)

1 91.27% 14.576
2 81.34% 18.743
3 94.08% 20.492
4 84.18% 26.533
5 89.87% 23.33
6 79.41% 31.106

Table 3: Identification results of different activation functions
Activation function Average accuracy

ReLu 91.31%
softplus 93.07%
sigmoid 37.84%

tanh 81.96%
softsign 90.33%

4.3. Results and Evaluation

In order to investigate the effect of the number of hidden lay-
ers on recognition accuracy and recognition efficiency, this pa-
per investigates the recognition accuracy and time-consuming
of hidden layers 1 to 6, with the number of neurons all 30, and
the results are shown in the following table From the table, it
can be concluded that increasing the number of hidden layers
does not result in a continuous improvement of the recogni-
tion rate. However, the multilayer hidden layer neural network
structure takes more execution time compared to the structure
with fewer hidden layers. Therefore,a fully connected neural
network with 3 hidden layers has been adopt for gesture recog-
nition, considering the average recognition rate and time cost.

In order to investigate the effect of the activation function on
the recognition effect, improve the robustness of the model, re-
duce the problem of gradient disappearance, and accelerate the
convergence of the model, the recognition rate of fully connect-
ed neural network models has been investigated under different
activation functions and compared the results as follows.

The experimental results show that the best recognition is
achieved when the activation function of the hidden layer is
softplus, and the recognition rate can reach 93.07%.

In order to find the optimal parameters of a fully connected
neural network, the choice of the optimizer model is also an im-
portant factor. Different optimizers are used to reduce the error
through the corresponding algorithm in an iterative manner un-
til the model reaches the optimal state. The above experiments
were conducted under the condition that the optimizer is adap-
tive moment estimation (Adam), in order to find the optimizer
suitable for this dataset, the recognition rate of the neural net-
work model corresponding to different optimizers was studied
in this paper and the comparison results are as follows.

The random gradient descent optimizer is not applicable to
the fully connected neural network model in this paper, and its
recognition rate is only 13.07%, which is equivalent to no effec-
t. rmsprop, adagrad, and nadam optimizers all achieved good
recognition results, with an accuracy of more than 96%, while
adagrad has the best recognition effect, with an average recog-

Table 4: Identification of the results of different optimizers
Optimizer Average accuracy
Adam 94.25%
RMSProp 96.01%
SGD 13.07%
AdaDelta 93.17%
AdaGrad 97.19%
Adamax 94.35%
NAdam 96.11%

nition rate of 97.19%.

After the above experiments, the fully connected neural net-
work model in this paper selects the hidden layer containing
three activation functions as softplus, identifies the attitude
dataset using the adaptive gradient descent optimizer, and per-
forms three ten-fold cross-validation to take the mean value.

Logistic regression is employed since it well fits the context
of scenarios in this paper; that is, it supports multi-classification
and prediction of the probability of event occurrences, facil-
itates the analysis of factors influencing the occurrences by
means of the values of characteristic parameters, and can there-
fore be applied to situations handling a subsequent amount of
incoming data. The k-NN, logistic regression and random gra-
dient descent algorithms has been performed experiments by
using the same data and preprocessing methods as follow ta-
bles.

Table 5: k-NN identification results after feature extraction
Data
window
(millisec-
onds)

Group
number

Accuracy Running
time
(seconds)

Average
accuracy

Time
spent

1000
1 0.91 0.0471

89.82% 0.0472 0.8867 0.0469
3 0.8978 0.047

2000
1 0.9267 0.0496

91.96% 0.05042 0.9 0.0533
3 0.9322 0.0483

4000
1 0.9444 0.0503

94.87% 0.05072 0.9556 0.049
3 0.9461 0.0528
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Table 6: Logistic regression identification results after feature extraction

Data
window
(millisec-
onds)

Group
number

Accuracy Running
time
(seconds)

Average
accuracy

Time
spent

1000
1 0.8633 0.3805

87.27% 0.39462 0.8983 0.3914
3 0.8567 0.4121

2000
1 0.9444 0.461

93.14% 0.50322 0.9167 0.397
3 0.9333 0.6516

4000
1 0.9511 0.4125

95.09% 0.4032 0.9572 0.3326
3 0.9444 0.464

Table 7: Logistic regression identification results after feature extraction

Data
window
(millisec-
onds)

Group
number

Accuracy Running
time
(seconds)

Average
accuracy

Time
spent

1000
1 0.8556 1.206

84.03% 1.1122 0.8433 1.1974
3 0.8222 0.9326

2000
1 0.93 1.057

92.16% 1.1432 0.9183 1.215
3 0.9166 1.157

4000
1 0.9267 0.9428

93.16% 1.1372 0.935 1.196
3 0.9333 1.273

Summarizing the above comparison experiments, the recog-
nition rates and time spent by each algorithm are as follows:

Figure 17: Accuracy and computation time of each algorithm

5. Conclusion

Through the above experimental analysis, the data window
size represents the recognition speed of the model, and the

data set without feature extraction can achieve good recogni-
tion effect with the kNN algorithm, and the accuracy can reach
96.13% when only 2 seconds of data are acquired, but its cal-
culation time is longer. After feature extraction, the computa-
tion time of kNN is reduced by an order of magnitude, but the
accuracy is decreased. Using the logistic regression algorithm
for attitude recognition can improve the recognition rate with-
out increasing the computation time, and the recognition rate
reaches 95.09% when the sensor data of 4 seconds is acquired.

The logistic regression model outperforms the stochastic
gradient descent SGD classifier using a linear support vector
machine classifier in terms of recognition rate and computation
time, and improves the recognition rate compared to the
feature-extracted kNN model. In addition, the fully connected
neural network model has a similar recognition rate and less
computation time compared to the KNN-NFE, which has the
highest recognition rate. Therefore, combining recognition
accuracy and time efficiency, and considering that it does not
have any requirement on the size of the input data, so it is able
to guarantee the integrity of the information, fully connected
neural networks are superior for gesture recognition.
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