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Abstract— In wireless sensor networks, routing protocols with immutable network policies lacking the flexibility are 
generally incapable of maintaining effective performance due to the complicated and rapidly changing environment 
situations and application requirements. The proposed ”Flexible Routing Computing Approach (FRCA)” is a novel dis-
tributed and probabilistic computing approach capable of modifying or upgrading routing policies on the fly with low 
cost, which effectively enhances the routing flexibility. FRCA models the routing metric as a forwarding probability 
distribution for routing decisions. This model depends on three elements, the physical quantities collected at sensor 
nodes, the built-in base math functions, and the routing parameters. These elements are all user-oriented and can be 
specified to implement multifarious complicated network policies meeting different performance requirements. More 
significantly, through distributing routing parameters from the sink to end nodes, operators are allowed to adjust net-
work policies on the fly without interrupting the network services. Through extensive performance evaluation studies 
and simulations, the results demonstrate that routing protocols designed based on FRCA could achieve better perfor-
mance compared to its state-of-the-art counterparts regarding network lifetime, energy consumption, and duplicate 
packets as well as ensure high flexibility during network policies modification or upgrade. 

 

Index Terms—wireless sensor networks, probabilistic routing, distributed routing. 
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1 INTRODUCTION

HE flexibility of routing protocols is an essential factor 
to maintain or to enhance the performance of Wireless 

Sensor Networks (WSNs) which are susceptible to the 
environment conditions [1]. Allowing operators to modify 
or upgrade network policies on the fly, highly flexible rout-
ing protocols are capable of keeping up with the changea-
ble performance requirements. In contrast, current net-
work lacks flexibility where routing protocols are incom-
petent to adjust network policies without nodes’ redeploy-
ment. Whenever operators tend to modify or upgrade the 
network policies, sensor nodes have to be recycled and re-
programmed. Flexibility is important not only because it 
could be costly and inefficient to redeploy WSNs to 
achieve desired performance requirements, but also be-
cause sometimes it may be impossible to access nodes 
which are deployed in dangerous environments, such as 
battlefields, active volcanoes, and deep oceans. 

It is common that the performance requirements change 
dynamically with the network situations. For instance, the 
performance requirements of a WSN deployed in forests to 
prevent fires change remarkably with seasons. In rainy 
seasons, the fire risk of forests in a humid environment is 
relatively low due to the plentiful rain and routing policies 

should be more energy efficient to prolong the network 
lifetime. Conversely, in dry seasons, the forest is vulnera-
ble to fire due to the dry and combustible fallen leaves. In 
order to detect fire as soon as possible, routing policies 
should ensure high transmission reliability and low la-
tency. Furthermore, the application requirement itself is 
also not always static during the lifetime of WSNs. For ex-
ample, WSNs deployed at battlefields are generally ex-
pected to work longer in peacetime, while in wartime the 
routing efficiency of networks needs to be paid more atten-
tion. Such application requirement changes sometimes are 
sudden and unpredictable, which cannot be settled 
through preprogramming. 

Unfortunately, there are few routing protocols with 
high flexibility that allow modifying or upgrading net-
work policies [1], [2]. Some conventional distributed rout-
ing algorithms allow the network operators to adjust the 
network performance by specifying some parameters pro-
vided in algorithms. This adjustment is still under the al-
gorithm framework, which is difficult to achieve the de-
sired adjustment goals. The advent of the Software Defined 
Network (SDN) provides a practical solution for solving 
this problem [2]. SDN uses open-flow and centralized rout-
ing algorithms to fully separate the data plane and control 
plane. Each routing device in SDN has a flow table indicat-
ing where the packet should be forwarded. The flow tables 
are computed and distributed by the controller. When op-
erators want to modify or upgrade the network policy, 
they need to implement it in the controller, and the con-
troller will reconfigure all the routing devices automati-
cally. 
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However, SDN which is proposed for wired networks 
is unsuitable for WSNs due to four reasons. First, excessive 
flow tables have to be calculated and distributed by the 
controller in WSNs where each sensor node works both as 
a sensor and a switch. Second, frequent flow requests from 
sensor nodes to the controller incur expensive communica-
tion cost and unacceptable latencies due to the unreliable 
link quality in wireless medium. Third, flows using to 
manage network traffic are inappropriate for WSNs since 
sensory data generated by nodes will all be sent to the sink. 
Last, routing paths of packets predefined by the controller 
using centralized algorithms are not suitable for WSNs 
with duty-cycled mechanism. In other words, a node in 
duty-cycled WSNs may fail to instantly receive the packet 
sent to it by other nodes due to its uncertain radio state. 
Therefore, SDN is not suitable for WSNs. 

Motivated by the above observations and in an attempt to 

improve the flexibility of routing protocols efficiently in 

WSNs, we propose, in this paper, a Flexible Routing Com-

puting Approach (FRCA). This work has three main con-

tributions as follows: 

1) We model the routing metric as a forwarding probability 

distribution which depends on three main elements, the 

physical quantities, the built-in base math functions, and 

the corresponding routing parameters, as shown in Fig. 1. 

FRCA not only provides flexibility for network configura-

tion but also for policy designs. All the three elements are 

user-oriented and could be specified by operators to flexi-

bly implement varieties of complicated routing policies 

meeting different environment situations and application 

requirements. Moreover, through distributing new routing 

parameters from the sink to end nodes, routing protocols 

based on FRCA are capable of modifying or upgrading 

routing policies on the fly without interrupting the net-

work services after the deployment of nodes. 

2) We design a routing metric for Opportunistic Routing 

based on FRCA which takes into account four quantities: 

direction, transmission distance, perpendicular distance, 

and residual energy. Compared with the well-known op-

portunistic routing protocols, ORW and ORR, the routing 

protocol using our metric achieves better performance in 

terms of network lifetime, energy consumption, and dupli-

cate packets. 

3) We recalculate the probability of multiple receivers for 

Opportunistic Routing, which is critical to analyze the net-

work performance. The rest of the paper is organized as 

follows. Section 2 explains the related works. Section 3 in-

troduces the preliminary knowledge of this paper. Section 

4 illustrates the main idea of FRCA in detail and gives an 

example. The performance of FRCA is analyzed in Section 

5. The simulation and evaluations are explained in section 

6. Finally, section 7 concludes the paper. 

2 RELATED WORK 

In WSNs, numerous routing protocols have been proposed 
to satisfy different application scenarios and performance 
requirements. These routing protocols can be classified in 
many categories according to different criteria. For exam-
ple, these protocols can be categorized into flat or hierar-
chical protocols by network structure, coherent or non-
coherent-based protocols by communication model, loca-
tion-based or agent-based protocols by topology [3]. In or-
der to facilitate the study of the flexibility, we categorize 
routing protocols based on routing computing manner to 
two groups, distributed and centralized protocols. 

In WSNs, distributed routing protocols are more com-
mon than centralized protocols due to the distributed na-
ture of WSNs. For distributed routing algorithms, accord-
ing to the local information, routing decisions are made in 
sensor nodes which are scattered in the network. Distrib-
uted routing algorithms can also be divided into fixed and 
adaptive schemes. Fixed schemes use a constant forward-
ing probability to make routing decisions. The authors of 
[4] propose a stochastic routing framework based on the 
link reliability which actually can be considered as a con-
stant for a given session of transition probability selection. 
While in adaptive schemes, different quantities such as 
transmission distance, direction, traffic load and residual 
energy of sensor nodes are considered to determine the 
forwarder. Probabilistic Geographic Routing (PGR) proposed 
in [5] assigns probabilities to each candidate node using re-
sidual energy and backward link reliability. Distributed 
Heuristic Algorithm (DHA) [6] assigns forwarding probabil-
ities to the sender’s neighbor nodes according to the dis-
tance between the sender and the sink, the maximum dis-
tance between the sender and each of its neighbor nodes as 
well as the distance between each neighbor node and the 
sink. The probability assignment scheme in DHA changes 
as packets get closer to the sink while in PGR the probabil-
ity assignment is uniform along the routing path. Both 
these two protocols do not provide parameters to allow 
network operators to change the network performance to 
meet different requirements. Zone Probabilistic Routing 
(ZPR) [7] priorities the candidates with four distributions 
including direction, transmission distance, perpendicular 
distance, and residual energy. These four distributions can 

 

Fig. 1. The core elements of FRCA. The elements in the dotted box, 
base functions and quantities, need to be specified at sensor nodes 
before nodes’ deployment while the routing parameters can be 
changed on the fly by operators at any time. Through modifying the 
routing parameters, operators can adjust the forwarding probability 
distribution to meet the new network performance requirements. 
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be controlled via a set of exponential control-parameters, 
which means ZPR can meet different performance for dif-
ferent applications. 

For centralized routing algorithms, the global infor-
mation is all collected at one place where all routing deci-
sions are determined. For conventional centralized routing 
algorithms, decisions are made in the sink. ORW proposed 
in [8] for Opportunistic Routing (OR) [9] works on top of an 
asynchronous MAC protocol. ORW uses Expected Duty-
Cycled Wakeups (EDC) to prioritize the candidates. ORR 
[10] improves the EDC by considering the residual energy 
of the candidates and achieves longer network lifetime. 
ORR provides a system parameter to control the weight on 
the residual energy. Recently, Software Defined Network 
(SDN) [11] which were first proposed for wired networks 
has been introduced into WSNs to improve the network 
management and configuration [12]. SDN simplifies the 
network management and configuration through fully 
separating the data plane and the control plane. 

Furthermore, SDN uses a logically centralized software 
program to control the behavior of the entire network, 
which lets switches in the data plane become simple packet 
forwarding devices [13]. The basic requirements like sup-
porting duty cycles, in network data aggregation, and flex-
ible rules are discussed in [14]. Software-Defined WSN 
(SD-WSN) was proposed in [15] to meet these base require-
ments. SD-WSN uses Sensor OpenFlow (SOF) as the com-
munication protocol between the two planes. Based on 
[15], SDN-WISE [16] makes sensor nodes programmable as 
finite state machines. Network operators are allowed to use 
any programming language they prefer to implement the 
SDN controller through the APIs offered by SDN-WISE. 
Unlike conventional centralized protocols, SDN brings the 
network management flexibility to WSNs. Network opera-
tors redefine the network behavior conveniently just by re-
defining the policies in the controller. 

The flexibility of the above routing schemes has consid-
erable differences. In distributed routing protocols, fixed 
schemes and adaptive schemes without control parameters 
cannot adjust the performance to meet different require-
ments. Adaptive schemes with control parameters can 
change network policies in a limited way. Such changes are 
still under the algorithm framework and may not be 
desired. In the centralized routing protocols, SDN is more 
convenient to manage and configure the WSNs than the 
conventional centralized protocols. However,  SDN may be 
too costly for WSNs due to the challenges of expanding 
SDN to WSNs. These challenges could include complicated 
routing computation, duty cycles, high communication 
cost and different packets delivery mode (data-centric and 
address-centric), as explained in the introduction. 

Unlike the aforementioned distributed routing 
schemes, our proposed (FRCA) approach in this article is 
highly flexible as a result of the consisting elements, quan-
tities, base math function, and corresponding parameters 
are all highly customizable. It is convenient for the net-
work operators to implement desired network policies 
flexibly. Meanwhile, through modifying the correspond-
ing parameters, the network behavior is allowed to be re-
defined to meet different performances on the fly without 

nodes’ redeployment. The approach fits into the WSNs 
well. Each sensor node makes routing decisions by itself 
and does not need to send routing requests to the control-
ler frequently which will tremendously reduce control 
packets in the network. Besides, there is no doubt that the 
approach applies to WSNs with duty cycles. 

3 PRELIMINARIES 

In this section, three issues are explained. First, the as-
sumptions of our work are illustrated in detail and the no-
tations used in this paper are listed in Table. 1. Second, Op-
portunistic Routing (OR) used to verify the validity of FRCA 
is briefly introduced. Last, to facilitate the illustration of 
FRCA, the concept of base math functions are explained in 
detail. 

3.1 Assumptions 

We assume that sensor nodes are all deployed at a specific 
region in a random way and define the network which con-
tains all these nodes as ℕ = {𝑛1, 𝑛2, 𝑛3,...}. Any sensor node 
𝑛𝑖 ∈ ℕ is static and knows its own geographical coordinate 
(𝑥𝑖 , 𝑦𝑖). All sensor nodes in ℕ have the same limited com-
munication range 𝜌 . 𝑑𝑖,𝑗  is the Euclidean distance from a 
node 𝑛𝑖  to another node 𝑛𝑗. We define the neighbors set of 
𝑛𝑖  as ℕ𝑖  such that ℕ𝑖 = {𝑛𝑗|𝑛𝑗 ∈ ℕ&𝑑𝑖,𝑗 < 𝜌} . The size of 
neighbors set is denoted by 𝑚𝑖 = ||ℕ𝑖||. The initial energy 
of 𝑛𝑖  is also limited, denoted by 𝑒∗. We utilize the First Or-
der Radio Model  to calculate the energy consumption of 𝑛𝑖 . 
The Free Space Propagation Model is utilized in this article 
which assumes the ideal propagation condition by repre-
senting the communication range as a circle around the 
transmitter. 

In order to prolong the lifetime, a duty-cycle mecha-
nism is applied into sensor nodes which helps reduce en-
ergy consumption by putting nodes into sleep mode peri-
odically [18]. The MAC protocol used in this article is BoX-
MAC [19], the default MAC protocol in TinyOS [20]. BoX-
MAC is an asynchronous MAC protocol. In BoX-MAC, the 
sender transmits its packet repeatedly to the intended for-
warder. The intended forwarder wakes up periodically to 
check whether there is any packet on the channel being 
transmitted to it. If the channel is idle, the forwarder will 
switch its state into sleep again. In contrast, when there is 
a packet on the channel, the forwarder will receive the 
packet and send back an ACK to the sender. Furthermore, 
the sender will stop transmitting the packet when its timer 
expires in case that the forwarder does not wake up during 
the transmitting process. Our approach is also suitable for 
WSNs in which nodes are time-synchronized. 

3.2 Opportunistic Routing 

Routing schemes for wireless sensor networks can be 
divided into two main groups, unipath routing, and 
anypath routing. In unipath routing, packets are delivered 
from the source to the sink through a single and predefined 
path, which is not suitable for wireless sensor networks 
due to the frequent transmission failure. In contrast, 
anypath routing enables packets to travel on a different 
route, which is beneficial for distributing the network’s 
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load among nodes. Conventional unipath and anypath 
routing do not consider the usefulness of the broadcast 
characteristic of the wireless medium and the duty-cycle 
mechanism. Opportunistic Routing (OR) is a new anypath 
routing scheme which can effectively improve the perfor-
mance of duty-cycled WSNs by taking advantages of the 
benefits of overhearing wireless signals [9]. FRCA can be 
applied into all of these routing schemes. In this article, we 
will apply FRCA into OR, the most complicated routing 
scheme. To facilitate the subsequent illustration, OR will 
be briefly introduced in this subsection. 

In OR, the sender selects a group of nodes from its 
neighboring nodes as candidate forwarders. This group of 
nodes is called Candidate Set (CS). In general, when data 
transmission starts, the sender broadcasts its packet first, 
the candidates in CS which have received the packet coor-
dinate among each other to determine the final forwarder. 
This final forwarder will continue the forwarding process 
while other candidates discard the packet that they have 
received. Therefore, the performance of Opportunistic Rout-
ing protocols depends on three main elements: Routing 
Metric, Candidates Set Selection, and Candidates Coordination 
[21]. 

The formulation of candidate set depends on the Rout-
ing Metric and the Candidates Set Selection. The Routing Met-
ric is a mathematical model to measure the ability of the 
neighbor nodes to reach the sink node with lower forward-
ing cost. FRCA models the routing metric as a forwarding 
probability distribution where the metric value 𝛿𝑖,𝑗  be-
tween the neighbor node 𝑛𝑗 and the sender 𝑛𝑖  is a probabil-

ity value such that  ∑ 𝛿𝑖,𝑗
||ℕ𝑖||

𝑗 = 1. Higher probability im-
plies that the node can reach the destination with lower 
cost. The procedure for designing a routing metric based 
on FRCA will be illustrated in Section 4. Candidates Set Se-
lection is the mechanism that allows the sender to sort and 
select its candidate forwarders using the routing metric. In 
this article, we assume only the neighbor node 𝑛𝑗  whose 
metric value 𝛿𝑖,𝑗 meets 𝛿𝑖,𝑗 > 1/𝑚𝑖, where 𝑚𝑖 = ||ℕ𝑖||, will 
be added into the candidate set of 𝑛𝑖 . Candidates Coordina-
tion is the mechanism that ensures only one node in the 
candidate set can finally forward the packet to the next 
hop. In this article, in order to save transmission energy in 
the forwarding process, our coordination among candi-
dates is Acknowledgment-based as in ORW. The sender 
will broadcast a beacon packet instead of the data packet 
to candidates first. The awaken candidates will receive the 
beacon and send back an ACK. According to the ACK re-
ceived, the sender can identify which of the candidates are 
in active state and forwards the data packet to the active 
candidate with highest forwarding probability. This final 
forwarder will continue the forwarding process. 

3.3 Base Math Functions 

In FRCA, we prepare a base math function pool at each 
sensor node which contains several base math functions 
specified by network operators, such as Gauss and Boltz-
mann function. Each base function in the base function 
pool has a unique number. Network operators can add any 
math function they want to use into the pool and select the 
appropriate math function to calculate the priority value 
for candidates by specifying the function number. With 
this base math function pool, operators are allowed to de-
sign varieties of complicated forwarding probability distri-
bution to meet different requirements and flexibly modify 
the distribution on the fly without interruption of services. 
The procedure for using these base math functions to de-
sign the final forwarding probability distribution will be 
illustrated in Section 4. We introduce three base math func-
tions here, the exponential function, the Gauss function, 
and the Boltzmann function. 

1) The exponential function expressed in (1) has three 
parameters, ye, Ae and te. Through specifying these three 
parameters, the exponential function can depict four types 
of curves as shown in Fig. 2 (a) and (b). 

𝑦 = 𝑦𝑒 + 𝐴𝑒 ⋅ 𝑒
−𝑥/𝑡𝑒  (1) 

2) The Gauss function expressed in (2) has four parame-

ters, yg, Ag, xg, and wg. The type of curve produced is like 

Fig. 2 (c). 

𝑦 = 𝑦𝑔 +
𝐴𝑔

𝑤𝑔⋅√𝜋/2
⋅ 𝑒

−
2(𝑥−𝑥𝑔)

2

𝑤𝑔
2

 (2) 

3) If the desired function curve is like a sigmoid line as 
shown in Fig. 2 (d), then the Boltzmann function expressed 
in (3) will be the best math function. It has four parameters, 

TABLE 1 
NOTATIONS 

 



AUTHOR ET AL.:  TITLE 5 

 

Ab1, Ab2, xb, and dx. 

𝑦 =
𝐴𝑏1−𝐴𝑏2

1+𝑒(𝑥−𝑥𝑏)/𝑑𝑥
+ 𝐴𝑏2 (3) 

4 THE PROPOSED APPROACH 

In this section, we will illustrate FRCA in detail. The im-

plements of desired distributions for quantities concerning 
routing decisions and the flexible mechanism for combin-
ing these distributions to calculate the final forwarding 
probability distribution will be detailedly explained. Fur-
thermore, an instance applying FRCA into opportunistic 
routing protocols is given, in which we design a novel for-
warding probability distribution for the routing metric of 
opportunistic routing based on FRCA. The quantities that 
we selected, the distributions designed for these quantities, 
and the final forwarding probability distribution will all be 
demonstrated in subsection 4.2. Other two main compo-
nents of the opportunistic routing protocol, Candidates Set 
Selection, and Candidates Coordination, are explained and set 
in Section 3. 

4.1 A Flexible Routing Computing Approach 
(FRCA) 

All routing decisions made by sensor nodes not only de-
pend on the algorithm of routing protocols, but also on the 
given physical quantities. There are some physical quanti-
ties which are commonly used in routing protocols such as 
transmission distance, direction, and channel fading. Some 
unusual quantities could also be used in some application 
scenarios, like the speed of cars in a vehicular ad-hoc net-
work, depth of the communicating nodes in underwater 
wireless sensor networks, and temperature of the skin in 
wireless body area networks. We denote the quantities 
used in the routing algorithm as 𝜃 =
(𝜃(1), 𝜃(2), 𝜃(3), . . . , 𝜃(𝑝)), where 𝑝 represents the number of 
quantities considered. For a given sender node 𝑛𝑖 , its quan-
tities are expressed by a vector 𝜃𝑖 =
(𝜃𝑖

(1)
, 𝜃𝑖

(2)
, 𝜃𝑖

(3)
, . . . , 𝜃𝑖

(𝑝)
). For each 𝜃(𝑘), where 1 ≤ 𝑘 ≤ 𝑝, the 

quantity values between 𝑛𝑖  and each of its neighbor nodes 

would be collected to a random variable 𝜃𝑖
(𝑘)
=

(𝜃𝑖,1
(𝑘)
, 𝜃𝑖,2

(𝑘)
, 𝜃𝑖,3

(𝑘)
, . . . , 𝜃𝑖,𝑚𝑖

(𝑘)
), where 𝑚𝑖 = ||ℕ𝑖||. In order to fa-

cilitate subsequent calculations, 𝜃𝑖,𝑗
(𝑘)

 is then normalized to 
𝜃𝑖,𝑗
(𝑘)

 using (4) such that 0 ≤ 𝜃𝑖,𝑗
(𝑘)
≤ 1, where 𝛾𝑘 is the corre-

sponding normalization function of 𝜃(𝑘) . Consequently, 
the random variable 𝜃𝑖

(𝑘)
 is normalized to 𝜃𝑖

(𝑘)
=

(𝜃𝑖,1
(𝑘)
, 𝜃𝑖,2

(𝑘)
, 𝜃𝑖,3

(𝑘)
, . . . , 𝜃𝑖,𝑚𝑖

(𝑘)
).  

𝜃𝑖,𝑗
(𝑘)
= 𝛾𝑘(𝜃𝑖,𝑗

(𝑘)
) (4) 

So far, we have prepared the physical quantities to be 
used in routing computing. In the rest of this subsection, 
the distribution of each quantity will be calculated. Then 
these distributions will be combined to calculate the final 
forwarding probability distribution.  

The distribution of 𝑛𝑖  for the quantity 𝜃(𝑘), denoted by 
𝜃𝑖
(𝑘)
= (𝜃𝑖,1

(𝑘)
, 𝜃𝑖,2

(𝑘)
, 𝜃𝑖,3

(𝑘)
, . . . , 𝜃𝑖,𝑚𝑖

(𝑘)
), specifies the priority for its 

neighbor nodes to be forwarders in terms of this quantity, 
which is formulated by the mass function (5). 

𝜃𝑖,𝑗
(𝑘)
=

𝜁(𝜃𝑖,𝑗
(𝑘)
,𝜉(𝑘),𝜑(𝑘))

𝛴𝑣
||ℕ𝑖||𝜁(𝜃𝑖,𝑣

(𝑘)
,𝜉(𝑘),𝜑(𝑘))

 (5) 

𝜁(𝜃𝑖,𝑗
(𝑘)
, 𝜉(𝑘), 𝜑(𝑘))  formulated by (6) is a priority value 

function which measures the priority of the neighbor node 
𝑛𝑗 to act as the next forwarder by considering the normal-
ized quantity value 𝜃𝑖,𝑗

(𝑘)
. 𝜑(𝑘) represents the number of the 

base math function selected to depict the priority value 
curve of the quantity value 𝜃𝑖,𝑗

(𝑘)
, as explained in Section 3. 

The 𝜉(𝑘) = (𝜉𝑒
(𝑘)
, 𝜉𝑔
(𝑘)
, 𝜉𝑏
(𝑘)
)  is the coefficient vector which 

contains the corresponding parameters of the selected base 
math function. Through specifying the function number 
𝜑(𝑘)  and the corresponding parameters 𝜉(𝑘)  of a given 
quantity, network operators can fully control its priority 
value function.  

𝜁(𝜃𝑖,𝑗
(𝑘)
, 𝜉(𝑘), 𝜑(𝑘)) 

=

{
 
 
 
 

 
 
 
 
𝜉𝑒,0
(𝑘)
+ 𝜉𝑒,1

(𝑘)
⋅ 𝑒

−
𝜃𝑖,𝑗
(𝑘)

𝜉𝑒,2
(𝑘)

𝜑(𝑘) = 0

𝜉𝑔,0
(𝑘)
+

𝜉𝑔,3
(𝑘)

𝜉𝑔,2
(𝑘)
⋅√
𝜋

2

⋅ 𝑒
−
2[𝜃𝑖,𝑗

(𝑘)
−𝜉𝑔,1
(𝑘)

]2

(𝜉𝑔,2
(𝑘)

)2 𝜑(𝑘) = 1

𝜉𝑏,0
(𝑘)
−𝜉𝑏,1

(𝑘)

1+𝑒
(𝜃𝑖,𝑗
(𝑘)

−𝜉
𝑏,2
(𝑘)

)/𝜉
𝑏,3
(𝑘)
+ 𝜉𝑏,1

(𝑘)
𝜑(𝑘) = 2

 (6) 

For instance, Fig. 3 depicts two potential priority value 
function curves of different physical quantities, signal 
strength and node loads. From Fig.3, we can see that the 
changed tendencies of priority values for these two quan-
tities are opposite.  

 

 

Fig. 2. Different types of function curves. 
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Through modifying the customizable parameters 𝜑(𝑘) 
and 𝜉(𝑘), the changed tendency of priority value as a cer-
tain quantity value increases can be adjusting. We define 
the base math function number specified by operators for 

all quantities considered in routing computing as a ran-
dom variable 𝜉 = (𝜉(1), 𝜉(2), 𝜉(3), . . . , 𝜉(𝑝)) , and the corre-
sponding parameters as 𝜑 = (𝜑(1), 𝜑(2), 𝜑(3), . . . , 𝜑(𝑝)). The 
distributions of quantities considered at the sender node 𝑛𝑖  
can be expressed as a random variable 𝜃�̃� =
(𝜃𝑖

(1)
, 𝜃𝑖

(2)
, 𝜃𝑖

(3)
, . . . , 𝜃𝑖

(𝑝)
).  

The distributions attained can be combined using (7) to 
calculate the final forwarding priority value 𝛿𝑖,𝑗  between 
the sender node 𝑛𝑖  and its neighbor node 𝑛𝑗. 𝑅 represents 
the item number of the equation. 𝑤 = (𝑤1, 𝑤2, 𝑤3, . . . , 𝑤𝑅) 
are coefficients of items, which represent the weights of 
items. 𝜇 = (𝜇(1), 𝜇(2), 𝜇(3), . . . , 𝜇(𝑅))  is a vector containing 
the corresponding exponents for each item. Through ad-
justing these three parameters, 𝑅, 𝑤 and 𝜇, network opera-
tors are able to conveniently implement a complicated dis-
tribution function in a flexible way.  

𝛿𝑖,𝑗 =∑𝑤𝑟

𝑅

𝑟

⋅∏[ 𝜃𝑖,𝑗
(𝑘)
]
𝜇𝑘
(𝑟)

           

𝑝

𝑘

        (7) 

Lastly, the final forwarding probability distribution of 

the sender node 𝑛𝑖  is formulated by (8), which can be ex-
pressed as a random variable 𝛿𝑖 = (𝛿𝑖,1, 𝛿𝑖,2, 𝛿𝑖,3, . . . , 𝛿𝑖,𝑚𝑖

). 

𝛿𝑖,𝑗 =
𝛿𝑖,𝑗

∑ 𝛿𝑖,𝑣
||ℕ𝑖||
𝑣

            (8) 

The procedures for computing forwarding probability 
distribution is described in Algorithm 1. 

 

4.2 A Novel Forwarding Probability Distribution for 
OR Metric 

In this section, we design a novel forwarding probability 
distribution for OR metric based on FRCA. The main goal 
of this routing metric is to prolong the lifetime of the net-
work while maintaining a relatively low waiting time for 
senders. The sender node uses this metric to prioritize its 
candidates. The distributions of quantities considered in 
this article are the direction distribution, the transmission 
distance distribution, the perpendicular distance distribu-
tion, and the residual energy distribution. 

4.2.1 Direction Distribution 

We use 𝜎𝑖,𝑗 to denote the direction angle as shown in Fig. 4 
(a) between the sender node 𝑛𝑖  and its neighbor node 𝑛𝑗 
with respect to the location of the sink node 𝑛𝑏. Using vec-
tors �⃗� = (𝑥𝑗 − 𝑥𝑖 , 𝑦𝑗 − 𝑦𝑖)  and 𝛽 = (𝑥𝑏 − 𝑥𝑖 , 𝑦𝑏 − 𝑦𝑖) , 𝜎𝑖,𝑗 
can be calculated according to (9). The angles between 𝑛𝑖  
and each of its neighbor nodes are expressed as a random 
variable 𝜎𝑖 = (𝜎𝑖,1, 𝜎𝑖,2, 𝜎𝑖,3, . . . , 𝜎𝑖,𝑚𝑖

), 𝑚𝑖 = ||ℕ𝑖||. These an-
gles need to be normalized to 𝜎𝑖 = (𝜎𝑖,1, 𝜎𝑖,2, 𝜎𝑖,3, . . . , 𝜎𝑖,𝑚𝑖

) 
by (10) such that 0 ≤ 𝜎𝑖,𝑗 ≤ 1. 

 

𝜎𝑖,𝑗 = 𝑎𝑟𝑐𝑐𝑜𝑠
�⃗� ⋅ 𝛽

||�⃗�|| ⋅ ||𝛽||
       (9) 

 

Fig. 3. The priority value functions of the normalized signal 
strength and node load. 

 

Fig. 4.  𝑛𝑏 is the sink node, 𝑛𝑠 is the source node, 𝑛𝑖 is the cur-
rent sender node and 𝑛𝑗 is one of the neighbor nodes of 𝑛𝑖. 
The coordinates of these nodes are (𝑥𝑏 , 𝑦𝑏),(𝑥𝑠, 𝑦𝑠),(𝑥𝑖 , 𝑦𝑖) and 
(𝑥𝑗 , 𝑦𝑗). (a) shows the direction angel 𝜎𝑖,𝑗 from 𝑛𝑖 to 𝑛𝑗 with re-
spect to the location of 𝑛𝑏. (b) shows the transmission distance 
from 𝑛𝑖 to 𝑛𝑗. (c) shows the perpendicular distances from the 
neighbor nodes of the current sender node to the central line 
𝑙𝑠,𝑏 between the source node 𝑛𝑠 to the sink node 𝑛𝑏.  
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𝜎𝑖,𝑗 =
𝜎𝑖,𝑗

𝜋
        (10) 

The physical quantity, direction angle, indicates the loca-
tion relationship among the sender and its neighbor nodes. 
If 𝜎𝑖,𝑗  is smaller than 0.5, then the neighbor node 𝑛𝑗  is 
closer to the sink and can provide routing progress with 
lower cost than other neighbor nodes whose 𝜎𝑖,𝑗 > 0.5 . 
Therefore, the goal of the direction distribution is to give a 
higher priority for the neighbor node that has a smaller di-
rection angle. The priorities for neighbor nodes whose di-
rection angle are larger than 0.5 must be relatively low to 
avoid poor routing. We find that the Boltzmann function 
described is quite suitable for characterizing such prop-
erty. Therefore, the priority value of direction �̃�𝑖,𝑗

′  is formu-
lated by (11). The function curve of (11) is shown in Fig. 5 
(a). 

{
�̃�𝑖,𝑗
′ =

𝐴𝑏1 − 𝐴𝑏2

1 + 𝑒(�̃�𝑖,𝑗−𝑥𝑏)/𝑑𝑥
+ 𝐴𝑏2

𝐴𝑏1 = 1, 𝐴𝑏2 = 0
𝑥𝑏 = 0.5, 𝑑𝑥 = 0.05

      (11) 

In Fig. 5 (a), if the normalized direction angle is larger 

than 𝑥0 in (11), then the priority value of the corresponding 
neighbor node will be lower than 0.5. Thus, according to 
(11), only the neighbor nodes whose 𝜎𝑖,𝑗 < 0.5 will have 

high priority values. However, in different network situa-
tion or even in different areas at the same network, the lo-
cal densities of sensor nodes have great differences, as 
shown in Fig. 6. 

Using the static 𝑥0 = 0.5 in (11) is inappropriate. In Fig. 
6 (a), there is a few neighbor nodes whose 𝜎𝑖,𝑗 < 𝑥0 while 
in Fig. 6 (b) there are too many neighbor nodes available. 
Therefore we introduce the quantity 𝜏𝑖  which represents 
the number of neighbor nodes whose 𝜎𝑖,𝑗 < 0.5 to modify 
𝑥0  in (11). We define 𝑥0  after modification as 𝜆𝑖  which is 
formulated by (12). The function curve of (12) is shown in 
Fig. 7 (a). The values of parameters are shown in Table. 2. 

{
 
 

 
 
𝜆𝑖 = 𝑦𝑔 +

𝐴𝑔

𝑤𝑔 ⋅ √𝜋/2
⋅ 𝑒

−
2(𝜏𝑖−𝑥𝑔)

2

𝑤𝑔
2

𝑦𝑔 = 0.07053, 𝐴𝑔 = 8.11192

𝑤𝑔 = 5.26696, 𝑥𝑔 = −1.85373

      (12) 

Therefore, (11) can be modified to (13). 

{
 

 �̃�𝑖,𝑗
′ =

𝐴𝑏1 − 𝐴𝑏2

1 + 𝑒(�̃�𝑖,𝑗 − 𝑥𝑏)/𝑑𝑥
+ 𝐴𝑏2

𝐴𝑏1 = 1, 𝐴𝑏2 = 0
𝑥𝑏 = 𝜆𝑖 , 𝑑𝑥 = 0.05

     (13) 

Based on the normalized direction angle 𝜎𝑖, and 𝜆𝑖, the di-
rection distribution �̃�𝑖 = (�̃�𝑖,1, �̃�𝑖,2, �̃�𝑖,3, . . . , �̃�𝑖,𝑚𝑖

) is obtained 
by the mass function according to (5), as shown in (14). 

�̃�𝑖,𝑗 =
𝜁(𝜎𝑖,𝑗 , 𝜉

(𝜎), 𝜑(𝜎))

𝛴𝑣
||ℕ𝑖||𝜁(𝜎𝑖,𝑣 , 𝜉

(𝜎), 𝜑(𝜎))
      (14) 

The values of parameters in (14) are shown in Table. 2. 

4.2.2 Transmission Distance Distribution 

The transmission distance from the sender node 𝑛𝑖  to its 
neighbor node 𝑛𝑗, denoted by 𝑑𝑖,𝑗, is formulated by (15). As 

 

Fig. 7. (a) shows the function curve of (12). (b) shows function 
curves of the priority value function in (11) where 𝑥0 has been 
modified to different values. 𝑙2  is the curve when 𝑥0 = 0.5  is 
assigned as in (11). The curves 𝑙1  and 𝑙3  depict the priority 
value function when 𝑥0 is modified to 𝑥0 − 0.1 and 𝑥0 + 0.1.  

 

Fig. 6. Sender nodes which have a different number of neigh-
bor nodes. The number of neighbor nodes whose 𝜎𝑖,𝑗 < 0.5 of 
the sender node 𝑛𝑖 in (a) is much less than that in (b).  

 

Fig. 5. The curves of priority value function used in this article.  
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shown in Fig. 4 (b), 𝑑𝑖,𝑗 is the Euclidean distance from 𝑛𝑖  to 
𝑛𝑗 . Let 𝑑𝑖 = (𝑑𝑖,1, 𝑑𝑖,2, 𝑑𝑖,3, . . . , 𝑑𝑖,𝑚𝑖

)  be a random variable 
which represents the transmission distance from the 
sender node to each of its neighbor nodes. These values are 
then normalized to 𝑑𝑖 = (𝑑𝑖,1, 𝑑𝑖,2, 𝑑𝑖,3, . . . , 𝑑𝑖,𝑚𝑖

), 0 ≤ 𝑑𝑖,𝑗 ≤
1, using (16), where 𝜌 represents the communication ra-
dius. In order to save energy and prolong the lifetime of 
sensor nodes, high priority should be given to neighbor 
nodes with short transmission distance from the sender 
node. Hence, let �̃�𝑖,𝑗

′  in (17) be the priority function value 
of 𝑑𝑖,𝑗. The function curve of (17) is shown in Fig. 5 (b). Fi-
nally, the transmission distance distribution �̃�𝑖 =
(�̃�𝑖,1, �̃�𝑖,2, �̃�𝑖,3, . . . , �̃�𝑖,𝑚𝑖

) is formulated by the mass function 
(18). 

𝑑𝑖,𝑗 = √(𝑥𝑖 − 𝑥𝑗)
2 + (𝑦𝑖 − 𝑦𝑗)

2    (15) 

𝑑𝑖,𝑗 =
𝑑𝑖,𝑗

𝜌
    (16) 

{
�̃�𝑖,𝑗
′ = 𝑦𝑒 + 𝐴𝑒 ⋅ 𝑒

−𝑑𝑖,𝑗/𝑡𝑒

𝑦𝑒 = 1.03918,𝐴𝑒 = −0.03918
𝑡𝑒 = −0.30506

    (17) 

�̃�𝑖,𝑗 =
𝜁(𝑑𝑖,𝑗, 𝜉

(𝑑), 𝜑(𝑑))

𝛴𝑣
||ℕ𝑖||𝜁(𝑑𝑖,𝑣, 𝜉

(𝑑), 𝜑(𝑑))
     (18) 

The values of parameters in (18) are shown in Table. 2. 

4.2.3 Perpendicular Distance Distribution 

Let the perpendicular distance from the neighbor node 𝑛𝑗 

to the central line 𝑙𝑠,𝑏 be 𝛹𝑖,𝑗 which is formulated by (19), 

as shown in Fig. 4 (c). 𝛹𝑖 = (𝛹𝑖,1, 𝛹𝑖,2, 𝛹𝑖,3, . . . , 𝛹𝑖,𝑚𝑖
) repre-

sents the perpendicular distance from each neighbor node 
of the sender node to the central line 𝑙𝑠,𝑏 and is normalized 
to 𝛹𝑖 = (𝛹𝑖,1, 𝛹𝑖,2, 𝛹𝑖,3, . . . , 𝛹𝑖,𝑚𝑖

)  using (20). Smaller per-
pendicular distance of candidates implies shorter distances 
between the routing path and the central line 𝑙𝑠,𝑏  and 
shorter transmission distance. Thus, higher priorities 
should be assigned to neighbor nodes with small perpen-
dicular distance. The priority value �̃�𝑖,𝑗

′  of 𝛹𝑖,𝑗  is formu-
lated by (21) and the function curve is shown in Fig. 5 (c). 
Furthermore, the perpendicular distance distribution �̃�𝑖 =
(�̃�𝑖,1, �̃�𝑖,2, �̃�𝑖,3, . . . , �̃�𝑖,𝑚𝑖

) is formulated by (22). The values of 
parameters are shown in Table. 2. 

{
 
 

 
 𝑣𝑠𝑏 = (𝑥𝑏 − 𝑥𝑠 , 𝑦𝑏 − 𝑦𝑠)

𝑣𝑠𝑗 = (𝑥𝑗 − 𝑥𝑠 , 𝑦𝑗 − 𝑦𝑠)

𝛹𝑖,𝑗 = ||𝑣𝑠𝑗|| ⋅ 𝑠𝑖𝑛[𝑎𝑟𝑐𝑐𝑜𝑠
𝑣𝑠𝑏 ⋅ 𝑣𝑠𝑗

||𝑣𝑠𝑏|| ⋅ ||𝑣𝑠𝑗||
]

     (19) 

𝛹𝑖,𝑗 =
𝛹𝑖,𝑗

𝜌 + 𝛹𝑖,𝑖
     (20) 

{
�̃�𝑖,𝑗
′ = 𝑦𝑒 + 𝐴𝑒 ⋅ 𝑒

−𝛹𝑖,𝑗/𝑡𝑒

𝑦𝑒 = 0, 𝐴𝑒 = 1
𝑡𝑒 = 0.1

    (21) 

�̃�𝑖,𝑗 =
𝜁(𝛹𝑖,𝑗 , 𝜉

(𝛹), 𝜑(𝛹))

𝛴𝑣
||ℕ𝑖||𝜁(𝛹𝑖,𝑣 , 𝜉

(𝛹), 𝜑(𝛹))
     (22) 

4.2.4 Residual Energy Distribution 

The residual energy of the node 𝑛𝑗 which is the neighbor 
of 𝑛𝑖  is denoted by 𝜙𝑖,𝑗. 𝜙𝑖 = (𝜙𝑖,1, 𝜙𝑖,2, 𝜙𝑖,3, . . . , 𝜙𝑖,𝑚𝑖

) repre-
sents the residual energy of each neighbor node and is nor-
malized to 𝜙

𝑖
= (𝜙

𝑖,1
, 𝜙

𝑖,2
, 𝜙

𝑖,3
, . . . , 𝜙

𝑖,𝑚𝑖
) using (23), where 

𝑒∗ is the initial energy of 𝑛𝑗. The priority value �̃�𝑖,𝑗
′  of 𝜙

𝑖,𝑗
 is 

formulated by (24) and the function curve is shown in Fig. 
5 (d). The residual energy distribution �̃�𝑖 =
(�̃�𝑖,1, �̃�𝑖,2, �̃�𝑖,3, . . . , �̃�𝑖,𝑚𝑖

) is formulated by (25). The values of 
parameters are shown in Table. 2. 

𝜙
𝑖,𝑗
=
𝜙𝑖,𝑗

𝑒∗
    (23) 

{
�̃�𝑖,𝑗
′ = 𝑦𝑒 + 𝐴𝑒 ⋅ 𝑒

−𝜙𝑖,𝑗/𝑡𝑒

𝑦𝑒 = 1.03283, 𝐴𝑒 = −1.02041
𝑡𝑒 = 0.3184

     (24) 

�̃�𝑖,𝑗 =
𝜁(𝜙

𝑖,𝑗
, 𝜉(𝜙), 𝜑(𝜙))

𝛴𝑣
||ℕ𝑖||𝜁(𝜙

𝑖,𝑣
, 𝜉(𝜙), 𝜑(𝜙))

     (25) 

TABLE 2 
PARAMETERS FOR PRIORITY VALUE FUNCTIONS 
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4.2.5 Final Forwarding Probability Distribution 

Based on the predefined four quantities which have distri-
butions (�̃�𝑖 , �̃�𝑖 , �̃�𝑖 , �̃�𝑖), the final forwarding probability dis-
tribution, denoted by 𝛿𝑖 = (𝛿𝑖,1, 𝛿𝑖,2, 𝛿𝑖,3, . . . , 𝛿𝑖,𝑚𝑖

), between 
the sender 𝑛𝑖  and each of its neighbor nodes is formulated 
by (26). According to (26), when the neighbor node is not 
on the correct direction, the corresponding forwarding 
probability will be pretty low. Using FRCA to implement 
(26), the parameters in (7), 𝑅, 𝑤 = (𝑤1, 𝑤2, 𝑤3, . . . , 𝑤𝑅) and 
𝜇 = (𝜇(1), 𝜇(2), 𝜇(3), . . . , 𝜇(𝑅)) need to be assigned according 
to Table. 3, where 𝜇(𝑖) = (𝜇𝜎

(𝑖)
, 𝜇𝑑

(𝑖)
, 𝜇𝛹

(𝑖)
, 𝜇𝜙

(𝑖)
), 1 ≤ 𝑖 ≤ 𝑅. The 

calculation process is derived in (27). Finally, 𝛿𝑖 is normal-
ized to 𝛿𝑖 = (𝛿𝑖,1, 𝛿𝑖,2, 𝛿𝑖,3, . . . , 𝛿𝑖,𝑚𝑖

) using (28). 

𝛿𝑖,𝑗 = 0.25 ⋅ �̃�𝑖,𝑗 ⋅ �̃�𝑖,𝑗 + 0.25 ⋅ �̃�𝑖,𝑗 ⋅ �̃�𝑖,𝑗 + 0.5 ⋅ �̃�𝑖,𝑗 ⋅ �̃�𝑖,𝑗  (26) 

𝛿𝑖,𝑗 =∑𝑤𝑟

𝑅

𝑟

⋅∏[

𝑝

𝑘

𝜃𝑖,𝑗
(𝑘)
]𝜇𝑘

(𝑟)

= 𝑤1 ⋅ (�̃�𝑖,𝑗)
𝜇𝜎
(1)

⋅ (�̃�𝑖,𝑗)
𝜇𝑑
(1)

⋅ (�̃�𝑖,𝑗)
𝜇𝛹
(1)

⋅ (�̃�𝑖,𝑗)
𝜇𝜙
(1)

+𝑤2 ⋅ (�̃�𝑖,𝑗)
𝜇𝜎
(2)

⋅ (�̃�𝑖,𝑗)
𝜇𝑑
(2)

⋅ (�̃�𝑖,𝑗)
𝜇𝛹
(2)

⋅ (�̃�𝑖,𝑗)
𝜇𝜙
(2)

+𝑤3 ⋅ (�̃�𝑖,𝑗)
𝜇𝜎
(3)

⋅ (�̃�𝑖,𝑗)
𝜇𝑑
(3)

⋅ (�̃�𝑖,𝑗)
𝜇𝛹
(3)

⋅ (�̃�𝑖,𝑗)
𝜇𝜙
(3)

= 0.25 ⋅ (�̃�𝑖,𝑗)
1 ⋅ (�̃�𝑖,𝑗)

1 ⋅ (�̃�𝑖,𝑗)
0 ⋅ (�̃�𝑖,𝑗)

0

+0.25 ⋅ (�̃�𝑖,𝑗)
1 ⋅ (�̃�𝑖,𝑗)

0 ⋅ (�̃�𝑖,𝑗)
1 ⋅ (�̃�𝑖,𝑗)

0

+0.50 ⋅ (�̃�𝑖,𝑗)
1 ⋅ (�̃�𝑖,𝑗)

0 ⋅ (�̃�𝑖,𝑗)
0 ⋅ (�̃�𝑖,𝑗)

1

= 0.25 ⋅ �̃�𝑖,𝑗 ⋅ �̃�𝑖,𝑗 + 0.25 ⋅ �̃�𝑖,𝑗 ⋅ �̃�𝑖,𝑗 + 0.5 ⋅ �̃�𝑖,𝑗 ⋅ �̃�𝑖,𝑗

 (27) 

𝛿𝑖,𝑗 =
𝛿𝑖,𝑗

𝛴𝑣
||ℕ𝑖||𝛿𝑖,𝑣

    (28) 

5 ANALYSIS 

In this section, we analyze the performance of the pro-

posed routing computing approach FRCA. We will math-
ematically express the energy cost, the number of redun-
dant packets, and the average waiting times. 

As mentioned previously, FRCA can be applied to any 
routing schemes like Unipath and Anypath routing. Com-
pared to general Unipath and Anypath routing, Opportunis-
tic Routing improves the network performance by consid-
ering benefits of the broadcast characteristic of the wireless 
medium and the duty-cycle mechanism of sensor nodes. It 
is clear that the forwarding process of OR is much more 
complicated than other routing schemes. The performance 
analysis of FRCA for other routing schemes is similar with 
that for OR without considering multiple receivers prob-
lem. Therefore, the performance of FRCA for OR will be 
analyzed as follows while the analysis for other routing 
schemes will not be covered here. 

In OR, the number of active candidates assigned to the 
sender node in each hop has a significant influence on the 
performance of FRCA. Hence, before analyzing the energy 
consumption, the redundant packets and the waiting 
times, we will find the probability of the multiple receivers. 

We assume sensor nodes are asynchronous. The length 
of each node’s active period which can be considered as a 
continuous interval with a randomly defined starting point 
are equal, denoted by 𝑡′. The starting point of each interval 
is randomly selected within [0, 𝑇], where 𝑇 is the initializa-
tion time of the network, as shown in Fig. 8. At a certain 
point in time, if there are more than one intervals intersect-
ing with each other, then the sender node will have multi-
ple active candidates. To facilitate the computation of the 
multiple receivers probability, 𝑡′ and [0, 𝑇] are normalized 
to 𝑡 and [0,1]. We assume the maximum number of candi-
dates assigned for a given sender node 𝑛𝑖  is 𝜈𝑖  which is for-
mulated by (29), where 𝜅𝑖,𝑗 is defined by (30) and 𝑚𝑖 is the 
number of 𝑛𝑖’s neighbors. We are interested in finding the 
multiple receivers probability 𝑃𝑚𝑟(𝜈𝑖 , 𝜂)  when there are 
𝜂(1 ≤ 𝜂 ≤ 𝜈𝑖) active candidate(s) assigned for the sender 
𝑛𝑖 . The probability is actually equal to the probability that 
there are exactly 𝜂 overlapping intervals while none of the 
rest 𝜈𝑖 − 𝜂 intervals are intersected. 

𝜈𝑖 =∑𝜅𝑖,𝑗

𝑚𝑖

𝑗=1

  (29) 

𝜅𝑖,𝑗 =

{
 

 1, 𝛿𝑖,𝑗 ≥
1

𝑚𝑖

 

0, 𝛿𝑖,𝑗 <
1

𝑚𝑖

    (30) 

TABLE 3 
PARAMETERS FOR (27) 

 

 

Fig. 8. The intervals of candidates. 
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When 𝜂 ≥ 2, there are 𝜂 overlapping intervals. Among 
these overlapping intervals, we assume that the distance 
between the starting points of the first and the last interval 
is 𝑡 − 𝑥, where 0 ≤ 𝑥 ≤ 𝑡. With the exception of the starting 
points of the first and the last interval, the rest starting 
points of the overlapping intervals are effectively con-
strained to a region of length 𝑡 − 𝑥. Besides, there are still 
𝜈𝑖 − 𝜂 intervals which do not intersect with each other. The 
starting points of the first interval in the overlapping inter-
vals and the remaining 𝜈𝑖 − 𝜂 intervals can be randomly 
placed in a span of length 1 − (𝜈𝑖 − 𝜂 + 1) ⋅ 𝑡 + 𝑥 . The 𝜂 
overlapping intervals are randomly selected from 𝜈𝑖  inter-
vals but starting points of 𝜂 − 2 intervals are placed with-
out considering the order in the region between starting 
points of the first and last intervals. Therefore, the proba-
bility 𝑃𝑚𝑟(𝜈𝑖 , 𝜂) can be formulated by (31). 

𝑃𝑚𝑟(𝜈𝑖 , 𝜂) =
𝑃(𝜈𝑖 , 𝜂)

(𝜂 − 2)!

⋅ ∫ (
𝑡

0

𝑡 − 𝑥)𝜂−2 ⋅ [1 − (𝜈𝑖 − 𝜂 + 1) ⋅ 𝑡 + 𝑥]
𝜈𝑖−𝜂+1𝑑𝑥

= 𝜈𝑖! ⋅ (𝜈𝑖 − 𝜂 + 1)

⋅ {
𝑡𝜈𝑖

𝜈𝑖!
+ ∑

𝑡𝜈𝑖−𝑘

𝑘! (𝜈𝑖 − 𝑘)!

𝜈𝑖−𝜂+1

𝑘=1

⋅ [1 − (𝜈𝑖 − 𝜂 + 1) ⋅ 𝑡]
𝑘}

 (31) 

When 𝜂 < 2, none of the intervals intersects with each 
other. The probability of this case is expressed in (32). 

𝑃𝑚𝑟(𝜂 < 2) = [1 − (𝜈𝑖 − 1) ⋅ 𝑡]
𝜈𝑖  (32) 

5.1 Expected Energy Cost 

According to the First Order Radio Model, the energy cost 
𝑇𝑋(𝑖, 𝑗, 𝑘) for transmitting a packet of size 𝑘 from 𝑛𝑖  to 𝑛𝑗 is 
formulated by (33), where 𝐸𝑒𝑙𝑒𝑐 , 𝜖𝑓𝑠 as well as 𝜖𝑎𝑚𝑝 are con-
stants and 𝑑∗ = √𝜖𝑓𝑠/𝐸𝑒𝑙𝑒𝑐 is the distance threshold. 𝑑𝑖,𝑗 is 
the Euclidean distance between the sender 𝑛𝑖  to 𝑛𝑗. The en-
ergy cost 𝑅𝑋(𝑗, 𝑘) for receiving a data packet of size 𝑘 by 𝑛𝑗 
is formulated by (34). 

𝑇𝑋(𝑖, 𝑗, 𝑘) = {
𝐸𝑒𝑙𝑒𝑐 ⋅ 𝑘 + 𝜖𝑓𝑠 ⋅ 𝑘 ⋅ 𝑑𝑖,𝑗

2 𝑑𝑖,𝑗 < 𝑑∗

𝐸𝑒𝑙𝑒𝑐 ⋅ 𝑘 + 𝜖𝑎𝑚𝑝 ⋅ 𝑘 ⋅ 𝑑𝑖,𝑗
4 𝑑𝑖,𝑗 ≥ 𝑑∗

 (33) 

𝑅𝑋(𝑗, 𝑘) = 𝑘 ⋅ 𝐸𝑒𝑙𝑒𝑐   (34) 

When a sender node wants to forward a packet to one 
of its candidates, it will first transmit a beacon packet to its 
candidates. If the candidates are active, they will receive 
the beacon packet and send back an ACK packet to the 
sender. After receiving the ACKs from the candidates, the 
sender node will identify which of its candidates are active. 
According to the network routing policy, the sender node 
determines the final candidate forwarder and send the 
data packet to it. The expected total energy cost when there 

are 𝜂 active candidate(s) assigned for the sender 𝑛𝑖  is de-
noted by 𝑇𝐸(𝑖, 𝑗, 𝑘, 𝜂). 𝑇𝐸(𝑖, 𝑗, 𝑘, 𝜂) can be divided into three 
parts, the energy cost 𝑇𝐵(𝑖, 𝑗, 𝑘𝑏, 𝜂) for transmitting a bea-
con packet, the energy cost 𝑇𝐴(𝑖, 𝑗, 𝑘𝑎, 𝜂)  for transmitting 
ACK packets and the energy cost 𝑇𝐷(𝑖, 𝑗, 𝑘) for transmitting 
the packet. 𝑘𝑏 is the size of the beacon packet, and 𝑘𝑎 is the 
size of the ACK packet. The 𝑇𝐵(𝑖, 𝑗, 𝑘𝑏, 𝜂), 𝑇𝐴(𝑖, 𝑗, 𝑘𝑎, 𝜂) and 
𝑇𝐷(𝑖, 𝑗, 𝑘) are respectively expressed in (35), (36) and (37). 

𝑇𝐵(𝑖, 𝑗, 𝑘𝑏 , 𝜂) = 𝑇𝑋(𝑖, 𝑗, 𝑘𝑏) +∑𝑅𝑋

𝜂

𝑗=0

(𝑗, 𝑘𝑏)

= 𝑘𝑏 {
𝐸𝑒𝑙𝑒𝑐 ⋅ +𝜖𝑓𝑠 ⋅ 𝑑𝑖,𝑗

2 + 𝜂 ⋅ 𝐸𝑒𝑙𝑒𝑐 𝑑𝑖,𝑗 < 𝑑∗

𝐸𝑒𝑙𝑒𝑐 ⋅ +𝜖𝑎𝑚𝑝 ⋅ 𝑑𝑖,𝑗
4 + 𝜂 ⋅ 𝐸𝑒𝑙𝑒𝑐 𝑑𝑖,𝑗 ≥ 𝑑∗

 (35) 

𝑇𝐴(𝑖, 𝑗, 𝑘𝑎, 𝜂) =∑𝑇𝑋

𝜂

𝑗=0

(𝑗, 𝑖, 𝑘𝑎) +∑𝑅𝑋

𝜂

𝑗=0

(𝑖, 𝑘𝑎)

= 𝑘𝑎(𝜂 ⋅ 𝐸𝑒𝑙𝑒𝑐 +∑{
𝐸𝑒𝑙𝑒𝑐 ⋅ +𝜖𝑓𝑠 ⋅ 𝑑𝑗,𝑖

2 𝑑𝑖,𝑗 < 𝑑∗

𝐸𝑒𝑙𝑒𝑐 ⋅ +𝜖𝑎𝑚𝑝 ⋅ 𝑑𝑗,𝑖
4 𝑑𝑖,𝑗 ≥ 𝑑∗

𝜂

𝑗=0

)

 (36) 

𝑇𝐷(𝑖, 𝑗, 𝑘) = 𝑇𝐷(𝑖, 𝑗, 𝑘) + 𝑅𝐷(𝑗, 𝑘)

= 𝑘 {
𝐸𝑒𝑙𝑒𝑐 ⋅ +𝜖𝑓𝑠 ⋅ 𝑑𝑗,𝑖

2 + 𝐸𝑒𝑙𝑒𝑐 𝑑𝑖,𝑗 < 𝑑∗

𝐸𝑒𝑙𝑒𝑐 ⋅ +𝜖𝑎𝑚𝑝 ⋅ 𝑑𝑗,𝑖
4 + 𝐸𝑒𝑙𝑒𝑐 𝑑𝑖,𝑗 ≥ 𝑑∗

       (37) 

Therefore, the expected energy cost 𝑇𝐸(𝑖, 𝑗, 𝑘, 𝜂)  when 
there are 𝜂 active candidate(s) assigned for the sender 𝑛𝑖  
can be formulated by (38). 

𝑇𝐸(𝑖, 𝑗, 𝑘, 𝜂) = 𝑇𝐵(𝑖, 𝑗, 𝑘𝑏, 𝜂) + 𝑇𝐴(𝑖, 𝑗, 𝑘𝑎, 𝜂) + 𝑇𝐷(𝑖, 𝑗, 𝑘)(38) 

Finally, according to the probability of exactly 𝜂 active 
candidates assigned for the sender node 𝑛𝑖  in (31), the ex-
pected energy cost 𝑇ℎ𝑜𝑝(𝑖, 𝑗)  of each hop is obtained by 
(39). 

𝑇ℎ𝑜𝑝(𝑖, 𝑗) =∑𝑃

𝜈𝑖

𝜂=1

𝑚𝑟(𝜈𝑖 , 𝜂) ⋅ 𝑇𝐸(𝑖, 𝑗, 𝑘, 𝜂) (39) 

Based on (39), the expected energy cost for delivering 
the data packet through the routing path ℙ =
{𝑛1, 𝑛2, . . . , 𝑛𝜚} is formulated by (40) where 𝜚 denotes the 
number of nodes in the path ℙ. 

𝑇𝑝𝑎𝑡ℎ =∑𝑇ℎ𝑜𝑝

𝜚

𝑦

(𝑦, 𝑦 + 1)

=∑∑𝑃

𝜈𝑦

𝜂=1

𝜚−1

𝑦

𝑚𝑟(𝜈𝑦, 𝜂) ⋅ 𝑇𝐸(𝑦, 𝑦 + 1, 𝑘, 𝜂)

      (40) 
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5.2 Waiting Times 

The Average Waiting Times (AWT) represents the aver-
age number of times the sender waits for at least one of the 
potential forwarders to wake up and receive the data pack-
ets. Based on (32), the AWT of the packet in one hop can 
be obtained by (41). 

𝐴𝑊𝑇𝑖 = [1 − (𝜈𝑖 − 1) ⋅ 𝑡]
𝜈𝑖    (41) 

Thus, the AWT along the routing path ℙ =
{𝑛1, 𝑛2, . . . , 𝑛𝜚} is expressed by (42). 

𝐴𝑊𝑇𝑝𝑎𝑡ℎ =∑𝐴

𝜚

𝑦=0

𝑊𝑇𝑦 =∑[

𝜚

𝑦=0

1 − (𝜈𝑦 − 1) ⋅ 𝑡]
𝜈𝑦   (42) 

5.3 Redundant Packets 

Before determining the final forwarder, the sender node 
needs to identify which of its candidates are active. It 
broadcasts a beacon packet. All its awaken candidates will 
receive the beacon packet and send back an ACK packet. 
According to the network routing policy, the sender selects 
one of its candidates to forward the packet while the other 
candidates will drop the received packets. These aborted 
packets are considered as redundant. The expected num-
ber of redundant packets in each hop is formulated by (43). 

𝐴𝑥𝑅𝑃𝑖 =∑𝜂

𝜈𝑖

𝜂=2

⋅ 𝑃𝑚𝑟(𝜈𝑖 , 𝜂)   (43) 

Consequently, the expected number of redundant pack-
ets along the path ℙ = {𝑛1, 𝑛2, . . . , 𝑛𝜚} is expressed by (44). 

𝐴𝑥𝑅𝑃𝑝𝑎𝑡ℎ =∑∑𝜂

𝜈𝑦

𝜂=2

𝜚

𝑦=1

⋅ 𝑃𝑚𝑟(𝜈𝑦, 𝜂)  (44) 

6 PERFORMANCE EVALUATION 

In this section, two simulations will be conducted to 
verify the validity and flexibility of FRCA respectively. 
First, the performance of the routing protocol based on 
FRCA and the distribution proposed in Section 4 will be 
evaluated and compared with two well-known WSN pro-
tocols, ORW and ORR. Second, the flexibility of the routing 
protocol based on FRCA will be intuitively demonstrated 
by modifying the network policy on the fly. 

 

6.1 Simulation Settings 

All the simulations are conducted within an on-purpose 
simulator written in visual studio 2017 (C# WPF). The 
source code and the documents are available on our web-
site: http://www.123.com. In our simulations, the sensor 
nodes are randomly deployed while the sink is placed in 

the center of the field. All these nodes are homogeneous. 
All of them run BoX-MAC and have the same duty cycles. 
The propagation model used here is the free space model, 

and the communication range of nodes is 80m. Each node 
which consumes the energy according to the First Order Ra-
dio Model has the battery of 0.5 Jouls. We assume the net-
work generates one packet from a random sensor node to 
the sink in each 0.1s. The length of the data and control 
packets are 1024 bits and 512 bits respectively. The for-
warding probability distribution of the routing protocol 
based on FRCA in the simulation is related to the neigh-
bors’ residual energy. In order to save energy, we assume 
that the sensor node only broadcasts its residual energy in-
formation to its neighbors at each time it loses 5% of the 
energy. The default parameters for simulations are shown 
in Table. 4. We compare the performance of our approach 
with two well-known WSN protocols: 

1) ORW, a low latency opportunistic routing protocol 
using the Expected Duty-Cycled wakeups (EDC) as its routing 
metric. EDC which measures the expected number of 
wakeups in the packet path from the source to the sink is a 
global routing metric and needs recursive computation. 
Sender nodes always select candidates with high EDC to 
forward packets. ORW does not consider the load-balanc-
ing problem, so the nodes with high EDC will deplete their 
energy too early due to the concentrated traffic load. The 
EDC and candidate set of each node are only calculated at 
the network initialization and will not change until the net-
work’s topology changes again. 

2) ORR, a load-balanced opportunistic routing protocol 
that improves ORW by using a Forwarder Score (FS) as its 
routing metric and limiting the number of candidates ex-
plicitly. FS is also a global routing metric which considers 
the residual energy of sensor nodes by EDC and also needs 
recursive computation. The sink periodically collects the 
energy information of the entire network, calculates the 
optimal number of candidates and candidate set of nodes 
and distributes the information to each sensor node. In our 
simulations, the α parameter is set to 1.0. The authors of 
ORR evaluated the performance of their work by varying 
α from 0 to 4 and pointed out that α greater than 1.0 has 
small impacts on the performance. 

TABLE 4 
DEFAULT PARAMETERS 
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6.2 Evaluation Metrics 

The following evaluation metrics are considered in our 
simulations. 1) Energy Consumption (EC): The total energy 
consumption required to deliver a given number of pack-
ets from the source nodes to the sink. The energy unit is 
Joule. 2) Average Number of Redundant Packets (AxRP): 
When the sender node broadcasts a packet to its candidate 
set, all its awaken candidates will receive the packet. Only 
one candidate is allowed to finally forward the packet 
while the other nodes drop the received packet after coor-
dination. All these aborted packets are considered as re-
dundant. AxRP is the average number of redundant pack-
ets after delivering a given number of packets from the 
sources to the sink. 3) Average Waiting Times (AWT): 
When all the candidates of the sender node are at the sleep 
state, it has to wait until at least one of its candidates wakes 
up. AWT is the average number of times the sender waits 
after delivering a given number of packets from each ran-
domly selected source to the sink. 4) Network Lifetime 
(NL): The number of packets delivered to the sink until the 
first node of the entire network completely depletes its en-
ergy. 

6.3 Verifying the Validity 

In this subsection, the performance of the network var-
ying the number of nodes and the network varying the 
wake-up intervals are evaluated respectively in detail. 

6.3.1 Varying the Number of Nodes 

We evaluate the network varying the number of nodes 
from 100 to 200. Each sensor node has the same active time 
1s and sleep time 2s. Other parameters are the same with 
the default simulation settings presented previously. The 
total number of data packets generated by randomly se-
lected sensor nodes in this simulation is set to 3000. The 
Energy Consumption, Average Number of Redundant Packets, 
and Average Waiting Times, as well as the Network Lifetime, 
are demonstrated and discussed as follows. 

(a) Energy Consumption: The results of evaluating the 
energy consumption varying the number of nodes are 
shown in Fig. 9. The energy consumption of the three rout-
ing protocols all increase as the number of nodes becomes 
larger for two reasons. First, the density of nodes increases 
as the number of nodes becomes larger, which will in-
crease the size of candidate sets. In consequence, sender 
nodes with more candidates generate more redundant 
packets and consume more energy. Second, increasing 
nodes may also increase the size of the network. As a re-
sult, the routing distance and the number of hops increase, 
which leads to a rise in the total energy consumption. 
FRCA outperforms ORW and ORR, as shown in Fig. 9, due 
to its better limit on the candidate number. ORW does not 
limit the number of candidates explicitly  while ORR col-
lects information of the entire network to calculate the op-
timal number of candidates nmax for all nodes of the net-
work. However, it is inappropriate to use a global nmax to 
restrict the candidate number of nodes with a different 
number of neighbors. In FRCA, the forwarding probability 
distribution of each sender adapts to its neighbor number. 

Thus, FRCA can limit the candidate number more effi-
ciently to avoid generating excessive, redundant packets 
which in turn reduces the energy consumption. 

(b) Average Number of Redundant Packets: The re-
sults of evaluating the average number of redundant pack-
ets varying the number of nodes are depicted in Fig. 10. 
The redundant packets of the three protocols all increase 
as the number of nodes become larger since higher net-
work density undoubtedly leads to an increase in the size 
of the candidate set of sender nodes. FRCA outperforms 

ORW and ORR for its better limit of candidate number, as 
explained above. 

 
(c) Average Waiting Times: The results of evaluating 

the average waiting times varying the number of nodes are 
presented in Fig. 11. Higher network density imposes the 
sender to select more candidates which leads to an increase 
of both AxRP and energy consumption as illustrated pre-
viously but meanwhile may also reduce the average wait-
ing times. More candidates imply that the sender does not 

need to wait for a specific candidate to wake up, which will 
effectively reduce the number of waiting times. Conse-
quently, the average waiting times of ORW and ORR is 
slightly reduced as the number of nodes increases. In 
FRCA, the size of each node’s candidate set grows slightly 
with the network density since the direction distribution 
concerning with the local density of nodes limits the num-
ber of candidates. Hence, the average waiting times of 
FRCA does not change significantly when the number of 
nodes varies from 100 to 140. However, the average wait-
ing times not only depends on the network density but also 
on the network size. The increasing network size due to the 
increasing number of nodes will enforce packets to travel 
through a longer routing path and wait for more times. 
Thus, when the number of nodes increases to 160, the AWT 
of FRCA even slightly increases due to the growth of the 
network size. When the number of nodes continues to 
grow, the network density starts to have a greater impact 

 

Fig. 9. Energy consumption varying number of nodes.  

 

Fig. 10. Average number of redundant packets varying the 
number of nodes. 
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on the average waiting times than the network size, which 
leads to a reduction in the average waiting times. 

(d) Network Lifetime: The results of the network life-
time varying the number of nodes are shown in Fig. 12. 
From Fig. 12, we can see that the performance of ORW is 
the worst among the three protocols and the performance 
of FRCA is nearly equal to or even better than that of ORR. 
ORW does not consider the load-balancing problem, so 
sensor nodes deplete their battery earlier. In order to pro-
long the network lifetime, ORR periodically collects resid-

ual 
en-

ergy 
in-

for-

mation of all sensor nodes in the network to the sink and 
then calculates and distributes the candidate set for each 
node based on the global routing metric FS. Without the 
help of the sink, FRCA deploys distributed routing metric 
to determine the candidate set of each sender node and 
achieves a better lifetime performance. FRCA uses four 
distributions to reduce energy waste and prolong the net-
work lifetime. First, the residual energy distribution en-
forces packets to travel through nodes with higher residual 
energy. Second, the direction distribution strictly limits the 
number of candidates. Third, the perpendicular distance 
distribution enforces packets to travel through a shorter 
routing distance. Last, the transmission distance distribu-
tion enforces packets to be delivered to the targeted candi-
date with lower transmission cost. All the quantities in the 
forwarding probability distribution work out to prolong 
the network lifetime. 

6.3.2 Varying the Wake-up Intervals 

We evaluate the performance of the network for delivering 
3000 data packets from randomly selected sources to the 
sink varying the wake-up intervals. The sleep time of 
nodes is fixed to 2s while the active time varies from 1s to 
5s. Other parameters are the same as default simulation 
settings. 

(a) Energy Consumption: The results of the energy con-

sumption varying the active periods are depicted in Fig. 

13. The multiple receivers probability of the sender in-
creases as the active period grows, which will inevitably 
lead to a rise in the number of redundant packets and the 
total energy consumption. Therefore, the energy consump-
tion of the three protocols all increase as the active period 
grows. We can see from Fig. 13 that the increasing active 
period has a less impact on FRCA since the number of the 
sender’s candidates is under the strict limit to reduce en-
ergy consumption as explained before. 

(b) Average Number of Redundant Packets: The re-
sults of the average number of redundant packets varying 
the active periods are shown in Fig. 14. Longer active peri-
ods implies the sender will generate more redundant 
packets since its multiple receivers probability increases. 
FRCA outperforms ORR and ORW due to its strictly lim-
ited candidate number as explained previously. 

(c) Average Waiting Times: The results of the average 
waiting times varying the active periods are shown in Fig. 
15. The increment of multiple receivers probability will in-
crease the number of active candidates, which means that 
the sender does not need to wait for a specific candidate to 
wake up. Thus, the waiting times for each path gets smaller 
as the active periods increase. As shown in Fig. 15, the av-

erage waiting times of the three protocols all reduced. 
(d) Network Lifetime: The results of the network life-

time varying the active periods are depicted in Fig. 16. 
Longer active periods means more redundant packets will 
be generated by the sender, which will undoubtedly lead 
to  a growing energy consumption. Therefore, we can con-
clude that the network lifetime decreases as active periods 
increase. As shown in Fig. 16, FRCA outperforms ORW 
and ORR for the same reasons explained previously. 

6.4 Verifying the Flexibility 

In this subsection, we are going to verify the flexibility 
of routing protocols designed based on FRCA. The number 
of nodes is set to 100. The active/sleep periods of each sen-
sor node are set to 1s and 2s respectively. Other parameters 
are set to the default simulation settings. 

 

Fig. 14. Average Number of Redundant Packets varying active 
periods.  

 

Fig. 11. Average waiting times varying number of nodes.  

 

Fig. 13. Energy consumption varying active periods.  

 

Fig. 12. Network lifetime varying number of nodes.  
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At the initialization of the network, sensor nodes make 
routing decisions according to the initial built-in network 
policy which is called Policy P1. Policy P1 is a simple rout-
ing policy, in which the sender node broadcasts a beacon 
packet to its neighbor nodes that are closer to the sink and 
lets the first node that receives the beacon become the final 
forwarder. When the total number of packets reaches 2000, 
Policy P1 will be updated to the new routing policy that 
we propose in Section 4, called Policy P2, using the param-
eters shown in Table. 2 and Table. 3. There are many ap-
proaches to deliver these parameters to each end node. 
Flooding is the simplest approach but incurs high energy 
consumption. Hierarchical approaches [22] establishing a 
virtual hierarchy of nodes can deliver the parameters to 
end nodes efficiently, such as grid-based [23], cluster-
based [24], tree-based [25], and area-based [26] ap-
proaches. In this simulation, we use a simple parameters 
delivery method implemented in our source code. The var-
iations of the network performance between Policy P1 and 
Policy P2 are shown in Fig. 17, Fig. 18, Fig. 19, and Fig. 20. 
We record and recalculate the Energy Consumption, Average 
Number of Redundant Packets, and Average Waiting Times 
every 500 packets. 

(a) Energy Consumption: The variations of the energy 
consumption are depicted in Fig. 17. We conclude that Pol-
icy P1 consumes more energy than Policy P2. In Policy P1, 
the sender generates excessive, redundant packets since all 
the neighbor nodes that are closer to the sink will become 
candidates, which undoubtedly consumes much more en-
ergy than Policy P2 which strictly restricts the candidate 
number. We can intuitively see from Fig. 17 that Policy P1 
has been upgraded to Policy P2 when the number of pack-
ets generated by the network reaches 2000 due to the sharp 
reduction in energy consumption. 

(b) Average Number of Redundant Packets: The varia-
tions of AxRP are shown in Fig. 18. The average number of 
redundant packets reduces sharply after changing Policy 
P1 to Policy P2. As discussed before, the redundant packets 

of Policy P2 are less than Policy P1 due to the decline in 
sender nodes’ candidate number. 

(c) Average Waiting Times: The variations of AWT are 

shown in Fig. 19. The average waiting times of the network 
does not change dramatically as shown in Fig. 19. We can 
conclude that Policy P2 is better than Policy P1 because 
Policy P2 successfully reduces the energy consumption 
and the average number of redundant packets without in-
creasing the average waiting times. 

(d) Network Lifetime: The lifetime of the network run-
ning Policy P1, Policy P2 and Policy P1+Policy P2 are 
shown in Fig. 20. The network running Policy P1 can de-
liver approximately 20000 packets from randomly selected 
nodes to the sink until the first node depletes its battery 
while the network running Policy P2 can deliver approxi-
mately 50000 packets. In this simulation, we change the 

routing policy of the network running Policy P1 at first to 
Policy P2 when the total number of packets reaches 2000. 
As a result, the network lifetime increases from the original 
20000 packets to approximately 45000 packets. 

From the simulation results, we conclude that routing 
protocols which are designed based on FRCA have high 
flexibility to adjust network routing policies to meet vari-
ous and complicated requirements on the fly. 

 

Fig. 15. Average Waiting Times varying active periods. 

 

Fig. 16. Network lifetime varying active periods. 

 

Fig. 17. The variations of the Energy consumption after chang-
ing network routing policy. 

 

Fig. 18. The variations of the average number of redundant 
packets after changing network routing policy. 

 

Fig. 19. The variations of the average waiting times after 
changing network routing policy. 

 

Fig. 20. The variations of the network lifetime after changing 
network routing policy. P1 and P2 represent Policy P1 and Pol-
icy P2 respectively. 
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7 CONCLUSION 

Considering the complicated and high dynamicity of 
environment situations and application requirements of 
WSNs, flexibility is a significant factor that enhances the 
performance and needs to be considered when designing 
routing protocols. This paper proposes a flexible routing 
computing approach (FRCA) for WSNs which can effi-
ciently improve the flexibility of routing protocols. Rout-
ing protocols designed based on FRCA allow network op-
erators to change network behaviors by modifying or up-
grading the network policies on the fly without interrupt-
ing the network services while conventional routing pro-
tocols lacking flexibility have to recycle and redeploy sen-
sor nodes, which is too costly. FRCA consists of three parts, 
the physical quantities collected at the sensor nodes, the 
built-in base math functions and the routing parameters 
which are all highly customizable. The simulation results 
demonstrated that routing protocols designed based on 
FRCA achieve better performance compared to the state-
of-the-art solutions regarding network lifetime, energy 
consumption and duplicate packets as well as ensure high 
flexibility. 
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