
Investigating Undesired Spatial and Temporal Boundary Effects of

Congestion Charging

Y.E. Gea,b,1, Kathryn Stewartc, B.R. Sunb, X.G. Band and Yuandong Liub

aCollege of Transport & Communications, Shanghai Maritime University, Shanghai 201306, China
bSchool of Transportation & Logistics, Faculty of Infrastructure Engineering, Dalian University of Technology,

Liaoning 116024, China
cTransport Research Institute, Edinburgh Napier University, Merchiston Campus, Edinburgh EH10 5DT,

Scotland, U.K.
dDepartment of Civil & Environmental Engineering, Rensselaer Polytechnic Institute, Troy, NY 12180 USA

Abstract

Two types of reported problems are related to the existing congestion charging projects that levy

traffic only in a certain area within one or a few time periods during the day. One is that travellers

depart earlier or later than a charging period to avoid paying full or part of the congestion charging

tolls, which creates two undesired demand peaks that are often greater than available capacity. One

peak comes just before the start of congestion charging and the other follows the end of it. We term

this phenomenon “temporal boundary effect” of congestion charging. The other reported problem is

that travellers would rather stay away from a charging zone than pay congestion charging tolls, which

causes undesired congestion on those roads or paths on the edge of the charging zone. We call this

phenomenon “spatial boundary effect” generated by congestion charging. This research investigates

these boundary effects in the context of simultaneous route and departure time choice dynamic user

equilibrium (SRD-DUE) network flows with an aim to gain new insights into congestion charging

design. Numerical experiments investigating constant and time-varying congestion charging toll profiles

are presented in this paper. This investigation shows that congestion charging may not be able to

eliminate hypercongestion efficiently if schemes are not well-designed, and can unfortunately give rise

to undesired boundary effects and that a simply-designed congestion charging scheme with small level

toll or time-varying toll profiles can reduce the magnitude of boundary effects but may not be able to

eliminate fully such undesired effects.

1 Introduction

In the past few decades, many congestion charging projects have been implemented and are now oper-

ational on a permanent basis around the world; including the projects in London, Singapore, California

and Stockholm. These projects charge traffic only in a certain area within one or a few time periods

during the day. Some only toll a fixed amount for the use of a charging zone during the charging period,

such as in London. Some set a different constant toll for each time interval in the charging period, such

as tolling schemes in Stockholm and Singapore (see Fig. 16.1(a) and (b) in Ge and Stewart 2010, respec-

tively). All these are usually known as step tolling schemes. There are two types of reported problems

related to these projects (see Banister 2003, TfL 2007 for example).
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One is that travellers depart earlier or later than a charging period to avoid paying or pay less

congestion charging tolls. Hence, two undesired demand peaks have been observed and the peak demand

is often greater than the associated available capacity. One comes just before the start of congestion

charging and the other follows the end of it. We term this phenomenon “temporal boundary effect”

arising from congestion charging. As it is known that a main purpose of traffic congestion charging is

to better distribute demand for a road facility or network over time. The boundary issues of interest

are the fact that the implementation of a congestion charging project may drive too many travellers to

travel outside the charging period so that undesired congestion occurs just before or after the period.

Ge and Stewart (2010) investigates the temporal boundary effect in a bottleneck scenario, which uses

a more refined bottleneck model than that of Vickrey’s. In the Vickrey model (Vickrey 1969), traffic

congestion takes the form of cars queuing behind a bottleneck without occupying any physical space,

which is recognised to be a key limitation of these types of bottleneck models. Ge and Stewart (2010)

instead treats a bottleneck as a real road segment or link with a limited capacity, whose upstream link

has a higher capacity; hence the vehicles in the bottleneck can queue up into the upstream link. Traffic is

assumed to propagate through the bottleneck following the kinematic wave (KW) model of traffic flow.

The cell-transmission (CT) technique is used to solve the traffic flow model. It is these settings that

make the new bottleneck model readily produce temporal boundary issues. The investigation in Ge and

Stewart (2010) shows that the choice of congestion charging period(s), constant toll levels and the rate

of change in tolls over time all exert influence over boundary issues.

The other reported problem is that travellers would rather stay away from a charging area than pay

congestion charging tolls, which brings about undesired congestion on those roads or paths just around

the charging area. A key purpose of congestion charging is to make the utilisation of road facilities or

networks more efficient, both spatially as well as temporally. The concern here is that there are generally

more than the desired number of travellers choosing to travel on the roads or paths just around the edge

of charging zones, so undesired congestion takes place in this boundary area. We call this phenomenon

“spatial boundary effect” created by congestion charging.

It is of utmost importance to investigate both temporal and spatial boundary effects to gain new

insights into the causes of these undesired effects and to seek ways to mitigate them and design better

congestion charging schemes. In fact, in real-life traffic, these undesired boundary effects of congestion

charging may bring certain secondary effects about. As for temporal boundary issues, many drivers tend

to speed up (or slow down) so they can enter their targeted charging zone before (or just after) the

charging begins (or ends), which gives rise to a deep concern over traffic safety. Lindsey et al. (2010)

formulates a braking model to capture the braking behaviour occurring just before the termination of

congestion charging when drivers try to slow down so they can enter the charging zone after the charging

period and accordingly avoid paying the charging toll. As for spatial boundary issues, many drivers

tend to divert around the charging zone, likely resulting in a reduction in the environmental quality

just outside the charging zone. In addition, in order to avoid paying the congestion charging toll, many

travellers may terminate their car journeys just outside the charging zone, which can result in heavy

demand for parking around the charging zone, hence creating deterioration in the living conditions of

the area. In addition to the two secondary effects of the spatial boundary effect, Banister (2003) also

mentions the effects of the boundaries of charging zones on businesses, land values and rent levels inside

the charging zone, which is beyond the scope of this paper. These are also discussed briefly in Seik (1997)

as “Limitations of area licensing” scheme of congestion charging implemented in Singapore. This further

shows the necessity of investigating undesired boundary effects of congestion charging and seeking ways
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to mitigate them.

To investigate both types of undesired boundary effects with the objective of gaining new insights into

congestion charging design and seeking ways to mitigate these undesirable effects, this paper takes into

account both departure time and route choices on road networks. The traveller behaviour of simultaneous

choice of departure times and trip routes has been widely investigated and formulated into different

models, e.g. variational inequality formulation equivalent to dynamic user equilibrium (Friesz et al

1993, Ran and Boyce 1996), system dynamics model (Jin 2011), differential variational inequality (DVI)

formulation for within-day dynamic user equilibrium (DUE) traffic assignment (Friesz et al 2011), etc.

A review on the dynamic traffic assignment (DTA) problem is given in Peeta and Ziliaskopoulos (2001)

and Iryo (2013) further discusses some desirable and non-desirable properties of DUE solutions. Different

from these DUE models which require all used paths between an origin-destination (OD) pair be identical

and minimized, Szeto and Lo (2006) and Ge and Zhou (2012) respectively proposed a class of dynamic

user optimal (DUO) states which allows the existence of differences (fixed or variable tolerances) in travel

costs among the used paths connecting an OD pair. Ge et al. (2014) further compares them with DUE

states and extends the concept of DUO with variable tolerances to treatment of time-varying flows on

road networks with discontinuous travel cost functions, high demand level or capacity limits. To avoid

complications due to the use of DUO with fixed or variable tolerances for DTA modeling, this paper uses

the DVI DUE formulation proposed in Section 4 of Friesz et al (2011) to capture both departure time

and route choices on road networks.

The scenario set in this paper is at network level rather than a single bottleneck only and, similar to

the work presented in Ge and Stewart (2010) and Stewart and Ge (2014), all vehicles only go through

the network under study once, hence each vehicle is charged once only. It is also assumed that travellers

have perfect information on traffic conditions and that every traveller simultaneously chooses a departure-

time/path combination that would incur the least generalised costs to them. The generalised costs consist

of travel time costs, schedule delay costs and congestion charging tolls. The total demand within the time

horizon under study is known and constant for each origin-destination (OD) pair. These assumptions

lead a road network to a stable state in which all travellers between the same OD pair receive identical

generalised costs.

Rescheduling flexibility for both workers and non-workers that is discussed in Saleh and Farrell (2005)

shall also help to resolve the boundary effects due to congestion charging. Saleh and Farrell (2005)

discusses the effects of rescheduling flexibility on travellers’ departure time choices in the context of

congestion charging and discusses its implications on the boundary issues. The flexibility allows travellers

to get to their destination earlier or later than a normal work start time. This paper takes this into account

so that travellers reaching their destinations within the given arrival time window(s) will incur no schedule

delay cost. One difference from Saleh and Farrell (2005) is that this paper allows all travellers to have

the same rescheduling flexibility.

Before the London Congestion Charging Scheme (LCCS) came into effect on 17 February 2003, a few

of auxiliary measures had been implemented, including a tougher control of parking and an improvement

in public transit services. The LCCS plus tougher parking control definitely increased the cost to those

who travel into the charging zone by car, which directed many of them to travel by public transit that

were/are free of congestion charging. The mode shift resulting from congestion charging may be able to

reduce the absolute magnitude of the boundary effects of congestion charging. These will not be further

discussed in this paper but left for future work since this paper currently considers the departure time

and route choice only. Furthermore, the sensitivity of travel demand to cost will not be touched upon in
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this paper but it is assumed that the total demand over the given time horizon is fixed. In summary, this

paper focusses on the boundary effects of congestion charging resulting from a given number of travellers

simultaneously choosing their departure times and trip routes other than trip modes.

Step tolling schemes, including single- and multi-step tolls, have been used in many cities around

the world and are probably the most widely-used charging scheme. This type of charging profiles is also

widely discussed in the academic literature, including Arnott et al. (1990, 1993), Laih (1994, 1998), Ge

and Stewart (2010), Lindsey et al. (2010), Stewart and Ge (2014), Van den Berg (2011), etc. Arnott et

al. (1990, 1993) is mainly concerned with single-step or coarse tolls whereas Laih (1994, 1998) considers

multi-step tolls. The LCCS is single-step, as was the initial area licensing scheme (ALS) implemented in

Singapore in 1975. Multi-step toll profiles now operational in Singapore and in Stockholm and on SR 91

in California may be considered (roughly) to represent an actually-implemented version of time-varying

toll profiles. This paper will show numerically that a coarse toll profile (i.e. single step or flat tolls)

can readily give rise to temporal and spatial boundary effects, which negatively affects the effectiveness

and efficiency of congestion charging. Although these issues can be somewhat exaggerated under the

assumption of perfect traveller information, this investigation will provide some insights into congestion

charging design. Numerical experiments are also conducted with time-varying toll profiles. Boundary

effects from these toll profiles will be analysed in this paper. This investigation also shows that a simply-

designed congestion charging scheme with small level toll or time-varying toll profiles can reduce the

magnitude of boundary effects but may not be able to eliminate fully such undesired effects.

All numerical analyses of this paper were carried out on a four-link, three-node network. It is true

that resulting findings would be more significant if an analysis of real cases of observed data is made on

a larger road network. The investigation in this paper is to make preparations for carrying out analysis

on real-sized road networks using observed data. The boundary phenomena presented in this paper are

generally consistent with what have been observed in Singapore, London and Stockholm. Therefore, all

findings may be considered to be applicable to real-life road networks. In addition, it is assumed that

the travellers body is homogeneous. The reader who is interested in the pricing issue with heterogeneous

travellers may refer to Doan et al. (2011), van den Berg and Verhoef (2011), Jiang et al. (2011), Lu and

Mahmassani (2011), Wang et al. (2012) and the references therein.

This paper does not aim to optimise congestion charging tolls but to observe the effects of a given

tolling profile. Therefore, determining optimal tolls is beyond the scope of this paper and we only mention

a few relevant references. To seek optimal congestion charging tolls for a set of selected links, Zhang and

Ge (2004) formulates a Stackelberg programming problem that consists of two levels, whose upper level

captures the transportation management authority’s goal (that of determining the optimal tolls) while

the lower level reflects traveler choice behaviour (i.e. pursuing minimized user costs). Ban et al. (2009)

uses the same framework to determine optimal tolls while taking into account travellers’ risk aversion.

Both references deal with the static case. This modeling framework, however, is also used commonly in

optimising time-varying congestion charging tolls; see e.g., Friesz et al. (2007); Ban and Liu (2009).

This research was stimulated by the practical problem of boundary effects observed from the London

Congestion Charging Scheme and elsewhere. Hence, it is not intended as an exhaustive review of the

literature on traffic congestion charging. The state-of-the-art and practice of congestion charging is

thoroughly reviewed in Yang and Huang (2005), Lawphongpanich et al. (2006), Lindsey (2006, 2010),

and Tsekeris and Voss (2009). However, a few of significant pieces of very recent work on road pricing are

worthy of mentioning here. Yang and Wang (2011) proposes to manage network mobility by means of

tradable credits of travel, Wang et al. (2012) extends this concept for those scenarios with heterogeneous
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users and this concept of tradable travel credits is transferred in Zhang, Yang and Huang (2011) to parking

space management, i.e. tradable parking credits. Friesz et al. (2008) proposes the use of the “European-

type call option” conception for pricing commuting to work along a given path for a given departure

time chosen by drivers when telecommuting is available as an alternative. In the conventional approach

to congestion pricing, the uncertainty in the congestion process or the risk of travellers being unable to

arrive at their destinations or enter their expected roads at their expected times has usually been omitted

for the sake of simplicity of the modelling treatment. The challenges from the inclusion of uncertainty in

traffic congestion pricing is addressed in Yao et al. (2010), which investigates congestion derivatives for a

traffic bottleneck scenario. An auction-based congestion pricing scheme has been developed in Teodorović

et al. (2008) and the basic idea of the scheme is that all drivers hoping to enter a cordoned downtown

area in a specific time period have to participate in an auction; the operator or traffic authority being

the auctioneer who makes the decision on whether to accept or reject particular bids by the drivers.

The transaction of credits/options/derivatives/auctions all involve operational costs; how the markets of

these instruments can run by themselves with no money from the public funds is critical if we want such

markets to emerge and to be able to stand by themselves and Nie (2011) has recently focused on this

problem. The congestion pricing approach used in this paper however remains conventional, with our

focus being on the boundary effects arising from some of the currently operational congestion charging

projects in the world.

One contribution of this paper is to investigate properties of a state resulting from traveler choice

behavior in a given road network where a congestion pricing scheme has been implemented already,

which differs from the existing literature focusing on designing an optimal congestion pricing scheme

(e.g. Zhang and Ge, 2004; Lindsey et al. 2012; Xiao et al. 2011, 2012; Wu and Huang, 2014). Therefore,

the dynamic user equilibrium other than system optimal principle is used in this research for modeling

travelers’ simultaneous route and departure time choice behavior. Second, the work presented in this

paper is an extension of the work on bottleneck boundary effects of congestion charging investigated in

Ge and Stewart (2010). This extension shows that the inclusion of travelers’ route choice is unable to

eliminate or reduce significantly the temporal boundary effects of congestion charging while it creates the

spatial effects. Third, this work also highlights the limitations of the existing DTA models, including the

assumptions of perfect traveler information, dynamic user equilibrium principle, user homogeneity, etc.

The rest of the paper is structured as follows. Section 2 presents a dynamic user equilibrium (DUE)

network flow model used for this research. Section 3 sets out the scenarios based on which numerical

experiments are to be carried out. Section 4 presents and discusses numerical experiments on boundary

issues. Section 5 closes the paper with some concluding remarks.

2 Methodology

This section sets out the methodology used in this paper for investigating boundary effects of congestion

charging. This investigation is based on a within-day differential variational inequality (DVI) formulation

for the DUE traffic assignment problem that takes into account both departure time and route choices

(see Friesz et al. 2011, 2013, and Han et al. 2013 for example).

2.1 Preliminaries

Consider a traveller between an OD pair w ∈ W , where W is the set of OD pairs on a road network,

who has decided to enter the network within the time horizon [0, T ] and wonders when to depart and
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which path to take to go to his or her destination. Suppose that if (s)he leaves at time t and takes path

r ∈ Pw, where Pw is the set of paths between the OD pair w, then the time-dependent journey time

(s)he would experience can be denoted as τwr (u(t), t) —- a function of time t and a vector u(t) = (up(s) :

∀p ∈ Pw, w ∈ W, s ∈ (t−, t]), where up(s) represents the rate of inflow to path p ∈ Pw at time s and t−

denotes the earliest time at which all traffic leaving the network after t enters.

2.2 Schedule delay and generalised costs

When we model departure time choices, schedule delay should be endogenous. The following form of

schedule delay is used in this research

csp(t) =


βw(twl − tap(t)) tap(t) < twl
0 twl ≤ tap(t) < twu
γw(tap(t)− twu ) twu ≤ tap(t)

(1)

where tap(t) = t + τwp (u(t), t) is the actual arrival time of a traveller between the OD pair w departing

along path p ∈ Pw at time t, [twl , t
w
u ] is the desired arrival time window for the OD pair w within which a

traveller must arrive if (s)he wants to incur no schedule delay cost, and βw and γw respectively represent

the equivalent cost resulting from arriving earlier and later by one time unit between the OD pair w.

This implies that the heterogeneity of travellers is not considered here in terms of their values of time

and rescheduling flexibility since all travellers of an OD pair w share the same set of values of βw, γw,

αw to be appearing later in Eq. (3) and the arrival time window [twl , t
w
u ].

The same or similar form of schedule delay costs is used and discussed in, for example, Small (1982),

Small and Verhoef (2007) and Arnott et al. (1993).

We denote a congestion charging toll at time t on path p as ccp(t), which should satisfy the following

property

ccp(t) =

{
≥ 0 t ∈ [τpl , τ

p
u ]

0 otherwise
(2)

where [τpl , τ
p
u ] represents the charging period associated with path p. This paper discusses path-based

congestion charging and the toll ccp(t) is collected once a traveller enters path p at time t ∈ [τpl , τ
p
u ], i.e.

in the charging period.

If (s)he chooses path p ∈ Pw to leave at t, we define the generalised cost a traveller would experience

as Φw
r (u(t), t), mathematically,

Φw
r (u(t), t) = αwτwr (u(t), t) + csr(t) + ccr(t) (3)

where αw represents the cost equivalent to one time unit of travel time for the OD pair w. This means

that all travellers between an OD pair are assumed to have the same value of time.

The lower bound on achievable generalised cost levels for a user between an OD pair w ∈ W is given

by

µw = ess inf{Φw
r (u(t), t) : ∀r ∈ Pw, ∀t ∈ [0, T ]} (4)

where µw is interpreted as the essential infinitum of Φw
r (u(t), t) over the set of all potential paths in Pw

across the time horizon, and called the minimum generalised cost of the OD pair w. Note that µw only

depends on w and is independent of t and u(t).
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2.3 Traffic conservation constraints

Suppose that the total demand between the OD pair w is known and constant and denoted as Dw. Then

the traffic conservation principle requires

∑
p∈Pw

∫ T

0
up(t)dt = Dw ∀w ∈ W. (5)

Let us define

yw(t) =
∑
p∈Pw

∫ t

0
up(t)dt ∀ t ∈ [0, T ], w ∈ W. (6)

and then, following Friesz et al. (2008, 2011, 2013), the constraints (5) can be rewritten as a two-point

boundary-value problem below:

dyw(t)

dt
=

∑
p∈Pw

up(t), ∀ t ∈ [0, T ] (7a)

yw(0) = 0, (7b)

yw(T ) = Dw, (7c)

for all w ∈ W .

In addition, the rates of inflow to a path should be nonnegative, i.e.

up(t) ≥ 0 ∀ t ∈ [0, T ], ∀p ∈ Pw, w ∈ W. (8)

Then, if up(t) satisfies the above constraints (7) and (8) for all p ∈ Pw, w ∈ W and t ∈ [0, T ], u = (u(t) :

∀ t ∈ [0, T ]) is a feasible solution.

2.4 Assumptions on DUE

Before proceeding, let us make three assumptions:

Assumption 1 (see Properties 1 and 2 in Carey et al. (2003)). Traffic follows the first-in-first-out and

causality principles.

Assumption 2. All travellers have perfect information on traffic conditions.

Assumption 3. All travellers choose the least costly (departure time, path) combination to travel in

terms of generalised costs.

2.5 DUE and differential variational inequalities

Then, we can have the following definition

Definition 1 (Dynamic User Equilibrium or DUE) Under Assumptions 1-3, for a vector u satisfying

the traffic conservation constraints (7) plus nonnegativity constraints (8) and nonnegative real variables

µw, the pair (u, µw : w ∈ W ) represents a dynamic user equilibrium state if and only if the following

conditions are satisfied for all t ∈ [0, T ], r ∈ Pw, w ∈ W

ur(t) > 0 ⇒ Φw
r (u(t), t) = µw (9a)

ur(t) = 0 ⇒ Φw
r (u(t), t) ≥ µw (9b)
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Theorem 1 in Friesz et al. (2011) formulates the within-day DUE problem as a differential variational

inequality (DVI) problem as follows

Find u∗ such that ∑
w∈W

∑
p∈Pw

∫ T

0
Φw
p (u

∗(t), t)
[
up(t)− u∗p(t)

]
dt ≥ 0 (10)

for all u ∈ Λ, where

Λ={u ≥ 0 : dyw(t)/dt =
∑
p∈Pw

up(t), y
w(0) = 0, yw(T ) = Dw, ∀w ∈ W} (11)

which is a Hilbert space.

To investigate both temporal and spatial boundary effects of congestion, this paper uses the afore-

mentioned Friesz et al. (2011)’s DVI formulation of the within-day DUE problem to capture the traveler

behavior of simultaneous choice of departure times and trip routes. The fixed-point algorithm given in

Section 6 of Friesz et al. (2011) is used in generating numerical results later in this paper. To save space,

we do not repeat this algorithm here; the reader may refer to the reference for further details.

An eminent feature of this formulation (10)-(11) is that it does not include a procedure to generate

Φw
p (u

∗(t), t) or essentially path travel times τwr (u(t), t). As in Friesz et al. (2011), this is completed

by means of an exogenous dynamic network loading (DNL) procedure or model. As discussed in Carey

and Ge (2011), solving for a DUE state is most commonly iterating between DNL and path inflow

reassignment. Formulation (10)-(11), in essence, defines a rule for the path inflow reassignment procedure.

If a solution process starts from a chosen initial path inflow set, the DNL procedure takes the inflow to

each spatial path at each point in time and uploads all of these path inflows onto the network over time

to obtain the travel times on all time-space paths; subsequently, feeding the newly generated travel times

by DNL to the path reassignment procedure enables the latter to renew the trial path inflows. The

iteration between these two procedures continues until a DUE state is found or the process terminates

with no DUE solutions to be found. A DNL procedure based on the kinematic wave model of traffic or

its discretised versions (e.g. Daganzo 1994, 1995) has been widely used in DTA modeling (e.g. Lo and

Szeto 2002, Carey and Ge 2011, Zhong et al. 2011, Ge and Zhou 2012, Friesz et al. 2013, Stewart and

Ge 2014).

3 Scenario settings

This section is to set out a scenario for numerical experiments on boundary effects due to congestion

charging. The scenario is based on a simple road network as shown in Fig. 1, which has one OD pair

Figure 1: An example network

from node O to node D and is composed of four links. It has three paths: Path 1 = {links 0 and 2},
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Path 2 = {links 1 and 2} and Path 3 = {link 3}. Paths 1 and 2 share link 2, which is the busiest on the

network. To reduce traffic on link 2 in the peak period, it is assumed that a proposal is put forward to

implement a path-based congestion charging scheme, which charges traffic for entering paths 1 and 2 in

the charging period.

This charging scheme can also be regarded as a cordon-based charging scheme, in which Nodes O

and D are right on the cordon and link 3 goes along the cordon, representing the edge of the congestion

charging zone.

Without loss of generality, in the rest of the paper the units of the variables or parameters are often

omitted.

3.1 Time horizon and charging period

The time horizon used is [0, T ] where T = 35 time units. Unless stated otherwise, the time step size used

in the later numerical computing is 0.01 time units.

As customary, this research assumes that the network is initially empty. To make the scenario satisfy

this assumption, a horizon should be long enough to cover a peak period plus the period during which

the instantaneous demand rate rises from zero. Here, if one time unit is set to 6 minutes then the horizon

will be 3.5 hours long, which implies that the horizon can start say from 6am to 9:30am. Therefore, the

time horizon given here satisfies this requirement.

It is assumed that the charging period corresponds to the peak period chosen as [10, 30] and that

travellers’ desired arrival time window is [25, 30]. In addition, the following parameter values are used

α = 1.0, β = 0.102 and γ = 0.4.

3.2 Link characteristics

The characteristics of each link l are listed in Table 1, including length (L), free-flow travel time (ttff ),

jam density (kj) and critical density (kc).

Table 1: Characteristics of all links on the example network

Link (l) Ll ttffl kjl kcl
0 1.20 1.00 160.00 56.00
1 1.05 0.90 160.00 48.00
2 0.50 0.40 280.00 92.00
3 2.50 2.20 180.00 79.20

The capacity of each link is obtained by qmax = vfkc/2 and given in Table 2, where vf represents

average free-flow speeds and is calculated from vf = L/ttff . As shown in Table 2, if traffic on both links 0

Table 2: Capacity of each link on the example network

Link (l) 0 1 2 3

qmax
l 33.60 28.00 57.50 45.00

and 1 reaches their respective capacities, the sum of their exit flow rates would be 33.60+ 28.00 = 61.60,

which is greater than the capacity of their only downstream link (link 2). Therefore, link 2 can be a

bottleneck on the network.
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These capacities can be transformed to those values equivalent to real-life ones. For example, Suppose

that a time unit is equal to 6 minutes and that a passenger unit is 5 passenger cars or vehicles, then

qmax
0 = 1680 passenger cars/hour.

3.3 Travel demand

The total travel demand is assumed to be fixed over the time horizon, specifically

D = 2156 passenger units (12)

which implies that the average demand rate is 2156/35 = 61.6 passenger units/time unit. This average

rate is higher than the capacity of any one of the three paths. It is worth noting that we did not set the

average rate to the sum of the capacities of Paths 1 and 2 specifically; certainly, a larger value can be

chosen and will not change the later findings in this paper.

Since Paths 1 and 2 are shorter than the third one, travellers will first choose them until the resulting

travel cost on either of them is greater than the free-flow cost on Path 3. Therefore, taking into consid-

eration the schedule delay cost and the congestion effect, the assumed demand level is high enough to

ensure that all three paths are to be chosen at certain times, particularly in the peak period. In addition,

since the average demand rate is greater than the sum of the capacities of Paths 1 and 2 and the two

paths are shorter than Path 3, the two paths are doomed to be congested in the peak period. This gives

rise to the demand for congestion charging.

In addition, as mentioned before, the network is assumed to be empty at time t = 0.

3.4 Network Loading

For this research, a dynamic network loading (DNL) procedure is implemented based on Daganzo (1995a)

and Lo and Szeto (2002) but a finite difference approximation (FDA) method proposed in Daganzo

(1995b) is adopted to solve the kinematic wave (KW) model of traffic flow. The KW model consists of

three parts: one is a traffic conservation or continuity equation, the second part is a flow(q)-density(k)

relationship and the last one is the identity relationship, i.e. q = vk, where v represents traffic speed.

The traffic conservation equation is

∂k(x, t)

∂t
+

∂q(x, t)

∂x
= f(x, t) (13)

where x represents the location of traffic on a link and f(x, t) represents the net inflow to the link at time

t and at location x. In this scenario, f(x, t) > 0 only if x corresponds to the entry or exit ends of a link.

The following quadratic q-k relationship is used in this paper

q =

{
(qmax − vfkc)(k/kc)2 + vfk 0 ≤ k ≤ kc

qmax[1− (k−kc)2/(kc−kj)2] kc ≤ k ≤ kj
(14)

If it is required that the curve (14) be smooth at k = kc then kc = 2qmax/vf must hold. This relationship

is also used in Ge and Stewart (2010), Carey and Ge (2011), Ge and Zhou (2011), Stewart and Ge (2011)

and discussed briefly in Carey and Ge (2011).

At node M, when the receiving capacity of the downstream link is smaller than the total demand

requiring entry to the link, it is assumed that 60% of the receiving capacity will be assigned to the traffic
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from link 0 while the rest goes to link 1. If the outflow from either of the two upstream links is less than

their assigned share, the remaining part shall be used by the traffic from the other link. The reader may

refer to Section 3.2 of Daganzo (1995a) for the further details of this process and refer to Zhang, Nie and

Qian (2013) for the treatment of flow at junctions.

At node O, if the demand for a path at a moment is greater than the receiving capacity of the path,

the demand unable to enter shall wait at the entry of the path and the waiting time is included in their

travel time. It is assumed that traffic waiting at node O to enter their respective paths does not affect each

other. The use of the KW model of traffic flow in DNL enables us to observe the queueing phenomenon,

in particular spillbacks. In the later numerical analysis, we omit discussion on queue lengths (or whether

there are queues on the road network of interest) in the interest of clarity as consideration of this issue

does not produce additional insight in this context.

In computing travel times, the method given in Ge and Carey (2004) was used. The network loading

process used here is the same as one in Carey and Ge (2012) except for the link characteristics and

parameter values. To make all numerical results comparable, the above settings apply to all numerical

experiments in next section.

4 Numerical experiments

This section first shows that congestion can last a long time at node M on the network in Fig. 1 when

there is no congestion charging at all. Secondly, an experiment is conducted to identify both undesired

spatial and temporal boundary effects when a constant toll equal to 45% of the no-toll DUE generalised

cost is collected on Paths 1 and 2 during the specified charging period. The reason why the proportion of

45% was chosen is that in the bottleneck model the first-best congestion charging toll is exactly 50% of the

generalised travel costs but 50% in our experiments resulted in very large boundary peaks or fluctuations.

Therefore, 45% was eventually chosen. The third and fourth experiments are to show respectively the

performance of a smaller constant toll and that of time-varying toll profiles in mitigating these boundary

effects.

4.1 No toll

First, we examine the case with no traffic congestion charging at all. Fig. 2 gives the solution profiles at

DUE, including (a) path inflow rates and (b) link outflow rates.

Fig. 2(a) shows that the rates of inflow to either path 1 or path 2 are greater than their respective

first links’ capacities in a certain period. This gives rise to hypercongestion. An obvious occurrence of

hypercongestion happens to path 1 from t′ = 12.16 to t′′ = 21.64 (see Fig. 2(a)), lasting nearly 10 time

units. But the hypercongestion at node M is even worse than this since it begins at t′ = 13.40 and ends

at t′′ = 32.58 (see Fig. 2(b)), which means that the hypercongestion lasts nearly 20 time units long, i.e.

more than half of the time horizon. A further investigation illustrates that the hypercongestion at node

O is due to the hypercongestion at node M moving further upstream; but we will not analyse this here

because it is not wholly pertinent to following discussions. For link/path 3, the demand is always lower

than its capacity, so it is under-utilised.

Now there are two concerns: one is how to reduce the hypercongestion at node M or on paths 1 and

2 and the other is how to improve the utilisation of link/path 3. To do so, a proposal is put forward to

charge traffic for entering paths 1 and 2 in the charging period, i.e. from t = 10 to t = 30.

11



(a) Path Inflow

(b) Link Outflow

Figure 2: Solution profiles of the no-toll case

At DUE, the generalised cost is equal to 3.42. It is first proposed to charge a constant toll equal

to 45% of the no-toll generalised cost at DUE, which is 3.42 × 45% = 1.539. The next subsection will

investigate how effectively such a congestion charging scheme could mitigate the two problems raised

above and what side effects it would cause.

We are aware of the sharp drops and fluctuations in the late time horizon along the solution profiles

in Fig. 2. This phenomenon has appeared elsewhere in the literature on the DTA problem, which shows

the complexity of the problem. Firstly, in the single link case reported in Carey and Ge (2004, 2005) the

numerical experiments show that if the KW model is used for traffic loading then the link outflow rate

has a sharp drop when the given profile of inflow to the link decreases smoothly. Secondly, consider the

bottleneck scenario with departure time choice reported in Ge and Stewart (2010), where the dynamic

flow loading component is based on the KW model; at equilibrium the profiles in all cases investigated in

this reference have some sharp drops of departure rates and/or fluctuations. Thirdly, the solution profiles
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from numerical experiments on road networks may be observed: using the KW model-based DNL, Carey

and Ge (2012) considers the path choice only with fixed demand and uses the same road network as used

in this paper; in this reference the profiles of path outflows show clear drops in outflow rates when the

path inflows decrease although the inflows to all three paths change quite smoothly. In addition, such

drops and fluctuations have also appeared elsewhere in the literature, e.g. Buisson et al. (1995) and

Zhong et al. (2011). It is worth noting that all references mentioned in this paragraph used the KW

model or its discrete version to perform dynamic network loading. The reason why such fluctuations

exist is beyond the scope of this paper; hence we will not discuss this matter in further detail here.

4.2 Fixed toll on paths 1 and 2 equal to 45% of the no-toll DUE generalised cost

When a constant toll ccp(t) is implemented in [τpl , τ
p
r ] on path 1 or 2, the following technique is used to

smooth out the discontinuity on the path travel cost profiles

ccp(t)=


T̄
[
1+sin

(
t−τpl
∆ π

)]
/2 t∈ [τpl −

∆
2 , τ

p
l +

∆
2 ]

T̄ t∈ [τpl +
∆
2 , τ

p
r −∆

2 ]

T̄
[
1+sin

(
τpr −t
∆ π

)]
/2 t∈ [τpr −∆

2 , τ
p
r +

∆
2 ]

0 otherwise

(15)

where T̄ represents the maximum toll level and ∆ is the width of the ad hoc buffer intervals on the two

ends of the charging period. In this example, T̄ = 1.539 and ∆ = 0.6. The reason why this technique

was used is to make the chosen algorithm able to carry out its task satisfactorily. Although this might

have reduced the magnitude of boundary effects of congestion charging since it smooths out the change

in the tolls on the two ends of the charging period, it did not affect the later discussions and findings.

This technique was also used in the later numerical computing.

Fig. 3 gives the DUE solution profiles of path inflow and link outflow rates under the tolling profiles

given in Eq. (15). It can be seen clearly in Fig. 3(a) that more travellers depart outside the congestion

charging period and more are travelling on the no-toll path (i.e. path 3) than when no toll is collected at all

on the network. Specifically, when there is no toll, only 12% travellers would like to depart before t = 10

whereas once the toll is introduced, nearly 23% leave before the start of charging. The implementation

of the charging scheme can also make those departing after t = 30 increased from 6% to 9%. Overall,

due to the implementation of congestion charging, travellers departing within the charging period have

decreased by 14%, specifically from 82% down to 68%.

In addition, after the congestion charging is introduced, the total travellers choosing to use link/path

3 have increased from 28% to 37%, i.e. by 9%.

It should also be noted that the hypercongestion period at node M has been shortened after the

implementation of the charging scheme. As shown in Fig. 3(b), hypercongestion only happens during

[t′, t′′] = [10.05, 11.51] and [t′′′, t′′′′] = [25.00, 29.60] and in total lasts 6.06 time units. This means that the

hypercongestion period has been reduced by (19.18− 6.06)× 100/19.16% = 68.40%. In addition, during

the hypercongestion period, the inflow to path 1 is always lower than the capacity of the first link of the

path and the inflow to path 2 is only a small amount higher than the capacity of the first link of the path

for a very short while.

Clearly, the charging scheme has improved the utilisation of link/path 3 and alleviated hyperconges-

tion on paths 1 and 2, in particular at node M. These are the benefits from the implementation of the

congestion charging scheme.
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(a) Path Inflow

(b) Link Outflow

Figure 3: Solution profiles given constant toll equal to 45% of the no-toll DUE generalised cost

Meantime, the scheme has also generated some undesired side effects.

4.2.1 Temporal boundary issues

As shown in Fig. 3(a), the rates of inflow to paths 1 or 2 are greater than the capacity of their respective

first link at either end of the charging period. Before t = 10, hypercongestion at node O happens during

[t′, t′′] = [6.98, 9.68] and lasts about 2.70 time units. After t = 30, the inflow to both paths 1 and 2 jumps

to a level much higher than their respective maximum entry rates and then fluctuates quickly. Actually,

under no toll, the inflow to the two paths never exceeds their respective maximum entry rates outside

the period [10, 30]. Hypercongestion of this kind, happening at either end of the charging period, is a

temporal boundary issue caused by congestion charging.

In addition, just after the charging starts, the inflow to either of the two paths going through the

charging area is zero for around 5 time units; this is because the congestion charging scheme has forced
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travellers to depart earlier or later or take path 3 that does not go through the busiest link (i.e. link 2)

in the charging area. This big drop in the demand for entering the charging area just after the start of

charging is another kind of temporal boundary effect caused by congestion charging. In reality, the inflow

to those paths going through the charging area may not drop so much (mainly due to the relaxation in

practice of Assumption 2) but if a charging scheme has not been designed properly it could cause such a

big drop in the travel demand for coming into the charging area just after the start of charging.

4.2.2 Spatial boundary issues

As mentioned previously, the introduction of congestion charging makes more travellers travel on link/path

3, which does not go through the charging/busy area. But the rates of inflow to link/path 3 are greater

than its capacity during [t′′′, t′′′′] = [19.10, 21.27]. That congestion charging makes more than the desired

number of travellers move onto those roads just around the edge of a charging zone to avoid paying a

congestion charging toll and to create hypercongestion on these roads defines a spatial boundary issue.

Now the question is: Are these boundary effects caused simply by a too high constant congestion

charging toll?

4.3 Fixed toll on paths 1 and 2 equal to 25% of the no-toll DUE generalised cost

Now the constant congestion charging toll is reduced from 45% to 25% of the no-toll DUE generalised

cost and equal to T̄ = 0.855. All the rest of the settings are the same as before, including the technique

smoothing out the discontinuity on the path travel cost profiles, i.e. Eq.(15). This generates the solution

profiles of path inflows and link outflows as shown in Fig. 4.

Fig. 4(a) shows that the small toll has significantly reduced the magnitude of both temporal and

spatial boundary effects. But, as seen in Fig. 4(b), a long-lasting hypercongestion has returned to node

M, where travellers on either of links 0 or 1 have to wait to enter the downstream link 2 and the congestion

lasts slightly more than 10 time units, from t′ = 20.50 to t′′ = 30.69, although it is not so bad as in

the case where no congestion charging is implemented at all. Even if the transportation management

authority finds this problem tolerable in practice, the remaining boundary effects should still be worrying.

First, although no significant boundary effects appear before the start of charging, the rates of inflow

to the two paths crossing the charging area still have sharp upward and downward fluctuations from the

very end onwards of the charging period, see Fig. 4(a).

Secondly, at around t = 10, as have been seen before, the rates of inflow to path 1 or 2 drop to zero

and stay at zero for a while; accordingly, there are sharp drops in the outflow of all four links. Although

this just lasts about 1 time unit at node O, the duration in which the inflows to Paths 1 and 2 are a lot

lower than their capacities is longer than 5 time units. From the perspective of road pricing design, this

is unacceptable; the reason is at least twofold. Firstly, it otherwise could have saved a lot of travellers’

travel time in the peak period. Secondly, this clearly results in the inefficient use of the existing road

resource and would make social welfare worse off.

Therefore, a small constant toll cannot eliminate the boundary issues satisfactorily and may sacrifice

some goals of implementing a congestion charging project.

Now we move on to observe the impacts of a time-varying charging profile on the boundary effects

identified previously.
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(a) Path Inflow

(b) Link Outflow

Figure 4: Solution profiles given constant toll equal to 25% of the no-toll DUE generalised cost

4.4 Time-varying toll

The following time-varying toll profile ccp(t), as shown in Fig. 5, is implemented in this experiment and

applies to both paths 1 and 2.

ccp(t) =

{
T̄ sin

(
t−τpl
τpr −τpl

π)
)

t ∈ [τpl , τ
p
r ]

0 otherwise
(16)

The greatest toll in this case is equal to 45% of the no-toll DUE generalised cost, i.e. T̄ = 1.539. The toll

starts to grow smoothly from 0 at t = 10 to the greatest toll at time t = 20 and then decreases smoothly

down to 0 at t = 30. All the rest of the scenario settings are the same as in the previous experiments.

Fig. 6 gives the DUE solution profiles of departure flow rates along each path and link outflow

rates under the time-varying congestion charging scheme. This figure shows that both temporal and
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Figure 5: A time-varying toll profile

spatial boundary effects have been significantly reduced or even disappeared when the time-varying toll

profile is used. In addition, the hypercongestion period has been shortened dramatically. At node O,

hypercongestion within the charging period starts at t′ = 21.87 and ends at t′′ = 27.03 (see Fig. 6(a));

it lasts only about 5 time units, which is only half of the length of the corresponding hypercongestion

period in the case with no toll at all on the network. At node M, hypercongestion happens during

[t′, t′′] = [25.51, 33.10] (see Fig. 6(b)) and lasts about 7.6 time units, just slightly more than one third

of the length of the corresponding hypercongestion period in the zero-toll case. In terms of these, the

achievement of the time-varying toll profile can be comparable to those of the constant toll equal to 45%

of the no-toll DUE generalised cost.

However, it is not all good news. As a matter of fact, a time-varying toll profile can not guarantee

the absence of boundary issues. As we can see in Fig. 6(a), the rates of inflow to path 2 are still slightly

higher than the capacity of link 1 just before the start of congestion charging although this only happens

within a very short period. In addition, at both ends of the charging period, there are quite sharp demand

peaks associated with paths 1 and 2. It is worth investigating impacts of the rates of change in the tolls

on these fluctuations.

In addition, the rates of inflow to links 0 and 1 within the period of [12.5, 20] are clearly much lower

than their respective capacity, see Fig. 6(a). Therefore, the two links are under-utilised during this

period under this time-varying toll profile. Fig. 6(b) shows that this phenomenon of under-utilisation

looks worse with respect to the outflow rates of all four links because the period within which the rates of

outflow from each link are lower than its capacity is a lot longer. How to make best of the existing capacity

resource duing the busy period and reduce the travellers’ schedule delay costs is another challenge facing

the implementation of a time-varying toll profile.

All these call for further investigation.

5 Conclusions

This paper has investigated boundary effects arising from congestion charging, which are undesired

effects of congestion charging. A dynamic user equilibrium (DUE) network flow model that captures the

behaviour of travellers’ simultaneous choice of departure times and trip routes has been used to complete

this task. The model is the within-day component of the dual-time-scale DTA model proposed in Friesz

et al. (2011). At DUE, all travellers between the same OD pair experience identical generalised costs.

The generalised cost consists of travel time costs, schedule delay costs and congestion charging tolls.
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(a) Path Inflow

(b) Link Outflow

Figure 6: Solution profiles under time-varying congestion charging toll profile in Fig. (5)

All numerical experiments are set up on a single-OD, four-link and three-path network with a known

and fixed total demand for the whole time horizon. Traffic choosing to enter paths 1 and 2 within the

charging period is levied a congestion charging toll.

This investigation shows:

1. Congestion charging may not be able to eliminate hypercongestion entirely and can in turn cause

undesired boundary effects, temporal and/or spatial. A temporal boundary effect arises from the

fact that congestion charging may force too many travellers to depart just before the start of

congestion charging or just after the charging period ends so that the demand in the short periods

outside both ends of the charging period is greater than available capacity. A spatial boundary

effect results from the fact that congestion charging may drive too many travellers to use those

paths around the charging area and avoid paying congestion charging tolls so that the demand for

these paths are greater than their respective capacities.

18



2. Constant tolls can readily result in both temporal and spatial boundary effects. In addition, such

toll profiles can make the demand for entering the charging area drop dramatically at the very

beginning of the charging period, to a level a lot lower than the available capacities, which results

in wasting the road capacity resources during the busy period otherwise a large amount of travellers’

schedule cost could have been reduced. Furthermore, they can also make the flow rates fluctuate a

lot following the end of the charging period.

3. A scheme with a small constant toll designed simply for a congestion charging project can neither

mitigate undesired boundary effects efficiently nor achieve the desired goals entirely. Therefore,

a well-designed time-varying toll profile, which can efficiently reduce both temporal and spatial

undesired effects of congestion charging, is more preferable than a constant one.

4. A good strategy for designing congestion charging is required to generate those schemes that not only

result in no undesired boundary congestion/effects but also can effectively and efficiently achieve

desired goals of congestion charging. To fulfill this requirement, a simply-picked time-varying toll

profile would not be enough. Instead, it requires that a strategy to design congestion charging be

developed by means of integrated network management.

As shown previously, the nature of a constant toll being introduced at a precise time means that

under Assumptions 1-3 the flow effect on the network will necessarily be to produce a surge of inflow

just prior to the charging period commencing and a dip in inflow just after (the effects being reversed at

the termination of the charging period). In practice, Assumption 2 (perfect information) will not hold

and Assumption 3 (cost minimisation) will only hold partially. DUE is an ideal state associated with

Assumption 2; Ge and Zhou (2012) and Ge et al. (2014) provide a state of dynamic user optimum with

variable tolerances, at which the travel costs of used paths between an OD pair may not be identical and

their differences reflect travelers’ tolerances. It is then of importance to investigate how the relaxation of

these assumptions will affect the undesired boundary effects investigated in this paper. Another hidden

assumption that all travellers share the same set of values of time (i.e. α, β and γ) may also affect

boundary effects but they were not touched on in this paper since it is beyond of the intended scope

of the study. Whilst it may be hypothesised that relaxing Assumptions 2 and 3 or taking account of

heterogeneity in the travellers body would produce less sharp path inflow fluctuations it is unlikely that

such relaxations will mitigate these boundary effects efficiently; in fact, in the real-life traffic where these

assumptions are not satisfied, such undesired boundary effects of congestion charging have been recorded

and discussed (e.g. TfL 2007, Salmon 2010). Therefore, an efficient removal of the undesired boundary

effects will still require a well-designed time-varying toll profile, although the adverse effects reported in

this paper are likely to be somewhat reduced under more realistic assumptions.

This paper focussed on the use of time-varying toll profiles to mitigate boundary effects while only

the simultaneous choice of departure times and trip routes is considered. Actually, there are also other

ways available for this purpose. Generally, optimising toll locations in real networks can minimise the

relocation of hypercongestion. For example, it may be possible that the mitigation for spatial boundary

effects would be in the scheme design such that a buffer surrounding the edge of the tolled area was

introduced with decreasing tolls applied in a spatial as well as a temporal manner. However, such

a scheme would by its nature be more complicated than a simple scheme and planners must therefore

determine a sensible balance between technical benefit of the scheme and clarity to the users. Alternatives

to charging monetary tolls within a buffer zone might be alternative network management devices such

as traffic calming, partial road closures or one way systems to discourage spatial overspill.
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An easy way to reduce diversions around the edge of a charging zone is to increase the size of the zone.

Therefore, the size of the charging zone itself is also an un-negligible factor that can affect the boundary

effects of congestion charging. It is imperative to vary and test this option in designing a congestion

charging scheme. This will need to be weighted against a host of other primary factors such as where

there is congestion, the availability of transit or other alternatives, and revenue generation, etc.

To mitigate temporal boundary effects, we may seek to adjust the size of a charging period or the

start and/or end times of the charging period, as discussed in Ge and Stewart (2010). Some congestion

charging schemes have created very large pricing periods (e.g. 6am – 10am for the morning peak period)

to minimise the temporal boundary effect. This is not always efficient if a flat toll is implemented, and

has likely been to generate revenues rather than meet system performance objectives per se. Therefore, if

the key target of a congestion pricing project is to raise the efficiency of the transportation system other

than revenues, such long charging periods should be avoided. In addition, such demand management

strategies as parking fees, mode shifts, land-use planning and park-and-ride (P&R) may also be able to

mitigate efficiently undesired boundary effects of congestion charging.

In summary, whilst temporal issues should be mainly resolved due to careful time-varying toll design

such that there are no sudden jumps in the costs to the user, the spatial issues would require alternative

scheme design other than a simple cordon. This would require the use of integrated network management

such that an overspill into streets surrounding the charged area should not be adversely affected beyond

a level tolerated by network planners. A good scheme of congestion charging should be able to achieve

desired goals and result in as little undesired boundary effects as possible.
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