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Abstract

The explosive growth of data traffic in wireless communication systems comes
together with the urgent need to minimize its environmental and financial im-
pact. Therefore, the main objective in the field of green radio communication is
to improve the energy efficiency of wireless communication systems with respect
to the future performance demands on the wireless communication infrastruc-
ture. In this context, recent research in cooperative and cognitive communica-
tion techniques attracts particular attention.

While cognitive radio improves spectral efficiency by enhanced spectrum uti-
lization, cooperative communication techniques achieve remarkable gains in
spectral efficiency by enabling the terminals to share their resources. In par-
ticular, creating virtual multi-antenna arrays by antenna sharing enables ex-
ploitation of spatial diversity gains and multiplexing gains within a network of
single antenna terminals. This technique is particularly attractive for mobile
wireless networks, since power and space constraints often prohibit the integra-
tion of multiple antennas into mobile terminals.

This work studies the performance of the hybrid automatic repeat-request
(HARQ) dynamic decode-and-forward (DDF) protocol in the half-duplex relay
channel. The reason behind exploration of the HARQ-DDF protocol is that it
achieves the optimal performance in terms of the diversity-multiplexing tradeoff
(DMT) and the diversity-multiplexing-delay tradeoff (DMDT). However, DMT
and DMDT are evaluated as the signal-to-noise ratio (SNR) approaches infinity.

In practice, key performance measures are the fixed-rate outage probability
and delay-limited throughput achieved at the SNR expected during operation.
To this end, it is common practice to give the performance of the DDF proto-
col as a function of the source-to-destination channel SNR (SD-SNR). In this
dissertation the focus is to study the performance of the HARQ-DDF proto-
col measured as a function of the SNR as seen at the destination (D-SNR).
This approach enables the performance comparison with the HARQ-SISO and
the HARQ-MISO protocol from an energy efficieny perspective on the system
level. Furthermore, a novel variant of the HARQ-MISO protocol, the hybrid
repeat-with-diversity-request (HARDQ) MISO protocol, is introduced.

Considering outage probability as measure of reliability, closed-form solutions
and simulation results show that the HARDQ-MISO and the HARQ-DDF pro-
tocol outperform the HARQ-MISO protocol from an energy efficiency point of
view. From a delay-limited throughput point of view the HARQ-MISO proto-
col is beneficial. It is demonstrated that code-rate assignment allows to achieve
significant performance gains in terms of delay-limited throughput. Further-
more, reducing the decoding cost using code-rate assignment techniques comes
together with only negligible performance loss.
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CHAPTER 1

Motivation

Mobile wireless communication plays a very decisive role in the daily life of

modern society. Mobile terminals such as smart-phones, tablets and laptops are

omnipresent. For popular applications, such as video-data streaming, service

providers have to implement reliable high-rate communication channels in order

to permit high picture quality without lagging effects. On an annual basis, the

Cisco Visual Networking Index publishes a well-founded global mobile data

traffic forecast illustrating that it will become more and more difficult for service

providers to ensure the provision of reliable high-speed wireless communication

channels. Important statements in the recent publication [1] are:

Global mobile data traffic will increase nearly 11-fold be-

tween 2013 and 2018. Mobile data traffic will grow at a com-

pound annual growth rate (CAGR) of 61 percent from 2013 to 2018,

reaching 15.9 exabytes per month by 2018 [1].

By the end of 2014, the number of mobile-connected de-

vices will exceed the number of people on earth, and by

2018 there will be nearly 1.4 mobile devices per capita.

1



Chapter 1: Motivation 2

There will be over 10 billion mobile-connected devices by 2018, in-

cluding machine-to-machine (M2M) modules—exceeding the world’s

population at that time (7.6 billion) [1].

Mobile network connection speeds will increase two-fold

by 2018. The average mobile network connection speed (1,387 Kbps

in 2013) will exceed 2.5 megabits per second (Mbps) by 2018 [1].

A simple approach to increase the achievable transmission rate is to increase

the allocated bandwidth available for communication. But service providers

have only limited bandwidth available and in regional conurbations, where the

service provider has to serve a huge amount of mobile devices, this limitation

in bandwidth presents a pervasive constraint. Furthermore, together with the

explosive growth of the global mobile data traffic comes the need to minimize its

financial and environmental impact. Therefore, the field of green communcation

has attracted major attenation. The main objective of green communication is

to reduce the financial and environmental impact by improving energy efficiency

of communication networks while preserving their quality of service [2, 3, 4].

Therefore, in order to meet the future demands on the wireless network infras-

tructure with respect to green communication considerations, it is self-evident

to investigate communication technologies allowing to make the most efficient

use of the available bandwidth.

Conventional wireless communication systems allocate bandwidth statically

and employ a single antenna at the source and at the destination. Thereby, com-

munication is established across the so-called single-input single-output (SISO)

channel. Due to static bandwidth allocation residual capacity of under-utilized

frequency bands remains unused. Therefore, an emerging approach to meet the

future performance demands of the wireless network infrastructure is the appli-

cation of cognitive radio techniques. A cognitive radio is formally defined as a

radio that can change its transmitter parameters based on interaction with its

environment and may involve active negotiation or communications with other

spectrum users [5, 6]. Mainly, research in the field of cognitive radio is concerned

with dynamic spectrum allocation techniques to improve spectral efficiency by

enabling unlicensed users to communicate in under-utilized licensed frequency

bands [7, 4].
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A further attractive means to improve spectral efficiency is to integrate multi-

ple antennas at the source and at the destination. Thereby, communication is es-

tablished across the so-called multiple-input multiple-output (MIMO) channel.

MIMO channels are proven to allow reliable communication at higher trans-

mission rates at the same transmit power by exploitation of spatial diversity

[8, 9, 10]. However, due to power and space limitations it is often not feasible to

integrate multiple antennas for cellular communication into a mobile terminal.

A promising approach to overcome these constraints is to share the resources

of the mobile terminals such as antennas, bandwidth and transmit power using

cooperative communication techniques. In this case, the network enables the

exploitation of so-called cooperative diversity to transmit information from the

source to the destination. In their landmark papers [11, 12] Sendonaris et al.

show that cooperative diversity techniques allow to achieve

higher data rates at the same power level, or alternatively, reduced

required transmit power at the same data rate [11].

Sharing antennas and bandwidth among single antenna terminals using coop-

erative communication techniques results effectively in the implementation of a

virtual multi-antenna array.

Due to their simplicity, amplify-and-forward (AF) and decode-and-forward

(DF) protocols are the most practical cooperative communication protocols. A

relay applying the AF technique amplifies the received signal and forwards it to

the destination. A relay applying the DF protocol decodes the received infor-

mation and forwards the re-encoded information to the destination. Assuming

half-duplex operation, Laneman, Tse and Wornell (LTW) studied in [13, 14]

several AF and DF protocols with fixed listen and transmit intervals at the

relaying terminal1.

Furthermore, an important approach to improve spectral efficiency is the ap-

plication of hybrid automatic repeat-request (HARQ) techniques. HARQ tech-

niques allow the adjustment of the code-rate and the error correction capabilities

to the communication channel during the transmission of a code word [15] and

thereby enable to achieve high throughput.

Since cognitive radio improves spectrum efficiency by enhancing the spec-

trum utilization, cooperative communication by implementation of cooperative

1The half-duplex relay is restricted to transmit or receive.
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diversity, and HARQ techniques by adjusting the channel code to the channel

conditions it is attractive to combine these approaches. A comprehensive survey

about the recent state of art in the field of cooperative cognitive radio including

future research directions is given in [4]. HARQ in context of cognitive radio is

investigated in [16].

Recent work in the field of cooperative cognitive radio such as [3, 17] apply

the LTW DF protocols. However, in [18] Azarian et al. introduce the dynamic

decode-and-forward (DDF) protocol and in [19] the DDF protocol is embedded

into a HARQ protocol. In difference to the LTW protocols, the listen-transmit

interval lengths at the DDF relay are determined by the source to relay channel

conditions. It is shown that the DDF protocol outperforms all LTW AF and

LTW DF protocols in terms of the diversity-multiplexing tradeoff (DMT).

The DMT, first introduced in [20], is an important tool to compare the perfor-

mance of communication systems and defines the relationship between spatial-

diversity gains and multiplexing gains as the signal-to-noise ratio (SNR) tends

to infinity2. It is shown that both the DDF protocol and the HARQ-DDF pro-

tocol achieve the optimal DMT3 for multiplexing rates 0 ≤ r ≤ 0.5. However,

in his dissertation Azarian states [22]:

It should be noted, however, that there is no established relation,

in the literature, between the DMT of a protocol and its fixed-rate

outage probability. This may cause difficulties in comparing two pro-

tocols’ performances based on their tradeoff curves.

In other words, a superior DMT does not necessarily result in a superior fixed-

rate outage probability at the SNR of interest. But, from a practical point of

view, it is attractive to compare traditional performance measures such as reli-

ability and throughput at the SNR expected during operation. Throughout this

work, reliability is measured in terms of the fixed-rate channel outage proba-

bility, and throughput is measured in terms of the delay-limited throughput as

introduced in [23]. However, particular care has to be taken to maintain com-

parability between communication protocols and system set-ups on the system

level.
2This tool is of particular interest if the performance analysis in terms of reliability and

throughput as a function of the SNR becomes mathematically intractable.
3In [21] it is shown that the compress-and-forward protocol is DMT optimal in the half-

duplex relay channel.
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Essentially, the DDF protocol upgrades the SISO channel to the multiple-

input single-output (MISO) channel as soon as the relay can decode the received

information successfully. Consequently, in order to study the performance ad-

vantages and disadvantages of the DDF protocol, it is attractive to consider

non-cooperative communication across the SISO and the MISO channel for ref-

erence. The time at which the relay starts to participate the transmission of a

code word is referred to as the listen-transmit decision-time.

In [24], Khormuji and Larsson give the closed-form expression for the outage

probability of the DDF protocol and compare its performance against other

DF protocols applying repetition coding. In [23], Narasimhan gives the closed-

form expression for the outage probability and the delay-limited throughput of

the HARQ-DDF protocol. In both [24] and [23], the performance is measured

as a function of the source-to-destination channel SNR (SD-SNR). Further-

more, pertinent literature investigating coding schemes for the DDF protocol,

such as [25, 26, 27, 28], gives the performance measured as a function of the

SD-SNR. However, the comparison of these performances measures against the

performance of the SISO channel gives the peformance gains from the source

perspective, neglecting that the relay introduces additional energy into the sys-

tem. On the contrary, in order to evaluate the energy efficiency on the system

level it is necessary to consider the total energy introduced into the system.

Therefore, in order to maintain comparability with the SISO and MISO chan-

nel on the system level, it has to be taken into account that the relay introduces

additional energy into the channel as seen at the destination and thereby in-

creases the SNR as seen at the destination (D-SNR).

In [29], the performance comparison against the SISO channel and, in [18]

the performance comparison against the LTW protocols is carried out by shar-

ing the total available transmit power constraint, P , between the transmitting

terminals. Thus, in the first phase of the DDF protocol, the source is allocated

the transmit power P . In the second phase, the relay participates the trans-

mission and both the source and the relay are allocated the transmit power P
2

.

Consequently, the transmit power into the channel as seen at the destination

is constant and together with a known noise variance, the D-SNR can be ob-

tained without prior knowledge about the listen-transmit decision-time at the

relay. Throughout this work, this modification is referred to as the transmit
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power allocation (TPA) protocol .

However, the application of the TPA protocol complicates the DDF proto-

col and might not be feasible in practice, since a feedback channel from relay

to source is required. In comparison, it is more practical to assume that the

transmit power constraints at the source and the relay are independent and do

not change during the transmission of a code word. Throughout this work, this

power allocation scheme is referred to as the native power allocation (NPA)

protocol. In case of the NPA DDF protocol, statistical knowledge about the

listen-transmit decision-time at the relay is required to obtain the D-SNR.

In the context of this dissertation, initial work towards the performance com-

parison of the TPA and NPA DDF protocol against the performance of the

SISO and MISO channel is published in [30]. In this dissertation, focus is on

the performance of the TPA and NPA HARQ-DDF protocol applied in the half-

duplex relay channel and the comparison against the SISO and MISO channel.

Considering the NPA protocol, it is required to have statistical knowledge about

the listen-transmit decision-time at the relay and to have statistical knowledge

about the time at which the destination stops to listen to the transmission of a

code word.

Since the DDF protocol outperforms the LTW DF protocols, future research

in the field of cooperative cognitive radio should consider the implementation

of the DDF protocol together with HARQ techniques as a means to improve

spectral efficieny. To this end, the results given within this dissertation can be

used as benchmarks.



CHAPTER 2

Contribution and Outlook

The sequel gives the outline and the main contribution of this dissertation.

Chapter 3 gives an overview about the general properties and structures of

digital communication systems and their mathematical description. Further-

more, it gives the channel models applied throughout this dissertation. The

Alamouti code is given in context of space-time coding, since this coding scheme

is of particular importance for the performance analysis. Furthermore, Section

3.4 provides a brief review of important cooperative communication protocols

and their properties. This review includes the LTW protocols and the non-

HARQ DDF protocol.

Chapter 4 gives the HARQ-SISO, HARQ-MISO and HARQ-DDF protocols

considered throughout this work. Furthermore, a novel variant of the HARQ-

MISO protocol, the hybrid automatic repeat-with-diversity-request (HARDQ)

protocol is introduced. The performance analysis of the HARDQ-MISO protocol

gives the performance of the HARQ-DDF protocol for a perfect source-to-relay

channel. However, in Chapter 6 and Chapter 7 it is demonstrated that this

protocol is also of interest in the non-cooperative communication context. Both

the HARDQ-MISO and the HARQ-DDF protocol are embedded into the NPA

7
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and the TPA protocol variants. In this context, the notion of the D-SNR is

introduced.

The main contributions in this chapter can be summarized as:

• In comparison to the HARQ-DDF protocols investigated in [19, 23], these

protocol formulations allow ARQ rounds with unequal symbol length. An

unequal symbol length per ARQ round enables to assign a specific trans-

mission rate to each ARQ round. In [31] Chen et al. investigate the optimal

rate assignment in context of the HARQ-SISO channel and show that the

average rate performance can be dramatically improved [31]. While the

protocol formulations given in this chapter allow for rate assignment, the

problem of optimal rate assignment is beyond the scope of this disserta-

tion. However, the potential of rate assignment is demonstrated in Chapter

6.

• In [26, 25] the DDF protocol is modified by limiting the relay to decode

at a finite number of decoding time instants in order to reduce the com-

plexity of the communication system. Following this approach, the given

HARQ-DDF protocol enables the relay and the destination to perform

decoding attempts within a code word at symbol intervals selected from a

finite decoding instant set. In the HARDQ-MISO protocol, this property

translates into the possibility of enabling the second antenna at any sym-

bol interval within the transmission of a code word. Considering the size

of the decoding instant sets to be a measure for the decoding complexity

at the receiving terminals, the comparison of decoding cost against perfor-

mance gives valuable information for system optimization. Furthermore,

enabling the configuration of the decoding instant sets ensures scalability

of the decoding cost at the receiving terminals1.

• Care is taken to maintain performance comparability on the system level

across the HARQ protocols from a coding and system set-up perspective.

1The selection of the number of ARQ rounds together with rate assignment also enables
the scalability of the decoding cost for the HARQ protocols. However, for the HARQ-
DDF protocol the notion of decoding instant sets ensures independent scalability of the
decoding cost at the relay and the destination. Using the notion of decoding instant sets
for all HARQ protocols unifies their formulation.
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The notion of the D-SNR enables the performance comparability from an

energy efficiency perspective on the system level.

The main contributions in Chapter 5 are:

• Building upon the work in [32] and [23], this chapter gives the closed-form

expressions for the fixed-rate outage probability and the delay-limited

throughput as a function of the D-SNR for the HARQ-SISO, the HARQ-

MISO protocol, the TPA HARDQ-MISO and the TPA HARQ-DFF pro-

tocol. The derivations are based on the assumption of random Gaussian

code ensembles and typical set decoding.

• Using these results, a two-step approach is proposed to measure the fixed-

rate outage probability and the delay-limited throughput of the NPA

HARDQ-MISO protocol and the NPA HARQ-DDF protocol as a func-

tion of the D-SNR.

Note, the application of random Gaussian code ensembles gives the maximum

achievable performance considering Alamouti encoding2. However, this assump-

tion implies that the channel inputs are selected from an infinite continuous

set. In practice, this assumption is not appropriate since the channel inputs

are selected from a finite discrete set. Furthermore, in practical communication

systems it is often assumed that the channel inputs are uniform distributed3.

Therefore, as an important special case [34, 35, 36] the performance of the

HARQ protocols assuming Gaussian distributed channel inputs is compared

against the performance assuming uniform distributed channel inputs. Corre-

sponding this assumption, the mathematical expressions required to perform

the performance analysis using the Monte Carlo simulation method are given.

Chapter 6 provides a numerical performance analysis of the HARQ protocols

considering Gaussian channel inputs and discrete channel inputs. The discrete

channel inputs are selected from a quadrature amplitude modulation lattice

with 16 symbols (16-QAM). Furthermore, two incremental redundancy codes

are selected providing a high transmission rate of 4 bits per channel use (BPCU)

2As shown in [33], Alamouti encoding is not capacity achieving.
3As example, for the standard maximum-likelihood detector uniform distribution of the

channel input symbols is assumed. However, in practice often non-uniform distribution
of channel input symbols is desired to achieve optimal performance and can be achieved
using constellation shaping techniques as investigated in [34, 35]
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in the first ARQ round. For the non-optimized code Cnon-opt, the code rate of

each ARQ round is assigned such that the ARQ rounds are of equal symbol

length. For the optimized code Copt, an optimized rate assignment with high

transmission rates in the early ARQ rounds is used. The main contributions of

this chapter can be summarized as

• Comparing the performance measured as a function of the SD-SNR and

as a function of the D-SNR reveals differences in the performance charac-

teristics in the low SNR regime.

• Measuring the performance as a function of the D-SNR enables the perfor-

mance comparison of the HARDQ-MISO protocol and the HARQ-DDF

protocol against the HARQ-SISO protocol and the HARQ-MISO proto-

col on the system level. Using this feature it is demonstrated that the

HARDQ-MISO protocol and the HARQ-DDF protocol outperform the

HARQ-MISO protocol in terms of the fixed-rate outage probability at

high D-SNR from an energy efficiency point of view. However, the HARQ-

MISO protocol is beneficial in terms of delay-limited throughput.

• Comparing the performance of the non-optimized code Cnon-opt against

the performance of the optimized code Copt it is demonstrated that rate

assignment techniques enable to improve the delay-limited throughput

function. This effect is even more remarkable considering discrete channel

inputs.

• It is demonstrated that the application of the NPA protocol variant out-

performs the TPA protocol variant in terms of the fixed-rate outage proba-

bility. But the TPA protocol variant outperforms the NPA protocol variant

in terms of delay-limited throughput.

• Reducing the decoding cost at the relay by means of perforation of the

decoding instant set results in a high performance loss in terms of fixed-

rate outage probability for high degrees of perforation. For low degrees of

perforation, the performance loss is negligible. For low and high degrees

of perforation, the performance loss in terms of delay-limited throughput

is negligible. Similar results are observed for the HARDQ-MISO protocol.
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• Reducing the decoding cost at the destination by means of perforation

of the decoding instant set results in negligible performance loss in terms

of outage probability. However, the performance loss in terms of delay-

limited throughput is significant. Similar results are observed for the

HARDQ-MISO protocol.

Chapter 7 provides a performance analysis of the rate-compatible punctured

convolutional (RCPC) encoded HARQ protocols. To this end, a convolutional

mother code CRCPC with memory v = 2 and a low transmission rate of 0.76389

BPCU in the first ARQ round is selected. Binary phase-shift keying (BPSK)

modulation is used at the transmitting terminals.

In order to provide a comparison against theory, a further system set-up

applying a mother code with the same rate assignment as given by CRCPC but

using uniformly distributed channel inputs is considered. Excluding the results

obtained for rate assignment optimization, the contributions in this chapter can

be summarized as given for Chapter 6. Furthermore:

• It is demonstrated that RCPC encoding together with the HARDQ-MISO

protocol and the HARQ-DDF protocol shows good performance. However,

RCPC encoding with memory v = 2 shows a significant performance loss

compared against the theoretical measures. In Appendix D it is demon-

strated that an increase in memory results in a significant performance

gain.

• It is demonstrated that the RCPC code and the theoretical performance

measures show the same characteristics.

• In comparison to Chapter 6, it can be observed that the application of the

TPA protocol variant does not show a performance advantage in terms of

delay limited throughput.

In the context of this dissertation, RCPC coding for the DDF protocol is

published in [37].

Chapter 8 concludes this dissertation and Chapter 9 identifies interesting

subjects to be considered for future research in the context of this dissertation.



CHAPTER 3

Channel Models and Cooperative

Communication

In wireless communication systems, information is transmitted from the source

to the destination by modulating the digital or analogue information on electro-

magnetic waves. Antennas at both ends of the communication channel couple

transmitter and receiver to the propagation medium [38]. Wireless communi-

cation channels are impaired by many detrimental effects, such as fading and

additive noise, which make it difficult to recover the information at the desti-

nation. Therefore, it is necessary to protect the information using appropriate

error correction and error detection techniques.

Figure 3.1 shows the simplified block diagram of a digital communication

system. Both transmitter and receiver have knowledge about the channel code C,
which is selected, such that the error correction and error detection capabilities

are matched to the channel conditions and the application requirements [38, 15].

The information source passes the binary information sequence f of length k

bits to the channel encoder. The channel encoder C(n, k) encodes this sequence

into the binary output sequence m of length n bits, referred to as code word.

The ratio R = k
n

is called the code rate.

12



Chapter 3: Channel Models and Cooperative Communication 13

Information

Source

f Channel

Encoder
Modulator

m

Discrete-time

Channel

Demodulator
m̂

Channel

Decoderf
Information

Sink

CSI
Binary Information

Sequence
Binary Encoded

Sequence

xt ∈ X

yt ∈ Y

Transmitter

Receiver

Figure 3.1: Simplified block diagram of a digital communication system

The modulator1 parses m into L subsequences st of length K bits where

0 ≤ t < L. Then, the modulator maps each subsequence st ∈ S onto a symbol

xt ∈ X , where X ⊂ C is called the channel input alphabet [38].

During transmission across the wireless channel, each symbol xt is corrupted,

where the degree of corruption depends on the channel state at time t. In wire-

less channels, the channel state is a random variable. Consequently, the channel

output yt ∈ Y is a random variable drawn according to the transition probabil-

ity density function p(yt|xt) from the channel output alphabet Y [39, 38, 40].

In order to achieve reliable communication, it is common practice to provide

knowledge about the channel state at the receiver and/or the transmitter. The

channel state information (CSI) at the receiver can be obtained by probing

the channel using an appropriate training sequence [41, 42, 43]. This informa-

tion can then be transmitted to the source using a feedback channel. However,

throughout this work it is assumed that perfect CSI is available at the receiver

only. In this case, the receiver is called a coherent receiver.

At the receiver, the detector maps the observed signal y to the binary infor-

mation sequence f̂ using the CSI. In terms of the optimal receiver, detection is

concerned with the problem to minimize the probability that the detected infor-

mation sequence f̂ disagrees with the transmitted information sequence f [38].

This task is addressed by the chain of the demodulator and the decoder. Once

all L subsequences were received, the decoder attempts to recover the original

1Considering the union of channel encoder and modulator the channel codebook can be
written as C ⊂ CL. This notation is used extensively in Chapter 4 and Chapter 5.



Chapter 3: Channel Models and Cooperative Communication 14

information sequence f using the information provided by the demodulator and

the error correction capabilities of the channel code C.
In the sequel, the wireless discrete-time channel is discussed. In particular,

this model will be used to describe the SISO and MIMO channel. Then, these

two channel models are combined to describe the half-duplex relay channel. On

this basis, insights into space-time block coding used for communication in the

MIMO channel are given in Section 3.2. In Section 4, these channel models are

extended by a feedback channel to allow the application of ARQ, used as a

method to increase throughput.

3.1 Wireless Channel Models

The most important detrimental effects of the wireless channel are:

• Additive noise: Thermal agitation of electrons in the electronic devices

of the receiver front-end corrupts the received signal. This noise type is

often called thermal noise. In general, thermal noise is modelled by a ran-

dom stationary white Gaussian noise process with zero mean and variance

σ2 = N0 [38, 44]. Pertinent literature refers to this noise process as additive

white Gaussian noise (AWGN).

• Signal fading: The radiated electro-magnetic wave is reflected and scat-

tered by obstacles, such as houses and trees, in the propagation field.

Thus, multiple reflected waves with different delays and different degrees

of attenuation will be received at the destination. Due to the different

propagation path delays, the multiple waves arrive at the receiving an-

tenna with different phase. Thus, the superposition of the waves may be

constructive or destructive, causing fluctuations in the signal amplitude.

This effect is called signal fading [45].

In general, signal fading is time-variant due to changes in the propagation

field, such as moving cars. In order to simplify mathematical tractability,

a commonly used assumption is that fading is time-invariant over the

channel coherence-time tc [38].

Furthermore, signal fading can be considered to be frequency flat or fre-

quency selective. For frequency flat fading, all spectral components of the
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occupied bandwidth experience the same attenuation. On the other hand,

if fading is frequency selective, the spectral components fade differently.

The spectral range over which the the channel can be assumed to be

frequency flat is called the coherence bandwidth fc [38, 45].

• Intersymbol interference: In general, a wireless communication sys-

tem is band-limited, i.e., only a given frequency range W is available for

transmission. In this case, the channel can be modeled as lowpass filter

with frequency response H(f) where H(f) = 0 for |f | > W . Thus, the

transmitted signals are distorted in time-domain, such that they are not

distinguishable at the receiver. This effect is called intersymbol interfer-

ence (ISI) [38].

A further source for intersymbol interference is the multipath propagation

delay, causing the same pulse shape to arrive at the receiving antenna with

different delays multiple times. In frequency domain, this results in a non-

ideal frequency response [38].

• Inter-channel interference:

Inter-channel interference (ICI) occurs if the same transmission band is

used by multiple users. At the destination, the superposition of the signals

transmitted by the users will be received. Often, this effect is modelled as

a further additive noise term [41, 46].

The destructive effect of additive noise can be overcome by increasing the

signal power at the transmitter. Also, a powerful strategy is to apply multiple

antennas at source and destination to increase diversity. But in particular for

mobile terminals, the available transmission power and the available space for

integration of antennas is limited. Signal fading and intersymbol interference

can be reduced using appropriate pre-coding techniques at the source and/or

by applying an equalizer at the receiver. For example, if CSI2 is available at

the source and the destination, Tomlinson-Harashima precoding can be ap-

plied [48, 49]. If CSI is available at the destination only, minimum-mean-square

error equalization with decision feedback (MMSE-DFE) [50, 51, 52] can be used

2CSI can be obtained by probing the channel with an appropriate training sequence known
at the receiver [41]. In time-variant channels, adaptive equalizers adjust the channel state
information during operation [47].
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for the time-invariant channel. For time-variant channels, adaptive equalization

schemes such as the adaptive least-mean-squares equalizer with decision feed-

back (LMS-DFE) studied in [53, 54] can be used. Inter-channel interference

can be minimized using appropriate multiple-access channel (MAC) techniques

such as frequency-division (FDMA), code-division (CDMA) or time-division

techniques (TDMA) [38].

In general, statistical models are used to characterize the fading process of

wireless communication channels. For the land mobile radio channel most com-

mon are the Rician fading model and the Rayleigh fading model. The Rician

fading model is typically used if it can be assumed that a line-of-sight (LOS)

propagation path is available. The Rayleigh fading channel model is used to

characterize a channel with small probability of occurence of a LOS propaga-

tion path and is appropriate for urban environments. In order to take shadowing

effects into account, caused by obstacles in the main propagation path, it is com-

mon practice to use the Suzuki process to model the random fading process.

The Suzuki process is the product of the Rayleigh process and the lognormal

process, where the Rayleigh process is used to model multipath propagation

due to local scattering and the lognormal distribution to model slow variations

in the local mean of the radio signal [55, 56]. Furthermore, the Rayleigh pro-

cess is often used to model wireless local area network (WLAN) communication

systems. However, in comparison with the mobile radio channel, bandwidth

considerations, differences in multipath propgation delays as well as the high

probability of presence of a strong LOS propagation path in the WLAN case

suggest that a deterministic WLAN channel model is more appropriate [57]. In

fact, the deterministic channel model used in [57] shows to achieve higher chan-

nel capacity than theoretical models. Consequently, the Rayleigh fading process

can be considered as a worst case scenario for WLAN communication systems.

Further statistical channel models are the Nakagami-m channel model used to

model rapid fading and the hyper-Rayleigh fading channel model for wireless

sensors networks [58, 59].

Throughout this work, it is assumed that all channels are long-term quasi-

static flat Rayleigh fading. In the long-term quasi-static fading channel the

channel coherence time is assumed to be considerably larger than the code word

interval. Thus, the channel state information remains constant over the channel
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coherence-time and changes independently from coherence interval to coherence

interval. Therefore, the long-term quasi-static paradigm states the worst-case

scenario, since this channel model does not provide time diversity. As outlined

in the previous paragraphs, this channel model does not satisfy real-world sce-

narios, but includes important properties of the mobile radio channel and the

WLAN channel. This channel model is widely used within related literature

such as [18, 22, 23, 25, 26, 31] and ensures reproducability of the experiments in

Chapter 7. Furthermore, this channel model is mathematically tractable and al-

lowed to give closed-form solutions for information theoretic measures in Chap-

ter 5. Comparability with related literature and reproducability of experiments

together with mathematical tractability is justification for its application in this

dissertation.

3.1.1 Single-Input Single-Output Channel

In the discrete-time single-input single-output (SISO) channel model, both source

and destination are equipped with a single antenna. Then, for a single code word

of length T symbol intervals, the SISO channel can be written as

yt = xth+ nt, 0 ≤ t < T. (3.1)

where h denotes the complex flat fading channel coefficient. According to the

quasi-static fading paradigm, the coherence interval tc is assumed to be consider-

ably larger than the code word length. Then, the channel coefficient h changes

independently from code word to code word. In case of Rayleigh fading, the

channel coefficient is an independent identical distributed (i.i.d) complex Gaus-

sian random variable with zero mean and variance σ2, i.e. h ∼ CN (0, σ2).

Throughout this work, the Rayleigh fading channel is assumed to have unit

variance, i.e. σ2 = 1.

The additive noise component nt is independently identical, circularly sym-

metric, complex white Gaussian distributed with zero mean and variance N0/2

per dimension, i.e. nt ∼ CN (0, N0). Given the available transmit power con-

straint as

E[|xt|2] = E, (3.2)

where E denotes the average symbol energy available for transmission, the SNR
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S D

Figure 3.2: Multiple-input multiple-output channel with source S and destination D, each
equipped with multiple antennas.

as seen at the destination is defined as

ρ =
E[|hxt|2]
E[|nt|2]

=
E

N0

. (3.3)

Using vector notation, the discrete-time SISO channel can be written as

y = xh+ n, (3.4)

where the received symbols, the transmitted symbols and the additive noise

sequence is represended by the vectors y, x and n, respectively, each of length

T symbols.

3.1.2 Multiple-Input Multiple-Output Channel

Figure 3.2 depicts the MIMO channel with source S and destination D, both

equipped with multiple antennas. Therefore, communication takes place across

a spatial channel.

Let N denote the number of transmit antennas and M the number of receive

antennas. Then, the input-output relation of the quasi-static fading discrete-

time AWGN MIMO with the coherence interval tc = T symbol intervals is

given as [45]

YT×M = XT×NHN×M + NT×M , (3.5)

where the indices indicate the dimensions of the matrices, Y denotes the output

matrix of the channel, X the channel input matrix and N the additive noise.
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The channel matrix HN×M is given as [45]

HN×M =




h11 h12 . . . h1M

h21 h21 . . . h2M
...

...
. . .

...

hN1 hN2 . . . hNM



, (3.6)

where hij denotes the channel coefficient for the link from the i-th transmit

antenna to the j-th receive antenna. Furthermore, the additive noise components

nt,m with 1 ≤ m ≤M are mutually independent, circularly symmetric, complex

white Gaussian distributed with zero mean and variance N0/2 per dimension

[45, 8].

In general, the elements of X are considered to be i.i.d Gaussian distributed

with zero mean. Then, applying the average per symbol transmit power con-

straint E given in 3.2 to each antenna, the total average transmit power per

symbol interval t is given by3

tr(E
[
XkX

†
k

]
) = NE. (3.7)

Consequently, the SNR per receive antenna is given as

ρ =
NE

N0

. (3.8)

For comparison with the relay channel, the multiple-input single-output (MISO)

channel with N = 2 transmit antennas and M = 1 receive antennas is of par-

ticular interest.

3.1.3 Half-Duplex Relay Channel

As depicted in Figure 3.3, the half-duplex relay channel consists of the source S,

the relay R and the destination D. Due to the half-duplex constraint, the relay

can either transmit or receive, but not transmit and receive simultaneously.

This constraint is motivated by the fact that the incoming signal is typically

much smaller than the outgoing signal [18, 14]. Furthermore, each terminal is

equipped with a single antenna.

3tr(X) denotes the trace of matrix X



Chapter 3: Channel Models and Cooperative Communication 20

S

R

D

hsr h1

h0

Figure 3.3: Half-duplex relay channel with source S, relay R and destination D together with
channel coefficients h0, hsr and h1.

The channel coefficients h0, hsr and h1 are mutually independent, circularly

symmetric, complex Gaussian random variables with zero mean and variances

σ2
0, σ2

sr and σ2
1, respectively. The additive noise at the relay and the destination

is mutually independent, circularly symmetric, complex Gaussian distributed

with zero mean and variances Nr and Nd, respectively.

While the source-to-relay channel is described by the SISO channel, the ex-

pression for the received signal at the destination needs to take the half-duplex

constraint into account. However, it can be observed that the channel as seen at

the destination is the MISO channel with N = 2 transmit antennas and M = 1

receive antennas. Thus, the signal yt received at the destination during symbol

interval t can be written

yt =

(
xt,s

xt,r

)(
h0 h1

)
+ nt, (3.9)

where xt,s and xt,r denote the symbols transmitted from source and relay, respec-

tively. If the relay does not participate in transmission during symbol interval

t, then xt,r = 0 should be defined as 0.

Furthermore, the received signal depends on the forwarding protocol applied

at the relay such as AF, DF and DDF.

3.2 Space-Time Block Codes

Severe attenuation makes it impossible for the receiver to deter-

mine the transmitted signal unless some less-attenuated replica of

the transmitted signal is provided to the receiver. This resource is

called diversity and it is the single most important contributor to
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reliable wireless communications [60].

As outlined in Section 3.1, communication across the wireless channel suffers

from multiple detrimental impacts, such as multipath fading and additive noise.

Therefore, in general the receiver will not be able to recover information from

the transmitted signal until a hardly corrupted replica of the signal is received.

Consequently, in order to achieve reliable communication across the wireless

channel, the signal has to be provided at the receiver in redundant form, i.e., in

diverse form. The degree of redundancy in the received signal is called diversity

gain or diversity. The most common diversity techniques are [60]

• Temporal diversity: Appropriate channel coding may be used to pro-

vide redundant data at the receiver in temporal domain. For example, a

transmitter applying the repetition code repeats to send the same symbol

interleaved in time for a certain number of times.

• Frequency diversity: Signals transmitted on different carrier frequen-

cies experience different channel characteristics. Consequently, transmit-

ting the same signal on several carrier frequencies provides diversity in

frequency domain.

• Spatial diversity: In MIMO systems, multiple spatially separated an-

tennas at transmitter and/or receiver are used to realise reliable communi-

cation. Since the propagation paths depend on the physical environment,

signals radiated and/or received from spatially separated antennas expe-

rience different channel characteristics. Thus, redundancy is achieved in

spatial domain. In contrast to temporal diversity and frequency diversity,

spatial diversity can be achieved without sacrificing bandwidth.

Consider the quasi-static MIMO channel with N transmit antennas and M

receive antennas discussed in Section 3.1.2. In this channel, the spatial diversity

order is given by the number of independent fading channels4 N ×M . Space-

time codes (STC) exploit the diversity provided by the channel by performing

coding in space and time domain [60, 61].

4As in Section 3.1.2, it is assumed that the MIMO channel operates on the base-band and
each code word is transmitted within a single coherence interval. Therefore, temporal-
diversity and frequency diversity cannot be exploited.
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In this work space-time block codes (STBC) are of particular interest [62,

10, 63, 64]. A STBC C is given by a finite set of matrices X, each of dimension

T ×N , where |C| denotes the cardinality of the codebook.

3.2.1 Alamouti Code

The most famous STBC is the Alamouti code introduced in [10] for the N = 2

MIMO channel given as5,6

X =

(
x0 −x∗1
x1 x∗0

)
. (3.10)

Then, for the MISO channel with N = 2 and M = 1 the channel input-output

relation given in (3.5) becomes

(
y0

y1

)
=

(
x0 −x∗1
x1 x∗0

)(
h0

h1

)
+

(
n0

n1

)
. (3.11)

The combiner decouples the signals received from the transmit antennas as [10]

ỹ0 = h∗0y0 + h1y
∗
1, (3.12)

ỹ1 = h∗1y0 − h0y∗1, (3.13)

which results in [10]

ỹ0 = (|h0|2 + |h1|2)x0 + h∗0n0 + h1n
∗
1, (3.14)

ỹ1 = (|h0|2 + |h1|2)x1 − h0n∗1 + h∗1n0. (3.15)

Finally, the combiner passes the symbols ỹ0 and ỹ1 to the maximum likelihood

(ML) symbol detector where the factor |h̃|2 = |h0|2 + |h1|2 is used as CSI.

Consequently, the SNR at the demodulator is

ρAM =
E

N0

E
[
|h̃|2
]

=
2E

N0

. (3.16)

5In [10] the encoding matrix is given as X′. Here the encoding matrix is rearranged such that
the unaltered symbol sequence {x0, x1} is transmitted by a single antenna. In the relay
channel this property ensures that the source transmits the unaltered symbol sequence.

6Symbol x∗ denotes the complex conjugate of x.
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Figure 3.4: SER Comparison of the Rayleigh fading SISO and MISO channel using Alamouti
encoding and BPSK modulation.

Figure 3.4 compares the symbol error rate (SER) performance of BPSK in

the SISO and MISO channel. For the MISO channel, two transmit antennas at

the source and one receive antenna at the destination are used together with

Alamouti encoding. All channels are i.i.d. quasi-static Rayleigh fading with unit

variance and zero mean. The performance was measured by simulation over a

total of 107 symbol transmission. This graph shows that the SER curve of the

MISO channel achieves a gradient of −2 which corresponds to the diversity gain

of the channel.

3.3 Performance Measures

The characterization of the channel capacity ... as the maximum

mutual information is the central and most famous success of infor-

mation theory [65].

In 1948, C.E. Shannon published his celebrated paper ’A Mathematical Theory

of Communication’ [39] which constitutes the most important work in informa-

tion theory. The importance of information theory originates from the fact that

it not only provides a tool to measure and compare performance, but also to

compute the achievable performance of communication systems. Beneath oth-
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ers, Shannon introduced the entropy as a measure of information, the channel

capacity and proofed the coding theorem.

The most important performance measures are:

• Channel capacity: The channel capacity C denotes the maximum rate

at which reliable communication over the communication channel is pos-

sible [39, 65].

• Outage probability: In the quasi-static fading channel, the channel ca-

pacity is a random variable, depending on the probability distribution of

the channel coefficient. Considering a single coherence interval, reliable

communication is not possible if the channel capacity is below the trans-

mission rate. In this case, the transmitted message cannot be successfully

decoded and an outage is decleared. The outage probability Pout denotes

the probability that the channel capacity is lower than the transmission

rate [38, 41].

• Outage capacity: Considering the quasi-static fading channel, in strict

Shannon sense, the channel capacity seen over a single coherence interval

is zero. This results from the fact, that it is not possible to find a code

for every possible channel realization allowing reliable communication.

Observing that the channel capacity is a random variable drawn indepen-

dently for each coherence interval, the ε-outage capacity Cε is defined as

the highest achievable transmission rate with an outage probability below

ε [38, 41].

• Ergodic capacity: Considering communication over a larger number of

coherence intervals, reliable communication is possible up to rates given

in terms of the average capacity Cavg of the channel [38, 41].

• Diversity-multiplexing tradeoff : In Section 3.2, coding for the MIMO

channel was considered from a diversity point of view. However, the MIMO

channel can also be seen as multiple parallel spatial channels. Therefore,

multiple independent information streams can be transmitted in parallel.

In this case, the channel provides spatial multiplexing gain. Both gains can

be achieved in parallel but there is a tradeoff between how much of each

gain can be achieved. Higher diversity gain results in lower multiplexing
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gain and vice versa. The optimal diversity-multiplexing tradeoff (DMT)

is investigated in [20].

• Diversity-multiplexing delay tradeoff : The DMT was extended in [66]

to the diversity-multiplexing-delay (DMDT) for the ARQ case. The DMDT

takes into account the fact that the allowed decoding delay L can be ex-

ploited to increase diversity.

• Throughput: The average transmission rate achieved by a communi-

cation system is the so-called throughput. Two common definitions of

throughput are the long-term throughputRLT and the delay-limited through-

put RDL. These measures are discussed in detail in Section 4.5.

In practice symbol-error rate (SER), bit-error rate (BER), frame-error rate

(FER) and throughput are further important performance measures. The BER

denotes the probability Pb that an information bit f is transmitted but an

information bit f̂ 6= f is received. Similarily, the SER denotes the probability

that a symbol x is transmitted but a symbol x̂ 6= x is received. The FER denotes

the probability that an information sequence f is transmitted but an information

sequence f̂ 6= f is received. In this work, it is assumed that the quasi-static

channel has a coherence time considerably larger than the code word length

and changes independently from code word to code word. Consequently, outage

probability and FER can be compared against each other.

This dissertation studies the performance of HARQ code properties and the

comparability of the performance measures across different channel models from

an energy efficiency point of view, rather than the channel properties theirself.

Therefore, the fixed-rate outage probability, delay-limited throughput and FER

are the relevant performance measures. Delay-limited throughput and FER,

rather than long-term throughput and BER, are selected since modern commu-

nication systems are packet oriented. However, in this context outage capacity is

also an interesting measure but excluded from this dissertation for conciseness.

3.4 Cooperative Communication

Due to space and power limitations, it is often infeasible to integrate multi-

ple antennas for cellular communication into a mobile terminal. But, within
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Figure 3.6: Set-up of communication sys-
tem providing user cooperation
diversity

a network of single-antenna terminals, it is still desirable to exploit transmit

diversity in order to achieve reliable communication7. The idea of cooperative

communication is to share resources such as antennas, power and bandwidth,

among a group of mobile terminals. For example, consider the wireless network

with a single source S, multiple relays R and a single destination D depicted

in Figure 3.5. Let the source and the relays be equipped with a single antenna,

while the destination can be equipped with an arbitrary number of antennas.

The relays receive the information from the source and forward it to the desti-

nation. Consequently, the destination effectively sees the multiple-input channel

which provides transmit diversity gain. In this case, the relays create a so-called

virtual multi-antenna array.

Figure 3.6 shows a more advanced cooperative communication system stud-

ied by Sendonaris et al. in [11, 12]. At time instant t source 1 and source 2

transmit their own information X1
t and X2

t , respectively, to one another and

to the destination. Let X̂2
t and X̂1

t denote the signal received at source 1 and

source 2, respectively. Then, at time instant t + 1 the sources form the co-

operative transmit messages as a function of their own information and the

received information according to f(X1
t+1, X̂

2
t ) and g(X2

t+1, X̂
1
t ), and transmit

these messages to the destination. Therefore, the sources do not only create a

virtual multi-antenna array but also share bandwidth. Furthermore, the sources

have control concerning the degree of cooperation offered to one another by par-

titioning their available transmit power and the transmission rate on the parts

in the cooperative message. This communication system provides so-called user

7The recent iPhone 5 and iPhone 6 implement two transmit antennas. However, only a single
antenna a time can be used for transmission [67, 68].
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cooperation diversity.

Note, the communication system shown in Figure 3.6 operates in the multiple-

access channel (MAC). In general, the MAC is considered to be non-cooperative,

i.e., the sources do not communicate with each other. However, in [11] it is shown

that in comparison to communication in the non-cooperative MAC, the imple-

mentation of user cooperation allows to achieve increased data rates or increased

cellular coverage of mobile networks while keeping the average transmit power

per terminal constant, or vice versa.

In the cooperative MAC, the sources serve as relays for each other, where the

functions f and g determine the operating mode of the relaying process. Due

to their simplicity, the most common relaying modes are amplify-and-forward

(AF) and decode-and-forward (DF). A relay operating in the AF mode receives

the message from the source, amplifies and forwards it to the destination. No

further processing of the received signal is performed at the relay. Contrarily, a

relay operating in the DF mode decodes the received message and forwards the

re-encoded message. In general, implementation complexity of the AF mode at

the relay is significantly lower compared to the DF mode [69].

As outlined in [11], an interesting problem is concerned with resource allo-

cation within a cooperative network, since it is likely that a participant in the

network shares its bandwidth and transmission power only if cooperation is

beneficial for himself. In [70, 71] this problem is addressed using a game theo-

retical approach. Assuming complete information about available resources and

CSI in [70] and assuming incomplete information in [71] it is shown that all

participants can benefit from cooperative communication strategies.

However, in this work focus is on the dynamic DF (DDF) protocol, in partic-

ular because the DDF protocol outperforms all AF protocols in terms of DMT8

and achieves the optimal DMT for multiplexing gains 0 ≤ r ≤ 0.5. In the

DDF protocol, communication takes place over a single code word of length N

symbols. The relay attempts to assist the transmission of this block as soon it

decodes successfully during the symbol interval d, where 1 ≤ d < N [18].

Section 3.4.1 gives the classification of cooperative protocols in terms of the

degree of broadcasting and the degree of receive collision. Furthermore, simple

8As the objective of user cooperation is not only to achieve spatial diversity but also to share
bandwidth, i.e. to achieve multiplexing gains, the DMT is the tool of choice to evaluate
and compare the performance of cooperative protocols.
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Time slot\Protocol I II III
1 S-R,S-D S-R,S-D S-R
2 S-D,R-D R-D S-D,R-D

Table 3.1: Three cooperative protocols; S: source; R: relay; D: destination; A-B: terminal A
transmits to terminal B [69].

protocols for the multi-user cooperative protocols are summarized. However,

for the analysis of cooperative communication systems, the simplification of the

cooperative MAC to the single relay channel given in Section 3.1.3 constitutes

a convenient method. Moreover, in order to develop practical communication

protocols and coding techniques it is adequate to consider the half-duplex con-

straint. Therefore, Section 3.4.2 details the DF protocol for the half-duplex relay

channel.

3.4.1 Protocols

In [69] Nabar et al. analyse the ergodic channel capacity and the outage prob-

ability of several cooperative protocols for AF and DF relaying considering

the single relay channel model given in Section 3.1.3. These protocols realize

different degrees of broadcasting and receive collision. Due to the half-duplex

constraint, transmission is divided into two timeslots. The degree of broadcast-

ing is equal to the number of listeners during the same time-slot and the degree

of receive collision is given by the number of terminals transmitting during the

same time-slot. The protocols are summarized in Table 3.1. In detail [69]:

• Protocol I In the first time-slot, the source message is received by the

relay and the destination. During the second time-slot, the source and

the relay transmit to the destination simultaneously. Thus, this protocol

implements the maximum degree of broadcasting during time-slot 1 and

maximum degree of receive collision during time-slot 2.

• Protocol II In the first time-slot the source message is received by the re-

lay and the destination. During the second time-slot only the relay trans-

mits to the destination. Thus, this protocol implements the maximum

degree of broadcasting during time-slot 1 but not the maximum degree of

receive collision.
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• Protocol III In the first time-slot, the source message is received only by

the relay. During the second time-slot, the source and the relay transmit

to the destination simultaneously. Thus, this protocol does not implement

the maximum degree of broadcasting but the maximum degree of receive

collision during time-slot 2.

Assuming the flat Rayleigh fading channel model, it is shown in [69] that proto-

col I outperforms protocol II and III in terms of the ergodic channel capacity9

and outage capacity, considering both AF and DF relaying. Protocol I and III

are also called non-orthogonal cooperative protocols since the source and the

relay are allowed to transmit simultaneously. On the contrary, protocol II is

an orthogonal protocol since either the source or the relay transmit within a

timeslot.

Laneman and Wornell proposed in [13, 14] several cooperative protocols of

type II for AF and DF relaying considering multiple sources. To this end, the

sources share the available bandwidth using orthogonal FDMA (OFDMA). Fig-

ure 3.7a illustrates the non-cooperative OFDMA technique, where the three

sources transmit simultaneously over block length N, each source in its own

frequency band.

In contrast, in Figure 3.7b the block length is partitioned between the sources.

In the first block, all sources transmit their own information to one another and

to the destination. During the successive blocks, the sources act as relays for

each other by repeating the received information, while only one relay is active

per frequency band. For this channel model, Laneman et al. investigate three

repetition based protocols in [14]:

• Fixed relaying This protocol is akin the type II protocol given in Table

3.1, while the sources transmit according to the transmission scheme given

in Figure 3.7b. It is shown in [69, 14] that AF relaying, in comparison to

DF relaying, allows to achieve full spatial diversity gain.

• Selection relaying A common assumption is that the receivers have

knowledge about their channel coefficients and that the sources are able

9In the derivation for the ergodic channel capacity for the protocols I to III, coding was
assumed to be performed over an infinite number of coherence intervals. Throughout this
work, it is assumed that coding is performed over a single coherence interval, but in this
case the ergodic channel capacity is zero.
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to sense activity in the frequency bands. Consider that the channel gain

of the source 1 to source 2 link falls below a certain threshold. In this

case, source 2 rejects to relay for source 1 in the second time-slot. Sensing

the frequency bands, source 1 observes silence on its frequency band and

re-transmits its information itself.

It is shown in [14] that this protocol enables to achieve full spatial diversity

gain applying DF relaying.

• Incremental relaying A disadvantage of the fixed relaying protocol and

the selection relaying protocol is the reduction of throughput. But if the

channel between a source and the destination is good, relaying might not

be necessary. Therefore, Laneman et al. introduce an incremental relaying

protocol where the source transmits its message in the first time slot. In

case that the destination is not able to decode the direct transmission

successfully, it sends a negative-acknowledge signal. Only in this case, the

corresponding relay retransmits the message in the next time slot. If the

destination is still not able to decode the message successfully, it again

sends the repeat request and the next relay retransmits the message.

This protocol enables to exploit full spatial diversity gain applying AF

relaying and outperforms the selection relaying protocol and the fixed

relaying protocol in terms of throughput.

Laneman and Wornell propose in [13] a further orthogonal protocol for the

DF relay based on unitary space-time codes investigated in [62]. In pertinent

literature, this protocol is known as the Laneman-Wornell orthogonal proto-

col. In comparison to selection relaying and incremental relaying, this protocol

allows to achieve full spatial diversity gain with higher spectral efficiency.

The Laneman-Wornell orthogonal protocol is illustrated in Figure 3.7c. Let

D(i) denote the set of relays that are able to decode the message transmitted

from source i in the first time-slot. Furthermore, the columns of the employed

STBC matrix are distributed over the relays. These relays re-encode the received

message using the STBC and forward their columns to the destination in the

frequency band of source i.

One drawback is that before transmission, the columns of the code matrix

have to be assigned to the relays. In a group of relays, where the set of par-
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ticipating relays is not constant, this might not be possible. In [72] it is shown

that assigning the code matrix columns randomly to the relays allows to achieve

full diversity gain for an infinite number of relays. But for a finite number of

relays, the probability that all relays select the same column is finite and thus,

diversity gain is achieved only if the SNR between source and relays is below a

certain threshold.

3.4.2 Dynamic Decode-and-Forward Protocol

The DDF protocol is a type I protocol allowing for non-orthogonal commu-

nication in the half-duplex relay channel. Its dynamic feature stems from the

ability of the relay to determine its listen-transmit decision time dependent on

the channel conditions rather than listening to the source for a fixed symbol

interval duration.

According the DDF protocol given in [18, 73, 74] the source encodes a mes-

sage of b bits into a code word of length N symbols using a random Gaussian

codebook. The relay listens to the source until it can successfully decode the

code word during symbol interval d, where 1 ≤ d < N . Using an independent

random Gaussian codebook, it then re-encodes the information and assists the

transmission during the remaining symbol intervals of the code word. The relay

does not assist the transmission if it cannot decode the information successfully

during symbol interval d = N − 1.

In [18] it is shown that the DDF protocol achieves the optimal DMT for

multiplexing gains 0 ≤ r ≤ 0.5 using independent random Gaussian codebooks

at the source and the relay. But, this approach may not be practically feasible

due to the prohibitive decoding complexity required at the destination [26]. In

order to reduce the decoding complexity at the destination a modified DDF

protocol is investigated in [26] where the relay uses the source codebook to re-

encode the information such that the destination sees an Alamouti code word. It

is shown in [26] that this modification does not degrade the achievable DMT. A

further source of complexity is the requirement to encode the information such

that it is decodable after each symbol interval. Therefore, in [26] complexity is

further reduced by segmenting the code word into a finite number of L blocks

after which the relay is allowed to assist the transmission and it is shown that

this modification degrades the DMT significantly if L is small. But the loss in
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performance is negligible if the number of segments L is high10.

10In fact, it is shown in [26] that no loss of DMT is entailed if the relay is allowed to assist
the transmission after any symbol interval d ≥ N

2 .



CHAPTER 4

Automatic Repeat-Request Protocols

In conventional communication systems a source transmits encoded data at

a fixed rate to the destination. To ensure reliable communication, data rate

and error correction capabilities of the channel code are matched to the chan-

nel conditions. However, in presence of a feedback channel from destination

to source, it is beneficial to implement an automatic-repeat request / forward

error-correction (ARQ/FEC) protocol. This technique allows to adapt data rate

and error correction capabilities to the channel during transmission of a mes-

sage [15].

To this end, the transmission of a message is divided into L blocks, where

L is called the allowed decoding delay. The source transmits sequentially the

blocks xl to the destination, where 1 ≤ l ≤ L. In this context, l is called the

ARQ round. After each block transmission, the destination attempts to de-

code the received information and the source listens to the feedback channel

for negative-acknowledge (NACK) or acknowledge (ACK) signals. These sig-

nals are generated by the destination, where a NACK signal indicates that the

destination was not able to decode the message successfully. In this case, the

source transmits the next block. An ACK signal indicates that the destination

34
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decoded the message successfully. In this case, the source discards the remain-

ing blocks and starts the transmission of the next message, thereby allowing the

communication system to achieve high throughput.

If the receiver cannot decode the received information successfully in ARQ

round L a so-called outage event occurrs. There are several application depen-

dent techniques to handle an outage event. For example, in case of time sensitive

information the allowed decoding delay L is short and the receiver discards the

current message. However, in case that it is critical that the message is received

successfully at the destination the source retransmits the message [15, 32].

For the performance analysis of HARQ protocols it is crucial to take the chan-

nel coherence time tc into account. In this context, the most common channel

models considered in pertinent literature [66, 75, 76, 77] are the short-term

quasi-static channel and the long-term quasi-static channel. In the short-term

quasi-static channel the channel coefficients are assumed to change indepen-

dently from ARQ round to ARQ round. In the long-term quasi-static channel,

the channel coefficients are assumed to remain constant during the transmis-

sion of a code word but to change independently from code word to code word.

The long-term quasi-static channel can be considered as the worst-case scenario

since it does not provide time-diversity [31, 78]. Therefore, throughout this work

all channels are assumed to be long-term quasi-static .

Several coding and decoding techniques are considered in combination with

the ARQ protocol. Such as the Aloha protocol [32, 79, 80], the Type-I ARQ/FEC

protocol [81, 82, 83] and the more advancded Type-II ARQ/FEC protocol[15,

82, 83]. The type-II ARQ/FEC hybrid protocol uses an incremental redundancy

code (IRC), which enables transmission of the information at a high data in the

first ARQ round and transmission of small redundant information packets in

the remaining ARQ rounds. Thus, the source incrementally reduces the data

rate and increases the error correction capabilities of the code until they are

adapted to the channel conditions. The type-II ARQ/FEC hybrid (HARQ)

protocol allows the achievement of a higher throughput compared with type-I

protocols [15, 82, 83].

Throughout this work, the type-II ARQ/FEC protocol is employed. Further-

more, it is assumed that the source comes with an infinite message buffer, where

each message is of length b bits. In the event of an outage, the source transmits
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the next message on the buffer. For simplicity, it is assumed that all feedback

channels are delay and error free.

Section 4.1 introduces the HARQ protocol for the SISO channel, where both

the source and the destination are equipped with a single antenna. The HARQ-

MISO protocol given in Section 4.2 assumes that the source is equipped with

two antennas. Therefore, this protocol allows to exploit transmit diversity to

achieve higher throughput and lower outage probability. Section 4.3 introduces

a novel variant of the HARQ-MISO protocol, the hybrid automatic repeat-with-

diversity-request (HARDQ) MISO protocol. In this protocol, the source trans-

mits the blocks xl with a single antenna up to ARQ round t. If the destination

was not able to decode successfully in ARQ round t, the source continues to

transmit with two antennas. At high SNR, this protocol is more energy efficient

than the HARQ-MISO protocol and provides transmit diversity.

Of particular interest is the application of HARQ techniques in combination

with the DDF protocol. The DMDT for the long-term quasi-static and short-

term quasi-static half-duplex HARQ relay channel was investigated in [75] where

communication takes place over a variable number of blocks. The relay is allowed

to assist the transmission once it is able to decode successfully after reception of

a block. This protocol is referred to as the TDK protocol. Using the DDF pro-

tocol and communication over a variable number of blocks, the DMDT derived

in [76] showed to outperform the TDK protocol in the short-term quasi-static

channel. For the long-term quasi-static channel, it is shown in [19, 76] that the

DDF protocol achieves the optimal DMDT. Therefore, Section 4.4 introduces

the HARQ protocol operating in the DDF relay channel. The DDF protocol for-

mulation used throughout this work is based on the HARQ-DDF protocol given

in [75, 23]. A comprehensive study of capacity and throughput for cooperative

AF protocols is given in [84].

Similar to [26, 25], the receiving terminals are restricted to perform the de-

coding attempts within a code word at symbol intervals selected from a finite

decoding instant set. Considering the size of the decoding instant set to be

a measure for the decoding cost at the receiving terminals, this approch al-

lows for scalability of decoding cost at the relay and destination. Furthermore,

these protocols give rise for an information theoretic (Chapter 5,Chapter 6)

and a simulation based (Chapter 7) performance analysis of the protocols given
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Figure 4.1: Illustration of a communication system with one source and one destination em-
ploying the HARQ protocol.

in [15, 32, 18, 19, 75, 23, 76] within a unified framework.

Notation

Let A ⊆ Z+ where each element a ∈ A is associated with a code rate R(a),

where R(a1) > R(a2) for a1 < a2. In order to simplify mathematical notation

define:

• The minimum and maximum element of A is written as

amin = min {A} , (4.1)

amax = max {A} , (4.2)

respectively. Furthermore, let

a−max = max{a ∈ A : R(a) > R(amax)}. (4.3)

• For a given b ∈ B ⊆ A write

b−A = max{a ∈ A : R(a) > R(b)}, (4.4)

b+A = min{a ∈ A : R(a) ≤ R(b)}. (4.5)

Note, b−A does not exist if b ≤ amin and b+A does not exist if b > amax.
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4.1 HARQ-SISO Protocol

Figure 4.1 shows the HARQ communication system with a single source and sin-

gle destination together with an illustration of the HARQ protocol. Both source

and destination are equipped with a single antenna. The source-to-destination

channel is assumed to be long-term quasi-static Rayleigh fading as given in Sec-

tion 3.1.1. The destination has perfect knowledge about the CSI. A feedback

channel from destination to source is available to transmit the ACK and NACK

signals.

Following the communication protocol in [32], the source encodes the next

message on the buffer into a code word x ∈ CN(L), where CN(L) denotes the

codebook with symbol length N(L). The code word consists of L blocks xl

such that x = {x1x2 . . .xL}. Let n(l) denote the symbol length1 of block xl. In

this context, l also denotes the ARQ round. The source transmits these blocks

sequentially, starting with the first block. Therefore, in ARQ round l the total

number of channel uses is

N(l) =
l∑

i=1

n(i), (4.6)

and the corresponding code rate in BPCU is

R(l) =
b

N(l)
, (4.7)

with R(l) > R(l + 1). The effective codebook used in ARQ round l is given by

CN(l)
l obtained from CN(L) by deleting the lastN(L)−N(l) symbols. Hence, block

x1 is encoded at a high rate and each block xl with l > 1 contains incremental

redundancy only. This technique of obtaining a high rate codebook from a low

rate codebook is called puncturing.

After encoding, the source transmits the first block of the message to the

destination. The destination attempts to decode the received information. If

decoding failed2 the destination sends a NACK signal to the source. In this

case, the source transmits the following packet. If decoding at the destination

was successful in ARQ round l ≤ L, the destination sends an ACK signal to

1Note, in comparison to [32], the blocks xl are not necessarily of equal symbol length.
2Cyclic redundancy check (CRC) codes are used commonly as inner FEC code to allow the

destination to validate the received information.
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the source and the transmission is complete. This procedure continues until the

source either receives an ACK signal or all L blocks are transmitted. Then, the

source starts to transmit the next information message in the queue.

In general, decoding at the destination is computationally expensive. There-

fore, in order to decrease protocol complexity and computational cost, source

and destination can be configured to use only a subset of the punctured code-

books offered by the mother codebook. Let D = {1, 2, . . . , L} denote the set of

decoding time instants defined by the number of punctured codebooks obtained

from the mother codebook CN(L). Then, the source is configured with the set of

allowed decoding time instants Ds ⊆ D. The source sequentially transmits the

packets l ∈ D with l ≤ max{Ds} but listens to the feedback channel only after

each ARQ round l ∈ Ds. The destination has knowledge about the set Ds and is

configured to perform a decoding attempt only in the ARQ rounds l ∈ Dd ⊆ Ds

with max{Dd} = max{Ds}. However, the destination sends a NACK signal

after every ARQ round l ∈ Ds until it decoded the message succefully3.

Throughout this work, this protocol is denoted as the HARQ-SISO protocol

and parameter affiliation is indicated by the superscript (1).

4.2 HARQ-MISO Protocol

Essentially the HARQ-MISO protocol adopts the HARQ-SISO protocol, but the

source is equipped with two antennas. The source-to-destination MISO channel

is assumed to be long-term quasi-static Rayleigh fading as given in Section 3.1.2.

The source encodes each message into the code word4 X = {X1; X2; . . . ; XL}
using the space-time mother codebook CN(L)×2 where each pair of adjacent rows

is encoded using the Alamouti code. The punctured codebooks CN(l)×2
l are ob-

tained by deleting the last N(L)−N(l) rows of codebook CN(L)×2. Due to Alam-

outi encoding the block length n(l) is restricted to be even. Each block consists

of two columns Xl = {x0,l,x1,l}, each transmitted by a different antenna.

Throughout this work, affiliation of parameters to the HARQ-MISO protocol

3Allowing Dd ⊆ Ds enables the destination to perform optimizations on the set Dd without
the requirement to synchronize this set with the souce. Optimizations on Dd could consider
the source-to-destination channel quality, decoding cost and decoding delay considerations.
However, this optimization is beyond the scope of this work.

4The operator ; denotes the row wise concatenation of the matrices Xl.
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is indicated by the superscript (2).

4.3 HARDQ-MISO Protocol

Motivation

Consider each antenna to be subject to the average per symbol power constraint

E, unit variance Rayleigh fading channel coefficients and AWGN noise with

variance N0. Then, according to (3.3) and (3.8), the SNR of the HARQ-SISO

protocol ρ(1) and SNR of the HARQ-MIMO protocol ρ(2) is related as

ρ(2) =
ρ(1)

2
, (4.8)

where the divisor 2 originates from the fact that the source introduces twice as

much energy into the MISO channel than into the SISO channel. Furthermore,

consider the noise variance to be very low such that for both protocols the

probability is high that the destination decodes successfully in the first ARQ

round. Then, assuming equal block lengths n(1)(1) = n(2)(1), both protocols

achieve the same transmission rate R(1), while according to (4.8) the HARQ-

SISO protocol is two times more power efficient than the HARQ-MISO protocol.

This observation motivates the application of the hybrid automatic repeat-with-

diversity-request (HARDQ) protocol which represents a novel variant of the

HARQ-MISO protocol.

Protocol Definition

The HARDQ-MISO protocol essentially adopts the HARQ-MISO protocol, but

transmits up to ARQ round t ∈ D only one column of CN(L)×2. Consequently,

during ARQ round l ≤ t the destination effectively sees the SISO channel. If the

destination was not able to decode the message successfully within this interval,

the source continues the transmission using the MISO channel. Therefore, dur-

ing ARQ round l > t the destination can exploit the diversity advantage of the

MISO channel. For t = 0 this protocol represents the HARQ-MISO protocol.

Let Xl,k = (Xl ; Xl+1 ; . . . ; Xk) denote the concatenation of the code word

blocks of ARQ round l to ARQ round k with l ≤ k. Then, the signal received
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at the destination up to ARQ round l can be written as

yl =





X1,t


h0,

0


+ n, t ≥ l,


X1,t


h0,

0


 ; Xt+1,l


h0,
h1




+ n, t < l,

(4.9)

where the vector yl ∈ CN(l) denotes the received signal and n ∈ CN(l) denotes

the additive noise vector.

In comparison to the HARQ-SISO and the HARQ-MISO protocol, the feed-

back channel does not only increase the achievable throughput but also changes

the channel configuration in ARQ round t. In particular, in the ARQ rounds

l ≤ t the destination effectively sees the SISO channel and in the ARQ rounds

l > t the destination effectively sees the MISO channel. Therefore, let ρ1 denote

the SNR as observed at the destination in the ARQ rounds l ≤ t and ρ2 the

SNR as observed at the destination in ARQ rounds l > t. Then, the total SNR

as observed at the destination up to ARQ round l is

ρ =




ρ1, t ≥ l,

t
l
ρ1 + l−t

l
ρ2, t < l.

(4.10)

Note, t is a design parameter and therefore subject to optimization. An attrac-

tive approach to determine t is to optimize the tradeoff between power efficiency

and outage probability with respect to throughput. However, the optimization

of t is beyond the scope of this work.

Throughout this work, affiliation of parameters to the HARDQ-MISO proto-

col is indicated by the superscript (3).

4.4 HARQ-DDF Protocol

Consider the half-duplex relay channel depicted together with the HARQ-DDF

protocol in Figure 4.2. Let source and relay use the HARQ-MISO mother code-

book CN(L)×2. Furthermore, the decoding time instants allowed at the relay are

given as Dr ⊆ Ds with max (Dr) = max (Ds). Let t ∈ Dr and T ∈ Dd denote
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Figure 4.2: Illustration of the half-duplex relay channel together with the HARQ-DDF pro-
tocol.

the ARQ round in which the relay and the destination decode the code word

successfully, respectively. During ARQ round l, where l ≤ T ≤ Tmax, the source

transmits the code word blocks x0,l to the relay and to the destination. The

relay listens to the source until it can decode the information successfully in

ARQ round5 t, where t ≤ T . Then, with knowledge about the mother codebook

CN(L)×2 it re-encodes the information and assists the transmission during the

remaining ARQ rounds t+1 ≤ l ≤ T , by transmitting the code word blocks x1,l

to the destination. If t ≥ T the relay does not participate in the transmission.

Essentially, the destination performs according to the HARDQ-MISO pro-

tocol, where the parameter t is given by the decoding time at the relay. The

destination listens to the source and the relay until it can decode the code word

successfully in ARQ round T ≤ Tmax and sends an ACK signal to the source

and the relay to request the transmission of the next code word. If the desti-

nation does not decode the code word successfully in ARQ round l ≤ Tmax it

sends an NACK signal to the source and the relay to request the transmission

of the next code block Xl+1. If the destination does not decode successfully in

ARQ round Tmax an outage event is declared and the source starts to transmit

the next code word on the buffer. Throughout this work, it is assumed that

the destination has knowledge about the listen-transmit decision-time t at the

relay. Evidently, this protocols allows to adopt the DDF protocol modifications

investigated in [26].

The SNR as observed at the destination up to ARQ round T is given by

(4.10) where ρ1 denotes the SNR during the ARQ rounds the relay listens to

the source and ρ2 denotes the SNR during the ARQ rounds the relay participates

5Actually, in ARQ round Tmax it is not necessary for the relay to listen to the source.
However, this notation simplifies the mathematical notations in Chapter 5.
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the transmission.

Throughout this work, affiliation of parameters to the HARQ-DDF protocol

is indicated by the superscript (4).

4.5 Delay-limited throughput

The frequently used metric to measure the throughput of ARQ communication

systems is the long-term (LT) average throughput6. Let Pout(l) denote the prob-

ability of outage in ARQ round l ∈ Dd and Pout(0) = 1. Then, according [32],

the LT throughput in BPCU is defined as

RLT =
b

N(lmax)Pout(l
−
max) +

∑l−max

l=lmin
N(l)[Pout(l

−
Dd)− Pout(l)]

, (4.11)

where the term Pout(l
−
Dd) − Pout(l) denotes the probability that decoding was

successful in ARQ round l. This definition assumes that Pout(l) is constant

for infinite-time, i.e., steady-state behaviour for infinite message transmissions

[23]. Furthermore, this definition does not differ between successfully transmit-

ted information and the outage event. In fact, it is a measure for the average

transmitted code word length, instead for the average time required to transmit

information.

A more flexible definition of throughput is the delay-limited (DL) throughput

introduced in [23]. Let G denote the throughput of a single message with the

probability density function

Pr(G = g) =





Pout(l
−
Dd)− Pout(l), g = R(l),

Pout(lmax), g = 0,

0, otherwise.

(4.12)

Then, according [23], the DL throughput is defined as the throughput of a single

6For the non-ARQ case, throughput can be obtained by restricting the decoding set at the
destination as Dd = max {D}s. This configuration restricts the destination to perform a
decoding attempt only in the last ARQ round.
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message in BPCU as

RDL = E[G] =
lmax∑

l=1

b

N(l)
[Pout(l

−
Dd)− Pout(l)]. (4.13)

As can be seen, the outage event contributes with a rate R = 0 BPCU to the

DL throughput. This is intuitively right, since no information is transmitted if

the receiver can decode the message. Therefore, the DL throughput is a measure

for the average time required to transmit information. Furthermore, in [23] it is

shown that the LT throughput underestimates the throughput of an individual

message for small outage probabilities. Therefore, throughout this work the

delay-limited throughput is considered.

4.6 Signal-to-Noise Ratio

The exact outage probability and delay-limited throughput of the HARQ-DDF

protocol was investigated in [23] as a function of the SNR of the direct source-to-

destination channel. However, for a performance comparison with the HARQ-

SISO and the HARQ-MISO protocol on the system level, it needs to be taken

into account that the relay introduces additional energy into the channel as

seen at the destination. Therefore, the approach in [23] does not enable direct

comparison of outage probability and delay-limited throughput on the system

level with the HARQ-SISO and the HARQ-MISO protocol. Similarly, in the

HARDQ-MISO protocol the SNR as seen at the destination varies from message

to message, since only on request the second antenna introduces energy into

the channel. Throughout this work, the SNR of the channel as seen at the

destination will be referred to as D-SNR.

For the HARDQ-MISO protocol, let E0,i and E1,i denote the energy intro-

duced into the channel by the first and the second antenna, respectively. Sim-

ilarly, for the HARQ-DDF let E0,i and E1,i denote the energy introduced into

the channel by the source and the relay, respectively. The subscript i counts the

messages on the buffer. Then, the D-SNR is defined as

ρD-SNR =
Eavg

Nd

=
E[E0,i + E1,i]

Nd

, (4.14)
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where Eavg denotes the average signal power introduced into the channel as seen

at the destination and Nd denotes the noise variance at the destination.

In [18] the DDF protocol is modified such that the total average signal energy

seen at the destination is constant over all symbol intervals. To this end, the

average per symbol transmit power constraint at the source and the relay is

adjusted at the moment the relay participates in the transmission as

E[x0,t] = E[x1,t] =




E, 1 ≤ l ≤ t,

E
2
, t < l ≤ T.

(4.15)

This energy allocation protocol can also be applied to the HARDQ-MISO pro-

tocol. Consequently, for both protocols this method results in ρ1 = ρ2 and

therefore the corresponding D-SNR is given as

ρD-SNR = ρTPA =
E

Nd

. (4.16)

For the application of this method, the symbol detector at the destination has

to be adjusted in ARQ round t. Additionally, for the HARQ-DDF protocol pro-

vision of the relay decoding time at the source is required. While this approach

enables the performance comparison on the system level with the HARQ-SISO

and HARQ-MISO protocol, these requirements increase the complexity of the

communication protocol and might not be desired, nor feasible, in practice.

However, throughout this work this modification is referred to as the transmit

power allocation (TPA) protocol.

Conversely, in a real-world scenario the average per symbol transmission

power E at the source and the relay will remain constant over all symbol in-

tervals. Then, for the HARQ-DDF protocol the total signal energy per code

word seen at the destination is a function of two random variables, the decod-

ing time t at the relay and the decoding time T at the destination. In case

of the HARDQ-MISO protocol, the average per symbol transmission power E

is assigned to both antennas at the source. Then, the total signal energy is a

random variable depending on the decoding time T at the destination and the

choice of t.
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Let

E(l, t) =




E
(

1 + N(T )−N(t)
N(T )

)
, t < T,

E, otherwise,
(4.17)

denote the total signal energy of a code word transmitted up to ARQ round l.

Consequently, the corresponding D-SNR is given as

ρD−SNR = ρNPA =
E
[
E(T, t)

]

Nd

. (4.18)

Then, for performance analysis the noise variance can be used to adjust the

D-SNR. Since the application of this method does not require a modification of

the HARDQ-MISO and the HARQ-DDF protocol, throughout the remaining

chapters of this work, these protocols are referred to as native power alloca-

tion (NPA) protocols in order to highlight the differentiation against the TPA

protocols.

Measuring the performance of the non-HARQ DDF protocol as a function

of the D-SNR was published in [30] as a result of the research towards this

dissertation.

4.7 Summary

Section 4.1 introduces the HARQ protocol operating in the SISO channel, where

both the source and the destination are equipped with a single antenna. Sub-

sequently, Section 4.2 extends this protocol for operation in the MISO chan-

nel, where the source is equipped with two antennas. Therefore, the HARQ-

MISO protocol allows to exploit transmit diversity for decoding at the destina-

tion. Consequently, a higher throughput and a lower outage probability can be

achieved.

However, in Section 4.3 it is pointed out, that at high SNR the HARQ-

SISO protocol is more energy efficient than the HARQ-MISO protocol while

achieving the same delay-limited throughput. Therefore, the HARDQ-MISO

protocol introduced in Section 4.3 allows the source to operate in the SISO

channel up to ARQ round t, but to operate in the MISO channel in the ARQ

rounds l > t. At high SNR, the probability is high that the destination can
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decode successfully in ARQ round l < t. Therefore, at high SNR the HARDQ-

MISO protocol is as energy efficient as the HARQ-SISO protocol and provides

transmit diversity if the destination cannot decode successfully in ARQ round

t.

Section 4.4 gives the HARQ protocol for operation in the DDF relay chan-

nel. This protocol can be seen as a variant of the HARDQ-MISO, where the

parameter t is determined by the listen-transmit decision-time at the relay.

In general, the computational decoding complexity at the destination is high.

In order to enable scalability of the decoding complexity, the given protocol for-

mulations permit the relay and the destination to select a subset of the decoding

time instants offered by the mother codebook. Furthermore, as given in Chapter

5 and Chapter 7, the protocol formulations enable to perform a performance

analysis and a performance comparison among these protocols within a unified

framework.

Respective HARQ protocols, the achievable throughput is of particular in-

terest. In general, the long-term throughput is considered. However, the delay-

limited throughput [23] is the more reasonable performance measure as it takes

into account that no information was transmitted if the destination cannot

decode successfully in the last ARQ round. These measures are discussed in

Section 4.5.

In comparison to the HARQ-SISO protocol and the HARQ-MISO protocol,

for the HARDQ-MISO and the HARQ-DDF protocol the average symbol energy

introduced into the channel as seen at the destination varies from code word

to code word. Therefore, in order to enable the performance comparison on the

system level the D-SNR is introduced in Section 4.6



CHAPTER 5

Performance Analysis

The fundamental problem of communication is that of reproducing

at one point either exactly or approximately a message selected at

another point. Frequently the messages have meaning; ... These se-

mantic aspects of communication are irrelevant to the engineering

problem [39].

This part investigates the information theoretic performance of the

• HARQ protocol operating in the SISO channel,

(Section 4.1, 3.1.1)

• HARQ protocol operating in the MISO channel,

(Section 4.2, 3.1.2)

• HARDQ protocol operating in the MISO channel,

(Section 4.3, 3.1.2)

• HARQ-DDF protocol operating in the half-duplex relay channel,

(Section 4.4, 3.1.3)

48
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in terms of the fixed-rate outage probability and the delay-limited throughput

measured as functions of the SNR as observed at the destination (D-SNR). All

channels are subject to AWGN and long-term quasi-static Rayleigh fading with

mutually i.i.d. channel coefficients.

In [32] the long-term throughput of HARQ protocols in the multi-user chan-

nel is investigated considering the short-term quasi-static1 multi-user channel

together with ARQ rounds of equal symbol length. It is shown that the HARQ

using incremental redundancy coding outperforms the ALOHA and Type-I

ARQ/FEC procotol. Furthermore, the tools derived in [32] to obtain the closed-

form throughput formulas for these protocols are essential for the theoretical

analysis throughout this part. Therefore, these tools will be discussed in Section

5.

Using incremental redundancy codes, in [31] the outage probability and long-

term throughput of the rate-optimized ARQ protocol applied to the long-term

quasi-static SISO channel is derived together with the optimal power allocation.

In the rate-optimized ARQ protocol, the source transmits the information at a

very high code rate in the first ARQ round and incrementally reduces the code

rate in the following ARQ rounds. Furthermore, rate-optimization considers

the optimization of the average transmission rate by optimal selection of the

code rates assigned to the ARQ rounds. Therefore, consistent with the HARQ

protocol formulations in Chapter 4, the ARQ rounds are not necessarily of

equal symbol length. The results in [31] are compared to single-layer and multi-

layer protocols which do not utilize ARQ. In the multi-layer protocol, multi-

user coding techniques are applied to a single user to increase throughput.

To this end, the information is encoded multiple times using different code

rates. The resulting code words are superposed into the transmit signal using

different signal power for each code word. It is shown that the application of

ARQ together with incremental redundancy coding outperforms single-layer

and multi-layer communication. Furthermore, it is shown that optimal power

allocation results in significant gain at low SNR but negligible gain at high SNR.

Throughout this part no limitations are given on the code rate of the first ARQ

round and the code rate adjustment of the following ARQ rounds. Therefore,

the theoretical analysis in Chapter 5 can be applied to the rate-optimized ARQ

1In [32] slotted multi-user communication is considered. To this end, it is defined that the
channel gains are constant during each slot.
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protocol. The optimal power allocation derived in [31] is performed from ARQ

round to ARQ round. Throughout this work, it is assumed that the average

transmit power constraint is constant, thus optimal power allocation is beyond

the scope of this work.

In [8, 9] it is shown that the MIMO channel capacity is achieved for circularly

symmetric Gaussian channel inputs. However, for the derivations in Chapter 5,

it is necessary to consider that STBC codes are not capacity achieving [33].

In [85] the outage probability of the MISO channel applying the Alamouti

code is derived for several channel configurations. However, for the derivation

of the outage probability analysis in Section 5.2, a different approach is used.

The detailed derivation is given in Appendix A.1. Considering the long-term

quasi-static MIMO channel, in [78, 86] the optimum space-time code design

criterion for the HARQ-MIMO channel is derived for the type-I and the type-II

ARQ/FEC protocols. Furthermore, information-theoretic measures are used to

optimize the long-term throughput performance.

In [87] the outage probability and the delay-limited throughput for the type-I

and the type-II decode-and-forward channel is derived. While the outage prob-

ability for the non-ARQ DDF protocol is investigated in [24], the outage proba-

bility and delay-limited throughput for the HARQ-DDF protocol is investigated

in [23].

The derivations given in Section 5.3 and Section 5.4 are closely related to the

derivations in [23]. However, the analysis in Section 5.3 and Section 5.4 enables

to assign a specific code rate to each ARQ round and the configuration of the

allowed sets of decoding time instants Ds, Dr and Dd at the source, the relay

and the destination, respectively. Furthermore, in [23] the outage probability

is measured as a function of the source-to-destination channel SNR (SD-SNR)

only. In comparison, the closed-form expressions in Section 5.4 enable the ap-

plication of the TPA protocols. A method to measure the outage probability as

a function of the D-SNR considering the application of the NPA protocols is

given in Section 5.5.

Note, the analysis in Section 5 gives the achievable performance considering

Gaussian channel inputs together with Alamouti encoding. In order to enable

further performance comparison with the simulation results given in Chapter

7, the method to obtain the achievable performance considering uniformly dis-
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tributed discrete channel inputs using Monte Carlo simulations is discussed in

Section 5.6 and Section 5.7. In [88], the mutual information considering power-

allocation for the Gaussian vector channel with discrete-channel inputs is con-

sidered. It is shown that so-called waterfilling methods lead to a significant loss

in mutual information compared with communication systems without power

allocation. However, also a cross-channel power allocation method is presented

which outperforms communication systems without power allocation. In [89], it

is shown that a finite number of 2C+1 channel inputs is sufficient to achieve ap-

proximately optimal performance in terms of mutual information, where C de-

notes the channel capacity. Discrete channel inputs were also considered in [77]

in context of the throughput-diversity-delay tradeoff in MIMO ARQ channels.

Upper and lower bounds on the capacity and the outage probability for discrete

channel inputs are investigated in [90] for the Rayleigh fading channel, and

in [91] for the Nakagami-m blockfading channel. For Gaussian channel inputs,

bounds on the capacity of the full-duplex relay channel are studied in [92], and

for half-duplex relay channel in [93]. For both Gaussian and discrete channel

inputs, the effect of ISI on the listen-transmit decision-time at the DDF relay

was published in [94] as a result of the research towards this dissertation.

The outage probability Pout of a communication channel is defined as [38]

Pout = Pr(I < R), (5.1)

where I denotes the mutual information between the source and the destination,

and R the code rate. The unit of I and R is BPCU.

Consider the HARQ protocol defined in Section 4.1 operating in the quasi-

static Rayleigh fading SISO channel given in Section 3.1.1. For the sake of

mathematical tractability, the source is assumed to use a random Gaussian

mother codebook C to encode a message of b bits into L blocks of length n(l)

symbols with 1 ≤ l ≤ L. Then, using typical set decoding and assuming n(l) to

be sufficiently large, it is shown [32] that codebooks C with an arbitrarily small

decoding error probability Pout for all punctured codebooks Cl exist. To prove

this result, it is shown in [32] that the mutual information between the source

and destination in ARQ round l is given by the accumulation of the mutual
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information Ii of each ARQ round i with 1 ≤ i ≤ l as

I(l) =
l∑

i=1

n(i)

N(l)
Ii. (5.2)

and that for n(l)→∞ the probability of erroneous decoding at the destination

is

Pout

(
l|I(l) > R(l)

)
< ε, (5.3)

Pout

(
l|I(l) ≤ R(l)

)
→ 1, (5.4)

where ε > 0 is arbitrarily small. Therefore, in the regime of very large n(l) it is

assumed for all l [32]

Pout

(
l|I(l) > R(l)

)
= 0, (5.5)

Pout

(
l|I(l) ≤ R(l)

)
= 1, (5.6)

and the probability of an undetected error is assumed as [32]

Pout,undetected = 0. (5.7)

Considering this result, it is not directly evident that codebooks CN(L)×2,

with an arbitrarily small decoding error probability for all punctured codebooks

CN(l)×2
l also exist2. However, in [33] it is shown that the space-time block encoded

MISO channel effectively results in a scaled SISO AWGN channel with SNR

ρ =
E

N0

||H||2. (5.8)

Therefore, postulating n(l) to be even, for the HARQ and HARDQ protocol

operating in the MISO channel, and for the HARQ-DDF protocol operating in

the half-duplex relay channel, the encoding rule

A : C → CN(L)×2 (5.9)

is used where the encoder A encodes each code word x ∈ C into a code word

2Considering the random Gaussian i.i.d. code ensemble this is shown rigorously in [66].
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x′ ∈ CN(L)×2 such that the first column of x′ represents the code word x and such

that each pair of adjacent columns of x′ are Alamouti encoded. Consequently,

the assumptions (5.5), (5.6) and (5.7) are valid for the CN(L)×2 codebook.

Using these results, Sections 5.1 to 5.4 give the closed-form expressions for the

outage probability Pout(l) in ARQ round l as a function of the D-SNR for the

relevant HARQ protocols. To this end, it is assumed that the channel inputs are

circularly symmetric, i.i.d. complex Gaussian distributed with zero mean and

variance E. Furthermore, perfect CSI is available at the receiving terminals. For

mathematical tractability define l ∈ Dd throughout this chapter. Within the

derivations, care is taken to permit the measurement of the outage probability

and the delay-limited throughput as a function of the D-SNR considering the

application of the NPA and the TPA protocols as discussed in Section 5.5.

The results in Sections 5.1 to 5.4 give the necessary tools to calculate the

delay-limited throughput according to (4.13). Furthermore, since the destina-

tion declares an outage event only if it was not able to decode the received

information successfully in the last ARQ round, the effective outage probability

is given by

Pout = Pout(lmax). (5.10)

5.1 HARQ-SISO Protocol

Due to the long-term quasi-static channel paradigm, the mutual information of

the SISO channel does not change from one ARQ round to another. Therefore,

the mutual information of the SISO channel accumulated up to ARQ round l

is given as [38, 32]

I(1) = I(1)(l) = log2(1 + ργ), (5.11)

where the channel gain γ = |h|2 is exponentially distributed with mean σ2.

Therefore, for ρ > 0 the outage probability in ARQ round l is [38]

P
(1)
out(l) = Pr

(
γ <

2R(l) − 1

ρ

)
(5.12)

=





1, σ2 = 0,

2R(l)−1
ρσ2 , σ2 > 0.

(5.13)



Chapter 5: Performance Analysis 54

5.2 HARQ-MISO Protocol

Also in the long-term quasi static MISO channel, the mutual information does

not change from one ARQ round to another. Therefore, the mutual information

accumulated up to ARQ round l is given as [33]

I(2) = I(2)(l) = log2

(
1 + ρ(γ0 + γ1)

)
, (5.14)

where the channel gains γ0 = |h0|2 and γ1 = |h1|2 are exponentially distributed

with respective mean σ2
0 and σ2

1. Therefore, for ρ > 0 the outage probability in

ARQ round l is (see also [85])

P
(2)
out(l) = Pr

(
γ0 + γ1 <

2R(l)−1

ρ

)
(5.15)

=





1, σ2
0 = σ2

1 = 0,

1− e−
2R(l)−1

ρσ20 , σ2
0 > 0, σ2

1 = 0,

1− e−
2R(l)−1

ρσ21 , σ2
0 = 0, σ2

1 > 0,

1−
(

1 + 2R(l)−1
ρσ2

)
e
− 2R(l)−1

ρσ2 , σ2 = σ2
0 = σ2

1 > 0,

1− e−
M

σ20 − σ2
0

σ2
1−σ2

0
e
−M

σ21

[
1− e−M

σ21−σ
2
0

σ20σ
2
1

]
, σ2

0 > 0, σ2
1 > 0, σ2

0 6= σ2
1,

(5.16)

where

M =
2R(l) − 1

ρ
. (5.17)

As can be seen for σ2
0 = 0 and σ2

1 = 0 no communication is possible. For σ2
0 > 0

or σ2
1 > 0 the MISO channel reduces to the SISO channel. In case σ2

0 = σ2
1 > 0

equation (5.15) can be solved using the Erlang distribution. Appendix A.1 gives

the detailed derivation of the outage probability for the last case, where σ2
0 6= σ2

1

with σ2
0 > 0 and σ2

1 > 0.
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5.3 HARDQ-MISO Protocol

Since the HARDQ protocol upgrades the SISO channel in ARQ round t to the

MISO channel, the mutual information accumulated up to ARQ round l is given

as

I(3)(l) =




I(1), t ≥ l,

R(l)
R(t)

I(1) + R(t)−R(l)
R(t)

I(2), t < l.
(5.18)

Therefore, for l ≤ t the outage probability is given by (5.13) as

P
(3)
out(l|l ≤ t) = 1− e

2R(l)−1

ρ1σ
2
0 , (5.19)

and for l > t as

P
(3)
out(l|l > t) = 1− e−

M

σ20 − 1

σ2
0

M∫

γ0

e
− γ0
σ20
−β(γ0)

σ21 dγ0, (5.20)

with

M =

{
γ : R(l) =

R(l)

R(t)
log2(1 + ρ1γ) +

(
1− R(l)

R(t)

)
log2(1 + ρ2γ)

}
, (5.21)

and

β(γ0) =
2

R(l)R(t)
R(t)−R(l)

ρ2 (1 + ρ1γ0)
R(l)

R(t)−R(l)

− 1

ρ2
− γ0 = γ1. (5.22)

The integral in (5.20) can be solved using a numerical integration method.

To find the integration limit (5.21), a root finding algorithm such as Brent’s

method [95] is appropriate, which solves

0 =
R(l)

R(t)
log2(1 + ρ1γ) +

(
1− R(l)

R(t)

)
log2(1 + ρ2γ)−R(l) (5.23)

by searching for γ. An appropriate search interval for ρ1 < ρ2 is

2R(l) − 1

ρ2
< γ <

2
R(l)R(t)
R(t)−R(l) − 1

ρ2
. (5.24)
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and for ρ1 > ρ2

2
R(l)R(t)
R(t)+R(l) − 1

ρ1
< γ <

2R(l) − 1

ρ2
. (5.25)

For ρ = ρ1 = ρ2 the solution of (5.21) is

M =
2R(l) − 1

ρ
. (5.26)

The detailed derivation of (5.20) and (5.22) is given in Appendix A.2 and the

detailed derivation of the search intervals (5.24) and (5.25) is given in Appendix

A.2.1.

For simplicity define for a given t

P
(3)
out(l) =




P

(3)
out(l|l ≤ t), l ≤ t,

P
(3)
out(l|l > t), l > t.

(5.27)

5.4 HARQ-DDF Protocol

The HARQ-DDF protocol can be seen as a variant of the HARDQ-MISO pro-

tocol where the source represents the first antenna and the relay represents the

second antenna. Then, the design parameter t is given by the listen-transmit

decision-time of the relay. Consequently, in this protocol define t ∈ Dr. In order

to derive the outage probability of the HARQ-DDF protocol define X = t as

the earliest listen-transmit decision-time instant that decodes the information

received at the relay successfully.

Listen-Transmit Decision-Time t

The mutual information of the source-to-relay channel is given by the mutual

information of the SISO channel (5.11) as

I(4)sr = log2 (1 + ρrγsr) , (5.28)
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where ρr denotes the SNR at the relay and γsr the exponentially distributed

channel gain of the source-to-relay link with mean σ2
sr. Then, t is given as

t =





min{l ∈ Dr : R(l) ≤ I
(4)
sr },

tmax, if l does not exist,
(5.29)

and consequently, for a known t the mutual information of the relay channel in

ARQ round l is given by (5.18).

Probability Distribution Pr(X )

For t = tmin the probability of successful decoding at the relay is

Pr(X = tmin) = Pr
[
I(4)sr ≥ R(tmin)

]
(5.30)

= 1− Pr
[
I(4)sr < R(tmin)

]
(5.31)

= e
− 2R(tmin)−1

ρrσ
2
sr . (5.32)

For tmax > t > tmin the probability is

Pr(X = t) = Pr
[
I(4)sr < R(t−Dr

), I(4)sr > R(t)
]

(5.33)

= Pr
[
I(4)sr < R(t−Dr

)
]
− Pr

[
I(4)sr < R(t)

]
(5.34)

= e
− 2R(t)−1

ρrσ
2
sr − e−

2
R(t−Dr

)
−1

ρrσ
2
sr . (5.35)

If t = tmax the relay does not assist the transmission. For mathematical tractabil-

ity, the probability Pr(X = tmax) is defined as the probability that the relay

cannot assist the transmission as

Pr(X = tmax) = Pr
[
I(4)sr < R(t−Dr

)
]

(5.36)

= 1− e−
2
R(t−Dr

)
−1

ρrσ
2
sr . (5.37)
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Therefore, Pr(X = t) has the probability distribution

Pr(X = t) =





e
− 2R(tmin)−1

ρrσ
2
sr , t = tmin,

e
− 2R(t)−1

ρrσ
2
sr − e−

2
R(t−Dr

)
−1

ρrσ
2
sr , tmax > t > tmin,

1− e−
2
R(t−Dr

)
−1

ρrσ
2
sr , t = tmax.

(5.38)

Outage Probability

For any tmin ≥ l the relay cannot participate in transmission. Therefore, for this

range, the outage probability is given by the outage probability of the direct

source-to-destination link as

P
(4)
out(l|l ≤ tmin) = 1− e−

2R(l)−1

ρ1σ
2
0 . (5.39)

For l > tmin the outage probability of the relay channel can be evaluated as

P
(4)
out(l|l > tmin) =

l−Dr∑

t=tmin

P
(3)
out(l|l > t)Pr(X = t) +

tmax∑

t=l+Dr

P
(3)
out(l|l ≤ t)Pr(X = t).

(5.40)

For simplicity define

P
(4)
out(l) =




P

(4)
out(l|l ≤ tmin), l ≤ tmin,

P
(4)
out(l|l > tmin), l > tmin.

(5.41)

5.5 SNR as Observed at the Destination

As discussed in Section 4.6 the D-SNR depends on the energy introduced into

the channel as seen at the destination and the noise variance Nd at the desti-

nation. In comparison to the HARQ-SISO and the HARQ-MISO protocol, the

energy introduced into the channel according to the HARDQ-MISO and the

HARQ-DDF protocol is a random variable depending on the parameters t and

T and the per antenna average per symbol transmit power constraints given by

the application of the NPA and the TPA protocols variants.
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In order to obtain the average energy introduced into the channel as seen at

the destination according to

Eavg = E
[
E(T, t)

]
, (5.42)

define Y as the event that the destination decodes successfully in ARQ round l

with probability

Pr(x)(Y = l) = P
(x)
out(l − 1)− P (x)

out(l), (5.43)

and define Y as the event that the destination cannot decode successfully in

ARQ round l given by the outage probability as

Pr(x)(Y = l) = P
(x)
out(l). (5.44)

Then, the average energy introduced into the channel as seen at the destination

for the HARDQ-MISO protocol is

E(3)
avg = Pr(3)(Y = Tmax)E(Tmax, t) +

Tmax∑

T=Tmin

Pr(3)(Y = T )E(T, t), (5.45)

and for the HARQ-DDF protocol

E(4)
avg =

tmax∑

t=tmin

(
Pr(4)(Y = Tmax)Pr(X = t)E(Tmax, t)

+
Tmax∑

T=Tmin

Pr(4)(Y = T )Pr(X = t)E(T, t)

)
.

(5.46)

For the TPA protocol variant, the per antenna average per symbol power

constraint is given by (4.15). Therefore, for a given target SNR ρD-SNR the SNR

parameters relate as

ρ1 = 2ρ2 = ρD-SNR. (5.47)

For the NPA protocol variant, the closed-form expression of the outage prob-

ability in ARQ round l for the HARDQ-MISO and the HARQ-DDF protocol

is unknown. Therefore, the proposed method to obtain these performance mea-

sures for these protocols as a function of the D-SNR is

1. In the first step, the performance is measured according to (5.10) and
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(4.13) as a function of the source-to-destination channel SNR. To this

end, let ρ1 = ρ2 = E
Nd

.

2. Since E and Nd are known, the corresponding D-SNR is obtained using

(4.14) together with (5.45) and (5.46).

5.6 Discrete Channel Inputs

The analysis in Sections 5.1 to 5.4 considers Gaussian distributed channel in-

puts. Therefore, this analysis is valid for the discrete-time continuous-input

continuous-output channel and gives an upper bound on the achievable out-

age probability3. In practice, the channel inputs are selected from a discrete

symbol constellation X ⊂ C such as PSK and QAM. Therefore, in order to

obtain further insights about the performance of communication protocols the

discrete-time discrete-input continuous-output channel has to be considered.

This is of particular interest since the mutual-information of the SISO channel

tends to infinity for high SNR while the maximum information that can be

transmitted across the channel per symbol is limited by the size of the discrete

channel input set at log2(M) bits, where M = |X |. It is demonstrated in Section

7.4 that this property has a major impact on the achievable diversity gain of

the HARDQ-MISO protocol and the HARQ-DDF protocol for certain protocol

configurations.

Let xi ∈ X with 1 ≤ i ≤ M denote the symbols of the channel input set.

Furthermore, let Y = C denote the continuous channel output ensemble, where

yR = <{y} and yI = ={y} denote the real and imaginary part for each symbol

y ∈ Y , respectively. Given the probability of the channel input symbols as Pr(xi)

and the conditional probability p(yR, yI |xi) of the channel output symbol y,

given the channel input symbol xi, the mutual information for the discrete-time

discrete-input continuous-output channel is [40]

I =
M∑

i=1

∞∫

yR=−∞

∞∫

yI=−∞

Pr(xi)p(yR, yI|xi) log
p(yR, yI|xi)
p(yR, yI)

dyR dyI , (5.48)

3Note, since the STBC codes are not capacity achieving, the analysis in Sections 5.1 to
5.4 gives an upper bound on the outage probability considering the Alamouti code and
Gaussian code ensembles.
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Figure 5.1: Mutual information of the discrete-input continuous-output AWGN channel for
BPSK, 4-QAM and 16-QAM symbol constellations.

where the probability p(yR, yI) is [40]

p(yR, yI) =
M∑

i=1

Pr(x)p(yR, yI|xi). (5.49)

Since the closed-form expression of the outage probability of the HARQ proto-

cols considering discrete channel inputs is unknown, the numerical analysis in

Chapter 7 is carried out using Monte Carlo simulations as described in Chap-

ter 5.7. To this end, the mutual information of the discrete-input AWGN SISO

channel4 is required. For the AWGN channel with zero mean and variance σ2

the conditional probability p(yR, yI |xi) is given by the complex Gaussian distri-

4Since the MISO channel applying STBC codes results in a scaled SISO AWGN channel [33]
the mutual information of the Rayleigh fading MISO channel with discrete channel inputs
can be obtained by scaling the noise variance using (5.8).
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bution with mean xi as

p(yR, yI |xi) =
1

2πσ2
e−

(yR−xR)2+(yI−xI)2
2σ2 , (5.50)

where xR = <{xi} and xI = ={xi} denote the real and imaginary part of xi.

Furthermore, in practice it is reasonable to assume the channel input symbols to

be uniformly distributed with Pr(xi) = 1
M

. Correspondingly, Figure 5.1 depicts

the mutual information of the discrete-input continuous-output AWGN channel

considering the BPSK, 4-QAM and 16-QAM symbol constellations together

with the Shannon channel capacity. In order to obtain these graphs, the integrals

in (5.48) were solved using the VEGAS algorithm [96] implementation of the

GNU Scientific Library [97] written for the programming language C.

5.7 Verification using Monte Carlo Simulations

... the Monte Carlo simulation (MCS) method is a powerful mod-

elling tool for the analysis of complex systems, due to its capability

of achieving a closer adherence to reality. It may be generally defined

as a methodology for obtaining estimates of the solution of mathe-

matical problems by means of random numbers [98].

The Monte Carlo simulation method is a powerful tool to approximate the

expected value E[g(X)] of a function g(X) according to the integral [99]

E[g(X)] =

∫

X
g(x)f(x) dx, (5.51)

where the argument X ∈ X is a random variable with probability density

function f . To this end, a random number generator5 is used to draw a sample

[X1, X2, . . . , XN ] according to the probability density function f to compute the

approximation [99]

gN =
1

N

N∑

i=1

g(Xi), (5.52)

5Throughout this work, the pseudo-random number generators provided by boost::random
library v1.0 [100] written for the programming language C++ are used.
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which, according to the Strong Law of Large Numbers, converges almost surely

to E[g(X)] [99].

The Monte Carlo simulation method is a frequently used tool [101, 102, 103,

104, 105] to assess the accuracy of approximations and closed-form expressions

of information theoretic measures such as outage probability and outage ca-

pacity. Therefore, in this work, the Monte Carlo simulation method is used

to validate the closed-form expressions given in Chapter 5. Furthermore, this

method is used to obtain the outage probability and delay-limited through-

put of the HARQ protocols considering discrete channel input constellations in

Chapter 6, and to measure the performance of the RCPC encoded communica-

tion systems in Chapter 7, since the closed-form solutions for these systems are

unknown.

5.7.1 Gaussian Channel Inputs

This section describes the application of the Monte Carlo simulation method

to approximate the performance of the HARQ-SISO protocol considering con-

tinuous channel input constellations. Similar simulations are performed for the

HARQ-MISO, HARDQ-MISO and the HARQ-DDF protocol but their structure

is excluded from this chapter for conciseness. The results are compared to the

performance measures obtained using the closed-form expressions in Chapter 5

to verify their correctness.

Recall, according to (5.11) the mutual information of the SISO channel is for

all ARQ rounds l given as

I(1) = log2(1 + γρ), (5.53)

where γ = |h0|2 is an exponentially distributed random variable with mean σ2,

and ρ denotes the SNR. However,the measure of interest is the outage proba-

bility in HARQ round l defined according to (5.10) as

Pout(l) = Pr
(
I(1) < R(l)

)
= Pr (log2(1 + γρ) < R(l)) . (5.54)
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In order to approximate E[Pout(l)] define the function

gO(R, ρ, γ) =





1, log2(1 + γρ) < R,

0, otherwise.
(5.55)

Furthermore, consider a random number generator to sample the vector [γ1, γ2,

. . . , γN ] with independent identically exponentially distributed elements and

mean σ2. Then, given the function R(l) and ρ the outage probability in ARQ

round l can be approximated according to (5.52) as

P out(l) =
1

N

N∑

i=1

gO(R(l), ρ, γi). (5.56)

Similarly, in order to approximate the delay-limited throughput define the

function

gT(γ, ρ) =





max{R(l) : log2(1 + γρ) ≥ R(l)},
0, if R(l) does not exist.

(5.57)

Then, given the function R(l) and ρ the delay-limited throughput can be ap-

proximated (5.52) as

RDL =
1

N

N∑

i=1

gT(γi, ρ). (5.58)

Note, N has to be large to obtain accurate approximations at high SNR.

Considering Gaussian channel inputs, Figure 5.2 and Figure 5.3 depict the

outage probability and delay-limited throughput of the NPA HARQ protocols

as a function of the D-SNR and compare the results obtained using the closed-

form expressions against the results obtained using the Monte Carlo simulation

method. To this end6 an incremental redundancy C code with L = 14 punctured

code books Cl and rate assignment

R(l) =





32
8+(l−1) , 1 ≤ l < 8,

32
16+8(l−8) , 8 ≤ l ≤ 14,

(5.59)

is used. Note, this configuration of the code rates implies unequal symbol length

6Note, this configuration is used to demonstrate the agreement of the numerical results and
the simulation results only. Other system configurations could also have been considered.
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D-SNR. The Monte Carlo simulation results with N = 108 verify the closed-form
expressions given in Chapter 5.
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Figure 5.3: Delay-limited throughput of the NPA HARQ protocols measured as a function
of the D-SNR. The Monte Carlo simulation results with N = 108 verify the
closed-form expressions given in Chapter 5.
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ARQ rounds7. Furthermore, the decoding-time instant sets are configured as

D = Ds = Dr = Dd with D = {1, 2, . . . , 14}. For the HARDQ-MISO protocol,

the transmission ARQ round of the second antenna is selected as t = 1. For

the HARQ-DDF protocol, the noise variance at the relay Nr is selected to be

half of the noise variance at the destination8 Nd, i.e., Nr = Nd

2
. The number of

samples is selected as N = 108. Both figures demonstrate the agreement of the

results obtained using the closed-form expressions to the results obtained using

the Monte Carlo simulation method.

Appendix B gives the results considering the TPA protocol variants and

demonstrates the agreement of the results obtained using the closed-form results

to the results obtained using the Monte Carlo simulation method.

All numerical results obtained according to Chapter 5 and presented through-

out this work have been validated using the Monte Carlo simulation method.

However, for conciseness these validations are excluded from this work.

5.7.2 Discrete Channel Inputs

This section describes the application of the Monte Carlo simulation method

to approximate the performance of the HARQ-SISO protocol considering dis-

crete channel input constellations. Similar simulations were performed for the

HARQ-MISO, HARDQ-MISO and the HARQ-DDF protocol but their structure

is excluded from this section for conciseness. Chapter 6 provides a comparison

of the outage probability and delay-limited throughput considering continuous

and discrete channel inputs. In Chapter 7, further results are compared to the

performance measures obtained for the RCPC encoded communication systems

in order to quantify their distance to the performance considering uniformly

distributed BPSK channel inputs and to validate the correctness of the simula-

tions.

Consider the function Id(ρ) to give the mutual information of discrete-input

AWGN channel with SNR ρ and channel input constellation X as discussed in

7For b = 32 × x information bits, the first ARQ round has symbol length n = 8 × x, the
ARQ rounds 2 ≤ l < 8 have symbol length n = x and the ARQ rounds 8 ≤ l ≤ 14 have
symbol length n = 8× x, where x ∈ Z+.

8This system set-up is also used in [25, 26, 18] where the SNR of the source-to-relay channel
is defined to be 3dB better than the SD-SNR. However, using the noise variance to select
the SNR levels maintains comparability of the TPA and the NPA protocol variants.
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Section 5.6. Furthermore, the coherent maximum-likelihood detector is given as

[38]

x̂ = arg min
xi∈X

||xh+ n− hxi|| ≡ arg min
xi∈X

||x+
n

h
− xi||. (5.60)

As can be seen, at detection time the AWGN noise sample n is scaled by the

channel input coefficient. Therefore, for a given channel coefficient h and AWGN

noise variance N0 the effective SNR is

ρd(γ = |h|2, ρ) = E

[∣∣∣∣
Eh

n

∣∣∣∣
2
]

= γρ, (5.61)

where E denotes the average per symbol power constraint. Consequently, for

a given channel gain γ the mutual information of the fading discrete-input

SISO channel with SNR ρ can be obtained as Id(ρd(γ, ρ)). Therefore, define the

functions

gO(R, ρ, γ) =





1, Id (ρd(γ, ρ)) < R,

0, otherwise,
(5.62)

and

gT(γ, ρ) =





max{R(l) : Id (ρd(γ, ρ)) ≥ R(l)},
0, if R(l) does not exists.

(5.63)

Then, outage probability and delay-limited throughput of the discrete-time

discrete-input continuous-output channel applying the HARQ-SISO protocol

can be obtained using (5.56) and (5.58), respectively.

5.8 Summary

Sections 5.1 to 5.4 give the outage probability Pout(l) of the HARQ-SISO,

HARQ-MISO, HARDQ-MISO and the HARQ-DDF protocol in ARQ round

l ∈ Dd. Using these results, the delay-limited throughput RDL and the out-

age probability Pout of each protocol can be computed according to (4.13) and

(5.10), respectively.

The key to these derivations is the observation that the mutual information

of each ARQ round can be accumulated according to (5.2) which forms the

basis of the assumptions (5.5),(5.6) and (5.7) [32]. Furthermore, the structure
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of the derivations clearly reveals the interrelation of the HARQ-SISO and the

HARQ-MISO protocol with the HARDQ-MISO protocol and the propinquity of

the HARDQ-MISO to the HARQ-DDF protocol. These observations once more

legitimize the performance analysis by comparison across the relevant protocols.

In order to enable the performance analysis and the performance compari-

son, care is taken that the same assumptions are valid across the protocols by

applying a unified incremental redundancy coding approach. Since the deriva-

tions for the HARDQ-MISO and the HARQ-DDF protocol respect the change

of the channel configuration in ARQ round t, the performance comparison on

the system level is maintained by the consideration of the D-SNR as outlined

in Section 4.6 and Section 5.5.

The analysis given in [32, 23] considers equal symbol length ARQ rounds.

In comparison, the derivations given in this chapter consider to assign a spe-

cific code rate to each ARQ round. Therefore, it can be seen that the outage

probability depends on the ratio between the achievable rates R(l), rather than

block length specification, i.e., two mother codes Ca and Cb with block lengths

na(l) 6= nb(l) achieve the same performance as long as Ra(l) = Rb(l).

The definitions Dr ⊆ Ds and Dd ⊆ Ds enable to maintain comparability

and scalability of the decoding cost at the relay and the destination across the

protocols.

The results derived in the Sections 5.1 to 5.4 give the achievable outage proba-

bility considering a Gaussian distributed continuous ensemble of channel inputs.

In practice, the channel input constellation is assumed to be discrete with uni-

formly distributed symbols and finite. Therefore, Section 5.6 gives the necessary

tools to obtain the mutual information for the discrete-input continuous-output

SISO AWGN channel. These results are used to obtain the achievable outage

probability considering uniformly distributed finite channel input constellations

using the Monte Carlo simulation method as discussed in Section 5.7.

In Section 5.7.1, the simulation structure considering continuous channel in-

puts is given in order to validate the closed-form expressions. A particular

HARQ protocol configuration is used to demonstrate the agreement of the sim-

ulation results and the results obtained using the closed-form expressions. All

numerical results presented throughout this work are validated using the Monte

Carlo simulation method but most of the validations are excluded for concise-
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ness.

Furthermore, in Section 5.6, the simulation structure is given considering dis-

crete channel inputs. Corresponding simulation results are presented in Chapter

6 and in Chapter 7.



CHAPTER 6

Numerical Results: Gaussian and Discrete

Channel Inputs

This chapter provides a discussion of the outage probability and the delay-

limited throughput for the HARQ protocols introduced in Section 4. To this

end, consider two mother code books1 Cnon-opt and Copt associated with the non-

optimized code rate function

Rnon-opt(l) =
32

8 + 8(l − 1)
, 1 ≤ l ≤ 8, (6.1)

and the optimized code rate function

Ropt(l) = 4− 0.5(l − 1), 1 ≤ l ≤ 8, (6.2)

1The non-optimized and optimized codebook used throughout this chapter are examples
only, and enable to reveal important performance characteristics. These codebooks could
also have been selected differently. Furthermore, it is noteworthy, that the optimized code-
book does not necessarily represent the optimal codebook. The optimization of the mother
codebook is beyond the scope of this work.

70
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respectively. The non-optimized codebook Cnon-opt has equal symbol length ARQ

rounds. Consequently, the decrement Rnon-opt(l)−Rnon-opt(l−1) decreases for in-

creasing l. In contrast, the optimized code Copt is chosen such that the decrement

Ropt(l)−Ropt(l − 1) = 0.5 BPCU is constant and therefore, the symbol length

of each ARQ round increases for increasing l. Both codebooks offer L = 8 ARQ

rounds. Consequently, the decoding instant set offered by the mother codebook

is given as D = {1, 2, . . . , 8}. Both codebooks have a maximum code rate of

Rmax = 4 BPCU in ARQ round l = 1 and a minimum code rate Rmin = 0.5

BPCU in ARQ round l = 8.

The numerical results discussed throughout this chapter consider the long-

term quasi-static Rayleigh fading channel with AWGN. The Rayleigh distributed

channel coefficients have unit variance and zero mean. Furthermore, the noise

variance at the relay Nr is selected to be half of the noise variance at the des-

tination2 Nd, i.e., Nr = Nd

2
. This channel set-up ensures comparability with

related work such as [25, 26, 18].

The analysis considers Gaussian distributed channel inputs and uniformly dis-

tributed 16-QAM channel inputs. For the Gaussian distributed channel inputs

the closed-form expressions given in Section 5 were used. In order to obtain the

results considering the 16-QAM channel input constellation, the Monte Carlo

simulation method is applied as discussed in Section 5.7. To this end, the sim-

ulation was configured to perform N = 108 iterations per D-SNR level.

Applying the non-optimized codebook, Section 6.1 demonstrates that the per-

formance measurement of the HARQ protocols as function of the D-SNR reveals

several performance characteristics which cannot be observed if the performance

is measured as a function of the SD-SNR. Section 6.2 provides a comparison

of the performance of the non-optimized and the optimized codebook. Then,

Section 6.3 compares the performance of the NPA HARDQ-MISO and the NPA

HARQ-DDF protocol against the performance of the corresponding TPA pro-

tocol variants applying the optimized codebook. Section 6.4 and Section 6.5

consider the decoding cost reduction at the relay only and the decoding cost

reduction at the relay and at the destination, respectively.

2This system set-up is also used in [25, 26, 18] where the SNR of the source-to-relay channel
is defined to be 3dB better than the SD-SNR. However, using the noise variance to select
the SNR levels maintains comparability of the TPA and the NPA protocol variants.
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6.1 Outage Probability Analysis Considering

SD-SNR and D-SNR

In [23, 25, 26, 27, 28], the performance of the DDF protocol is measured as a

function of the SD-SNR. However, this approch does not enable the performance

comparison with the SISO and the MISO channel on the system level, since the

relay introduces additional energy into the channel and thereby changes the

D-SNR as discussed in Section 4.6.

In this section, the outage probability and the delay limited throughput of the

HARQ protocols introduced in Chapter 4 is given as a function of the SD-SNR

and the D-SNR. The comparison reveals several differences in the performance

characteristics and thereby justifies the performance analysis as a function of

the D-SNR.

Throughout this section, consider the non-optimized codebook Cnon-opt, Gaus-

sian channel inputs and the NPA protocol variants. For completeness, Appendix

C depicts the graphs corresponding to those shown in this section but consider-

ing the optimized codebook and 16-QAM channel inputs, these graphs are ex-

cluded from this section for conciseness since they do not reveal further insights

considering performance analysis as a function of the SD-SNR and D-SNR.

For the HARDQ-MISO and the HARQ-DDF protocol, the decoding instant

sets at the source and the destination are selected as D = Ds = Dd. For the

HARQ-DDF protocol, the decoding instant set at the relay is selected as Dr =

{x, x+1, . . . , 8} and for the HARDQ-MISO protocol the ARQ round after which

the second antenna starts to assist the transmission is given as t = x, where

x ∈ D. I.e., for increasing x the relay and the second antenna start to assist the

transmission later.

For comparison, the performance measures for the HARQ-SISO and the

HARQ-MISO protocols are given. The HARQ-SISO and the HARQ-MISO pro-

tocols are given by the HARDQ-MISO protocol with t = 8 and t = 0, respec-

tively. For the HARQ-MISO protocol the SD-SNR is measured across a single

source antenna to destination antenna channel.
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(b) Outage probability as a function of the D-SNR

Figure 6.1: Comparison of the outage probability measured as a function of the SD-SNR and
D-SNR for the HARDQ-MISO protocol considering Gaussian channel inputs and
increasing t.
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Figure 6.2: Comparison of the delay-limited throughput as a function of the SD-SNR and
the D-SNR for the HARDQ-MISO protocol considering Gaussian channel inputs
and increasing t.
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Figure 6.3: Comparison of the outage probability measured as a function of the SD-SNR and
the D-SNR for the HARQ-DDF protocol considering Gaussian channel inputs
and increasing min{Dr}.
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Figure 6.4: Comparison of the delay-limited throughput as a function of the SD-SNR and
the D-SNR for the HARQ-DDF protocol considering Gaussian channel inputs
and increasing min{Dr}.
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HARDQ-MISO Protocol

Figure 6.1 depicts the outage probability of the HARDQ-MISO protocol as a

function of the SD-SNR and as a function of the D-SNR.

In Figure 6.1a, the outage probability is shown as a function of the SD-SNR.

It can be observed that the performance loss for increasing x is constant at

medium to high SD-SNR. Furthermore, the HARQ-MISO protocol outperforms

the HARDQ-MISO protocol. In Figure 6.1b, the outage probability is shown as

a function of the D-SNR and it can be observed that the performance loss is

not constant for each x at medium D-SNR but at high D-SNR. At high D-SNR,

the probability is high that the destination decodes the received information

successfully in the first ARQ round. Therefore, the second antenna does rarely

assist the transmission and for high SD-SNR and D-SNR an equivalent outage

probability can be observed.

However, for low to medium D-SNR, the probability is high that the des-

tination decodes successfully in a late ARQ round, or never. Thus, with high

probability the second antenna is used and introduces additional energy into

the channel. In Figure 6.1a and Figure 6.1b, observe the functions for x = 1

depicted as a red line for easier tracking. In Figure 6.1a, this function shows a

better outage probability performance than for x > 1 over the complete shown

SD-SNR range. In contrast, for medium D-SNR, e.g. D-SNR = 12dB, it can be

observed in Figure 6.1b that the function for x = 1 has a higher outage proba-

bility than the functions shown for x = 2 and x = 3. Note, the configurations

x = 2 and x = 3 show better performance, although the second antenna assists

the transmission in later ARQ rounds than for the configuration x = 1. The

configuration x = 4 achieves a performance very close to x = 1. Only if the

second antenna assists the transmission in very late ARQ rounds, i.e., for x ≥ 5

the configuration x = 1 shows higher reliability.

Furthermore, Figure 6.1b shows the outage probability performance of the

HARQ-SISO and HARQ-MISO channel for comparison with the HARDQ-MISO

channel. It can be observed that the HARDQ-MISO channel achieves the same

diversity as the HARQ-MISO channel at high SNR. For all x ∈ D, with x 6= 8,

the HARDQ-MISO protocol outperforms the HARQ-SISO protocol. In differ-

ence to the SD-SNR measure given in Figure 6.1a, the HARDQ-MISO protocol

outperforms the HARQ-MISO protocol for x ≤ 5 only.
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Figure 6.2a and Figure 6.2b show the delay-limited throughput as a function

of the SD-SNR and the D-SNR, respectively. In Figure 6.2a, the HARDQ-MISO

configuration with x = 1 outperforms the configurations with x ≥ 2 for low to

medium SD-SNR significantly. Furthermore, with increasing x the delay-limited

throughput decreases. However, measuring the delay-limited throughput as a

function of the D-SNR as shown in Figure 6.2b, it can be observed that the

configuration of x allows to achieve only a negligible performance advantage.

Furthermore, for rates 2 ≤ RDL ≤ 3.4 BPCU it can be observed that the HARQ-

SISO channel and the configurations x ≥ 2 outperform the configuration x = 1.

Comparing the performance difference of the HARQ-MISO and the HARDQ-

MISO protocol in Figure 6.2a and Figure 6.2b shows that the HARQ-MISO pro-

tocol always outperforms the HARDQ-MISO protocol in terms of delay-limited

throughput. However, Figure 6.2b reveals that the performance difference is

small from an energy efficiency point of view.

Consequently, considering a medium SNR level, it is beneficial to configure the

source to assist the transmission after ARQ round t = 2 since the configuration

x = 2 is more reliable and achieves as least comparable throughput as the

configuration x = 1. This performance advantage is not revealed if the outage

probability is measured as a function of the SD-SNR.

HARQ-DDF Protocol

Figure 6.3a and Figure 6.3b depict the outage probability of the HARQ-DDF

protocol as a function of the SD-SNR and the D-SNR, respectively. Corre-

spondingly, Figure 6.4a and Figure 6.4b depict the delay-limited throughput as

a function of the SD-SNR and the D-SNR, respectively.

In comparison with the HARDQ-MISO protocol, it can be observed that

the HARQ-DDF protocol shows very similar performance, but the performance

gains are smaller. This effect results from the fact, that the ARQ round in which

the relay starts to assist the transmission is a random variable depending on the

source-to-relay channel realisation. At high D-SNR, the HARQ-DDF protocol

does not show to achieve the performance of the HARDQ-MISO protocol.



Chapter 6: Numerical Results: Gaussian and Discrete Channel Inputs 79

6.2 Throughput Optimization Using Code Rate

Assignment

This section demonstrates the effect of code rate assignment on the delay-limited

throughput function (RDL) measured as a function of the D-SNR using the opti-

mized code book Copt and the NPA HARQ protocols. To this end, the decoding

instant sets are chosen as D = Ds = Dr = Dd, where D = {1, 2, . . . , 8}. I.e., re-

lay and destination perform a decoding attempt in each ARQ round offered by

the mother codebook. Therefore, the HARDQ-MISO protocol gives the outage

probability of the HARQ-DDF protocol achieved if the SNR of the source-to-

relay channel tends to infinity.

Gaussian Channel Inputs

Figure 6.5 depicts the outage probability of the HARQ protocols considering

Gaussian distributed channel inputs for both codebooks. It can be observed

that the selection of the codebook does not change the outage probability for

the HARQ-SISO and the HARQ-MISO protocol. For the HARDQ-MISO pro-

tocol, a negligible performance advantage can be observed for the optimized

codebook. The non-optimized codebook outperforms the optimized codebook

from an outage probability point of view considering the HARQ-DDF protocol.

Furthermore, it can observed that the HARDQ-MISO protocol clearly out-

performs the HARQ-MISO protocol for both codebooks for medium to high

D-SNR. At low D-SNR, the HARDQ-MISO protocol achieves the performance

of the HARQ-MISO protocol. At high D-SNR, also the HARQ-DDF protocol

outperforms the HARQ-MISO protocol for both codebooks, but considering the

optimized codebook, the performance advantage is negligible. At medium to low

D-SNR, the HARQ-MISO protocol outperforms the HARQ-DDF protocol. It

is also important to point out that both the HARDQ-MISO and the HARQ-

DDF protocol achieve the same diversity as the HARQ-MISO protocol at high

D-SNR.

However, for both codebooks, the HARDQ-MISO protocol and the HARQ-

DDF protocol show a very good outage probability performance which is at

least equivalent or superior to the performance of the HARQ-MISO protocol at
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(b) Optimized code rate assignment.

Figure 6.5: Comparison of the outage probability of the code books Cnon-opt and Copt consid-
ering Gaussian distributed channel inputs.
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Figure 6.6: Comparison of the delay-limited throughput of the code books Cnon-opt and Copt
considering Gaussian distributed channel inputs.
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high D-SNR.

Figure 6.6 depicts the corresponding delay-limited throughput measured as

a function of the D-SNR for the HARQ protocols. For both codebooks, all

protocols achieve the maximum throughput at high D-SNR. But it can be ob-

served that the optimized codebook outperforms the non-optimized codebook

over almost the complete shown D-SNR range. At very low D-SNR, both code-

books show equivalent performance. The HARDQ-MISO protocol outperforms

the HARQ-DDF protocol, but the performance difference is negligible. Fur-

thermore, it can be observed that the HARQ-MISO protocol outperforms the

remaining protocols for both codebooks.

Considering the non-optimized codebook, it can be observed that the HARDQ-

MISO protocol and the HARQ-DDF protocol outperform the HARQ-SISO pro-

tocol for rates up to RDL = 2. For higher rates, the HARQ-SISO protocol is

superior. In comparison, the optimized codebook allows to achieve at least the

performance of the HARQ-SISO protocol and is superior for rates RDF > 2.

Furthermore, an interesting observation is that the delay-limited throughput

functions show a kink at RDL = 2 BPCU. This observation will be revisited

considering 16-QAM channel inputs in the subsequent analysis.

The comparison of the delay-limited throughput as a function of the D-SNR

demonstrates that the optimization of the achievable code rates of the mother

codebook offers significant performance gains in terms of delay-limited through-

put. From a reliability point of view, equal symbol length ARQ rounds offer a

remarkable outage probability measured as a function of the D-SNR for the

HARQ-DDF protocol only.

16-QAM Channel Inputs

Figure 6.7 and Figure 6.8 show the outage probability and the delay-limited

throughput measured as functions of the D-SNR for the HARQ protocols.

In general, the outage probability functions are very similar in performance

to the Gaussian channel inputs. However, the performance advantage of the

HARDQ-MISO and the HARQ-DDF protocol over the HARQ-MISO protocol

is reduced.

Considering the delay-limited throughput functions in Figure 6.8 and Fig-

ure 6.6, major differences can be observed. Primarily, it can be observed that



Chapter 6: Numerical Results: Gaussian and Discrete Channel Inputs 82

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

-5  0  5  10  15  20  25  30

P
o

u
t

D-SNR [dB]

HARQ-SISO
HARQ-MISO

HARDQ-MISO
HARQ-DDF

(a) Equal symbol length ARQ rounds.

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

-5  0  5  10  15  20  25  30

P
o

u
t

SNR [dB]

HARQ-SISO
HARQ-MISO

HARDQ-MISO
HARQ-DDF

(b) Optimized code rate assignment.

Figure 6.7: Comparison of the outage probability of the code books Cnon-opt and Copt consid-
ering uniformly distributed 16-QAM channel inputs.
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Figure 6.8: Comparison of the delay-limited throughput of the code books Cnon-opt and Copt
considering uniformly distributed 16-QAM channel inputs.
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the functions considering Gaussian channel inputs significantly outperform the

functions obtained due to 16-QAM channel inputs. Furthermore, as mentioned

earlier, a kink can be observed around RDL = 2 BPCU for Gaussian channel

inputs and the non-optimized codebook. Considering 16-QAM channel inputs,

this kink takes a more significant form. This kink stems from the fact the dis-

tance between the code rate of the first and the second ARQ round is large.

This distance can be overcome only if the D-SNR is high. However, in the op-

timized codebook, the distance to the next achievable code rate higher than

R = 2 BPCU is smaller and can be overcome at lower D-SNR levels. Therefore,

the delay-limited throughput function considering the optimized codebook is

smooth.

It can be observed that the optimization of the mother codebook allows signif-

icant throughput performance gains considering 16-QAM channel inputs. But

the performance gain of the HARDQ-MISO and HARQ-DDF protocol over

the HARQ-SISO protocol is less significant than considering Gaussian channel

inputs.

6.3 Performance Comparison of the NPA and the

TPA HARQ Protocols

This section compares the performance of the NPA HARQ protocols against the

corresponding TPA protocol variants. To this end, outage probability and the

delay-limited throughput are measured as a function of the D-SNR. Throughout

this section, the optimized codebook Copt with D = Ds = Dd and D = Dr for

the HARQ-DDF protocol and t = min{D} for the HARDQ-MISO protocol is

used.

Gaussian Channel Inputs

Figure 6.9 depicts the outage probability and the delay-limited throughput of

the HARQ protocols considering Gaussian channel inputs. As can be observed in

Figure 6.9a, the HARDQ-MISO protocol and the HARQ-DDF protocol show an

equivalent outage probability at low D-SNR levels. For medium to high D-SNR,

the application of the NPA protocol variant achieves a lower outage probability
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Figure 6.9: Comparison of the outage probability and the delay-limited throughput of the
NPA HARQ protocols and the TPA HARQ protocols considering Gaussian chan-
nel inputs.
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Figure 6.10: Comparison of the outage probability and the delay-limited throughput of the
NPA HARQ protocols and the TPA HARQ protocols considering 16-QAM chan-
nel inputs.
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than the application of the TPA protocol variant for both the HARDQ-MISO

and the HARQ-DDF protocol. However, for the HARQ-DDF protocol, the per-

formance gain is smaller than for the HARDQ-MISO protocol. Furthermore, in

comparison with the HARQ-MISO protocol, it can be observed that the TPA

HARDQ-MISO protocol achieves an equivalent performance while the TPA

HARQ-DDF protocol shows a constant performance loss.

In Figure 6.9b, it can be observed at low to medium D-SNR that the TPA

HARDQ-MISO protocol and the TPA HARQ-DDF protocol achieve a higher

delay-limited throughput than the corresponding NPA protocols. However, at

high D-SNR, the NPA and the TPA protocols show equivalent performance.

Furthermore, at low D-SNR, the TPA protocols outperform the HARQ-MISO

protocol, while the HARQ-SISO protocol outperforms the application of NPA

protocol variants. For both protocol variants, the HARDQ-MISO protocol shows

a negligible performance gain over the HARQ-DDF protocol.

16-QAM Channel Inputs

Correspondingly, Figure 6.10 depicts the outage probability and the delay-

limited throughput of the HARQ protocols considering uniformly distributed

16-QAM channel inputs. In general, it can be observed that all protocols show

very similar performance as considering Gaussian channel inputs. However, con-

sidering the delay-limited throughput depicted in Figure 6.10b, it can be ob-

served that the performance gains are smaller than considering Gaussian chan-

nel inputs.

6.4 Decoding Cost Reduction at the Relay for the

HARQ-DDF Protocol

This section provides a discussion of the performance of the NPA HARQ-DDF

protocol considering decoding cost reduction at the relay. Outage probability

and delay-limited throughput are measured as a function of the D-SNR. The

source, the destination and the relay apply the optimized codebook Copt. Fur-

thermore, source and destination use the complete decoding instant set offered

by the mother codebook, i.e. D = Ds = Dd. But the relay uses perforated
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decoding instant sets Dr(z) given as

Dr(1) = D, (6.3)

Dr(2) = {1, 2, 3, 5, 6, 7, 8} , (6.4)

Dr(3) = {1, 2, 5, 7, 8} , (6.5)

Dr(4) = {1, 5, 8} , (6.6)

Dr(5) = {1, 8} , (6.7)

where the decoding cost at the relay decreases with increasing z. In order to

quantify the decoding cost reduction, assume the decoding cost in each ARQ

round to be constant3. Then, in relation to the complete decoding instant set

D, the decoding cost factor4 is defined as

cr(z) =
|Dr(z)| − 1

|Dr(1)| − 1
. (6.8)

where the subtrahend −1 in the numerator and denominator results from the

fact that the relay does not perform a decoding attempt in the last ARQ round5

l = 8. Therefore, the decoding cost factors are given as

cr(1) = 1, cr(2) =
6

7
, cr(3) =

5

7
, cr(4) =

3

7
, and cr(5) =

1

7
.

Gaussian Channel Inputs

Figure 6.11 depicts the outage probability and delay-limited throughput of the

HARQ-DDF protocol for the decoding instant sets Dr(1) to Dr(5) considering

Gaussian channel inputs. In Figure 6.11a, it can be observed that the application

of the decoding instant sets Dr(z) with z = 1, 2, 3 does not result in performance

loss. But, in comparison with z = 1, for the decoding instant sets with z = 4, 5

3The RCPC coding scheme applied in Section 7.1 has an approximately constant decoding
cost since the computational cost for additions and depuncturing can be considered to be
negligible in comparison with multiplications.

4The decoding cost factor given in (6.8) is the worst-case decoding cost at the relay. For
a more sophisticated decoding cost analysis, the probability that the relay decodes in a
particular ARQ round has to be taken into account.

5Note, in Section 4.4 the decoding instant set at the relay is defined to satisfy max{Dr} =
max{Ds} in order to simplify mathematical tractability. However, the relay does not
participate in the transmission if it cannot decode successfully before the last ARQ round.



Chapter 6: Numerical Results: Gaussian and Discrete Channel Inputs 88

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

-5  0  5  10  15  20  25  30

P
o

u
t

D-SNR [dB]

HARQ-SISO
HARQ-MISO

HARQ-DDF, z=1
HARQ-DDF, z=2
HARQ-DDF, z=3
HARQ-DDF, z=4
HARQ-DDF, z=5

(a) Outage probability

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

-5  0  5  10  15  20  25  30

R
D

L
 [

B
P

C
U

]

D-SNR [dB]

HARQ-SISO
HARQ-MISO

HARQ-DDF, z=1
HARQ-DDF, z=2
HARQ-DDF, z=3
HARQ-DDF, z=4
HARQ-DDF, z=5

(b) Delay-limited throughput

Figure 6.11: Comparison of the outage probability and delay-limited throughput of the
HARQ-DDF protocol with reduced decoding cost at the relay considering Gaus-
sian channel inputs.
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Figure 6.12: Comparison of the outage probability and delay-limited throughput of the
HARQ-DDF protocol with reduced decoding cost at the relay considering 16-
QAM channel inputs.
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a constant performance loss can be observed. However, for all decoding instant

sets, the HARQ-DDF protocol shows the achievement of the diversity of the

HARQ-MISO protocol at high D-SNR.

In Figure 6.11b, it can be observed that the reduction of the decoding cost at

the relay does not result in performance loss from a delay-limited throughput

point of view. Only at low D-SNR levels, a negligible performance loss for z = 5

can be observed.

Consequently, considering Gaussian channel inputs, the decoding cost can be

reduced by a factor of c(3) = 5
7

without a loss of outage probability and delay-

limited throughput in the depicted D-SNR range. Furthermore, if the figure of

merit is the delay-limited throughput, the decoding cost can be reduced to a

factor of c(5) = 1
7

while the outage probability still achieves maximum diversity

at high D-SNR.

Discrete Channel Inputs

Figure 6.12 depicts the outage probability and delay-limited throughput of the

HARQ-DDF protocol for the decoding instant sets Dr(1) to Dr(5) considering

uniformly distributed 16-QAM channel inputs. In general, it can be observed

that the outage probability and delay-limited throughput perform very similarly

as considering Gaussian channel inputs. However, in comparison with Figure

6.11a it can be observed in Figure 6.12a that the performance loss for z = 5 is

higher.

In Figure 6.12b, it can be observed that the decoding instant set Dr(4) suf-

fers from a negligible delay-limited throughput loss in comparison with Dr(1).

Furthermore, applying the decoding instant set Dr(5) results in a delay-limited

throughput equivalent to that of the HARQ-SISO protocol. However, the per-

formance loss of the HARQ-DDF protocol applying the decoding instant sets

Dr(4) and Dr(5) is not of significant importance since the delay-limited through-

put gain of the HARQ-DDF protocol applying the decoding instant sets with

z = 1, 2, 3 over the HARQ-SISO protocol is negligible.
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6.5 Decoding Cost Reduction at the Relay and the

Destination

This section provides a discussion of the performance of the NPA HARDQ-

MISO protocol and the NPA HARQ-DDF protocol considering decoding cost

reduction at the relay and at the destination. Outage probability and delay-

limited throughput are measured as a function of the D-SNR. The source, the

destination and the relay apply the optimized codebook Copt. Furthermore, the

source uses the complete decoding instant set offered by the mother codebook,

i.e., D = Ds. But the destination and the relay use the perforated decoding

instant sets given in (6.3) to (6.7) with6 Dd(z) = Dr(z). Note, in comparison to

(6.8) the decoding cost factor7 for the destination is defined as

cd(z) =
|Dd(z)|
|Dd(1)| , (6.9)

since the destination attempts to decode the received information in the last

ARQ round. Therefore, the decoding cost factors are given as

cd(1) = 1, cd(2) =
7

8
, cd(3) =

6

8
, cd(4) =

4

8
, and cd(5) =

2

8
.

Throughout this section, for the HARDQ-MISO protocol, the ARQ round

after which second antenna of the source participates the transmission is given

as t = min{D} = 1.

For comparison, the worst-case performance measure of the HARQ-SISO pro-

tocol achieved with z = 5 and the best-case performance measure of the HARQ-

MISO protocol achieved with z = 1 is given.

6Note, since the relay and the destination apply the same decoding instant set for a given
z, this configuration can also be seen as a reduction of the number of allowed ARQ
rounds together with a reassignment of the achievable code rates. However, throughout
this section, this modification will be discussed from a decoding cost point of view.

7The decoding cost factor given in (6.9) is the worst-case decoding cost at the destination. For
a more sophisticated decoding cost analysis, the probability that the destination decodes
in a particular ARQ round has to be taken into account.
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Gaussian Channel Inputs

Figure 6.13 depicts the outage probability of the HARDQ-MISO and the HARQ-

DDF protocol applying the perforated decoding instant sets Dr(z) and Dd(z)

with z = 1, 2, . . . , 5 considering Gaussian channel inputs.

For the HARDQ-MISO protocol, it can be observed in Figure 6.13a that the

decoding cost reduction does not result in a performance loss from an outage

probability point of view at low and high D-SNR levels. At medium D-SNR

levels, a negligible performance loss can be observed for z = 1, 2, 3, 4. The ap-

plication of the decoding instant set Dd(z) = 5 results in a small but significant

performance loss. Furthermore, it can be seen that the HARDQ-MISO proto-

col outperforms the HARQ-MISO protocol with z = 5 for all z = 1, 2, . . . , 5

at high D-SNR. At low D-SNR the HARDQ-MISO protocol achieves the same

performance as the HARQ-MISO protocol for all z = 1, 2, . . . , 5.

For the HARQ-DDF protocol, in Figure 6.13b a significant performance loss

can be observed for z = 4 and z = 5. Furthermore, the HARQ-MISO protocol

outperforms the HARQ-DDF protocol for z = 1, 2, . . . , 4. However, in Section

6.4 it is demonstrated that this performance loss results from the decoding cost

reduction at the relay.

Figure 6.14 depicts the delay-limited throughput of the HARDQ-MISO and

the HARQ-DDF protocol applying the perforated decoding instant sets Dr(z)

and Dd(z) with z = 1, 2, . . . , 5 considering Gaussian channel inputs.

For the HARDQ-MISO protocol, it can be observed in Figure 6.14a that the

reduction of the decoding cost at the destination results in significant perfor-

mance loss. Only for z = 2 the performance loss is small. Furthermore, the the

HARDQ-MISO protocol outperforms the HARQ-SISO protocol with z = 1 for

z=1, 2, . . . , 4. But for z = 5 the HARQ-SISO protocol outperforms the HARDQ-

MISO protocol. Similar performance can be observed in Figure 6.14b for the

HARQ-DDF protocol.

Therefore, from a delay-limited throughput point of view, the application of

the decoding time sets Dd(1) and Dd(2) is desirable, since the delay-limited

throughput suffers from a significant loss for z = 3, 4, 5. In case that reliability

is more important than throughput, the decoding instant sets with z = 1, 2, 3, 4

are sufficient.
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Figure 6.13: Outage probability of the HARDQ-MISO and HARQ-DDF protocol with re-
duced decoding cost at the relay and the destination considering Gaussian chan-
nel inputs.
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Figure 6.14: Delay-limited throughput of the HARDQ-MISO and HARQ-DDF protocol with
reduced decoding cost at the relay and the destination considering Gaussian
channel inputs.
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Figure 6.15: Outage probability of the HARDQ-MISO and HARQ-DDF protocol with re-
duced decoding cost at the relay and the destination considering 16-QAM chan-
nel inputs.
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(b) HARQ-DDF protocol

Figure 6.16: Delay-limited throughput of the HARDQ-MISO and HARQ-DDF protocol with
reduced decoding cost at the relay and the destination considering 16-QAM
channel inputs.
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Discrete Channel Inputs

Figure 6.15 depicts the outage probability of the HARDQ-MISO and the HARQ-

DDF protocol applying the perforated decoding instant sets Dr(z) and Dd(z)

with z = 1, 2, . . . , 5 considering uniformly distributed 16-QAM channel inputs.

In general, it can be observed, that the outage probability of the HARDQ-

MISO and the HARQ-DDF protocol performs very similar to the outage proba-

bility considering Gaussian channel inputs as depicted in Figure 6.13. However,

for z = 4 and z = 5 it can be observed at high D-SNR that the outage prob-

ability does not result in the outage probability achieved for z = 1. Instead,

in comparison with z = 1, a constant performance loss can be observed for

medium to high D-SNR. Correspondingly, Figure 6.16 depicts the delay-limited

throughput of the HARDQ-MISO and the HARQ-DDF protocol. In general,

it can be observed, that the delay-limited throughput performs very similar to

the delay-limited throughput considering Gaussian channel inputs as depicted

in Figure 6.14. However, the performance loss for increasing z is larger. An in-

teresting difference is the kink at RDL = 2 BPCU for z = 4. Note, effectively

the perforated decoding instant set Dd(4) results in a codebook with achievable

code rates similar to the non-optimized codebook Cnon-opt. Therefore, as for the

the delay-limited throughput function of the non-optimized codebook shown in

Figure 6.8, this kink results from the fact that the distance between the code

rates corresponding to the consecutive decoding attempts at the destination in

ARQ round l = 1 and l = 5 is large.

6.6 Summary

This chapter provides a performance analysis and comparison of the HARQ

protocols introduced in Chapter 4 in terms of fixed-rate outage probability and

delay-limited throughput, considering Gaussian distributed channel inputs and

uniformly distributed 16-QAM channel inputs. To this end, the non-optimized

codebook Cnon-opt and the optimized codebook Copt associated with the code

rate functions (6.1) and (6.2), respectively, are selected. The codebook Cnon-opt
is an example for an incremental redundancy codebook with equal symbol length

ARQ rounds. In comparison, the codebook Copt has unequal symbol length ARQ

rounds.
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In Section 6.1, the performance is measured as a function of the SD-SNR

and the D-SNR using the NPA protocol variant. Furthermore, the performance

measures are given for increasing t for the HARDQ-MISO protocol and for in-

creasing min{Dr} for the HARQ-DDF protocol. Measuring the performance as

a function of the SD-SNR indicates that t and min{Dr} should always be se-

lected such that the second antenna or the relay are allowed to participate in the

transmission after the first ARQ round. However, measuring the performance

as a function of the D-SNR reveals for low to medium D-SNR levels that it can

be more energy efficient to select later ARQ rounds. As example, for the non-

optimized codebook Cnon-opt it is beneficial at low to medium D-SNR levels to

select t = min{Dr} = 2. Furthermore, measuring the performance as a function

of the D-SNR enables the comparison with the HARQ-SISO and HARQ-MISO

protocol. It is shown that the HARDQ-MISO and the HARQ-DDF protocol

outperform the HARQ-MISO protocol at high D-SNR.

Section 6.2 compares the outage probability and the delay-limited through-

put of the HARQ protocols considering the non-optimized cood book Cnon-opt
and optimized codebook Copt. It is demonstrated that the selected codebooks

show almost equivalent outage probability performance for the HARQ-SISO,

HARQ-MISO and HARDQ-MISO protocol. At high D-SNR, the non-optimized

codebook provides a lower outage probability for the HARQ-DDF protocol.

However, the optimized codebook shows significant delay-limited throughput

performance gains for all HARQ protocols.

The performance of the HARDQ-MISO protocol and the HARQ-DDF proto-

col considering the NPA and the TPA protocol variants is discussed in Section

6.3. It is shown that the application of the NPA protocol provides significant

performance gains in terms of outage probability. But in terms of delay-limited

throughput the TPA protocol variant is beneficial.

Section 6.4 considers the reduction of the decoding cost at the relay. To this

end, the outage probability and delay-limited throughput is measured using

perforated decoding instant sets Dr(z), where the degree of perforation increases

with z. Considering the application of the given perforated decoding instant sets,

no performance loss can be observed for low degrees of perforation in terms of

outage probability. However, at high degrees of perforation, the performance

loss is significant. In terms of delay-limited throughput, no performance can be
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observed for low and high degrees of perforation.

Similarly, Section 6.5 considers the reduction of the decoding cost at the

relay together with the reduction of the decoding cost at the destination, using

the same perforated decoding instant sets. Only negligible outage probability

performance loss can be observed at high degrees of perforation at medium D-

SNR. However, in terms of delay-limited throughput, significant performance

loss can be observed with an increasing degree of perforation.

In general it can be observed, that the assumption of Gaussian channel in-

puts and 16-QAM channel inputs results in very similar performance measures.

But for 16-QAM channel inputs the observable levels of performance gains are

smaller and the levels of performance loss are higher.



CHAPTER 7

Numerical Results: RCPC Coding

7.1 RCPC Coding for HARQ Protocols

A convolutional encoder [38, 82, 106] C(n, k, v) encodes a sequence of binary

input blocks st of length k bits into a sequence of binary output blocks mt of

length n bits where the output block mt depends on st and the v previous input

blocks. Such an encoder is called to have a memory of order v. The resulting

code rate is given as

R =
k

n
. (7.1)

While the encoded output sequence is infinite, in practice finite sequences are

preferred. To obtain a finite encoded sequence, a so-called termination method

has to be used. The three most common termination methods are truncation,

tail-biting and termination [106, 82]. For simplicity, in this work code termi-

nation is used. To this end, after encoding of T input blocks, v × k so-called

termination bits are fed to the encoder such that the encoder returns to a known

final state. Consequently, the length of the binary information sequence per code

word is given as b = kT . This method results in low error probabilities at the

end of the sequence and is computationally simple. The disadvantage is that

100
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truncation decreases code rate to [82]

R =
k

n

M

M + v
, (7.2)

where the factor M
M+v

denotes the fractional code rate loss [106, 82]. For large

M the fractional loss is negligible.

Puncturing a convolutional code is a technique to construct high-rate codes

from a C(n, 1, v) mother code using a puncturing pattern Al of period P [15,

107]. Puncturing a convolutional code enables to use ML decoders with signif-

icantly reduced complexity compared to a convolutional C(n, k, v) code which

achieves the same resulting code rate [108].

The puncturing patterns is applied at the output of the convolutional encoder

and periodically deletes L−l bits of the encoded output block mt. Consequently,

codes of rate [15]

R(l) =
P

P + l
, l = 1, . . . , L (7.3)

are obtained, where L = P (n− 1) and R(L) = 1/N is the rate of the convolu-

tional mother code.

Rate-compatible punctured convolutional (RCPC) codes are investigated in [15]

in context of automatic repeat-request (ARQ) techniques and unequal error

protection schemes. A RCPC code is a family of punctured convolutional codes

A = {A1, A2, . . . , AL} where the higher-rate codes are embedded in the lower-

rate codes [15].

It is noteworthy, that puncturing reduces the free distance of the code and

is therefore not necessarily optimal [106, 108]. Thus, the task of finding good

RCPC codes is concerned with the problem of finding a family of puncturing

patterns with good code properties associated with each puncturing pattern.

A comprehensive list of RCPC mother codes and their associated puncturing

patterns is given in [109].

A communication system with an ARQ feedback channel from destination

to source can exploit these properties to adjust code rate and error correction

capabilities to the channel and the application requirements as follows [15]:

1. Both source and destination employ the same set of puncturing patterns.

2. The source encodes the information sequence using the highest rate punc-



Chapter 7: Numerical Results: RCPC Coding 102

turing pattern and stores the punctured bits. Then, the source transmits

the corresponding code word to the destination.

3. At the destination, the decoder attempts to decode the code word. If

decoding was successful it sends an acknowledge (ACK) signal to the

source and the communication procedure is continued from 2. If decoding

failed, the destination sends a negative-acknowledge (NACK) signal to the

source.

4. Let Al denote the puncturing pattern used during ARQ round l. Once the

source received a NACK signal it is necessary to differ between two cases:

• Al corresponds to the mother code: Communication failed in the last

ARQ round. In this case, a higher layer of the communication proto-

col has to take the appropriate action. In general, this action depends

on the application requirements. For example, if the information is

critical, the source will attempt to transmit the code word again.

Otherwise, the source can decide to transmit the next information

sequence.

• Al does not correspond to the mother code: In this case, the source

transmits the bits punctured by Al from Al+1 during the next ARQ

round l + 1. Consequently, the code rate is reduced from R(l) to

R(l + 1). The communication proctocol continues from 3.

Thus, the resulting code word x of the convolutional mother code is trans-

mitted in L blocks {x1,x2, . . . ,xL} with accumulated block lengths N(l) = b
R(l)

.

Consequently, RCPC coding can be applied together with the HARQ protocols

discussed in Chapter 4.

At the receiver it is common practice to perform soft-decision decoding us-

ing the using the Viterbi algorithm [110] or the Fano algorithm [111]. The

Viterbi algorithm is the maximum likelihood decoder in terms of minimizing

the code word error probability. The Fano algorithm is a suboptimal decoder

which achieves comparable code word error rates. A further commonly used

decoding algorithm is the BCJR algorithm [112] which minimizes the symbol

error rate. Throughout this chapter the Viterbi algorithm is applied in order

to minimize the FER. For a given RCPC code the destination uses the same
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decoder for all ARQ rounds[107]. Furthermore, as decoding is in general com-

putationally expensive the communication system can decide to employ only a

subset of A to reduce the computational effort.

In this work, cyclic redundancy check (CRC) codes are used at the receiver to

validate whether a received code word was decoded successfully. The application

of CRC codes for error detection was first introduced in [113]. Consequently,

the resulting channel code consists of an outer CRC code B(n1, k1) and an inner

convolutional code C(n2, k2, v).

For the selection of an appropriate CRC code, the probability of an unde-

tectable error Pu is the performance measure of interest. Optimized CRC codes

with 16, 24 and 32 bit parity are given in [114, 115]. These codes can be ad-

justed to the desired code word length using shortening techniques [82, 106].

One disadvantage is that the application of CRC codes comes together with

a further reduction of the resulting code rate. Considering RCPC coding with

termination and 16-bit CRC coding, the code rate in ARQ round l is given as

R(l) =
P

P + l
− 16 + v

N(l)
, l = 1, . . . , L, (7.4)

where the subtrahent 16+v
N(l)

denotes the code rate loss in ARQ round l.

A further drawback is that the application of CRC codes results in a subop-

timal DMDT. These drawbacks can be overcome using Forney’s decision rule

for decoding at the source as investigated in [25]. However, the application of

Forney’s decision rule is computationally significantly more expensive than de-

coding verification by CRC.

Since RCPC coding is not systematic, it is not possible to achieve the code

rate of the modulator in the first ARQ round. This drawback can be overcome by

the application of turbo codes [116, 32] or the application of the lattice codes

given in [25, 26]. In this dissertation, the design decision in favour of RCPC

codes is motivated by the facts that the encoding and the decoding engines are

simple to implement and that RCPC codes show good FER performance.

In [15] interleaving is used to exploit time-diversity. However, in this work, it is

assumed that the Rayleigh fading channel is quasi-static over the complete code

word length, i.e., the channel is assumed to be long-term quasi-static. Therefore,

this channel model does not provide time-diversity [66, 117]. Consequently, the
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application of interleaving structures does not affect the system performance.

For simplicity, throughout this work it is assumed that all terminals are per-

fectly synchronized and that the ACK feedback channels are error and delay

free. Synchronization and channel estimation for the cooperative decode-and-

forward channel is studied [42]. Furthermore, considering the HARQ-DDF it is

assumed that the destination has perfect knowledge about the listen-transmit

decision-time. Therefore, for a real-world system application the communication

protocol has to provide synchronization headers within the code word to syn-

chronize the terminals and to provide the listen-transmit decision-time. Further-

more, ACK/NACK time slots are required to communicate the ACK/NACK

signal [75, 23]. In order to obtain the channel coefficients, it is common prac-

tice to probe the channels using training sequences [41, 42, 43]. Further coding

techniques for the DDF protocol are investigated in [25, 26, 27, 28].

7.2 Simulation Set-up

This chapter gives the fixed-rate outage probability and the delay-limited through-

put of the HARQ protocols introduced in Chapter 4 applying RCPC codes. To

this end, the performance is measured using the Monte Carlo simulation method

discussed in Section 5.7, assuming uniformly distributed BPSK channel inputs

and maximum-likelihood decoding. These results are compared against the per-

formance of the RCPC encoded HARQ communication systems. To this end,

a Monte Carlo simulation has been implemented in the C++ programming

language. For both simulations, the Rayleigh fading channel coefficients are

chosen to have unit variance and zero mean. In order to model the Rayleigh

fading AWGN channels, the pseudo-random number generators of the Boost li-

brary [100] are used. Furthermore, the noise variance at the relay Nr is selected

to be half of the noise variance at the destination1 Nd, i.e., Nr = Nd

2
. This

channel set-up ensures comparability with related work such as [25, 26, 18].

The inner RCPC code is selected as CRCPC(3, 1, 2) with puncturing period

P = 8 using the high-rate optimized puncturing patterns and the correspond-

ing generator polynom given in [109]. An appropriate outer 16-bit CRC code

1This system set-up is also used in [25, 26, 18] where the SNR of the source-to-relay channel
is defined to be 3dB better than the SD-SNR. However, using the noise variance to select
the SNR levels maintains comparability of the TPA and the NPA protocol variants.
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is selected from [114]. A pseudo-random number generator of the Boost library

is used to generate the uniformly distributed binary information sequences f of

length 110 bits. Consequently, together with 2 bits for code termination2 and

16 bits CRC information, the input sequence fCRC to the convolutional encoder

is of length 128 bits. The symbol mapper at the source maps the incoming

information sequences m′l onto the BPSK symbol constellation. Therefore, the

sequences m′l are of length 1 bit. The simulation is configured to measure the

outage probability and the delay-limited throughput over 107 information se-

quences per SD-SNR and D-SNR level.

The selected mother code CRCPC(3, 1, 2) comes with 16 puncturing patterns.

Consequently, the number of allowed ARQ rounds is L = 16 and the decoding

instant set offered by the mother code is D = {1, 2, . . . , 16}. Furthermore, the

associated code rate function is given according to (7.4) as

R(l) =
8

8 + l
− 18

128 + 16× l =
110

128 + 16× l , l ∈ D. (7.5)

Therefore, the maximum achievable code rate is R(1) = 0.76 BPCU and the

minimum code rate is R(16) = 0.29 BPCU.

7.3 Outage Probability Analysis Considering

SD-SNR and D-SNR

This section provides a discussion of the outage probability and the delay-

limited throughput measured as a function of the SD-SNR and measured as

a function of the D-SNR. Since the relay introduces additional energy into

the channel as seen at the destination, the performance measured as function

of the SD-SNR is not compared against the HARQ-SISO and HARQ-MISO

protocol. However, the performance measured as function of the D-SNR provides

a comparison with these protocols. Throughout this section the NPA protocol

variants are applied.

To this end, the decoding instant sets at the source and at the destination are

2In fact, the convolutional encoder is implemented to generate the termination sequence,
since the modules in front the encoder do not necessarily have knowledge about the mem-
ory v of the applied convolutional code.
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selected as D = Ds = Dd. For the HARQ-DDF protocol, the decoding instant

set at the relay is selected as Dr = {x, x+ 1, ..., 16} and for the HARDQ-MISO

protocol the ARQ round after which the second antenna assists the transmission

is given as t = x.

For comparison, the performance measures for the HARQ-SISO and the

HARQ-MISO protocols are given. The HARQ-SISO and the HARQ-MISO pro-

tocols are given by the HARDQ-MISO protocol with t = 8 and t = 0, respec-

tively. For the HARQ-MISO protocol the SD-SNR is measured across a single

source antenna to destination antenna channel.

Similar performance measures assuming a high-rate mother code are given in

Section 6.1.

HARDQ-MISO Protocol

Figure 7.1 depicts the outage probability of the HARDQ-MISO protocol mea-

sured as a function of the SD-SNR and as a function of the D-SNR, considering

uniformly distributed BPSK channel inputs. Measuring the outage probability

as a function of the SD-SNR shows a constant performance loss for the medium

to high SD-SNR range caused by increasing x = 1 to x = 8. However, for the

configurations x = 1 to x = 8 it can be observed that the outage probability

achieves the maximum diversity gain. For the configurations x = 10, 12, 14, a

significant loss of diversity gain can be observed. Furthermore, the HARQ-MISO

protocol outperforms the HARDQ-MISO protocol.

Measuring the outage probability as a function of the D-SNR as depicted in

Figure 7.1b shows similar performance. However, at low D-SNR it can be ob-

served that the configurations x = 1, 2, 3, 4 show equivalent outage probability.

But at high D-SNR, the configurations x = 2, 3, 4 show significant performance

loss in comparison with x = 1. Furthermore, it can be observed that the configu-

rations x = 1 to x = 8 achieve the same diversity as the HARQ-MISO protocol.

In difference to Figure 7.1a it can be seen that the configurations x = 1 to x = 6

outperform the HARQ-MISO protocol from an energy efficiency point of view.

For the configuration x = 8, a negligible performance loss in comparison with

the HARQ-MISO protocol can be observed. The configurations x = 10, 12, 14

achieve only the diversity of the HARQ-SISO protocol but show a significant

performance gain over the HARQ-SISO protocol.
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Figure 7.1: Comparison of the outage probability measured as a function of the SD-SNR
and D-SNR for the HARDQ-MISO protocol and increasing t = x, considering
uniformly distributed BPSK channel inputs.
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Figure 7.2: Comparison of the delay-limited throughput measured as a function of the SD-
SNR and D-SNR for the HARDQ-MISO protocol and increasing t = x, consid-
ering uniformly distributed BPSK channel inputs.
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Figure 7.2 depicts the delay-limited throughput of the HARDQ-MISO pro-

tocol measured as a function of the SD-SNR and as a function of the D-SNR,

considering uniformly distributed BPSK channel inputs. At low SD-SNR, sig-

nificant performance gains for decreasing x can be observed. Measuring the

delay-limited throughput as a function of the D-SNR shows lower performance

gains. Furthermore, it can be observed in Figure 7.2b that the HARDQ-MISO

protocol outperforms the HARQ-MISO protocol at low D-SNR. At medium to

high D-SNR, the HARQ-MISO protocol outperforms the HARDQ-MISO pro-

tocol. Furthermore, the delay-limited throughput decreases with increasing x.

For x = 14, the HARDQ-MISO protocol achieves a delay-limited throughput

equivalent to that of the HARQ-SISO protocol.

Comparing the performance difference of the HARQ-MISO and the HARDQ-

MISO protocol in Figure 7.1a and Figure 7.1b shows that the HARQ-MISO

protocol outperforms the HARDQ-MISO protocol in terms of delay-limited

throughput at medium to high D-SNR. However, Figure 7.1a reveals that the

performance difference is small from an energy efficiency point of view.

Similar performance gains, measured using the RCPC encoded simulation

systems, can be observed in Figure 7.3 and in Figure 7.4. But it can be observed

that the RCPC encoded communication systems do not achieve the theoretical

performance. Furthermore, while the HARDQ-MISO protocol outperforms the

HARQ-MISO protocol in terms of delay-limited throughput at low D-SNR for

uniformly distributed BPSK channel inputs, it can be observed in Figure 7.4b

that these performance gains are not achieved using the RCPC encoded HARQ

protocols. In fact, in this case the HARQ-SISO protocol outperforms both the

HARQ-MISO and the HARDQ-MISO protocol.

However, the performance considering uniformly distributed BPSK channel

inputs as well as the performance of the RCPC encoded HARQ protocols shows

that the HARDQ-MISO protocol achieves for low t significant gains over the

HARQ-MISO protocol in the depicted D-SNR range in terms of outage probabil-

ity. For medium D-SNR, the HARDQ-MISO protocol outperforms the HARQ-

SISO protocol in terms of delay-limited throughput.
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Figure 7.3: Comparison of the outage probability measured as a function of the SD-SNR and
D-SNR for the RCPC encoded HARDQ-MISO protocol and increasing t = x.
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Figure 7.4: Comparison of the delay-limited throughput measured as a function of the SD-
SNR and D-SNR for the RCPC encoded HARDQ-MISO protocol and increasing
t = x.
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(b) Outage probability as a function of the D-SNR

Figure 7.5: Comparison of the outage probability measured as a function of the SD-SNR and
D-SNR for the HARQ-DDF protocol and increasing min{Dr} = x, considering
uniformly distributed BPSK channel inputs.
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(b) Delay-limited throughput as a function of the D-SNR

Figure 7.6: Comparison of the delay-limited throughput measured as a function of the SD-
SNR and D-SNR for the HARQ-DDF protocol and increasing min{Dr} = x,
considering uniformly distributed BPSK channel inputs.
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HARQ-DDF Protocol

Considering uniformly distributed BPSK channel inputs, Figure 7.5 and Fig-

ure 7.6 depict the outage probability and the delay-limited throughput of the

HARQ-DDF protocol measured as a function of the SD-SNR and as a func-

tion of the D-SNR for increasing min{Dr} = x, respectively. In general, it

can be observed that the HARQ-DDF protocol shows similar performance as

the HARDQ-MISO protocol. However, in comparison with the HARQ-MISO

protocol the HARQ-DDF protocol shows smaller performance gains than the

HARDQ-MISO protocol for x < 10. In comparison with the HARQ-SISO pro-

tocol, the configuration x ≥ 10 shows equivalent performance gains to these of

the HARDQ-MISO protocol.

In terms of outage probability it can be seen at high D-SNR that the HARQ-

DDF protocol outperforms the HARQ-MISO protocol for the configuration x =

1 and x = 2 only. For x = 4, the HARQ-DDF protocol shows an equivalent

outage probability as the HARQ-MISO protocol at medium to high D-SNR.

For x > 8, the HARQ-DDF protocol does not achieve the diversity gain of

the HARQ-MISO protocol but provides significant performance gains over the

HARQ-SISO protocol.

While the HARDQ-MISO protocol outperforms the HARQ-MISO protocol

in terms of the delay-limited throughput, it can be seen in Figure 7.6b that the

HARQ-DDF protocol achieves only an equivalent performance as the HARQ-

MISO protocol in the low D-SNR range for x = 1, 2. However, at medium

D-SNR, the HARQ-DDF protocol shows significant performance gains over the

HARQ-SISO protocol for x = 1. These performance gains decrease for increasing

x. The HARQ-MISO protocol outperforms the HARQ-DDF protocol over the

complete D-SNR range.

Figure 7.7 and Figure 7.8 depict the outage probability and delay limited

throughput measured as a function of the SD-SNR and as a function of the D-

SNR for the RCPC encoded communication systems. In general, it can be seen

that RCPC encoded HARQ protocols show similar performance as measured

considering uniformly distributed BPSK channel inputs.

Furthermore, only the HARQ-DDF protocol with the configuration x = 1

outperforms the HARQ-MISO protocol at high D-SNR. For x > 1, a significant

performance loss can be observed in comparison with the HARQ-MISO proto-
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Figure 7.7: Comparison of the outage probability measured as a function of the SD-SNR and
D-SNR for the RCPC encoded HARQ-DDF protocol and increasing min{Dr} =
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Figure 7.8: Comparison of the delay-limited throughput measured as a function of the SD-
SNR and D-SNR for the RCPC encoded HARQ-DDF protocol and increasing
min{Dr} = x.
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Figure 7.9: Comparison of the outage probability of the HARDQ-MISO protocol and the
HARQ-DDF protocol measured as a function of the D-SNR considering Gaussian
channel inputs and increasing t = min{Dr} = x.
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col. For x > 8, the HARQ-DDF protocol does not achieve the diversity gain

of the HARQ-MISO protocol but shows performance gains over the HARQ-

SISO protocol. For x = 14, the HARQ-DDF protocol achieves an equivalent

performance as the HARQ-SISO protocol.

In terms of delay-limited throughput, it can be observed in Figure 7.8b that

the HARQ-DDF protocol is outperformed by the HARQ-SISO protocol at low

D-SNR but shows significant performance gains at medium D-SNR for the con-

figuration x = 1.

Outage Probability Considering Gaussian Channel Inputs

Both the HARDQ-MISO protocol and the HARQ-DDF protocol do not achieve

the diversity gain of the HARQ-MISO protocol for x > 8. This effect is note-

worthy, since it cannot be observed for the high-rate mother code configuration

investigated in Section 6.1. In order to investigate this effect, Figure 7.9 depicts

the outage probability of the HARQ protocols measured as a function of the D-

SNR considering Gaussian distributed channel inputs. It can be observed that

the HARDQ-MISO protocol and the HARQ-DDF protocol achieve the diver-

sity gain of the HARQ-MISO protocol for x > 8, while the performance loss in

comparison with the HARQ-MISO protocol increases with increasing x. There-

fore, it can be reasoned that the loss in diversity gain is caused by the upper

limit of the mutual information between the source and destination given by

the application of discrete channel inputs.

7.4 Performance Comparison of the NPA and the

TPA HARQ Protocols

This section details the outage probability and delay-limited throughput of the

HARDQ-MISO and the HARQ-DDF protocol applying the NPA and the TPA

protocol variants. To this end, the source and the destination apply the decod-

ing instant sets D = Ds = Dd, respectively. The HARDQ-MISO protocol is

configured to assist the transmission using the second antenna after the first

ARQ round, i.e., the HARDQ-MISO protocol is configured with t = 1. The

HARQ-DDF protocol is configured to apply the decoding instant set D = Dr at
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the relay, i.e., the relay attempts to decode the received information after each

ARQ round.

Figure 7.10 depicts the performance of the HARQ protocols considering uni-

formly distributed BPSK channel inputs. In terms of outage probability, it can

be observed in Figure 7.10a that the application of the NPA protocol achieves

higher performance gains than the application of the TPA protocols. Further-

more, it can be seen that the NPA HARDQ-MISO protocol outperforms the

HARQ-MISO protocol over the depicted D-SNR range, while the NPA HARQ-

DDF protocol outperforms the HARQ-MISO protocol for medium to high D-

SNR.

Considering the application of a high-rate mother code, it is demonstrated

in Section 6.3 that the TPA protocol outperforms the NPA protocol in terms

of the delay-limited throughput considering Gaussian channel inputs. However,

considering the code rate function (7.5) defined by the RCPC mother codebook,

it can be observed in Figure 7.10b that the TPA protocol does not provide an

advantage over the NPA protocol. In fact, the NPA HARDQ-MISO protocol

outperforms the TPA protocol variant at low D-SNR. Furthermore, both the

HARDQ-MISO protocol and the HARQ-DDF protocol show to outperform the

HARQ-SISO protocol over the depicted D-SNR range for both the NPA and

the TPA protocol variants.

Figure 7.11 depicts the performance of the HARQ protocols measured by

the simulation of the RCPC encoded communication systems. Besides signif-

icant performance offsets, it can be observed that the RCPC encoded HARQ

protocols show similar performance as the performance measured considering

uniformly distributed BPSK channel inputs. However, at low D-SNR it is shown

in Figure 7.11b that the NPA HARDQ-MISO protocol does not outperform the

corresponding TPA protocol. Furthermore, at low D-SNR the HARQ-SISO pro-

tocol outperforms both the HARDQ-MISO and the HARQ-DDF protocol for

both the NPA and the TPA protocol variants.
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Figure 7.10: Comparison of the outage probability and the delay-limited throughput applying
the NPA HARQ protocols and the TPA HARQ protocols, considering uniformly
distributed BPSK channel inputs.
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Figure 7.11: Comparison of the outage probability and the delay-limited throughput applying
the RCPC encoded NPA HARQ protocols and the TPA HARQ protocols.
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(b) Delay-limited throughput

Figure 7.12: Comparison of the outage probability and the delay-limited throughput of the
HARQ-DDF protocol with reduced decoding cost at the relay and considering
uniformly distributed BPSK channel inputs.
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(b) Delay-limited throughput

Figure 7.13: Comparison of the outage probability and the delay-limited throughput of the
RCPC encoded HARQ-DDF protocol with reduced decoding cost at the relay.
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7.5 Decoding Cost Reduction at the Relay for the

HARQ-DDF Protocol

This section demonstrates the effect of decoding cost reduction at the relay for

the HARQ-DDF protocol. To this end, the decoding instant sets at the source

and the destination are selected as D = Ds = Dd. Furthermore, the perforated

decoding instant sets Dr(z) applied at the relay are given as

Dr(1) = D, (7.6)

Dr(2) = {1, 2, 4, 6, 8, 10, 12, 14, 16}, (7.7)

Dr(3) = {1, 2, 5, 8, 11, 14, 16}, (7.8)

Dr(4) = {1, 2, 8, 14, 16}, (7.9)

Dr(5) = {1, 8, 16}, (7.10)

Dr(6) = {1, 16}, (7.11)

where the decoding cost decreases with increasing z. Due to the structure of

punctured convolutional codes and neglegting the computational cost due to

depuncturing, it is assumed that the decoding cost in each ARQ round is con-

stant. Consequently, according to (6.8) the decoding instant sets Dr(z) are as-

sociated with the decoding cost factors

cr(1) = 1, cr(2) =
8

15
cr(3) =

6

15
cr(4) =

4

15
cr(5) =

2

15
cr(6) =

1

15
.

Figure 7.12 depicts the outage probability and the delay-limited of the HARQ-

DDF protocol considering uniformly distributed BPSK channel inputs. In terms

of outage probability, it can be observed that the performance loss for z = 1 to

z = 5 is negligible and that the HARQ-DDF protocol outperforms the HARQ-

MISO protocol at high D-SNR. But for z = 6, the performance loss is significant

and the HARQ-DDF protocol does not outperform the HARQ-MISO protocol.

In Figure 7.12b, it can be seen that the performance loss due to decoding cost

reduction at the relay is negligible for all z. At low D-SNR, a small performance

loss can be observed for z = 6.

Figure 7.13 depicts the outage probability and delay-limited throughput ob-

tained by simulation of the RCPC encoded HARQ protocols. It can be observed
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that the conclusions drawn for the performance measured considering equally

distributed BPSK channel inputs are also valid for the RCPC encoded HARQ-

DDF protocol.

Consequently, compared with z = 1, the decoding cost can be reduced to a

factor of c(5) = 2
15

without a significant loss of outage probability and delay-

limited throughput. If the measure of interest is the delay-limited throughput,

the decoding cost can be reduced to a factor of c(6) = 1
15

with a small perfor-

mance loss at low D-SNR only.

7.6 Decoding Cost Reduction at the Relay and the

Destination

This section demonstrates the effect of decoding cost reduction at the destina-

tion for the HARDQ-MISO protocol and, at the relay and the destination for

the HARQ-DDF protocol.

To this end, the decoding instant set at the source is selected as D = Ds.

For the HARQ-DDF protocol, the decoding instant sets at the relay and the

destination are selected as Dd(z) = Dr(z) given in (7.7) to (7.11). For the

HARDQ-MISO protocol, the ARQ round after which the second antenna at

the source starts to participate the transmission is selected as t = min{Dd(z)}.
The associated decoding cost factors at the destination according to (6.9) are

cd(1) = 1, cd(2) =
9

16
cr(3) =

7

16
cr(4) =

5

16
cr(5) =

3

16
cr(6) =

2

16
.

For comparison, the worst-case performance measure of the HARQ-SISO pro-

tocol achieved with z = 6 and the best-case performance measure of the HARQ-

MISO protocol achieved with z = 1 is given.

Outage Probability Considering Uniformly Distributed BPSK Channel

Inputs

Considering uniformly distributed BPSK channel inputs, Figure 7.14 depicts

the outage probability of the HARDQ-MISO and the HARQ-DDF protocol.

For the HARDQ-MISO protocol, it can be observed that performance loss due

to decoding cost reduction at the destination is negligible for z < 6. For z = 6,
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(b) HARQ-DDF protocol

Figure 7.14: Outage probability of the HARDQ-MISO and HARQ-DDF protocol with re-
duced decoding cost at the relay and the destination considering uniformly dis-
tributed BPSK channel inputs.
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(b) HARQ-DDF protocol

Figure 7.15: Delay-limited throughput of the HARDQ-MISO and HARQ-DDF protocol with
reduced decoding cost at the relay and the destination considering uniformly
distributed BPSK channel inputs.
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(b) HARQ-DDF protocol

Figure 7.16: Outage probability of the RCPC encoded HARDQ-MISO and HARQ-DDF pro-
tocol with reduced decoding cost at the relay and the destination.
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Figure 7.17: Delay-limited throughput of the RCPC encoded HARDQ-MISO and HARQ-
DDF protocol with reduced decoding cost at the relay and the destination.
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a small performance loss can be observed at low to medium D-SNR. However,

at high D-SNR, no performance loss can be observed. Furthermore, for z =

1, 2, . . . , 6 the HARDQ-MISO protocol outperforms the HARQ-MISO protocol

with z = 6.

For the HARQ-DDF protocol, the performance loss in terms of outage prob-

ability is negligible for z < 4 and small for z = 4, 5. But for z = 6, a significant

performance loss can be observed. However, the comparison with the results

discussed in Section 7.5 shows that this performance loss is caused by the de-

coding cost reduction at the relay rather than at the destination. In difference to

the HARDQ-MISO protocol, the HARQ-DDF protocol outperforms the HARQ-

MISO protocol with z = 6 for z = 1, . . . , 4, only. Furthermore, in this range the

performance difference to the HARQ-MISO protocol is small.

Considering uniformly distributed BPSK channel inputs, Figure 7.15 depicts

the delay-limited throughput of the HARDQ-MISO and the HARQ-DDF pro-

tocol. In general it can be seen that both protocols show similar performance

for all z, while the performance loss of the HARQ-DDF protocol in compari-

son with the HARDQ-MISO protocol is negligible. In comparison with z = 1,

a small performance loss can be observed for z < 4. However, for z ≥ 4, the

performance loss is significant. For z = 1 both the HARDQ-MISO and the

HARQ-DDF protocol achieve the worst-case performance of the HARQ-SISO

protocol.

Consequently, it can be concluded that the performance loss due to decoding

cost reduction at the destination is negligible in terms of outage probability for

all z. However, in terms of the delay-limited throughput the performance loss is

small for z < 4 only. Consequently, the decoding cost at the destination can be

reduced to the factor c(3) = 7
16

without a significant performance loss in outage

probability and a small performance loss in delay-limited throughput.

Outage Probability of the RCPC Encoded HARQ Protocols

Figure 7.16 and Figure 7.17 depict the outage probability and the delay-limited

throughput of the HARDQ-MISO and the HARQ-DDF protocol measured for

the RCPC encoded communication system. Neglecting the performance offsets

between the performance measured considering uniformly distributed channel

inputs and the performance measured for the RCPC encoded HARQ protocols,
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it can be observed that the conclusions drawn for the performance measured

considering uniformly distributed BPSK channel inputs are also valid for the

RCPC encoded HARQ protocol.

7.7 Summary

This chapter provides a comparison of the outage probability and the delay-

limited throughput assuming uniformly distributed BPSK channel inputs and,

of the outage probability and the delay-limited throughput measured for the

RCPC encoded HARQ protocols. In general, it can be observed that the RCPC

encoded HARQ protocols show very similar performance characteristics as the

performance measured considering uniformly distributed BPSK channel inputs,

neglecting the performance offsets due to a low memory of the convolutional

code.

Section 7.3 provides a discussion of the performance of the HARQ protocols

measured as a function of the SD-SNR and as a function of the D-SNR. To this

end, several configurations with increasing x = t for the HARDQ-MISO proto-

col and, correspondingly, increasing x = min{Dr} for the HARQ-DDF protocol

are selected. Comparing the performance of these configurations measured as

a function of the SD-SNR and as a function of the D-SNR shows significant

differences in the performance characteristics at low SD-SNR and low D-SNR.

Measuring the performance as a function of the SD-SNR shows that the configu-

ration x = 1 outperforms all other configurations in terms of outage probability

and delay-limited throughput. Measuring the performance as a function of the

D-SNR shows that the configurations x ≤ 4 achieve equivalent performance at

low D-SNR.

Furthermore, measuring the performance of the HARDQ-MISO protocol and

of the HARQ-DDF protocol as a function of the D-SNR enables the comparison

with the HARQ-SISO and the HARQ-MISO protocol on the system level. It is

shown that the HARDQ-MISO and the HARQ-DDF protocol outperform the

HARQ-MISO protocol at high D-SNR.

In comparison to the performance analysis considering a high-rate mother

code given in Section 6, it is demonstrated that the RCPC encoded HARDQ-

MISO protocol and RCPC encoded HARQ-DDF protocol do not achieve the
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diversity of the HARQ-MISO protocol if x is close to the number of allowed ARQ

rounds L. The performance measures given for Gaussian distributed channel

inputs demonstrate that this difference stems from the upper bound on the

mutual information of the corresponding channels given by the BPSK symbol

constellation.

Section 7.4 provides a performance comparison of the NPA and the TPA

protocol variants. For the high-rate code applied in the analysis in Section 6.3,

it is shown that the NPA protocol variant outperforms the TPA protocol variant

in terms of outage probability, but the TPA protocol variant outperforms the

NPA protocol variant in terms of delay-limited throughput. In comparison, the

performance measures given for the RCPC encoded HARQ protocols show that

the NPA protocol variant outperforms the TPA protocol variant in terms of

outage probability, but both variants achieve comparable performance in terms

of delay-limited throughput. In comparison with the high rate analysis given in

Section 6.3, it can be conjectured that this difference attributes the fact that

the applied RCPC code provides only low code rates.

Section 7.5 and Section 7.6 consider the reduction of the computational de-

coding cost at the relay and at the destination. It is shown that the decoding

cost can be reduced significantly, without a remarkable performance loss in out-

age probability and delay-limited throughput. These results are consistent with

the high-rate analysis given in Section 6.4 and Section 6.5.



CHAPTER 8

Conclusion

This dissertation considers the design and analysis of the HARQ-DDF protocol

for the quasi-static flat Rayleigh fading half-duplex relay channel. The perfor-

mance measures of interest are the fixed-rate outage probability and the delay-

limited throughput. Appropriate HARQ-SISO and HARQ-MISO protocols are

given to benchmark the performance of the HARQ-DDF protocol. Furthermore,

a novel variant of the HARQ-MISO protocol, the so-called HARDQ-MISO pro-

tocol is introduced.

The proposed HARQ protocols enable the application of rate assignment tech-

niques considering unequal rate assignment for the source-to-relay and source-

to-destination channel. This enables the scalability of computational cost at the

relay and at the destination, and comes together with significant performance

gains in terms of delay-limited throughput.

It is common practice to measure the fixed-rate outage probability and the

delay-limited throughput of the cooperative relay channel as a function of the

source-to-destination channel. However, it is outlined that this technique is in-

appropriate to benchmark the performance of the HARQ-DDF protocol against

the HARQ-SISO and the HARQ-MISO protocol from an energy efficiency point
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of view. Therefore, in [18] the TPA DDF protocol variant is used to enable the

performance comparison of the DDF relay channel against the SISO and the

MISO channel from an energy efficiency point of view. But this protocol variant

complicates the DDF protocol and might not be feasible in practice. Instead, it

is appropriate to consider the NPA protocol variant.

In order to include the energy efficiency perspective into the performance

comparison of the HARQ-DDF and the HARDQ-MISO protocols against the

HARQ-SISO and the HARQ-MISO protocols, this work recommends to measure

the performance on the system level, i.e. the performance measures should be

given as a function of the D-SNR.

The sequel briefly reviews the main contributions of this work and gives

recommendations for future applications:

• Section 6.1 and Section 7.3 compare the performance characteristics of the

HARQ-SISO, HARQ-MISO, HARDQ-MISO and the HARQ-DDF proto-

col measured on the one side as a function of the SD-SNR and on the

other side measured as a function of the D-SNR. Taking the energy effi-

ciency into account, this comparison reveals that the HARQ-DDF protocol

and the HARDQ-MISO protocol outperform the HARQ-MISO protocol

in terms of outage probability. Therefore, in case that the figure of merit

is the outage probability, i.e. reliability, the HARQ-DDF protocol and

the HARDQ-MISO protocol are preferable. On the other hand, in case

that the figure of merit is the delay-limited throughput, the HARQ-MISO

protocol should be used.

• Measuring the performance as a function of the D-SNR, it is demonstrated

in Section 6.3 and Section 7.4 that the NPA protocols outperform the TPA

protocols in terms of outage probability. However, considering high rate

codes, the TPA protocols outperform the NPA protocols in terms of delay-

limited throughput. Considering low rate codes the differences in delay-

limited throughput are negligible. Consequently, in case that the figure

of merit is the outage probability it is recommended to apply the NPA

protocols. In case that the figure of merit is the delay-limited throughput

it is recommended to apply the TPA protocols.

• In [31] it is demonstrated that code-rate assignment techniques enable to
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gain performance in terms of throughput for the HARQ-SISO protocol

using Gaussian channel inputs. These results are confirmed in Section 6.2

for the HARQ-MISO, HARDQ-MISO and the HARQ-DDF protocol. Fur-

thermore, it is demonstrated that code-rate assignment techniques provide

even more remarkable performance gains considering discrete channel in-

puts, as used in real-world applications.

Additionally, in Section 6.4, 6.5, 7.5 and 7.6 it is demonstrated that code-

rate assignment techniques enable scalibility of decoding cost with negli-

gible performance loss.

Therefore, it is recommended that code design for the HARQ-MISO,

HARDQ-MISO and the HARQ-DDF protocol takes the application of

code-rate assignment techniques into account.

• Chapter 5 gives the closed form solutions for the fixed-rate outage prob-

ability and the delay-limited throughput for the HARQ-SISO, HARQ-

MISO, HARDQ-MISO and the HARQ-DDF protocol considering code-

rate assignment and Gaussian channel inputs. These results can be used

for code-rate assignment optimization considering fixed-rate outage prob-

ability, delay-limited throughput and decoding cost. Furthermore, the

closed-form solutions provide valuable performance benchmarks for real-

world applications.

• In Chapter 7 the RCPC code is used to validate the performance proper-

ties investigated in Chapter 6 using a practical coding scheme. For real-

world applications it is recommended to consider low-density parity-check

codes and turbo codes since these codes are known to achieve better per-

formance.



CHAPTER 9

Outlook Towards Future Work

The research carried out in this work applies the long-term quasi-static Rayleigh

fading channel to model the land mobile radio channel and the WLAN channel.

As discussed in Section 3.1, this channel model is not appropriate to model real-

world scenarios. Thus, continuing research should consider the Suziki process

to obtain a more appropriate channel model.

Measuring the performance of the HARDQ-MISO and the HARQ-DDF pro-

tocol on the system-level as a function of the D-SNR enables the comparison

against the HARDQ-MISO and the HARQ-DDF protocol from an energy effi-

ciency perspective. However, this method enables the performance comparison

on the system level within a large number of communication protocols, such

as the corresponding non-HARQ protocols, the orthogonal DF protocols, and

the non-orthogonal and orthogonal AF protocols. In context of this work, the

performance comparison of the DDF protocol with the orthogonal DF protocols

is of particular interest, since the DDF protocol comes together with a higher

degree of complexity.

Furthermore, energy efficiency is the main objective in the field of green com-

munication. In this context. the LTW DF protocol is embedded into cognitive
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radio schemes to exploit cooperative diversity gains in [3, 17]. Since the DDF

protocol outperforms the LTW DF protocol its application in cognitive radio

systems is of particular interest. In this research the performance analysis should

be carried out considering the D-SNR to enable the comparison of energy effi-

ciency among different protocols on the system level.

In order to simplify the problem analysis in this work, the mobile wireless

network is reduced to the single relay channel model. While this approach is

appropriate for initial research activities, future research has to focus on the

extension towards multiple relays and cooperative communication networks.

Furthermore, the computational cost analysis is of major importance for the

practical application of a coding scheme in a communication system. In par-

ticular, in context of mobile wireless communication it is desirable to minimize

the computational cost, since it has a major impact on power consumption and

dissipation, and the required CPU clock rate. Throughout this work, computa-

tional cost is considered to be dominated by the decoding process. The Sections

6.4, 6.5, 7.6 and 7.5 give a performance analysis of the HARQ protocols consid-

ering the worst-case computational cost. However, for a comprehensive analysis,

the decoding cost has to be computed considering the probability of decoding

in a particular ARQ round. Using this result and the analysis given in Chapter

5, Chapter 6 and Chapter 7, an interesting research activity is to investigate

the optimal trade-off between outage probability, delay-limited throughput and

computational cost.

By perforation of the decoding instant sets applied at the relay it is demon-

strated that the worst-case computational cost can be significantly reduced

without sacrificing delay-limited throughput. However, a major performance

loss in terms of outage probability can be observed. By perforation of the de-

coding instant sets applied at the destination it is demonstrated that a sig-

nificantly reduced worst-case computational cost results in a small increase in

outage probability while a significant impact on the delay-limited throughput

can be observed. Due to these results, it can be conjectured that the opti-

mization of the trade-off between outage probability, delay-limited throughput

and computational cost can be performed independently for the relay and the

destination.

Further related and promising research areas include transmit power opti-
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mization techniques and rate optimization techniques as investigated in [31].
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APPENDIX A

Outage Probability

This chapter gives the derivation the outage probability of the HARQ-MISO

channel, the HARDQ-MISO channel. To simplify notation, define the joint prob-

ability of two mutually independent, exponentially distributed random variables

γ0 and γ1 with respective mean σ2
0 and σ2

1 as

G(γ0, γ1) =
1

σ2
0σ

2
1

e
− γ0
σ20
− γ1
σ21 . (A.1)

A.1 Outage Probability of the HARQ-MISO

protocol

The mutual information of the complex Alamouti encoded MISO channel with

two transmit antennas at the source and a single receive antenna at the desti-

nation is given as

I(2) = log2 (1 + ρ(γ0 + γ1)) , (A.2)

where ρ denotes the SNR at the destination and γ0 and γ1 denote the exponen-

tially distributed channel gains with mean σ2
0 and σ2

1, respectively. Then, the

152
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outage probability is defined as

P
(2)
out = Pr(I(2) < R) (A.3)

= Pr

(
γ0 + γ1 <

2R − 1

ρ

)
, (A.4)

where R > 0 and ρ > 0.

For σ2
0 = σ2

1 = 0 the expectation of the mutual information becomes

E
[
I(2)
]

= 0, (A.5)

i.e., no reliable communication across the MISO channel is possible, and there-

fore the outage probability is given as

P
(2)
out = 1, σ2

0 = 0, σ2
1 = 0. (A.6)

For σ2
0 = 0 and σ2

1 > 0, or σ2
1 = 0 and σ2

0 > 0 the MISO channel effectively

represents the SISO channel with the outage probabilities

P
(2)
out = 1− e−

2R−1

ρσ20 , σ2
0 > 0, σ2

1 = 0, (A.7)

P
(2)
out = 1− e−

2R−1

ρσ21 , σ2
0 = 0, σ2

1 > 0. (A.8)

For σ = σ2
0 = σ2

1 (A.4) can be solved using the Erlang distribution as

Pout,MISO = 1−
(

1 +
2R − 1

ρσ2

)
e
− 2R−1

ρσ2 , σ2 = σ2
0 = σ2

1. (A.9)

For σ2
0 > 0, σ2

1 > 0 and σ2
0 6= σ2

1 the outage probability (A.4) is given by the

solution of

Pout,MISO =

M∫

γ0=0

β(γ0)∫

γ1=0

G(γ0, γ1)dγ0dγ1, (A.10)

where the integral limits

M =
2R − 1

ρ
, (A.11)

and

β(γ1) = M − γ1 (A.12)
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are defined by the condition γ0 + γ1 <
2R−1
ρ

. Then, the solution of (A.10) is

Pout,MISO =
1

σ2
0σ

2
1

M∫

γ0=0

β(γ0)∫

γ1=0

e
− γ0
σ20
− γ1
σ21 dγ0dγ1 (A.13)

=
1

σ2
0

M∫

γ0=0

e
− γ0
σ20

[
1− e−

β(γ0)

σ21

]
dγ0 (A.14)

=
1

σ2
0

M∫

γ0=0

e
− γ0
σ20 dγ0 −

1

σ2
0

M∫

γ0=0

e
− γ0
σ20
−β(γ0)

σ21 dγ0 (A.15)

= 1− e−
M

σ20 − 1

σ2
1

M∫

γ0=0

e
− γ0
σ20
−M−γ0

σ21 dγ0 (A.16)

= 1− e−
M

σ20 − e
−M

σ21

σ2
1

M∫

γ0=0

e
−γ0 σ

2
1−σ

2
0

σ20σ
2
1 dγ0 (A.17)

= 1− e−
M

σ20 − σ2
0

σ2
1 − σ2

0

e
−M

σ21

[
1− e−M

σ21−σ
2
0

σ20σ
2
1

]
, (A.18)

where in step

1. (A.14) the integral is solved for γ1,

2. (A.15) the remaining integral is split up for readability,

3. (A.16) the left-hand-side integral is solved and β(γ0) is back-substituted

in the right-hand side integral,

4. (A.17) the constant e
−M

σ21 is moved in front the integral,

5. (A.18) the integral is solved for γ0.
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Therefore, the probability density function Pout,MISO is given as

Pout,MISO =





1, σ2
0 = 0, σ2

1 = 0,

1− e−
2R−1

ρσ20 , σ2
0 > 0, σ2

1 = 0,

1− e−
2R−1

ρσ21 , σ2
0 = 0, σ2

1 > 0,

1−
(

1 + 2R−1
ρσ2

)
e
− 2R−1

ρσ2 , σ2 = σ2
0 = σ2

1,

1− e−
M

σ20 − σ2
0

σ2
1−σ2

0
e
−M

σ21

[
1− e−M

σ21−σ
2
0

σ20σ
2
1

]
, σ2

0 > 0, σ2
1 > 0, σ2

0 6= σ2
1.

(A.19)

A.2 Outage Probability of the HARDQ-MISO

protocol

Let l denote the current ARQ round, t the ARQ round in which both antennas

are used for transmission, and define l ∈ Dd throughout this chapter. Then, the

mutual information accumulated up to ARQ round l of the channel between

the source and the destination, and considering the HARDQ-MISO protocol is

given as

I(3)(l) =




I(1), t ≥ l,

R(l)
R(t)

I(1) + R(t)−R(l)
R(t)

I(2), t < l.
(A.20)

For any l ≤ t the second antenna does not participate in transmission and

therefore the outage probability is defined by the SISO channel as

Pout(l|l ≤ t) = Pr
[
I(3)(l) < R(l)

]
= 1− e−

2R(l)−1

ρ1σ
2
0 . (A.21)
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For l > t the outage probability is

Pout(l|l > t) = Pr
(
I(3)(l) < R(l)

)
(A.22)

= Pr
(
γ1 + γ0 <

2φ − 1

σ2

)
(A.23)

=

M∫

γ0=0

β(γ0)∫

γ1

G(γ0, γ1)dγ0dγ1 (A.24)

= 1− e−
M

σ20 − 1

σ2
0

M∫

γ0=0

e
− γ0
σ20
−β(γ1)

σ21 dγ0, (A.25)

where the derivation follows the same steps 1 to 3 as used in the derivation of

(A.14) and φ is

φ = 2
R(l)R(t)
R(t)−R(l)

− R(l)
R(t)R(l)

log(1+ρ1γ0). (A.26)

However, M is given as

M =

{
γ : R(l) =

R(l)

R(t)
log2(1 + ρ1γ) +

(
1− R(l)

R(t)

)
log2(1 + ρ2γ)

}
, (A.27)

and β(γ0) is derived as

R(l) =
R(l)

R(t)
log2

(
1 + ρ1γ0

)
+
R(t)−R(l)

R(t)
log2

(
1 + ρ2(γ0 + γ1)

)

(A.28)

R(l)R(t)

R(t)−R(l)
=

R(l)

R(t)−R(l)
log2

(
1 + ρ1γ0

)
+ log2

(
1 + ρ2(γ0 + γ1)

)
(A.29)

2
R(l)R(t)
R(t)−R(l) = (1 + ρ1γ0)

R(l)
R(t)−R(T ) (1 + ρ2(γ0 + γ1)) (A.30)

β(γ0) =
2

R(l)R(t)
R(t)−R(l)

ρ2 (1 + ρ1γ0)
R(l)

R(t)−R(l)

− 1

ρ2
− γ0 = γ1. (A.31)
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A.2.1 Upper and lower bounds for M

The upper integration limit M given in A.27 can be obtained numerically by

solving

R(l)

R(t)
log2(1 + ρ1γ) +

(
1− R(l)

R(t)

)
log2(1 + ρ2γ)−R(l) = 0 (A.32)

for γ, using Brents root finding algorithm [95]. To this end, upper and lower

bounds on γ are required to confine the search interval. In order to derive

pragmatic bounds differ the three cases ρ1 = ρ2, ρ1 < ρ2 and ρ1 > ρ2.

Case: ρ1 = ρ2

For ρ1 = ρ2 = ρ the integration limit is

M =
2R(l) − 1

ρ
. (A.33)

Case: ρ1 < ρ2

In this case (A.32) can be upper bounded as

(
1− R(l)

R(t)

)
log2(1 + ρ2γ)−R(l) < 0, (A.34)

which results in

γ <
2

R(l)R(t)
R(t)−R(l) − 1

ρ2
. (A.35)

A lower bound is given by defining ρ1 := ρ2. Then, (A.32) becomes

R(l)

R(t)
log2(1 + ρ2γ) +

(
1− R(l)

R(t)

)
log2(1 + ρ2γ)−R(l) > 0 (A.36)

and the lower bound is given as

γ >
2R(l) − 1

ρ2
. (A.37)
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Therefore, in case ρ1 < ρ2 the search interval can be confined as

2R(l) − 1

ρ2
< γ <

2
R(l)R(t)
R(t)−R(l) − 1

ρ2
. (A.38)

Case: ρ1 > ρ2

In this case (A.32) can be upper bounded by defining ρ1 := ρ2 as

R(l)

R(t)
log2(1 + ρ2γ) +

(
1− R(l)

R(t)

)
log2(1 + ρ2γ)−R(l) < 0, (A.39)

which results in

γ <
2R(l) − 1

ρ2
. (A.40)

The lower bound can be derived as

0 =
R(l)

R(t)
log2(1 + ρ1γ) +

(
1− R(l)

R(t)

)
log2(1 + ρ2γ)−R(l) (A.41)

=
R(l)

R(t)
log2(1 + ρ1γ) + log2(1 + ρ2γ)− R(l)

R(t)
log2(1 + ρ2γ)−R(l) (A.42)

>
R(l)

R(t)
log2(1 + ρ1γ) + log2(1 + ρ2γ)−R(l) (A.43)

>
R(l)

R(t)
log2(1 + ρ1γ) + log2(1 + ρ1γ)−R(l), (A.44)

where in step (A.44) ρ2 := ρ1. Then, the lower bound is

γ >
2

R(l)R(t)
R(t)+R(l) − 1

ρ1
. (A.45)

Therefore, in case ρ1 > ρ2 the search interval can be confined as

2
R(l)R(t)
R(t)+R(l) − 1

ρ1
< γ <

2R(l) − 1

ρ2
. (A.46)



APPENDIX B

Comparison of Closed-Form and

Simulation Results for the TPA HARQ

Protocols

Considering Gaussian channel inputs, Figure B.1 and Figure B.2 depict the

outage probability and delay-limited throughput of the TPA HARQ protocols

as a function of the D-SNR and compare the closed-form results against the

Monte Carlo simulation results. The HARQ protocols are configured according

to Section 5.7.1. Both figures demonstrate the agreement of the closed-form and

the simulation results.
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Figure B.1: Outage probability of the TPA HARQ protocols measured as a function of the
D-SNR. The Monte Carlo simulation results verify the closed-form expressions
given in Chapter 5.
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Figure B.2: Delay-limited throughput of the TPA HARQ protocols measured as a function
of the D-SNR. The Monte Carlo simulation results verify the closed-form expres-
sions given in Chapter 5.



APPENDIX C

Numerical Performance Analysis

Considering SD-SNR and D-SNR

C.1 Cnon-opt and 16-QAM Channel Inputs

Section 6.1 compares the performance of the HARQ protocols measured as a

function of the SD-SNR and the D-SNR for the non-optimized codebook Cnon-opt
and assuming Gaussian channel inputs. Correspondingly, this section gives the

performance comparison assuming uniformly distributed 16-QAM channel in-

puts.

Figure C.1 and Figure C.2 depict the outage probability measured as a func-

tion of the SD-SNR and the D-SNR for the HARDQ-MISO and the HARQ-

DDF protocol, respectively. The HARDQ-MISO protocol shows the same per-

formance characteristics as observed for the assumption of Gaussian channel

inputs. However, in comparison to Section 6.1, the performance measured for

the HARQ-DDF protocol with configuration x = 1 in Figure C.2 does not show

to achieve the performance of the configurations x = 2 and x = 3 at high

D-SNR.

161
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(b) Outage probability as a function of the D-SNR

Figure C.1: Comparison of the outage probability measured as a function of the SD-SNR
and D-SNR for the HARDQ-MISO protocol considering uniformly distributed
16-QAM channel inputs and increasing t = x.
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(b) Outage probability as a function of the D-SNR

Figure C.2: Comparison of the outage probability measured as a function of the SD-SNR and
D-SNR for the HARQ-DDF protocol considering uniformly distributed 16-QAM
channel inputs and increasing min{Dr} = x.
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Figure C.3: Comparison of the delay-limited throughput measured as a function of the D-
SNR and the SD-SNR for the HARDQ-MISO protocol considering uniformly
distributed 16-QAM channel inputs and increasing t.
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Figure C.4: Comparison of the delay-limited throughput measured as a function of the D-SNR
and the SD-SNR for the HARQ-DDF protocol considering uniformly distributed
16-QAM channel inputs and increasing min{Dr}.
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Figure C.3 and Figure C.4 depict the delay-limited throughput measured as a

function of the SD-SNR and the D-SNR for the HARDQ-MISO and the HARQ-

DDF protocol. In comparison to Section 6.1, a significant kink can be observed

at RDL = 2 which is caused by the non-optimized rate function Rnon-opt(l)

given in (6.1). Section 6.2 shows that this characteristic can be abolished by

the application of the optimized mother code Copt associated with the code rate

function Ropt(l) given in (6.2).

C.2 Copt and Gaussian Channel Inputs

Section 6.1 compares the performance of the HARQ protocols measured as

a function of the SD-SNR and the D-SNR for the non-optimized codebook

Cnon-opt assuming Gaussian channel inputs. Correspondingly, this section gives

the performance comparison for the optimized code book Copt.

C.2.1 HARDQ-MISO Protocol

Considering Gaussian channel inputs, Figure C.5 and Figure C.6 depict the out-

age probability and the delay-limited throughput of the HARDQ-MISO proto-

col, respectively. With respect to the comparison of the performance measured

as a function of the SD-SNR against the performance measured as a function

of the D-SNR, it can be observed that the application of the optimized code-

book Copt shows similar performance characteristics as the application of the

non-optimized codebook Cnon-opt.
Figure C.9 depicts the outage probability measured as a function of the SD-

SNR and the D-SNR for the HARDQ-MISO protocol. In comparison to the per-

formance obtained for the non-optimized codebook Cnon-opt it can be observed

that the performance loss for increasing x is significantly smaller. However, in

comparison with the configuration x = 1, a significant performance loss can

be observed for x = 7. Furthermore, in comparison to Figure C.9a, measuring

the outage probability as a function of the D-SNR as depicted in Figure C.5b

shows no performance loss at low D-SNR. This characteristic is consistent with

the observation for the non-optimization codebook given in Section 6.1. In com-

parison to Section 6.1, the optimized codebook outperforms the HARQ-MISO

protocol for all configurations x in terms of outage probability.
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Figure C.5: Comparison of the outage probability measured as a function of the SD-SNR and
the D-SNR for the HARDQ-MISO protocol considering Gaussian channel inputs
and increasing t = x.
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Figure C.6: Comparison of the delay-limited throughput measured as a function of the SD-
SNR and the D-SNR for the HARDQ-MISO protocol considering Gaussian chan-
nel inputs and increasing t = x.
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Figure C.7: Comparison of the outage probability measured as a function of the SD-SNR and
the D-SNR for the HARQ-DDF protocol considering Gaussian channel inputs
and increasing min{Dr} = x.
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(b) Delay-limited throughput as a function of the D-SNR

Figure C.8: Comparison of the delay-limited throughput measured as a function of the SD-
SNR and the D-SNR for the HARQ-DDF protocol considering Gaussian channel
inputs and increasing min{Dr} = x.
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Correspondingly, Figure C.10 depicts the delay-limited throughput measured

as a function of the SD-SNR and the D-SNR. While it is demonstrated in Section

6.1 that the HARQ-SISO protocol outperforms the HARDQ-MISO protocol for

configuration x = 1, it can be observed in Figure C.10b that the optimized

codebook Copt outperforms the HARQ-SISO protocol at medium to high D-

SNR.

C.2.2 HARQ-DDF Protocol

Considering Gaussian channel inputs, Figure C.7 and Figure C.8 depict the

outage probability and the delay-limited throughput of the HARQ-DDF proto-

col, respectively. With respect to the comparison of the performance measured

as a function of the SD-SNR against the performance measured as a function

of the D-SNR, it can be observed that the application of the optimized code-

book Copt shows similar performance characteristics as the application of the

non-optimized codebook Cnon-opt.
Figure C.11 depicts the outage probability measured as a function of the

SD-SNR and the D-SNR for the HARQ-DDF protocol. It can be observed that

both performance measures show the same characteristics from low to high D-

SNR. While a significant increase in performance loss with increasing x can

be observed in Section 6.1, the application of the optimized codebook shows a

small performance loss for the configuration x = 7 only.

Correspondingly, Figure C.12 depicts the delay-limited throughput measured

as a function of the SD-SNR and the D-SNR. In Section 6.1 it is demonstrated

that the application of the non-optimized codebook allows to achieve at most

the performance of the HARQ-SISO protocol. However, Figure C.8b shows that

the application of the optimized codebook enables to outperform the HARQ-

SISO protocol at medium to high D-SNR.

C.3 Copt and 16-QAM Channel Inputs

Section 6.1 compares the performance of the HARQ protocols measured as

a function of the SD-SNR and the D-SNR for the non-optimized codebook

Cnon-opt assuming Gaussian channel inputs. Correspondingly, this section gives
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the performance comparison for the optimized code book Copt and assuming

uniform distribution of 16-QAM channel inputs.

Figure C.9 and Figure C.10 depict the outage probability and the delay-

limited throughput of the HARDQ-MISO protocol, respectively. It can be ob-

served that the application of uniform distributed 16-QAM channel inputs gives

the same performance characteristics as observed for Gaussian channel inputs

in Section C.2. However, in terms of delay-limited throughput, Figure C.10b

shows that the application of 16-QAM channel inputs results in a significant

performance loss at medium D-SNR in comparison with Gaussian channel in-

puts. Furthermore, the performance gains over the HARQ-SISO protocol are

smaller. These observations are also valid for the corresponding performance

measures of the HARQ-DDF protocol depicted in Figure C.11 and Figure C.12
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(b) Outage probability as a function of the D-SNR

Figure C.9: Comparison of the outage probability measured as a function of the SD-SNR and
the D-SNR for the HARDQ-MISO protocol considering uniformly distributed 16-
QAM channel inputs and increasing t = x.
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(b) Delay-limited throughput as a function of the D-SNR

Figure C.10: Comparison of the delay-limited throughput measured as a function of the SD-
SNR and the D-SNR for the HARDQ-MISO protocol considering uniformly
distributed 16-QAM channel inputs and increasing t = x.
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(b) Outage probability as a function of the D-SNR

Figure C.11: Comparison of the outage probability measured as a function of the SD-SNR
and the D-SNR for the HARQ-DDF protocol considering uniformly distributed
16-QAM channel inputs and increasing min{Dr} = x.
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(b) Delay-limited throughput as a function of the D-SNR

Figure C.12: Comparison of the delay-limited throughput measured as a function of the D-
SNR and the SD-SNR for the HARQ-DDF protocol considering uniformly dis-
tributed 16-QAM channel inputs and increasing min{Dr} = x.



APPENDIX D

Performance of the RCPC Encoded

HARQ Protocols With Increasing Memory

This appendix compares the performance measured for the RCPC encoded

HARQ protocols against the performance measured for Gaussian channel in-

puts, and for uniformly distributed BPSK channel inputs. The performance of

the RCPC encoded HARQ protocols is improved by increasing the code mem-

ory size. To this end, consider the RCPC mother code CRCPC(3, 1, v) associated

with the code rate function R(l) given in (7.5). On the one hand, the perfor-

mance considering Gaussian channel inputs is computed using the closed-form

expressions given in Chapter 5. On the other hand, the performance consider-

ing uniformly distributed BPSK channel inputs is measured using the Monte

Carlo simulation method as discussed in Chapter 5.7. The performance of the

RCPC encoded HARQ protocols is measured using the Monte Carlo simulation

method for code memory sizes of v = 2, 4, 6.

Figure D.1, Figure D.2, Figure D.3 and Figure D.4 depict the corresponding

performance measures in terms of outage probability and delay-limited through-

put for the HARQ-SISO, HARQ-MISO, HARDQ-MISO and the HARQ-DDF

protocol, respectively. It can be observed that the assumption of the Gaussian

177
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Figure D.1: HARQ-SISO protocol: comparison of the achievable performance and the per-
formance applying RCPC coding with memory v = 2, 4, 6.

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

-5  0  5  10  15  20  25  30

P
o

u
t

D-SNR [dB]

v=2
v=4
v=6

BPSK
Gaussian

(a) Outage probability

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

-5  0  5  10  15  20  25  30

R
D

L
 [
B

P
C

U
]

D-SNR [dB]

v=2
v=4
v=6

BPSK
Gaussian
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Figure D.2: HARQ-MISO protocol: comparison of the achievable performance and the per-
formance applying RCPC coding with memory v = 2, 4, 6.

channel inputs is superior than the assumption of uniformly distributed BPSK

channel inputs. It is noteworthy that the Alamouti code is not capacity achiev-

ing. Therefore, the performance considering Gaussian channel inputs gives the

achievable performance with respect to Alamouti encoding. However, it can be

observed that the RCPC encoded HARQ protocols do not give the achievable

performance measures. But increasing the code memory order v significantly

improves the performance measured for the RCPC encoded HARQ protocols.
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Figure D.3: HARDQ-MISO protocol: comparison of the achievable performance and the per-
formance applying RCPC coding with memory v = 2, 4, 6.
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Figure D.4: HARQ-DDF protocol: comparison of the achievable performance and the perfor-
mance applying RCPC coding with memory v = 2, 4, 6.



APPENDIX E

Publications

E.1 On the Dynamic Decode-and-Forward Relay

Listen-Transmit Decision Rule in Intersymbol

Interference Channels

This conference paper was presented and accepted for publication on the 9th

WSEAS International Conference on DATA NETWORKS, COMMUNICA-

TIONS, COMPUTERS (DNCOCO ’10) that took place in November 3-5, 2010.

180











Appendix E: Publications 185

E.2 RCPC Coding for the Dynamic

Decode-and-Forward Channel

This conference paper was presented and accepted for publication on the 3rd In-

ternational Conference on IEEE Conference on Microwaves, Communications,

Antennas and Electronic Systems (IEEE COMCAS 2011) that took place in

November 7-9, 2011.















Appendix E: Publications 192

E.3 The Dynamic Decode-and-Forward Channel:

SNR Allocation For Fair Performance Analysis

This conference paper was presented and accepted for publication on the 21st

Telecommunications forum TELFOR 2013 (IEEE TELFOR 2013) that took

place in November 26-28, 2013.












