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Abstract

Ad hoc cyber resiliency can introduce delays and further vulnerabilities resulting in increased
threats, impacts and costs. Within the healthcare context, these delays can cause physical harm
to patients. Research has shown that a priori evaluation of cyber resiliency plans can reduce or
avoid such delays. However, the absence of an approved catalogue of cyber resiliency require-
ments and the lack of semantic interoperability among the available cyber resiliency standards
and frameworks leave healthcare infrastructures puzzled. This study aims to determine how
current domain knowledge can assist healthcare systems to be more cyber resilient by design.
Building on existing cyber resiliency work, it asks how a socio-technical a priory analysis ap-
proach could help healthcare systems become more cyber resilient by design. In this context,
cyber resiliency is defined as the ability to analyse resiliency capabilities at a cyber security
requirements level, to maintain a set of security constraints by reducing the impact and likeli-
hood of adverse occurrences that violate security constraints.

Based on a literature review and specification of stakeholders as individuals or/and organ-
isations affected by the proposed treatment, we designed a domain model that semantically
aligns concepts and their relations. In this way, we were able to describe the entities of the
problem domain space. To manage these entities, we needed to search for ways to measure
them. Using the existing literature and combining it with the metrics of relevance to how we
defined cyber resiliency, utilising the Goal, Question, Metrics (GQM) approach, we enhanced
the attributes of the domain model with resiliency metrics.

To examine if the existing cyber security languages express cyber resiliency concerns, we
used a case study to apply them and compare them. That resulted in association tables among
their semantic and syntactic capabilities. It also allowed us to identify Secure Tropos as a mod-
elling language that had the most expressivity. Hence, we extended Secure Tropos to cover the
cyber resiliency domain entities as expressed in the domain model. To allow stakeholders to
use our methodology, we designed a process based on observed patterns in the literature. We
also tried ourselves in small case studies to identify a meaningful analysis path. This endeav-
our led us to the design of a relevant process using SPEM 2.0. Furthermore, to support the
reasoning using the modelled metrics, we designed algorithms that automated some aspects
of cyber resiliency analysis. We developed a software tool to demonstrate and test the above
components of our approach that we named Built-In resilieNcy Analysis (BINA).

To evaluate our treatment (BINA), we used two case studies from the health care domain.
In this way, we were able to demonstrate the applicability and benefits of applying the BINA
approach. Then we interviewed Chief Technology/Information Officers working for medi-
cal device manufacturers and hospitals and Software Engineers with more than 15 years of
experience. The interviews involved a brief presentation of the BINA approach, which they
implemented in a small case study. Subsequently, they filled in a questionnaire that asked for
their feedback regarding the modelling language, the process, the automation and the tool. We
also had the opportunity to apply BINA to an actual case study in an ongoing Brighton and



Hove living lab project. This allowed us to analyse the cyber resiliency of a healthcare system
under development. The combination of the different evaluation methods contributed to the
reduction of biases and threats against validity.

xvi
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Chapter 1

Narrative

1.1 Motivation

NIST SP 800-160 v.2 defines ’cyber resiliency’ as "The ability to anticipate, withstand, recover from,
and adapt to adverse conditions, stresses, attacks, or compromises on systems that use or are enabled
by cyber resources" [10, p. xiv]. Cyber resiliency decision making tends to be more routine,
a process that occurs without thinking, rather than an actual decision-making process [11].
However, good organisational habits can lead to success, and cyber resiliency can become the
"keystone habit" for healthcare infrastructures. A keystone habit means that by focusing on be-
coming more cyber resilient, healthcare infrastructures can improve their overall performance
and even financial position.

This thesis is considering cyber resiliency within a health care context. Therefore by way
of introduction, it is necessary first to consider the health context and then discuss its cyber
resiliency challenges intertwined with the broader context of cybersecurity.

1.1.1 The Healthcare Environment

Healthcare moves increasingly closer to the patient’s location. In the past, the delivery of
some healthcare services was possible only in hospitals. With technological advances, health-
care services can now be provided remotely (e.g., telesurgery, insulin pumps, implantable
cardioverter-defibrillators). Healthcare service provision ranges from low to high acuity as
a patient’s needs increase.

Hospitals are still an essential part of the healthcare environment, especially when acute
care is required. However, their ownership is not necessarily governmental. Hospital owners
can be private organisations (for-profit or non-profit), and even though rarely, individuals can
own them.

The healthcare environment does not include only hospitals. It also includes other healthcare-
related facilities, such as pharmacies, hearing centres, dental clinics, home care programs, com-
munity health centres, hospices, and medical equipment suppliers. These organisations are
also essential for the provision of healthcare services.

As a consequence, a broad range of stakeholders characterises the healthcare environment.
Their broad range can be understood from a simple example, that of a patient. A patient can be
from a newborn infant to advanced age or a physician that has fallen ill. Patients are especially
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susceptible to threats. Their conditions render them less able to secure themselves. Cyberse-
curity bears the responsibility to protect them from cyber threats and attacks. However, each
patient type yields unique security challenges, needs and concerns that resilient security plans
need to consider.

The provider of healthcare services bears the responsibility to provide a cyber-secure health-
care environment for all patients. It has the same duty when it comes to their healthcare staff
too. Here, the range is broad again and can include physicians and technical caregivers to
support staff, facilities management, and biomedical equipment repair personnel.

From a cybersecurity perspective, a security practitioner is another important stakeholder.
The healthcare environment has many context limitations related to the patient’s condition,
healthcare operations, state and availability, and legal and financial considerations. A health-
care cybersecurity plan needs to take into account such aspects. These aspects require cyberse-
curity professionals to protect and respond to threats and attacks against healthcare systems.

In general, a system is a set of components that cooperate in some way. The World Health
Organisation (WHO) defines a healthcare system as "(i) all the activities whose primary pur-
pose is to promote, restore and/or maintain health; (ii) the people, institutions and resources,
arranged together in accordance with established policies, to improve the health of the pop-
ulation they serve, while responding to people’s legitimate expectations and protecting them
against the cost of ill-health through a variety of activities whose primary intent is to improve
health." [12, p. 9].Complex adaptive systems address structures that change based on their en-
vironment to survive. Systems thinking is a holistic approach that analyses the change and
complexity of a system as an interconnected whole, rather than components in isolation.

1.1.2 Healthcare Cybersecurity

The term healthcare cybersecurity is quite vague. It can be given a different meaning in dif-
ferent settings. In particular, within the context of healthcare systems, cybersecurity can be
generally defined as a system of safeguards designed to protect, respond and recover from
threats and attacks to achieve relative security for all people interacting within the healthcare
system and its environment.

This definition, of course, leaves the problem of defining relative security. It is well un-
derstood in the cyber context that what is secure today may not be secure tomorrow or even
later today. In practice, cybersecurity is intended to reduce the occurrence and impact of detri-
mental incidents. It does not aim, though, to do so for all systems and their components.
Cybersecurity, then, is related to the criticality of the entity to be protected (e.g., process, goal,
asset), and it cannot be static. In other words, it needs to be responsive to incidents. As in-
cidents, systems, and environmental conditions change, so does cybersecurity design. This
phenomenon requires systems’ cybersecurity to be designed to force their engagement in re-
sponsive behaviours to produce desirable effects. This requirement also applies in the health-
care environment.

Effective healthcare cybersecurity needs to be aligned with the goals of the healthcare sys-
tem and the organisation in which it operates. Still, in practice, many security systems are
designed having as a primary concern their legal compliance or security standards (e.g., ISO
27001/13). Of course, legal restrictions affect the cybersecurity of a healthcare system, but cy-
bersecurity is fundamentally a business function. As such, it needs to be tailored to a specific
healthcare system’s needs.

A system-specific by-design cybersecurity development is essential because it will protect

3



the healthcare system’s interests while complying with legal requirements. However, it still
leaves the ability to the healthcare organisation to decide the most beneficial cybersecurity
course of action, given the specific circumstances of an incident.

Cybersecurity is essential for the provision of healthcare services for a variety of reasons:

• Secure cyber healthcare is a moral responsibility for the common good.

• Cybersecurity-focused on healthcare connects and complies to sector-specific legal ac-
creditation and regulatory concerns.

• Cybersecurity affects the provision of patient care given restricted resources.

• Cybersecurity contributes to maintaining good relations with the general public, the lo-
cal community and the healthcare personnel that feel that they can trust the healthcare
system to at least not harm them.

Healthcare systems have to consider cybersecurity as they bear the responsibility of manag-
ing healthcare services provided to patients. In the case of occurrences of cyber incidents, they
might be held responsible for cybersecurity corporate negligence. In other words, if healthcare
organisations provide services in a manner that fails to meet standard healthcare cybersecurity
practices and this causes harm, they will be penalised.

1.1.3 Medical Devices and Cybersecurity

Medical Device Manufacturers (MDMs) tend to come from infrastructures that, after the in-
dustrial revolution, adjusted to market changes. It seems that the majority of the MDMs have
their routes to fine mechanics (e.g., in the past, they were manufacturing watches), pharma-
ceuticals (they tend to expand to medical device manufacturing) and machinery, materials and
biomaterials. A medical device has two main components: the machine and the application. In
other words, a physical (hardware) component and a cyber (software) component. Depending
on the past orientation of the MDM, more commonly, hardware/machinery requirements are
prioritised over software/application requirements.

Consequently, MDMs design and develop new medical devices based on past habits, rather
than assessing the current context in which these devices operate (cf. Fig. 1.1). At the top left
of Fig. 1.1 are the suppliers of medical device manufacturers. At the bottom right are the
healthcare facilities (e.g., clinics, hospitals, blood banks) that MDMs provide medical devices.
This illustration shows how healthcare infrastructures interconnect in the context of medical
devices. Furthermore, this view reveals that the cybersecurity habits of one type of healthcare
infrastructure affect others.

Admittedly there are no infrastructures, including MDMs, without institutional habits.
When it comes to cybersecurity 1, there are only MDMs where the design of cybersecurity is de-
liberate and MDMs where cybersecurity happens without forethought. Usually, in the second
case, that means that it grows from rivalries and fear among departments. It is common knowl-
edge that requirements often get political. For example, a typical collision occurs between the
marketing and the research and development departments of medical device manufacturers.
The marketing department tends to focus on user needs, whereas the research and develop-
ment department tends to be more concerned with functional and safety aspects. Neither of

1Here, we exclude cyber resiliency as after we talked with two medical device manufacturers, they made clear
that at this point in time as well as in the past, they do not focus on cyber security let alone cyber resiliency.
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Figure 1.1: Healthcare infrastructures relations in the context of medical devices.

them, though, is interested in supporting cybersecurity requirements, let alone cyber resiliency
ones.

Based on Nelson and Winter [13], corporate behaviour reflects the general habits of the
employees and strategic operations coming from a MDM’s past. Here their finding suggests
that a MDM’s cybersecurity attentiveness reflects organisational habits and past practices (e.g.,
cybersecurity is an IT issue). This finding further implicates that cybersecurity decisions are
not, in many cases, the results of a detailed survey of an incident and the available assets,
people and processes, but somewhat distant branches of the decision tree. In other words,
MDMs’ choices should be based on deliberate decision making, but that is not what happens in
practice. Those MDMs that realise the necessity of cybersecurity, at least because of legislative
requirements, tend to seek expertise from the banking sector. Fig 1.2 shows how the relations
between healthcare infrastructures and the stakeholders involved in a generic procurement
process.

Figure 1.2: Medical device manufacturers current attentiveness to cybersecurity.

Manufacturers are increasingly developing networked medical devices. As a consequence,
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the cybersecurity and cybersecurity risks have increased too. Focusing on cybersecurity risks,
suppliers, manufacturers and customers share the cybersecurity responsibility throughout the
procurement process and before or after the occurrence of cyber incidents. The number of
cyber incidents is rising as the sophistication of offenders is swiftly growing. Unfortunately,
many manufacturers do not take sufficient account of this as they are more focused on the
hardware aspects of their products. A potential reason for the negligence of cybersecurity in
medical devices manufacturing might stem from the lack of collective pressure coming from
healthcare facilities. If healthcare facilities require cybersecurity from medical device manufac-
turers, then this will move to their suppliers too. Ideally, that will drive all the participants in
the chain of medical devices to be more attentive to the cybersecurity requirements associated
with hardware and software, too (cf. Fig. 1.3).

Figure 1.3: A suggestion about how to make more cybersecurity attentive the medical device
manufacturers.

The EU regulations (MDR, IVDR) explicitly demand cybersecurity for both generic med-
ical devices and in vitro diagnostic medical devices (IVDs). These regulations (for medical
devices (MDR) and in vitro diagnostic medical devices (IVDR)) entered into force in 2017, and
after a transition period of three (2020) and five (2022) years, respectively, they will be fully
implemented. The importance of these regulations lies in the establishment of requirements.
However, before examining these requirements, the provision of the terminology used from
MDR and IVDR is also essential.

Based on Article 2(1) of the MDR a medical device is "any instrument, apparatus, appliance,
software, implant, reagent, material or other article intended by the manufacturer to be used, alone or in
combination, for human beings" [14]. Similarly, Article 2(2) of the IVDR defines an IVD as "medical
device which is a reagent, reagent product, calibrator, control material, kit, instrument, apparatus, piece
of equipment, software or system, whether used alone or in combination, intended by the manufacturer
to be used in vitro for the examination of specimens, including blood and tissue donations, derived from
the human body" [15].

MDR and IVDR classify medical devices based on their risk class. As the risk increases, the
MDMs have to carry out conformity assessments. The assessments demonstrate that the med-
ical device meets the requirements of the two regulations (MDR, IVDR). The only categories
of devices that are considered low risk are the class I MDs and the class A IVDs. These classes
conjure with the assurance levels of the cybersecurity act [16], according to which the cyberse-
curity risk has three assurance levels (basic, substantial, high). A product, service or process
takes a cybersecurity risk characterisation based on the probability and impact of an incident.
For example, a pacemaker with a high assurance level means that the certified medical device
has been subject to the highest security tests.
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In the MDR [14] security is addressed in six instances. At the very beginning (39), it neces-
sitates patient awareness regarding the security information of an implanted device. Annex I
(17.2) and (17.4) refers to programmable electronic systems such as software, cybersecurity is
considered part of a manufacturer’s responsibility for the devices’ life cycle and risk manage-
ment. Annex I (23.4, ab) refers to the instructions of use again concerning devices that incor-
porate programmable electronic systems; it is important to include requirements, not only for
hardware and networking capabilities but also for IT security mechanisms. Annex VI (6.5.3)
concerns the unique identification of devices at the level of software; minor revisions do not
include security patches. This exclusion implies that security configurations can affect a de-
vice’s performance, the safety of use and data analysis. For the confidentiality of personal data,
Annex XV (4.5) states the implementational necessity of security mechanisms suitable to tackle
data breaches.

In the IVDR [16] security is addressed in five instances, very similar to MDR. First, in Annex
I (16.2) and (16.4), programmable electronic systems and the need for their cybersecurity is
stated. Second, in Annex I (20.4.1, ah), the establishment of security requirements becomes
explicit. Third, in Annex VI (6.2.3), concerning the unique identification of devices at the level
of software, manor revisions do not include security patches. Finally, Annex XIV (4.5) sets out
the demands for security mechanisms to undertake cases of data breaches.

Figure 1.4: Regulations based healthcare model.

These two regulations define the healthcare context of cybersecurity as abstracted in Fig. 1.4.
An economic operator can be "a manufacturer, an authorised representative, an importer, a
distributor or a person". As such, he/she give devices to healthcare institutions. The user of
a device can be an actor with or without medical knowledge. A healthcare institution is an
establishment that provides care or treatment of patients/public health. A device (following
the definition given above) can be part of a system. A system stands for interconnected assets
that aim to achieve an intended medical purpose synergistically. An intended purpose stands
for the purpose that the manufacturer of a device designated. Devices and systems experience
incidents. Incidents, according to MDR and IVDR are any breakdowns, bugs of a device that
can lead to adverse effects. In particular, the regulations define the adverse effects of serious
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incidents relating them to the general public’s and individuals’ loss of lives and/or deterio-
ration of their health state. Corrective actions are taken to eradicate the cause of an incident,
whereas mitigative measures reduce the adverse effects that an incident can cause.

To connect medical devices with cybersecurity, using the definitions given from the Euro-
pean Union in Regulation (EU) 2019/881 [16] and Directive (EU) 2016/ 1148 [17] relevant to
cybersecurity, we constructed Fig. 1.5 that depicts how the key terms used in the domain relate
to each other. A network and information system can be an electronic communications network,
a device or group of interconnected devices or data. Cyber threats are occurrences that can
adversary effect a network and information system and/or its related actors. The defence of
network and information systems and the various types of actors that interact with them (e.g.,
users, operators, technicians) from cyber threats requires cybersecurity activities. The two cy-
bersecurity directives use the term risk as an overarching word that covers both cyber threats
and incidents. Incidents stand for an occurrence that negatively effects the cybersecurity of
network and information systems. In contrast, cyber threats negatively affect network and
information systems, not their cybersecurity. Respectively, incident handling deals with every
plan that assists the detection, analysis, containment, eradication and response of an incident.

Figure 1.5: Cybersecurity risks terminology clarifications.

From the above, it becomes clear that cybersecurity risk analysis needs to go past the exam-
ination of use case scenarios. Instead, cybersecurity needs to cover cases outside the expected
use (e.g., misuse and abuse cases). Therefore, the concept of anticipated misuse must be in-
vestigated more accurately because the MDM now has to examine all technical possibilities of
invasion into the networked MDs. Moreover, in contrast to most other essential MDs’s require-
ments, there are no harmonised standards on cybersecurity and consequently cyber resiliency.
Therefore, there is no approved catalogue of requirements that are recognised as reflecting the
required state of the art.

1.2 Terminology

This section offers a clarification of the meaning of some standard terms used thought this
document. The terms relating to the design and investigating research activities conducted,
meaning either the artefact or the healthcare context with which it interacts. With the term
design, we refer to decisions made about treatment, whereas specifications stand for the docu-
mentation of a treatment’s desired properties (internal and external).

In design activities, the term artefact stands for any entity designed from people with a
specific purpose. An artefact can relate to the whole life-cycle of a healthcare system or one
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or more particular phases. The users of an artefact are people that are part of the context with
which it interacts. Regularly this document uses the term treatment and initially the similar
in meaning term of treatment-to-be. Overall a treatment refers to the design of artefacts. These
designers are referred to as treatments because their contribution to their purpose is subject to
validation, and that implies that design is not necessarily a solution but rather an attempt to
be tested.

The validation of treatment examines how a proposed treatment (i.e., the Build-In ResilieNcy
Analysis (BINA) framework and its components) are contributing to the satisfaction of stake-
holders goals. Researchers conduct validation within controlled environments where they
expose an artefact to models of the context to predict how it interacts. The term model is used
within this research to refer to analogic models. Analogic models represent entities of interest
in a way that allows answering relevant questions about them. Targets is another way to refer
to these entities of interest. For example, in this project, a BINA instance represents resiliency
requirements and allows their analysis for a specific healthcare system by design.

This document, in the context of investigation activities, refers to Critical Infrastructures
(CIs). There are thirteen officially recognised categories of CIs in the UK; those are chem-
icals, nuclear, communications, defence, emergency services, energy, finance, food, govern-
ment, health, space, transport, and water [18]. The focus of this study is on the CIs identified
as critical and entitled ’Health’ in the UK. However, there are considerations if the ’Emergency
Services’ and, more precisely, the sub-sector ’Ambulance’ must be included. Nevertheless, the
lead organisations regarding the CIs of ’Health’ and the Sub-Sector of ’Emergency Services’,
’Ambulance’ are shared, and we refer to both of them under the term Healthcare Critical Infras-
tructures (HCCIs).

HCCIs are increasingly dependent on CPSs as is the case with other types of CIs. CPSs
merge digital capabilities of communication, monitoring and control with physical functions
that take place in the kinetic world of CIs. These systems consist of multiple components, com-
monly including sensors, actuators, control processing units, and communication devices [19].
CPSs form grids that communicate through networks that make them susceptible to cyber at-
tacks [20]. There is a wide range of CPSs that support the operations of HCCIs. Table 1.1 lists
some relevant examples.

The term Medical Cyber-Physical Systems (MCPSs) refer more precisely to systems of Medical
Devices (MDs) and their components that are critical for life, aware of their operational context
and networked [21]. Recognisably, the size and complexity of MCPSs is increasing, making
their development a laborious and error prompt process [21]. Lee et al. have categorised them
based on their primary functions to monitoring and delivery devices, that collaborate with
administrative and decision-support systems[21]. HCCIs incorporate also other forms of CPSs
and in particular to what is in this document referred as Medical Facilitys (MFs) [22]. MFs
stand for other CPSs used in the same environment as Medical Devices (MDs) and interacting
with them (e.g., Building Controls Systems (BCSs) monitors and environmental equipment
like boilers, chillers and air conditions).

Cybersecurity studies of HCCIs, like hospitals, also investigate their organisational as-
pect [23]. In other words, there is research that studies HCCIs as organisations that each
one has its unique system characteristics, interactions, dependencies and entities. The term
healthcare system integrates these three aspects of HCCIs, namely the MDs, the MFs and their
organisational characteristics.

Cybersecurity challenges characterise such environments. From threats against medical
data to attackers’ capabilities to monitor, degrade, destruct, command and control, and deny
the operation of a MCPS. In other words, these technologies hold the potentials to be turned
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Table 1.1: Examples of Cyber-Physical Systems (CPSs) in Healthcare Critical Infrastructures
(HCCIs) (based on [1, 2, 3])

Name Acronym
Strategic Information Systems SIS
Management Information Systems MIS
Operational Information Systems OIS
Clinical Health Information Systems CHIS
Administrative Health Information Systems AHIS
Financial Health Information Systems FHIS
Business Management Systems BMS
Care Administration Systems CADS
Clinical Management Systems CMAS
Medical Devices and Equipment MDE
Health Applications HA
Building Control Systems BCS
Utility Management Control Systems UMCS
Energy Management Control Systems EMCS
Computerised Maintenance Management Systems CMMS
Computer-Aided Facility Management Systems CAFMS
Electronic HealthCare Record EHCR
Decision Support Systems DSS
Robotic Systems RS
Simulation Training Systems STS
Health Telematics Systems HTS
Health Decisions Computer Simulation Systems HDCSS

against their original design purpose and inflict harm directly to patients, healthcare personnel
and indirectly to society as a whole.

1.3 Background and Research Objectives and Assumptions

Build-In ResilieNcy Analysis (BINA) is paramount because it helps companies adopt resiliency
plans that will not cause further harm. As we have discussed in the previous sections, cyber
resiliency needs to support the overall organisational goals. However, the type and amount
of incidents that can occur are numerous. Healthcare organisations cannot act on all of them
because (i) every resiliency approach has a cost (not only in monetary terms), and (ii) organisa-
tions have limited resources. Hence, HCCIs want to make sure that they adopt only resiliency
plans that are beneficial or at least not harmful for the specific circumstances of an incident.
For example, a software update to a laparoscopic laser during an operation is not about the
cyber aspect but also the medical impact on patients and everyone in the operating theatre.
Hence a BINA needs to consider incidents not just as a technological issue but also context
related.

We have seen that MDMs deal with cybersecurity based on past habits rather than their
current context of information. By comparing different responses within the context of a HCCI
(e.g., the cost of a healthcare service due to a successful cyber attack), BINA plays a vital role
in the alignment of a MDM’s business with its cyber resiliency strategy (which at present is
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not explicitly consider, but only as part of cybersecurity). However, cybersecurity has a more
preventative and protective focus than cyber resiliency that wants to mitigate the impact, erad-
icate an attack and recover the organisational functions back to their regular operations. In
healthcare, we have also observed the absence of harmonised requirements standards on cy-
bersecurity and, consequently, cyber resiliency. Therefore, there is no approved catalogue of
requirements recognised as reflecting the required state of the art. HCCI need the means to
elicit such requirements as they need to comply with regulations. They need a systematic ap-
proach that will offer them traceability and justification of their decisions, and it will contribute
to clear communication among diverse stakeholders.

Hence, the results of this research work shall help to reach four different research objectives:

• to deliver resilient ISs (generally in terms of dependence to other response plans and
their importance for a specific system);

• to create a link between business cyber resiliency needs and system resiliency measures,
provided by risk-based approaches, to obtain a suitable for the system resiliency;

• to perform a priori resiliency analysis (i.e. before the design of a IS), as opposed to a
posteriori;

• to produce deliverables under the form of models as proof of cyber resiliency manage-
ment.

1.3.1 Requirements engineering

Requirements Engineering (RE) takes place during the early phases of the development of an
IS. For this work, we adopt the following definition for RE: "Requirements engineering is the
branch of software engineering concerned with the real-world goals for, functions of, and constraints
on software systems. It is also concerned with the relationship of these factors to precise specifications
of software behaviour and their evolution over time and across software families" [24]. Although
this is subject to debate, researchers often differentiate between early and late RE [25]. Early
requirements analysis emphasised understanding the whys of the system-to-be rather than
what it should do. What the system should do is addressed during late requirements analysis.
We argue that IS development should address security and, consequently, resiliency from early
RE. In this context, we define a requirement as "a condition over the phenomena of the environment
that we wish to make true by installing the machine" [26].

Requirements are further distinguished to functional that focus on what the system should
do [27, 28] as opposed to non-functional requirements. There is no clear consensus on what
precisely is a non-functional requirement [27], and many different definitions have already
been proposed [28, 29]. In this research, we perceive a non-functional requirement as a prop-
erty, or quality, that the product must have [28]. The literature considers security requirements
as non-functional requirements like usability, performance and resiliency. However, regarding
security-resiliency requirements, they can be sometimes functional requirements. For exam-
ple, as depicted in [27] there are security requirements that are functional as focus on what the
system should do under certain circumstances. For example, a database should grant access to
personal data only to users with an authorised user name and password. Nevertheless, most
of the time, security is considered a non-functional requirement [30, 28, 29, 31]. In the con-
text of this thesis, and mainly because most of the security-oriented modelling languages we
study consider security requirements as non-functional requirements [32, 33], we adopt this
convention.
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1.3.2 The important role of RE in the BINA context

The role of RE with regards to Build-In ResilieNcy Analysis (BINA) can be highlighted, as illus-
trated in Fig. 1.6. BINA is a specific case of the general business/IT alignment challenge [34].
ISs consist of IT infrastructure, here healthcare-related, and human-based tasks that support
the realisation of the business strategy and its associated value scheme. This value scheme
consists of knowledge and services planned and managed through processes, assembling or-
ganisational competencies [35, 36]. The alignment challenge stems from the IT risks that impact
business functions. In healthcare, that could mean that medical devices vulnerabilities can neg-
atively impact the provision of health and even lead to death. Thus, relevant research needs to
find ways to mitigate the misalignment of business and technology. Even though a business
can have mitigations in the form of controls and countermeasures to protect its technological
infrastructure, preventative and protective measures can fail.

Figure 1.6: Business/IT alignment at the level of resilient cybersecurity.

Nevertheless, critical business operations need to continue. RE and, more particularly,
Goal-Oriented Requirement Engineering (GORE) approaches can contribute to that by focus-
ing on the resiliency of cybersecurity [37, 38, 39]. GORE approaches in the literature seem
to be valuable and effective for the management of requirements. At the same time, GORE
approaches vary in the granularity of analysis and their use in the decision-making process.

More precisely, as depicted in Fig. 1.6, an IT system designer can use GORE: (i) at the busi-
ness level to understand the resiliency objectives associated with the cybersecurity business
strategy; (ii) at the technology level, to express the requirements associated with the resiliency
requirements in place to respond, recover and return to normal operations mitigating the im-
pact on the healthcare infrastructure. Requirements will express the expected properties of
these resiliency plans in terms of their impact on the negative incidents. (iii) at the business/IT
alignment level, the progressive refinement of business resiliency objectives are supported by
the IS cybersecurity resiliency requirements. Using GORE approaches, a security engineer can
systematically investigate the different alternatives regarding the fulfilment of cybersecurity
resiliency goals by resiliency requirements.
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1.3.3 Model-based approaches

In software engineering, the classical approach adopted for a long time is to produce maps
of the software product before starting the development. This approach is mainly driven by
the generalised use of the UML standard [40]. However, when planning for cybersecurity
incidents, the introduction of a model-based approach is motivated by several factors, related
first to the efficiency of the BINA process, and second to the relevance of the product resulting
from the performed process.

Models are structures that help us understand a particular issue of interest. Models can
be simplifications of the world, mathematical analogies or exploratory/artificial constructs.
When a model’s primary purpose is realism, it removes any redundant attributes. Analogical
models aim to capture a process, system or phenomenon. Instead of capturing or representing
reality, models that represent an alternative reality aim to operate as an analytic and computa-
tional tool in which the user can explore possibilities and try new ideas. This type of models
allows users to explore scenarios outside what is currently the state of the world.

The three main characteristics that are common among models are simplicity, precision
and erroneousness. (i) Models are simple as they remove unnecessary details. (ii) Models
make precise definitions. By simplification and precision, they create spaces within which
reasoning can generate a hypothesis, design solutions and analyse data. However, (iii) all
models are wrong because they simplify through omission [41]. This last characteristic justifies
the existence of different models used to analyse the same phenomena.

Independently of its form, a model needs to be tractable. In other words, it must be simple
enough to assist reasoning. Model rigour assures rational coherence. That reasoning can then
be grounded in evidence by taking models to test, consecutively leading to refinement and
improvement. We need models to make sense of the streams of data that we collect. They help
us to clarify assumptions and think logically. We can use them to adjust, calibrate and test
causal and correlative claims. In other words, reasoning through models is the association of
conditions and deduction of rational assumptions.

Apart from reasoning support, models also explain in the form of testable hypothesis phe-
nomena. By relating knowledge and understanding, they facilitate communication and allow
exploration of possibilities and occurrences. In addition, models are helpful for predictions
and conceptualisation of the unknown. Thus, in many instances, they guide decision making
and support strategic, tactical and operational planning and implementational activities.

Overall, models from data lead to intellectual power. Data is raw, uncoded occurrences,
experiences or phenomena. Example data within the healthcare setting are heart rate, blood
pressure, births and deaths. These data named and partitioned turn into information. For ex-
ample, hospital inpatients’ records and radiographic images. When we organise information,
commonly in the form of models, it forms knowledge, such as psychological, biological and
bio-socio-psychological models. Finally, intellectual power derives from identifying and ap-
plying relevant knowledge, for instance, to know how to apply the biological model to treat a
patient.

1.3.4 Research assumptions

Consequently, this research work relies on three main assumptions:

• Considering resiliency during the early phases of cyber-secure IS development is bet-

13



ter than later in the development process or once the IT healthcare system is already
designed;

• Using a GORE approach provides beneficial results to define the resiliency requirements
of cyber-secure healthcare ISs;

• To have a model-based approach supporting the Build-In ResilieNcy Analysis (BINA)
process improves the design and final product coming from the various resiliency anal-
ysis steps.

1.4 Research scope

This research work is standing in the Healthcare System Cybersecurity Resiliency domain.
In this section, we define the different concepts and the boundaries of this research project,
summarised in Fig. 1.7.

Figure 1.7: Research scope.

1.4.1 Cybersecurity

The glossary of the Committee on National Security Systems (CNSS) defines ’cybersecurity’ as
"the ability to protect or defend the use of cyberspace from cyber-attacks." [42]. Currently, the litera-
ture recognises ’kinetic cyber-attacks’. These attacks are cyber-physical attacks that intend to
cause physical damage in the real world to people, buildings, equipment, infrastructure or a
nation’s way of life. They go beyond virtual attacks and theft of data. Cyber-physical attacks
can target systems and unintentionally harm human lives. Thus, the notion of security that
we adopt in this work is associated with the CNSS-4009 definition and extends to the physical
impact that kinetic cyber-attacks can have. In this sense, ’cybersecurity’ protects and defends
against kinetic cyber-attacks initiated from cyberspace.

1.4.2 Healthcare

According to NIST SP 800-66 a ’healthcare provider’ is "a provider of services ..., a provider of
medical or health services ..., and any other person or organisation who furnishes, bills, or is paid
for healthcare in the normal course of business." [43]. The same standard also refers to ’covered
healthcare providers’ referring to "any provider of medical or other health services, or supplies,
who transmits any health information in electronic form ..." [43]. Within this context, the same SP
defines as ’health information’ "any information, whether oral or recorded in any form or medium,

14



that: (1) Is created or received by a healthcare provider, health plan, public health authority, employer, life
insurer, school or university, or healthcare clearinghouse; and (2) Relates to the past, present, or future
physical or mental health or condition of an individual; the provision of healthcare to an individual; or
the past, present, or future payment for the provision of healthcare to an individual." [43].

CNSSI-4009 defines a ’critical infrastructure’ as a "system and assets, whether physical or vir-
tual, so vital to (a nation) ... that the incapacity or destruction of such systems and assets would have a
debilitating impact on security, national economic security, national public health or safety, or any com-
bination of those matters." [42]. As we have seen, Healthcare Critical Infrastructures (HCCIs) in
the UK need protection from cyber-attacks and kinetic cyber-attacks. An emergency stands for
a sudden, unexpected event requiring immediate response due to a possible threat to health
and safety or the environment. The concept of emergency connects with resiliency within the
healthcare context and the need for HCCIs to be cyber secure. Thus, here we consider cy-
ber and physical aspects of healthcare IS and network beyond healthcare as mere data. This
broader definition derives from our perspective that healthcare organisations are Healthcare
Critical Infrastructures (HCCIs).

1.4.3 Resiliency

NIST SP 800-34 define ’resilience’ as "the ability to adapt to changing conditions and prepare for,
withstand, and rapidly recover from disruption." [44]. Resilience has also taken more specific def-
initions based on its application to a system or network. More specifically, NIST SP 800-30
defines ’information system resilience’ as "the ability of a ... system to (1) continue to operate under
stress, even if in a degraded condition while maintaining essential ... operational capabilities; and (2) re-
cover effectively and quickly." [45]. Whereas ’network resilience’ can be understood as "the ability
of a ... system network to (1) provide continuous operation (i.e., highly resistant to cyber-attack and able
to operate in a degraded mode if damaged); (2) recover effectively if a cyber-attack does occur; and (3)
scale to meet rapid or unpredictable demands." [46]. This thesis focuses on the generic definition of
resilience that we refer to as ’resiliency’ that includes the more specific definitions of resilient
ISs and networks, specifically associated with healthcare organisations.

Figure 1.8: Frameworks and standards within the research scope.
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1.5 Research Methodology

The choice of a research approach is an essential project decision. Wieringa et al. [47] observed
that in the requirements engineering community, research tangles with design [47]. In the cy-
bersecurity context, this observation is critical, especially in regards to security requirements
engineering research. The design activity proposes an approach for a specific purpose and re-
sults in an artefact. On the other hand, the research activity investigates a topic systematically
and results in new knowledge. Design and research activities have differences, but they can
be combined within the engineering context. Fig. 1.9 shows three engineering activities that
relate to this research project.

Figure 1.9: Relevant activities in the engineering cycle.

It is common in cybersecurity, including software and security engineering, the engineering
cycle to be considered the structure that guides engineering. In Fig. 1.9, we focus on the three
activities that are related to this project, namely problem investigation, treatment design and
treatment validation. Problem investigation examines the current circumstances. treatment design
proposes a treatment to the current circumstances. Lastly, treatment validation investigates the
proposed treatment properties. To justify that a design solves a problem, the designer should
investigate the problem. To justify selecting one solution rather than another, the designer
should refer to the different properties of the solutions as uncovered by solution validations.
To justify an implementation, the designer should refer to the solution design that had been
chosen.

The excluded activities are the treatment selection, the treatment implementation and the
implementation evaluation. We decided to exclude these activities mainly because they require
closer collaboration with existing healthcare infrastructures willing to implement the proposed
treatment. This project, having predefined and limited time and resources, could be feasible
by pursuing three out of the six activities. This part of the engineering cycle is the design cycle.
It represents a set of activities. These activities do not have to follow a particular order, and
experienced designers seem to work with all of them in tandem [48].

Based on the research project’s intended outcomes, we used the design cycle to investigate
cybersecurity resilience in the requirements engineering practice, propose a treatment and val-
idate its properties before its implementation. Each one of these activities uses different meth-
ods, has other types of outcomes and various evaluation criteria. For example, in problem
investigation, the focus is on the clarity of the problem, its properties, the method soundness
and the significance of its knowledge claim. In treatment design, key aspects are the clarity
of the problem to be treated, the novelty of the treatment, the treatment description, and if it
can be validated and the discussion of existing competitive treatments. Finally, in the treat-
ment validation, essential is the description of the technique, its properties and soundness, its
clarity and contribution to knowledge.
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1.5.1 Design Science

Design science is the design and investigation of artefacts in context [49]. We study artefacts
designed to interact with a problem context to improve something in that context. To do a
design science project, we must understand its significant components: its object of study and
its two major activities. The study object is an artefact in context, and its two major activities
are designing and investigating this artefact in context [49]. For the design activity, it is vital
to know the social context of stakeholders and the project’s goals, as this is the source of the
research budget and the destination of research results (cf. Section 2.1). The investigative
activity requires knowledge of the project’s context of the project. We use this knowledge and
also contribute to it. The two primary activities and the two contexts form a framework for
design science, and this is the framework this project uses. The formation of research question
deviated to design problems, and knowledge questions illustrate the two significant activities
of design and investigation, respectively.

1.6 Design Problems and Knowledge Questions

Our contribution aims at proposing a model-based approach to support BINA, mainly for early
phases of RE, but also applicable in general. This thesis focuses on the modelling language
part of such an approach, the methodological part, and the tool support. More specifically, the
research questions are as follows:

• RQ1: What concepts should be present in a modelling language supporting (build in
resiliency analysis) Build-In ResilieNcy Analysis (BINA) for cyber-secure ISs?

• RQ2: What metrics are relevant to perform (build in resiliency analysis) Build-In Re-
silieNcy Analysis (BINA) and reason for cyber resiliency?

• RQ3: What is the Build-In ResilieNcy Analysis (BINA) support provided by security-
oriented modelling languages, and how it can be improved?

• RQ4: How well the proposed methodology supports modelling and reasoning about
cyber resiliency requirements modelling and analysis?

1.7 Document Structure

We organised this thesis into nine chapters (cf. Fig. 1.10). The first two chapters investigate
state of the art.

• In Chapter 2 we investigate the improvement problem of the way resiliency by design
is part of cybersecurity engineering in healthcare systems. More specifically, we identify
the main stakeholders for this research project, and we investigate cybersecurity and
resiliency challenges within the context of HCCIs.

• In Chapter 3 we investigate the existing literature and elicit the requirements as the de-
sired properties of the treatment-to-be before its actual design. We also review available
treatments and compare relevant terminology.
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Then we start the design process of a Build-In ResilieNcy Analysis (BINA) modelling
framework, which consists of the definition of the BINA domain model, its metrics, and its
comparison with existing security-oriented modelling languages, a process and a tool.

• In Chapter 4 we introduce the domain model of BINA. The research method applied for
its construction and how we performed the different steps.

• In Chapter 5 we enrich the BINA domain model with metrics. We present a research
method for identifying and eliciting relevant metrics, and we demonstrate its application,
combining two complementary approaches.

• In Chapter 6 we assess BINA and how it supports cyber resiliency, comparing it with
existing security-oriented modelling languages. The languages compared are KAOS ex-
tended to security [50], Misuse cases [32] and Secure Tropos [33]. For Secure Tropos, we
propose an adaptation that aims to improve the coverage of the BINA domain.

• In Chapter 7 we introduce a process for applying the BINA domain model and a tool
that assists the implementation of this process. The process outlines the types of analysis
supported to perform semi-automated resiliency reasoning and the role of the software
tool.

Following the design activities, we show how the produced artefacts can be used in con-
crete experiments.

• In Chapter 8 we present a proof of concept for the BINA methodology using two health-
care case studies. We also evaluate the BINA methodology and tool by survey research
and apply it in a real healthcare system under development.

Finally, we summarise the significant findings and discuss future work.

• In Chapter 10 we summarise conclusions and future work related to the research problem
of this thesis. We state the claimed contribution of this work and identify limitations that
give ideas for future research projects.

The document ends with the Bibliography, which recapitulates all the references used and
cited throughout the thesis. Finally, the appendices present some research material used in this
research work.

• Appendix A gathers definitions used for the concept alignment of Chapter 4.

• Appendix B is a table summarising the concept alignment.

• Appendix C contains the survey constructs used in Chapter 8.
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Figure 1.10: Outline of the thesis structure based on research approach and research questions.
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Chapter 2

Problem Investigation

The research goal here is to investigate the improvement problem of how resiliency is intro-
duced by design as part of cybersecurity engineering in healthcare systems. This quest pre-
cedes the design of an artefact as well as the identification of requirements for the artefact. In
other words, the design cycle starts with the study of the problem itself. More specifically,
after identifying the main stakeholders for this research project, we investigate cybersecurity
and resiliency challenges within the context of HCCIs. The main interest at this stage is in
the cyber-physical security phenomena and how they affect stakeholders goals. (cf. RQ1 in
Section 1.6)

2.1 Stakeholders and Goal Analysis

The stakeholders of a design problem include any individual, group of people or institution
affected by the proposed treatment. The definition of stakeholders, actual or potential, is very
important for two main reasons. Firstly, stakeholders introduce goals and constraints that
affect the treatment. Secondly, different stakeholders can be affected in different ways by the
same treatment. For example, security engineers might be better off with a treatment for the
problem of cyber resiliency, whereas attackers may be worse off when healthcare systems are
cyber resilient by design. For simplicity, here, stakeholders are categorised using roles. A role is
a class of stakeholder with a different relationship to the treatment under design. For example,
both Physician and Nurse are roles within the ’Healthcare Professionals’ slot in a hospital.
Stakeholders can play more than one roles, such as when a physician is also a patient.

The main stakeholders of this research project are the EPSRC (sponsor), security engineers
(end users) and security practitioners (functional beneficiaries). However, this research also
has negative stakeholders, namely malicious actors, that will be worse off when healthcare
systems are cyber resilient by design. Moreover, threat agents are stakeholders; however, their
goals are to use a resiliency design to cause harm. Threat agents are one or more malicious
actors that attack the cyber resiliency design instead of attacking the infrastructure. Hence,
a treatment will benefit in some respects some of the stakeholders (i.e., EPSRC, security engi-
neers and security practitioners in the context of HCCIs), but will trouble others (i.e., malicious
actors as negative stakeholders and threat agents).

More specifically, the stakeholders that benefit from this research introduce goals and con-
straints that affect the treatment. The sponsor is a governmental organisation that has com-
mitted budget to design an approach that will improve the current healthcare cybersecurity
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practices, having a more holistic than only technical approach. In general, the role of security
engineers is responsible for establishing and implementing security for infrastructure and its
assets. For this research project, security engineers have not committed to using the proposed
approach, but there is an increasing interest in a structured approach for the development of
resilient by design operational security in HCCIs. It is also essential to take into consideration
that healthcare systems have long life cycles and are expensive. Consequently, their change
is financially challenging. Moreover, healthcare systems interconnect increasingly with other
systems and are software dependent. Security practitioners working for HCCIs, for example,
Chief Information Officers (CIOs) and Chief Technology Officers (CTOs) will benefit from the
output of the treatment as they will manage systems, internally and externally respectively,
that have cyber resiliency by-design and not just protective capabilities, in their incident re-
sponse practices.

Above, we mention for the EPSRC the goal that they pursue and for which they have
committed resources to this research project. For the other two stakeholders, namely, security
engineers and security practitioners, their desires have been stated above. Desires can be any
element of the context, like goals, but stakeholders do not necessarily budget to pursue them.
Pursuing the goals and desires of the three main stakeholders, the designer needs to consider
potential conflicts among them. This importance stems from the fact that conflict among goals
and desires can be a reason to cancel a design project or to change its goals.

The preceding goals and desires yield two main conflicts. Firstly, there is a financial con-
flict. It is possible to form a structured approach for cybersecurity incident response with the
current technical means. However, this conflicts with the long life cycles and costly equip-
ment found in healthcare make replacements and configurations challenging to implement as
it exceeds the available budget of the stakeholder. Secondly, a technical conflict exists, where
it would be possible to secure healthcare systems and also to secure their connections with
other systems by design covering not only prevention but also response and recovery from
incidents. However, currently, we have no technical means to achieve this.

2.2 Systematic Review

Cybersecurity in healthcare is an increasing topic of interest to the research community. Mackey
and Nayyar conducted a review in 2013 concerning cybersecurity challenges stemming from
illicit pharmaceutical websites [51]. In 2017 Kruse et al. conducted a systematic review in re-
gards to cybersecurity threats and trends in healthcare [52]. The same year Watzlaft et al. exam-
ined the cybersecurity practices of healthcare providers, separating security from privacy [53].
Interviews were also used from Jalali and Kaiser in 2018 to investigate from an organisational
perspective the cybersecurity capabilities and internal dynamics of hospitals [23]. Jalali et al.
also conducted a mapping study collecting and analysing healthcare and cybersecurity-related
articles [54]. Coventry and Branley presented a narrative review of cybersecurity issues and
gaps for further research, mainly for the healthcare sector [55]. A scoping review of Argaw et
al. on attacks and best cyber practices for hospitals argues that more research is necessary for
the unique aspects of healthcare, particularly where they interject with cybersecurity recom-
mendations and guidelines [56]. They argue that they need to be more related to the specific
needs of the healthcare sector [56].

The particular needs and challenges of different healthcare systems have also been the
subject of systematic reviews. For example, Al-Janabi et al. collected cybersecurity problems
of healthcare applications using wireless area networks [57]. Camara, Peris-Lopez and Tapi-
ador [58] conducted similar research but specifically for implementable medical devices. Ben
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Ida, Jemai and Loukil researched issues eHealth and clouds that are specific to the Internet of
Thinks (IoT) [59]. These reviews address specific aspects of cybersecurity in healthcare, focus-
ing on challenges.

Therefore, it seems that cybersecurity in healthcare is an important area of research that
has been the subject of many primary studies that resulted in secondary studies like those
presented above. Hence, it seems appropriate to search further within the same context of
the primary research, especially in order to (i) gather knowledge about resiliency within the
field of HCCIs cybersecurity and (ii) identify the primary methodologies and research tech-
niques used in related projects. Thus, we undertook a systematic review of papers that discuss
problems and propose solutions in regards to HCCIs cybersecurity focusing beyond preven-
tion to resiliency and response. In conducting the systematic review, we used the approaches
presented in the work of Kitchenham, Budgen and Brereton [60].

Section 2.2.1 discusses the aims of our research, reports related research and identifies the
specific research questions we address. Section 2.2.2 reports the search and paper selection
process we adopted. Section 2.2.3 reports on the search reliability and section 2.2.4 states the
inclusion and exclusion criteria. Section 2.2.5 discusses the research data quality assessment.
Section 2.2.6 presents our extraction and synthesis of information from the papers we included
in the study. Last but not least, section 2.2.7 discusses the limitations that arose during our
study.

2.2.1 Search questions

This review aims to assess whether we need to amend cybersecurity practices in healthcare to
reflect the results of cyber resiliency investigations undertaken by cybersecurity engineering
researchers. In order to do this, we undertook a systematic review of papers reporting expe-
riences of using the cybersecurity practices in healthcare or investigating cyber resiliency as
part of healthcare cybersecurity engineering. We use this information to assess whether cy-
bersecurity has delivered the expected benefits to HCCIs, to identify attacks/threats found by
cybersecurity engineering researchers when undertaking incident handling activities, and to
elicit and assess proposals aimed at addressing perceived problems with the current practices.

Figure 2.1: Research areas that cyber resiliency covers.

To the best of our knowledge, there has been one relevant study regarding cyber resiliency
in healthcare. Cyber Resiliency consists of three main parts: proactive risk management, in-
cident response and post-incident activities, as shown in Fig. 2.1 (cf. Section 2.2.1). Jalali et
al. conducted a systematic review of journal articles that focused on cyber incident response in
healthcare [61]. As a result, they identified the need to evaluate and improve incident response
strategies. Consequently, this review will be valuable by using a wider range of resources than
the existing systematic review [61], utilising a different search strategy. It will also provide
aggregation and synthesis of results that will aim to identify gaps concerning cyber resiliency
of HCCIs. Based on the above, the survey research questions are:

• What papers report experiences of using cybersecurity methodology or investigate cyber
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resiliency process HCCIs?

• What problems have been observed by cybersecurity researchers when undertaking cy-
ber resiliency activities within the context of Healthcare Critical Infrastructures (HCCIs)?

• What existing approaches propose related to cyber resiliency tasks, and what is the
strength of the evidence supporting them?

2.2.2 Search strategy

We present an overview of the search strategy in Fig. 2.2. This strategy plays a vital role in the
planning stage of the systematic review, providing a framework within which we made and
documented the necessary study design decisions. In this way, we attempt to minimise bias
by defining in advance the steps we follow and the criteria against which we make decisions
during the systematic review.

Figure 2.2: Selection process stages.

More specifically, initially, we undertook an informal manual search to identify journals
and conference proceedings where cybersecurity and incident response intersect within the
healthcare context. Instead, we found conferences and journals that connect mainly cyber
systems with healthcare (the Studies in Health Technology and Information Systems Journal,
the HIPAA Journal, the eHealth security ENISA conference, the International Conference on
Biomedical and Health Informatics). Because we had limited access to the context and most
of the articles did not cover cyber resiliency issues, we decided instead of collecting papers
from specific journals and conferences to expand our sources and move to automated search.
Moreover, from the manual search, we realised that there is quite a different terminology used
in these domains, and the identification of such keywords could benefit the automated search.

In our automated search we used electronic resources such as digital libraries and indexing
systems to search for relevant papers. Two essential publisher-specific resources used were
the IEEE Digital Library (IEEE Xplore) and the ACM Digital Library, which cover the most
critical computing journals and conference proceedings. We also decided to use ScienceDirect
(Elsevier) to cover a broader spectrum for this systematic review. Finally, we utilised Scopus
and Web of Science also to acquire Wiley and Springer publications. The only drawback for
these last two was the expected duplication as they index IEEE, ACM and Elsevier papers but
sometimes exclude more recent publications.

Initially, we evaluated each paper for inclusion in relevant papers based on its title and
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abstract. We were inclined to include papers at this stage unless they were irrelevant to cyber-
security and/or healthcare. We were also including papers that were focusing only on privacy
in healthcare. These resources also allowed us to determine an initial set of keywords useful
for further search. The 113 papers identified from the different sources spread as follows:

• IEEE Digital Library (IEEE Xplore): 30 papers.

• ACM Digital Library: 39 papers.

• ScienceDirect (Elsevier): 22 papers.

• Scopus: 13 papers.

• Web of Science: 9 papers.

After removing duplicates, to support the automated search and expand the number of
resources that combine the three search criteria (cybersecurity, healthcare and cyber resiliency
related terms), we conducted further an automated search using PubMed and a backward
snowballing by checking papers cited in the papers identified from the second automated
search. To choose the sources of the second automated search, we reviewed the resources
identified in the first automated search for journals that appear more commonly as we were
planning for a manual search. Because we could not find any patterns, we finally decided to
conduct a second automated search focusing on the PubMed database that concentrates on life
sciences and biomedical topics. That search resulted in the extraction of 10 additional papers
and an overall of 74 papers, having removed 2 duplicates that we had already from Scopus and
Web of Science. All the collected papers were further filtered based on their abstracts, resulting
in 11 resources. Given the access inclusion/exclusion criteria (cf. Section 2.2.4) and relevance
of the papers to the three search criteria (cybersecurity, healthcare and cyber resiliency related
terms), after the backward snowballing, we ended up with 13 papers. More precisely, the final
decision for the inclusion or exclusion of each paper took place after reading the full papers
and assessing their quality (cf. Section 2.2.5).

2.2.3 Search reliability

Regarding the search reliability, the resources identified by the manual search and the back-
wards snowballing search were compared with the set of papers from the automated search
to assess the completeness of the manual and backwards snowballing search. If these searches
were sound and the selection process, only the papers published in other sources than those
searched systematically should be missed. If the automated search were reliable, then only the
papers either not yet published or not indexed should be missed.

2.2.4 Inclusion and exclusion criteria

We defined the inclusion and exclusion criteria before the review of articles. The attempt to
answer the review questions ideally is broad in terms of coverage. However, by its very nature,
it is limited by some researcher-based characteristics. Hence, we could use sources available to
the public and written in English or Greek language. Besides, there are also certain limitations
specific to digital sources. As no search engine operates in real-time, the indexes were searched
and not the pages themselves; thus, the latest data might be within a monthly interval, or
greater [62]. Additionally, we found electronic sources on the web (Web 2.0). The reasons were
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that the web offers a plethora of updated resources, has limited costs and good quality. Also,
cybersecurity has a robust online presence as offenders and defenders use it to share updates.
The inclusion criteria are outlined below:

• The publication is in English.

• Studies about cybersecurity, healthcare, or cyber resiliency.

• Available freely or through the University subscription.

• Present in the web (Web 2.0).

• Public access allowed.

2.2.5 Data quality assessment

Regarding the quality of resources, the processed data-sets contain mainly publications from
high impact factor scientific journals and conferences. In the systematic literature review, this
quality was the benchmark. We should note that none of the articles in the review process was
excluded based on the quality assessment criteria.

Nevertheless, as a reality check, updates were observed from WikiLeaks and blog and
tweeter accounts of white hat hackers in the health care sector, such as but not limited to Bruce
Schneier and Brian Krebs mainly for cybersecurity issues, Avi Rubin, Sergey Lozhkin and Luis
Ayala for hospitals, Billy Rios, Kevin Fu, and Jay Radcliff for medical devices. Also in the list
should be mentioned the late Barnaby Jack.

Unofficial or not verifiable sources in security must be accepted and tolerated as denial and
deception are a common occurrence in the field. As not officially peer-reviewed, these types of
sources have not been included in the results of the systematic search but are considered fun-
damental. Thus, a part of the research tends to look in ’the wild’ but treats only peer-reviewed
data as quality sources. We decided to do that here too. Include only verifiable resources but
correlate their relation with unverifiable sources, closer related to the field practitioners.

2.2.6 Data extraction and synthesis

We further reviewed resources that met the inclusion criteria to determine research issues and
proposed treatments. Each article was reviewed individually, noted and categorised. More
specifically, we extracted the identifiers for each resource (title, author, year, journal or confer-
ence). Subsequently, we collected from the relevant papers their type (problem investigation
(PI) and/or treatment design (TD) or experience/opinion/discussion paper (EP)), the method
used and if it performs evaluation/ validation.

We integrated the results from our synthesis with the suggestions we found in the individ-
ual papers. The resources were grouped into sets of studies addressing similar cyber resiliency
aspects, based on its broad categories as suggested in NIST SP 800-61r2 [4], namely: prepara-
tion; detection and analysis; containment, eradication and recovery; and post-incident activity.
After the initial aggregation, we looked for any general trends that had not been previously
discussed and could indicate a yet unaddressed issue suitable for future research. We then
used these suggestions to specify areas where more research is required.
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2.2.7 Search limitations

We base this search on digital source and papers that the University of Brighton has access to.
Since we conducted an automated search, general indexing systems that supported such anal-
ysis were another restriction. To reduce any bias introduced by using specific digital indexing
sources, we performed a manual search of essential sources and undertook backwards snow-
balling. We also tried to avoid personal bias, but we understand that there will be instances
where the researchers cannot identify their logical fallacies. Nevertheless, we extracted re-
sources and used predefined criteria to assess the inclusion or exclusion of the resources, tend-
ing towards inclusion in cases of doubt. Additionally, as we conducted a systematic review,
the set of collected papers represents the knowledge available at a certain point in time. If and
when more primary studies become available, a later extended systematic review may well be
able to refine and revise the original findings.

Moreover, we restricted our automated search to papers that combined a set of terms from
three domains that, for each one independently, has been the focus of excellent depth research
(cybersecurity, healthcare, cyber resiliency). Consequently, there might be papers that we have
missed, and we could find them with a broader search. The reason for our restriction was
beyond time and resources in general, related to the focus of this research itself. We wanted
to avoid collecting papers with a broader scope, meaning outside the intersection of the three
domains. The main reason was that we had attempted reviews with that logic, but we could
not aggregate their results effectively to justify such an endeavour’s difficulty. Secondly, they
did not always offer information that was meaningful when the domains intersect. To double-
check our extracted set of papers, we compared it with a similar systematic review from Jalali
et al. [61] since an independent group of researchers collected their set.

2.3 Systematic Review Results

This section discusses each of the papers we included in our study in the context of papers with
similar characteristics. More specifically, Section 2.3.1 presents the aggregation results of the
16 articles that met this review’s inclusion criteria. Subsequently, in Section 2.3.2 we group and
analyse the resources into sets of studies addressing similar incident handling phases, based
on the categories of NIST SP 800-61r2 [4] (preparation; detection and analysis; containment,
eradication and recovery; and post-incident activity). Finally, we collect and aggregate the
conceptual characteristics of their context in Section 2.3.3.

2.3.1 General characteristics

The general characteristics of the collected set of resources included in this review are pre-
sented in Table 2.1. There were sixteen (16) resources selected that had been conducted be-
tween 2005 and 2021 - the publication venues were diverse, and we could not observe any
form of concentration among them. Standard research methods used by the collected body
of knowledge seem to be literature reviews, case studies and designs (i.e., machine learning
systems and algorithms and conceptual frameworks and architectures - all of them constitute
different artefacts that address similar problem contexts). Eleven (11) studies were conducting
problem investigation (PI); from them, nine (9) were also proposing a treatment design (TD).
Four (4) of the papers presented experiences, opinions, or discussing authors’ opinions and
issues (EP). From the nine (9) papers that proposed treatments, six (6) of them have conducted
some form of validation.
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Table 2.1: Characteristics of selected papers shorted by publication year

Citation Year Publication venue Research method Type Evaluation/
No. Validation
Information security policy’s 2005 Comp and Sec Literature Review and Questionnaire PI No
impact on reporting security
incidents [63]
Organizational Repertoires and 2008 Cambridge Quart Heal Eth Case Study EP No
Rites in Health Information
Security [64]
Cyber Resilience in Medical 2010 Int Cyber Res conf N/A PI No
Practice Security Achievable? [65]
Incident Response Plan for 2013 IJNSA Redesign of Incident Command System PI and TD No
a Small to Medium Sized
Hospital [66]
Case study. An academic 2013 Am J Disaster Med Case Study EP No
medical center’s response to
widespread computer failure [67]
Towards Realizing a Self- 2016 IEEE 40th An Comp Sw App Conf Design Science Research PI and TD No
-Protecting Healthcare Information
System [68]
Socio-technical Approach to 2016 Appl Clin Inform Conceptual Approach TD No
Preventing, Mitigating, and
Recovering from Ransomware
Attacks [69]
A study into data analysis 2017 IML’17 Machine Learning and Visualisation PI and TD Yes
and visualisation to increase
the cyber-resilience of healthcare
infrastructures [70]
Challenges of information 2017 Inform Health Soc Care Case Study, Semi-structured Interviews, EP No
security incident learning: Questionnaires
An industrial case study in
a Chinese healthcare organization [71]
The challenges of cybersecurity 2019 Lancet J N/A EP No
in health care: the UK National
Health Service as a case study [72]
ML-based cyber incident detection 2019 Smart Health J Machine Learning, Anomaly detection PI and TD Yes
for Electronic Medical Record (EMR)
systems[73]
EARS to cyber incidents 2019 JAMIA Systematic Review PI and TD Yes
in health care [61]
Healthcare Data Breaches: 2019 J Med Syst Review and Conceptual Architecture PI and TD No
Implications for Digital
Forensic Readiness[74]
Modeling and assessing cyber 2020 JCDE Literature Review, Bayesian network PI and TD Yes
resilience of smart grid using
bayesian network-based approach:
a system of systems problem [75]
A quantitative bow-tie cyber risk 2021 J Risk Research HEMP risk evaluation method PI and TD Yes
classification and assessment
framework [76]
Towards an organizationally-relevant 2021 54th HICSS Design Science Research PI and TD Yes
quantification of cyber resilience [77]
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2.3.2 Aggregation based on incident response phases

The set of the collected resources was decomposed and categorised based on the by NIST SP
800-61r2 [4] incident handling phases. The relevant results are presented in Table 2.2. A first
observation is that even from the resources that address cyber response, the focus seems to
remain in the phases of preparation, detection and post-incident activity. Hence, there seems to
be a lack of research in quantity and quality regarding containment, eradication and recovery.
That coincides with the categorisation of resources to pre- and post-incident actions in the
work of Jalali et al. [54].

Furthermore, it seems that there is no consistent definition of what is the plan that en-
tails incident response. Terms like contingency, emergency, crisis management and incident
response seem to be considered interconnected, and their distinction is as important as their
coordinating implementation. Another observation relevant to terminology is that response is
used interchangeably with the terms ’resilience’ or ’resiliency’ and ’readiness’.

Preparation

From a simple reference to Table 2.2, it can be seen that many resources aggregate similar
knowledge. More particularly, it is repetitively addressed the need for resources referring not
only to financial but also to other types such as human availability and systems’ redundan-
cies [63, 64, 66, 77]. They also address that the existence and understanding of a security policy
is an integral part of incident anticipation [63, 66, 74]. Another important preparation activ-
ity seems to be the identification of critical information, systems, actors and the dependencies
among them [63, 65, 69, 76]. Adaptability appears as an essential characteristic of incident han-
dling and relates to organisational culture, incident characteristics, resources and plans [64, 66].

Stress testing, maintenance and inspections of systems, plans, humans and other resources
is essential for cyber resiliency [64, 65, 67, 72, 61, 74, 75]. Communication among individuals
and teams, external and internal parties is also addressed in current studies and is further asso-
ciated with collaboration and continuous training [64, 66, 71, 61]. Cyber resiliency is analysed
following either what we call here a top-down or a bottom-up approach. A top-down approach
means that resiliency is considered at a critical infrastructures level and usually involves gov-
ernmental participation [63, 64, 66, 74]. In a bottom-up approach, resiliency is analysed at a
healthcare organisation (e.g., hospital) level and involves heterogeneous internal and external
participants [65].

Detection and analysis

Independently from preparedness and preventive security mechanisms, incidents can still oc-
cur. When that happens a Root Cause Analysis (RCA) should be conducted at this phase [64,
68] to guide incident categorisation [66, 67, 71]. In the phase of an incident, healthcare organi-
sations need to have and maintain communication with internal and external parties that they
will use for compliance with legally required notifications [64, 66, 67, 72, 61]. Forensic anal-
ysis is initiated at this phase and supports incident classification, prioritisation and damage
assessment of the affected entities [66, 61, 74].

In correspondence with an adaptive incident response plan, data monitoring needs to be
as close as possible to real-time and continuous [67, 68, 69]. This approach of data collections
supports forensic activities and further requires their secure storage [61]. A logging system
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Table 2.2: Aggregation of selected papers based on incident response phases by NIST SP 800-
61r2 [4]

Citation Preparation Detection and analysis Containment, eradication and Post-incident activity
No. recovery
Information security + Security policy (deterrent) + Limited effectiveness of N/A + Policy for reporting
policy’s impact on + Identification of critical security policies incidents (occurrence
reporting security information and ’seriousness’)
incidents [63] + Budgetary support
Organizational Repertoires + Organisational ethics + Seemingly independent ques + Different people and processes + Documentation
and Rites in Health + Stock of resources + Compartmentalised sense with different goals and priorities + Procedural problems
Information Security [64] + Concern for member well-being making + Ad hoc approach identification/

+ Commitment to open business + Root cause analyses + Sustain communication Assessments
practices + Effective internal organisational + Mobilisation of technical experts + Recommendations/
+ Standardised communication process communication + Legal support counselling Lessons learned
+ Adaptive corporate culture + Notification (legal support)
+ Stress testing prior to development
+ Support self-sufficiently complex and
multi-vendor applications
+ Build trust between teams

Is Cyber Resilience in + Build, understand and test a N/A N/A + National impact (non-
Medical Practice Security business continuity plan -operational healthcare
Achievable? [65] + Secure information exchange for the services)

national e-health system
+ Understand and act on
organisational resilience
+ Understand dependencies and the
importance of end-points
+ Strategy that includes recovery
(responsibility and coordination)
+ National level security for
e-health system

Incident Response Plan for + Have adequate Cyber Incident + Forensic analysis + Eliminate further damage + Lessons learned
a Small to Medium Sized Response Team + Identification of effected entities (short and long term goals and + Documentation
Hospital [66] + Reporting requirements to + Violation categorisation actions)

individuals and regulatory agencies + Notification/Incident reporting + Forensic evidence preservation
+ Prevention security systems + Classification and incidents’
+ Trained personnel (responsibilities prioritisation
and limits
+ Security policies
+ Adjustable plan and resources to
incident-specific characteristics

Case study. An academic + Maintenance and testing of active IT + Data collection (ongoing) + Activation of downtime + Debriefing and draft
medical center’s response disaster recovery program + Categorisation of incident procedures for services of AAR
to widespread computer + Establishment of emergency provision and logging activities + Demobilisation of
failure [67] operations command centre + Prioritisation of restorations emergency operations

+ Selection of suitable response command centre
+ Communication with external
parties (for support and
collaboration)

Towards Realizing a Self- + Monitor and anticipate attacks + Determine attacks + Assessment and N/A
-Protecting Healthcare + Assess security risk (impact and + Early warning based on implementation of optimal
Information System [68] likelihood) historical data and real-time responses

+ Characterise systems data feeds + Control mechanisms for
+ Establish baseline security controls + Real-time event analysis neutralisation of attacks
+ Real-time monitoring + Use of Intrusion Detection + Use of Intrusion Response

Systems Systems
A Socio-technical Approach + Correct installation and + Continuous monitoring of + Timely response and recovery + Take actions to
to Preventing, Mitigating, configuration of computers computer and application prevent recurrence
and Recovering from and networks usage
Ransomware Attacks [69] + User-focused defensive strategies
A study into data analysis N/A + Machine learning and N/A N/A
and visualisation to visualisation for patterns
increase the cyber- identification
-resilience of healthcare
infrastructures [70]
Challenges of information + Internal communications + Need for electronic incident N/A + Have a structured
security incident learning: logging system way to gather and
An industrial case study + Incident severity level redistribute incident
in a Chinese healthcare determination knowledge
organization [71] + Identify policies and

processes that
undermine existing
defences
+ Identify any
weaknesses in staff
competency

The challenges of + Systems upgrade + Cyber incidents are required N/A + Need for governmental
cybersecurity in health to be reported and registered oversight of digital
care: the UK National in the NHS transformation
Health Service as a case
study [72]
ML-based cyber incident N/A + Machine learning for anomaly N/A N/A
detection for Electronic detection
Medical Record (EMR)
systems [73]
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Citation Preparation Detection and analysis Containment, eradication and Post-incident activity
No. recovery
EARS to cyber incidents + Establishment of IRP + Forensic incident investigation + Vulnerabilities patching + Incident documentation
in health care [61] + Notification of key actors (including + Initiation of corrective + Based on system criticality + Documentation of

law enforcement and legal action plan and notification disconnection of compromised incident response
counsel) methods systems (and chain of custody)
+ Employee disciplinary actions plan + Evidence secured and + Algorithmic recovery support + Dissemination of
+ Construction of contingency plan documented knowledge and
+ Mock testing of recovery plans + Damage assessment lessons learned
+ Network segmentation
+ Devices inspections

Healthcare Data Breaches: + Clear understanding of what + Digital investigation (forensic N/A N/A
Implications for Digital constitutes health information audit logging)
Forensic Readiness [74] + Establish operational and

infrastructure readiness
Modeling and assessing + Predictive inference reasoning and N/A N/A + Update of the proposed cyber
cyber resilience of smart sensitivity analysis risk assessment tool
grid using bayesian + Identification of potential factors
network-based that are responsible for the disruption
approach: a system
of systems problem [75]
A quantitative bow-tie + Assess risks N/A N/A + Record the effectiveness of
cyber risk classification + Visualise areas of concern implementing control barriers
and assessment + Understand the risk posed by individual + Guide insurance product
framework [76] threats development

+ Understand consequences or
risks to different industry sectors

Towards an + Simulator N/A + Redundancy N/A
organizationally- + Resilience exploration + Deception
-relevant quantification + Quantification of cyber resilience
of cyber resilience [77]

can also support this collection and storage of pieces of evidence [71, 72, 74]. The literature, to
ensure appropriate actions will follow the detection of an incident, supports the establishment
of an emergency operations command centre that, based on data, will select and initiate a suit-
able incident response plan [67, 61].

Containment, eradication and recovery

Incident Response Teams (IRTs) in order to contain an incident, they need to have the tech-
nical and legal expertise and sustain communication with all the necessary parties [64]. At
this phase IRTs want to eliminate any further damage [66]. They can achieve that through
a diverse set of control mechanisms to initially neutralise an attack, using, for example, inci-
dent response systems; segmentation of networks; redundancy; deception; disconnection of
affected devices and algorithmic recovery support [68, 61, 77]. These are all relevant with
downtime procedures, vulnerabilities patching, and forensic evidence preservation [66, 61].
For the implementation of these controls and activities, what seems to be essential is the way
with which IRTs prioritise restoration activities [67].

This prioritisation seems in case studies to be an essential capability, and current ad hoc
practices seem to indicate that [64]. However, within healthcare organisations, there are vari-
ous people, processes and technologies that are prioritised differently under different circum-
stances [64, 66]. Thus an ad hoc mentality is not optimal as attacks are complex, and they can
introduce delays and further vulnerabilities that can allow more attacks, more significant im-
pact or increased costs [64, 68].

Post-incident activity

After the demobilisation of the emergency operations command centre, healthcare organisa-
tions need to take actions to prevent an incident’s recurrence [67, 69]. In addition, regulatory
oversight might be necessary in cases of health sector-wide digital changes following an in-
cident [72]. To list and initiate the necessary changes and determine how wide they need
to be, identifying what went wrong is necessary. After debriefing takes place based on re-
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ports of incident occurrence and severity resulting from the previous phases, assessments take
place [63, 64].

These assessments have as their goal to identify procedural problems and conflicts with
existing defences, weaknesses in human resources competencies and assess the social implica-
tion collecting data also from external organisations [64, 71, 65]. All of these assessments take
place based on specific plans for gathering the relevant evidence [71, 76]. After the collection
of this knowledge, its redistribution back to the healthcare organisation occurs [71, 61]. Essen-
tial part of this process is the documentation of the recommendations and lessons learned that
commonly take the form of a After Action Report (AAR) [64, 66, 67, 61, 75].

2.3.3 Aggregation based on context

Terminology

We were interested in identifying the extent to which the way the key terminology of the
selected papers had the same meaning. The common terms identified were: healthcare, incident,
response and security and they are examined based on the context they cover for each paper (cf.
Tab 2.3).

Healthcare overall appeared to have five different meanings. In 3 papers coincides with
the term hospital [63, 66, 67], in 9 papers with a form of a system, including Medical Cyber-
Physical Systems (MCPSs), Electronic Medical Record (EMR) systems and healthcare informa-
tion systems [64, 65, 68, 69, 70, 73, 75, 76, 77], in 3 papers as a Healthcare Critical Infrastructure
(HCCI) or a particular type (e.g. National Healthcare Service (NHS)) [65, 70, 72], in 2 papers
addressed healthcare organisations in general [71, 61] and 1 was focusing on healthcare in-
formation [74]. The majority of the above papers interpret the term healthcare as a type of
healthcare system. It is important here to clarify that the number of papers corresponding to
meanings (18) is greater than the set of papers collected (16) is that in some papers, the same
term is used but is given multiple meanings. The same holds for the rest of the terms and the
corresponding number of papers with similar interpretations.

The set of collected papers interprets the term incident in four different ways. The major-
ity of papers (10) consider an event such as updates, hardware failures, emergencies, human
errors, natural disasters, misuse and abuse cases as occurrences of incidents [63, 64, 65, 67, 71,
73, 74, 75, 76, 77]. In four (4) papers an incident is interpreted as a cybersecurity attacks like
hacking, ransomware and Advanced Persistent Threats (APTs) [68, 69, 70, 74]. Two (2) papers
use the NIST SP 8000-61 definition either explicitly or implicitly [66, 61] and one (1) paper
focuses on the effects of an occurrence on systems functions and society as an incident [72].
Here, an incident definition exists, and each study chooses to focus on an aspect of an inci-
dent. Other studies seem to choose a wider scope, that of event that also includes incidents
and subsequently cybersecurity incidents.

When it comes to response, four (4) papers address specific aspects/phases like detection,
forensics and post-incident activities [70, 71, 73, 74], three (3) papers refer to all the phases of
incident response [64, 66, 69], three (3) papers analyse response overarching manner ranging
from reactive on the one end and on the other to proactive adaptable responses to incident
characteristics [63, 68, 75], in three (3) papers response is studied within the planning context
in the form of an Incident Response Plan (IRP) along with other types of plans like emergency
plan and business continuity plan [67, 61, 77]. Response is also considered closely associated
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Table 2.3: Aggregation of papers context

Citation Healthcare Incident Response Security Stakeholders Challenges
No.
[63] Hospital Computer abuse (violation Risk analysis, Medical information, Health care industry, Enforcement practices,

or imminent threat of violation reactive insider threat, defence federal and state detection capabilities,
of computer security policies, (deterrents and legislators, and human controls, security
acceptable use policies, or preventives) researchers planning and evaluations,
standard security practices) ethical framework for

computer use, absence of
proactive response, how
computer abuse is documented
in hospitals? the effectiveness
of security policies in the
seriousness of computer abuse
incidents

[64] Patient Portal Ongoing events (cascading All life-cycle phases Organisation wide Heterogeneous internal Rich incident response
errors, accidents, and breaches), information teams and healthcare organisational repertoire
unexpected and nonsensical organisations (culture, people, processes,
situations and technology integrated

with reliability and
ethos development)

[65] Healthcare Emergency (no consideration Resilience as Medical information, Healthcare providers Lack of knowledge and
National of deliberate attacks) ability to recover, malleable but not acceptance of cyber risk, limited
Infrastructure, returning to an breakable, interdependence time and resources, disaster
interdependent original state, after and resilience in security, recovery plans focused on
system, primary some disruptive inherent vulnerabilities in individual practice recovery only,
care event its construction and use outsourced policies/procedures,

no consideration for the security
of end-points and access points,
security and resilience are
not considered as a whole,
resilience undefined and even
unconsidered in e-health,
diverse and privately owned
systems, lack of responsibility
understanding, need for a
coordinated approach to
resiliency

[66] Hospital (small NIST SP 800-61 and All life-cycle phases, Patient information, Heterogeneous incident Absence of security
or medium any illegal activity involving adjustment of Incident similar to safety from command teams and capabilities in small
sized) Hospital computers, data Command System for natural disasters actors, management of and medium sized

or both fires small and medium sized companies, evolution of
hospitals threat landscape

[67] Hospital Erroneous anti-virus update Emergency planning, Organisation wide scope Healthcare organisations, Security guidelines created
resulting to hospital-wide business continuity, research community for enterprises that do not
downtime coordinated inter- provide healthcare, quantitative

departmental disaster contextualisation
[68] Healthcare Known and unknown attacks Proactive self- Proactively self-configure, Healthcare organisations Limited financial resources,

information -protection self-optimise, self- scarcity of cyber security
systems heal and self-protect professionals, evolving threats,

within the and complex network
organisational context infrastructure, need to

reduce human
involvement, different
communication standards
that need to be secure
and resilient, sophisticated
cyber attacks

[69] Hospital’s Ransomware attacks All life-cycle phases Socio-technical problem IT professionals, Need for centralised
computing health care learning system for
infrastructure organisations, incidents, need for

and end-users similar approaches for
other security challenges

[70] Healthcare Large scale attacks, APTs, Detection based on Cyber-physical approach, Information security Insecure medical devices,
infrastructures, data behaviours and machine learning system officers legacy systems, bespoke
MCPSs users’ profiles software, user-behaviour

analysis, larger data-sets,
consideration of the specific
hospital’s context

[71] Healthcare Hardware failures, human Method to improve Medical records Healthcare and IT Organisational practices
organisations errors and policy violations the aspect of incident professionals limited to technical processes,

learning limited practice of post-
-incident learning activities,
lack of willingness to share
lessons learned with other
organisations, ineffective
communication among different
stakeholders, lack of incident
learning motivations, need
for communication among
involved actors with varying
levels of competence and
background knowledge

[72] NHS Affects on system functions Management of Cyber-physical Researchers, Organisational structures
and society incidents governmental bodies, complexity, accountability,

healthcare practitioners inconsistent and
heterogeneous technological
landscape, no catalogue to
systematically list all
software and hardware
deployed within the NHS,
incident data not
systematically processed
and assessed at an
infrastructure level,
need for resilience
capability assessment,
lack of clearly defined
responsibilities and
security preparedness
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Citation Healthcare Incident Response Security Stakeholders Challenges
No.
[73] EMR systems "event that impacts the Detection Confidentiality and Researchers, Response to incidents

confidentiality, integrity or availability of EMR security practitioners stemming from trusted
availability of an EMR systems, Cyber attack in healthcare insiders (systems and
system" machine learning organisations users), need for real

detection mechanism data-sets, reduction of
the implementation costs
of machine learning
security defences

[61] Healthcare Cybersecurity incidents IRPs Cybersecurity response Cybersecurity professionals Evaluation of incident
organisations plans in healthcare, and managers in healthcare response strategies

construction of organisations in healthcare, tailoring
better response strategies of IRPs to

organisational context,
lack of research in
incident response

[74] Health information Focus on privilege Forensic audit Health information Health service providers Validation and practical
misuse, reference to hacking logging forensics based on applicability of proposed
ransomware, phishing, privilege commonly involved assets forensic architecture
abuse, and misuse of EMR systems and current threat landscape

[75] System of systems Fail to perform Autonomous and Protection from cyber attacks Recovery practitioners Focus on electrical
intelligent network system, can be
cyber defence strengthened by

updating data/ prior belief
[76] Hospital’s IT systems Cyber risk, threats, Risk evaluation Insurance costs Insurers Cyber risk modelling,

cyber breaches/cyber-attacks quantification and the lack
of historical claims data

[77] Target system Deliberate attacks, accidents, Prepare, adopt, Ability to continuously Organisations with Time-management of
or naturally occurring threats withstand, recover [42] deliver the intended critical missions response, validation and
or incidents outcome simulator calibration

with resiliency and recovery in [65], with management in [72] and with insurance in [76].
The selected set of papers studies response from many aspects, usually related either with
its phases individually or as a whole and in other studies as broader positioning of response
within healthcare organisations.

The concept of security is commonly associated with safety. Within this set of papers, that
was the case only in [66] and even there, the proposed security approach adjusts to feet cyber-
security needs. Examining papers spreading through the years (2005-2021), it also seems that
security mostly in the past but also in the present focuses on information security and confi-
dentiality, integrity and availability properties [63, 65, 66, 71, 73, 74, 75, 77]. However, in more
recent studies, cyber-physical aspects are studied as well as moving from Information Tech-
nology (IT)-security to what is referred to in the broader literature as Operational Technology
(OT)-security [70, 72]. Specific aspects of security are also studies in the relevant literature.
The conceptualisation of security as vulnerable [65], the adaptability of security [65, 68] are
two such examples. Moreover security is addressed from a socio-technical perspective [69] as
an organisation-wide issue [64, 67]. In same cases defence [63] and forensics [74] as important
elements of security are studied based on plans and insurance policies [61, 76]. Thus, security
evolves as threats do. The threats become more sophisticated and dynamic, and security inter-
pretations and knowledge reflect these changes.

Stakeholders and Desire Conflicts

We were also interested in the stakeholders of the projects. Most papers identified their stake-
holders explicitly. When that was not the case, we made assumptions about the most relevant
possible stakeholders. By doing so, we had the first indication about other sources that this
project’s stakeholders could retrieve treatments relevant to their goals, as specified in Sec-
tion 2.1. More specifically, this project’s sponsor (EPSRC) could refer to the socio-technical ap-
proach relevant to ransomware attacks [69]. This paper covers their need for a socio-technical
approach to healthcare security partially, as is specific to one type of attack. Security engineers
interested in systems dependencies and structured approaches to resilient operational security
in HCCIs by-design could use the following resources [67, 61].

However, these works do not convey the details about how to transfer the existing knowl-
edge to a healthcare system’s development process. Security practitioners could benefit from the
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usage of machine learning approaches, response algorithms and patterns identification [70, 73,
74] incorporating them in their incident response practices. Nevertheless, these treatments
address parts of the problem and do not address actual managerial planning and decision-
making within an evolving healthcare context. Moreover, as shown in Fig 2.1, cyber resiliency
covers much more than just incident handling. Thus, further research on the subject is neces-
sary to address the goals of our stakeholders.

Existing research indicates areas where more domain-specific research is needed. It is pos-
sible to form a structured approach for cyber resiliency with the current technical means. But
validation and evaluation approaches for the assessment of IRPs and their resiliency capabil-
ity is limited [63, 64, 66, 72, 74]. Additionally, the financial conflict of our project’s stakeholders
desires (cf. Section 2.1) is recognised in the relevant literature as a challenge [68, 73]. More
restrictions in the form of time, security capabilities, actors skills, responders motivation and
heterogeneity among systems are also addressed [64, 65, 68, 71, 72, 73] showing the need for a
holistic approach.

The technological heterogeneity that introduces complexity associates with the healthcare
context, and that yields the second stakeholders desire conflict, the technical conflict [70, 61].
Specific security mechanisms exist for aspects of cybersecurity [63], but research related specif-
ically to cyber resiliency, let alone in healthcare, is very limited [61]. This is coupled with the
challenges of incident quantification [67] and cyber risk assessment [64], enforcement of re-
sponse plans and security practices during an incident responce [63, 72] and the lack of cyber-
security expertise that results in outsourced resiliency that does not correspond to healthcare
contextual needs that have the human-in-the-loop [64, 71].

2.4 Stakeholders Challenges and Goals

The financial conflict in the healthcare context rises from two of its particular character-
istics. Firstly, the cybersecurity investments for the healthcare sector were chronically scarce,
and only after actual incidents occurred, more investments were made [72]. However, resource
allocation in the healthcare sector traditionally prioritises patients’ safety. The importance of
safety for healthcare organisations with limited resources results in trade-offs with other re-
quirements, such as cybersecurity and resiliency related [72]. Secondly, the financial conflict
is rooted in the long life cycles that characterises Medical Devices (MDs). Through the time
frame of their use, the regulatory environment in which MDs operate changes and their de-
signers and vendors have the responsibility to respond to newly discovered vulnerabilities,
primarily when they concern operating systems and software [78].

A step toward addressing such challenges is by considering these issues at the design
level [78]. The paradigm of security-by-design is well known. However, there is a need for
cyber resiliency to be considered by design for healthcare systems. This consideration is rele-
vant not just to the initial MDs design but to the design of incident handling approaches when
threats materialise [78]. Furthermore, this approach can contribute towards affordable security
by informing further the design process through the lessons learned [71].

Moving to the technological conflict, it seems to derive from particular characteristics of
the healthcare sector that differ among various categories of MDs and even from one HCCI
to another. In the case of MDs, energy and computational resources restrictions make many
standard security mechanisms inapplicable (e.g., biosensors have energy limitations that rents
some cryptographic cyphers out of reach) [78]. Designers need to be able to identify such
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constraints from the design level and combine them with the environments in which they
operate; in this example, the human body [78, 69]. Another technical limitation is related to
the exchange of keys to secure communication channels as critical implementation constraints
exist (e.g., pre-distributed secret keys can be compromised) [78].

It is especially challenging in closed-loop MDs, where the patient does not participate in
a device’s control, to make the necessary updates as a device designer or vendor. Security
driven changes require configurations of the device’s variables and actuation thresholds that
can affect a device’s behaviour [78]. Such configurations can be complicated to implement not
only because these devices are sensing and actuating inside the patient but also because the
suitable means to inform a patient can cause distress and affect an already fragile healthcare
condition [78]. These are also social constraints imposed in the provision of a security ap-
proach, especially when it concerns the incident response planning, where such updates might
be unavoidable and crucial for a patient’s life, especially as malicious actors are involved.

These conflicts (financial and technological) need to be explored further in connection with
stakeholders goals (cf. Section 2.1) and research challenges, as indicated in the literature. In this
way, they can highlight the particular aspects of the problem domain that a potential treatment
will need to consider.

The sponsor’s goal for a holistic and not just a technical cybersecurity approach in the healthcare
context relates with the complex challenge that characterises healthcare systems as they have
cyber, physical and human components that produce and consume data. For example, insulin
pumps that deliver medication to a patient’s circulatory system are informed by the physi-
ological characteristic of the patient’s condition and, based on them, control the medication
delivery appropriately [79]. This characteristic that makes healthcare systems cybersecurity
design different from other systems is commonly referred to as the human-in-the-loop chal-
lenge. This challenge is further related to the user’s capabilities of control over MDs. For
example, open-loop MDs can be subject to social engineering attacks from a malicious entity
to exploit human vulnerabilities [78]. In such cases, an attacker, instead of compromising the
MDs (e.g., insulin pump system) it can rather mislead a user (i.e., patient) into making un-
safe adjustments (e.g., the altered from the attacker glucose reading that the patient sees, leads
him/her to inject more or less insulin than the one needed).

These problems are present and need treatment urgently. Characteristically, the National
Healthcare Service (NHS) has been subject to criticism about the lack of organisational cyber-
security support and ineffective accountability when incidents do occure [72]. There is also
increasing concern about data breaches initiated from internal malicious actors [72]. More-
over, it becomes clear, especially in the case of MDs, that the users need to understand possible
systems’ risks and be comfortable with the deployment of security mechanisms. This need
is also relevant to cases where security configurations need to take place in a MD that does
not involve user interaction (i.e., closed-loop MDs). For example, in response to an incident
against an implantable cardiac defibrillator, the MD senses and actuates. That means that from
its very design, it needs to consider such threats that can target the communication channel
among its components or the sensing input that will lead to an incorrect actuation [80].

Security engineers looking for a structured approach to develop by-design resilient operational
security in HCCIs face the lack of suitable existing treatments that do not consider just a hetero-
geneous and inconsistent IT landscape or its cybersecurity, but also understand the critical role
of the problem context, especially of healthcare. Security engineers encounter another crucial
challenge related to the prediction of threats and the collection of relevant data. Many rea-
sons result in this challenge. On the one hand, security engineers are aware that the discovery
of compromises is partial, and some successful attacks remain unknown. Additionally, even
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when the discovery of compromises happens, their reporting might be omitted from fear of
legal liabilities and costs. Furthermore, the cybersecurity community does not uncover any
specific compromise facts as other malicious actors can use them to create updated exploits.
Even when some data about attacks are released, they can be misleading, incorrect or even
changed, and there are always zero-days that remain unknown until those that discovered
them use them.

Security practitioners want systems designs useful for their incident response practice. They
face the challenge of having cyber incidents data that are not systematically processed and
assessed [72]. In other words, security practitioners cannot measure cyber risk, and vulnera-
bilities at a local level [72]. This inability results in the inability to plan and implement proper
incident handling. They have to argue about resources allocation but lack the means to base
and combine such needs on automated decision-making supported from agreed in advance
treatment models.

2.5 Discussion and Closing Remarks

In this chapter, we identified this research project’s stakeholders and their goals. We then in-
vestigated the existing literature systematically. The overarching aim of the systematic review
was to investigate the effect, positive or negative, of the phenomena on stakeholders’ goals.
Throughout this review, it became apparent that the number of relevant studies is limited.
Therefore, we aggregated them based on the incident response faces and the standard termi-
nology. From there, it derived that to address the sponsor’s goal for a holistic and not just a
technical cybersecurity approach in the healthcare context there is a need for a by design framework
that aims to enhance the cybersecurity decision-making MDs by considering socio-technical
aspects that affect the resiliency of HCCIs. A treatment that addresses the security engineers’
goal needs to connect cybersecurity with the healthcare context. Security practitioners will be
better equipped to manage systems that have considered cyber resiliency and guide them to
the development of incident response plans suitable for the infrastructure they are responsible
for defending. In the following chapter, we explore existing treatments with the satisfaction of
the goals and desires of this project’s stakeholders facing the critical financial and technological
challenges that concern them.
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Chapter 3

Requirements Specification and
Existing Treatments

3.1 Requirements Specification

The requirements specification design activity defines the desired properties of the treatment-
to-be before its actual design. The actual specification guides the search for possible treatments.
A requirement can be considered for this section as a goal for the treatment-to-be motivated
from the stakeholders goals (cf. section 2.1). We refer to these requirements as treatment re-
quirements (also abbreviated as TRs). The stakeholders’ goals support the specification of TRs
as these goals motivate the desirability of the specified TRs. Each TRs has two parts. It states
artefact requirements (part 1) along with the relevant context assumptions (part 2). The order of
the parts can vary.

Because rarely stakeholders that are involved in the problem can specify their require-
ments, design researchers, as owners of the problem (and thus also stakeholders), make choices
jointly or on behalf of the other stakeholders [81]. In order to highlight the particular aspects
that a potential treatment will need to have, the requirements specification activity takes the
two conflicts (financial and technological) as identified in the systematic review 2.4. It explores
them further concerning them, along with the stakeholders’ goals and the research challenges
indicated in the broader literature. In this way, the design researcher uses existing knowledge
for the specification of requirements. Based on this knowledge of the healthcare cybersecurity
resilience problem, the requirements for the treatment-to-be are as follows:

• TR1 The treatment must allow security engineers to have a structured approach to de-
velop by-design resilient operational security for healthcare systems of HCCIs.

• TR2 The treatment must be usable for security engineers, i.e., by using the treatment, se-
curity engineers assist HCCIs and their security practitioners to be resilient to incidents.

• TR3 The treatment must be useful for the security practitioners in their incident response
practice, i.e., the effort to learn and to use are acceptable.

TR1 is a functional correctness requirement, and the other two (TR2 and TR3) are nonfunc-
tional requirements. A functional requirement stands for the desired function of the artefact,
where nonfunctional requirements stand for properties that must characterise the interaction of
the artefact with its context. Stakeholders goals drive the requirements for usability and use-
fulness of the treatment-to-be. They are meaningful under context assumptions. In particular,
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cybersecurity incidents that occur or affect the operational resilience of healthcare systems
within HCCIs. The specified requirements motivated the RQ2 that we encountered earlier in
Section 1.6.

3.2 Requirements Contribution to Goals

To connect stakeholders goals with requirements specified by the design researcher, we present
them in the form of a contribution argument. A contribution argument consists of the artefact
requirements and context assumptions indicating how they contribute to a stakeholder’s goal.
In other words, a contribution argument entails a treatment requirement and how it meets a
stakeholder’s goal. In this essence, a contribution argument forms a hypothesis in the form of a
prediction that an artefact inserted and interacting with the problem context will contribute to
stakeholders’ goals. That also implies that for one requirement, many contribution arguments
may exist. Subsequently, a treatment to a requirement may satisfy several goals from one or
more stakeholders.

With the above specification, an argument is made that predicts a contribution to this re-
search project. More clearly, in the healthcare cybersecurity resilience problem, the main argu-
ment is that:

• If the treatment allows security engineers to develop by-design cyber resiliency for health-
care systems of HCCIs; and is usable for security engineers and useful for security prac-
titioners in their incident response practice,

• assuming that the healthcare systems and infrastructures have the cyber, physical and
human aspects as abstracted and analysed as in the proposed treatment; then

• the proposed treatment contributes to EPSRC ’s goal of producing a holistic and not only
technical security approach in the healthcare context.

This argument is fallible, as there is no deductive reasoning that can support its conclusion
with certainty. Thus it forms a fallible hypothesis. The fallibility of this hypothesis lies in the
fact that the design researcher may have abstracted and analysed the healthcare systems and
infrastructures incorrectly by and the treatment may turn out not to be as usable and helpful
as to security engineers as the initial search suggested that it is.

3.3 Available Treatments

In order to progress in regards to the RQ2, we need to consider the possibility that existing
research treats the problem under investigation in a manner that satisfies the specified require-
ments. Hence, we need to enhance the current systematic review. This enhancement is essen-
tial because we want to find specific existing treatments related to the problem domain and the
specified requirements for the treatment. To accommodate that, we set two objectives. Firstly,
we analyse the existing set of papers to see if there is a need to conduct a new systematic
review of existing treatments for the problem domain. Secondly, we need to analyse if they
provide evidence that they satisfy to some degree the specified requirements. From there, we
will be able to decide if a second review is needed. This time though, the focus will be on the
specified requirements.
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Table 3.1: Operationalisation of existing set of treatments

Treatment Purpose Operationalisation Citation
Adaptation of Incident Small to medium health care organisations Three scenarios [66]
Command System (ICS) for use to plan and manage before an incident occurs
in cyber incident response having a Cyber Incident Response Team

(CIRT)
Autonomic security Healthcare Information Systems (HIS) N/A [68]
management (ASM) framework to anticipate, detect, respond to known

and unknown attacks with minimum
human intervention

System for modelling data Assists information security officers of Three case studies [70]
flow within healthcare healthcare organisations to improve their
infrastructures and Visualisation cybersecurity situational awareness
process
Machine Learning-based and Incident detection for Electronic Medical Two prototypes test design [73]
time series anomaly detection Record (EMR) systems
prototypes
Framework of eight aggregated Response strategies that could be deployed N/A [61]
response strategies (EARS) by healthcare organisations
Conceptual architecture Capture forensic artefacts of privilege misuse N/A [74]
Bayesian network model Address cyber risks and minimise the One scenario [75]

effects of the power system outage
Bow-tie cyber risk classification Assess risks, visualise areas of concern and One case study [76]
and assessment framework record the effectiveness of implementing

control barriers
Effects-based discrete event Resilience quantification One prototype test design [77]
stochastic simulation

We already know, based on the results of the systematic review (cf. Section 2.3), that the
multidisciplinary studies in cybersecurity, resiliency and healthcare are limited. From the six-
teen (16) papers selected, nine (9) of them offer treatments, from which only six (6) have been
validated and consequently might offer evidence for the satisfaction of the specified require-
ments for the treatment-to-be. Therefore, the analysis starts with these treatments. It is ex-
pected to either find that treatment exists and satisfies the specified requirements or to search
further. If a further search is needed, the focus will change. The new search will be concentrat-
ing on this project’s specified requirements instead of the overall problem domain.

3.3.1 Operationalisation using existing treatments set

To analyse the existing set of papers (cf. 2.3), we need to introduce the concept of operational-
isation. Operationalisation stands for how properties of the requirements relate to pieces of
evidence that they are part of a treatment. Achieving operationalisation is expected to vary,
but the results are comparable as the focus is on shared requirements. Different types of re-
quirements operationalise in different ways. In this project, the specified requirements are
either functional and nonfunctional (cf. 3.1). For operationalisation, this creates certain ex-
pectations. For the functional requirement (structured approach to developing by-design resilient
operational security for healthcare systems of HCCIs), specific tests might have been designed. On
the other side, the nonfunctional requirements (assist HCCIs and their security practitioners to
be resilient to incidents and useful for incident response practice) is expected to be operationalised
with the definition of indicators as measurable variables.

Table 3.1 aggregates the treatments, the purpose of their design, and their operationalisa-
tion. Only six (6) of the papers operationalise by designing specific tests in suitable forms for
the functional assessment of their proposed treatments. For the rest of them, i.e., the three (3)
remaining, we use the N/A that stands for ’not applicable’. From the treatments that opera-
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tionalise, test design is used, which means that the focus is on functional properties. Hence,
the existing treatments give less emphasis on their nonfunctional properties. This remark in-
dicates that we can assess only the first treatment requirement (structured approach to developing
by-design resilient operational security for healthcare systems of HCCIs). For this project’s other two
nonfunctional requirements, we can infer a need to design a suitable treatment. For the func-
tional requirement of this project, we will decide after assessing further the relevant papers.

3.3.1.1 "Incident Response Plan for a Small to Medium Sized Hospital" [66]

In 2013, C. DeVoe and S. S. M. Rahman in their paper entitled "Incident Response Plan for a
Small to Medium Sized Hospital" [66] utilised the Incident Command System model used in
emergency services to demonstrate that any sized organisations can have a sufficient cyber
incident response team.

The treatment proposed in [66] is a redesign of a preexisting treatment from the fire and
emergency services with a focus on safety. The approach intended stakeholders are Cyber
Incident Response Teams (CIRTs) and not security engineers as in this project. The different
type of stakeholders shows that there approach considered cybersecurity and response after
the design of healthcare systems. The treatment requirement for by-design resilient opera-
tional cybersecurity needs a different type of treatment that will start from the early stages of
a healthcare system’s design. The of [66] is very useful. Nevertheless, it does not tackle the
functional treatment requirement of this project. Something justifiable as their purpose was
different, and naturally, the treatment proposed is appropriate for that.

In [66] the purpose is indeed to design responses before they occur. It mainly emphasises
the limited capabilities of small and medium-sized healthcare organisations and how plan-
ning can be pivotal. In comparison with this project’s functional requirement, it has a slightly
different context as is concerned with IT-oriented cybersecurity instead of OT-oriented cyber-
security, which is the context of this research.

The operationalisation of this projects functional treatment requirement can use the three
scenarios designed and investigated by DeVoe and Rahman [66]. These scenarios make ap-
parent that the proposed treatment is holistic and well structured. It indeed takes place before
an incident occurs, from the planning and preparation stages of incident response. The sce-
narios are narrated at a high level and focus on cyber attacks. They also provide technical
details in the form of specific implementations that CIRTs can experiment and use. For the
above reasons, we believe that this paper does not satisfy our functional treatment require-
ment, primarily because of its narrower cybersecurity focus, the different stakeholder and nar-
rated high-level operationalisation.

3.3.1.2 "A study into data analysis and visualisation to increase the cyber-resilience of health-
care infrastructures" [70]

In 2017, A. Boddy, W. Hurst, M. Mackay, and A. E. Rhalibi, in their paper entitled "A study
into data analysis and visualisation to increase the cyber-resilience of healthcare infrastruc-
tures" [70] propose a system that captures user behaviour through advanced data analytics
and visualisation techniques and can detect any divergence. They tailored the proposed sys-
tem to unique network configurations of healthcare infrastructures.

The treatment in [70] is a machine learning system. For data processing, this treatment
also uses visualisation techniques. Therefore the focus of the treatment is on data. For this
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project, this means that once more, the treatment is IT and not OT-oriented. So the context of
the treatment proposed in [70] has a different context compared to the treatment requirement
of this project. Additionally, the stakeholders of the treatment are security analysts. The treat-
ment can be used to either increase its accuracy by providing feedback or use it to understand
and explore healthcare data. Accordingly, the cornerstone of the treatment is the visualisation
and analysis of data flows. These aspects of the treatment are suitable for the original design
purpose. Though they differ from the treatment requirement of this project as its stakeholders
are security engineers, and that being so, they need a broader cybersecurity treatment.

The treatment’s purpose in [70] is to face functional challenges related to the increased
quantity of healthcare data to support security analysts. Analysts improve the implementa-
tion of the treatment, which can be helpful for security practitioners. In particular for the
improvement of an infrastructure’s situational awareness. This purpose is part of a resilient
treatment but is concerned only with preparing and detecting attacks at a data level. It does not
address all healthcare systems, and it improves situational awareness but not the full spectrum
of resilience. Because being aware of an attack does not imply its containment, eradication and
data recovery.

For the operationalisation of there treatment, Boddy et al. [70] use three case studies. To
conduct them, they use different data sets. These case studies demonstrate the functionality of
the proposed system for data monitoring and analysis. However, by-design resilience is not
covered. The above observations lead to the conclusion that context, stakeholders and case
studies differ from those of this project. As a result, this is also not a suitable treatment for the
functional requirement of this project.

3.3.1.3 "ML-based cyber incident detection for Electronic Medical Record (EMR) systems" [73]

In 2019, D. McGlade and S. Scott-Hayward in their paper entitled "ML-based cyber incident
detection for Electronic Medical Record (EMR) systems" [73] propose the use of machine learn-
ing and time series for anomaly detection specifically of availability and confidentiality attacks
on Electronic Medical Records systems.

The treatment suggested in [73] is for anomaly detection. Its focal point is detecting confi-
dentiality and availability attacks against Electronic Medical Records (EMRs). Because of that,
it has a different context of cybersecurity than the one that this project attempts to cover. Cy-
bersecurity properties in IT can be different or been prioritised in another way for OT. On that
account, the treatment of McGlade et al. does not address this project’s treatment requirement
without reservations. Another reason for such reservations is that in [73] the treatment is for
detection, and therefore, it does not cover all the phases of resilience. However, resilience is
part of this project’s functional requirement.

The purpose of the design of the treatment suggested in [73] is to detect incidents against
EMRs. EMRs are not the only healthcare systems within HCCIs. This remark shows another
indication that the treatment of McGlade and Scott-Hayward has a different scope than the
one required from this research. The treatment involved the design of a specific solution. Even
though the stakeholders are not specified in [73], knowing that this project’s stakeholders
are security engineers and practitioners, we can infer an incompatibility. This incompatibil-
ity stems from the fact the security engineers design cybersecurity and along with security
practitioners choose among alternative solutions for the most appropriate for their healthcare
systems or infrastructures. For this reason, the need for a particular solution is not consistent
with the need for a by-design approach for security engineers and practitioners.
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The operationalisation indeed demonstrates the detection capabilities of the treatment, as
described in [73]. It takes place in the design and testing of two prototypes, each correspond-
ing to one cybersecurity property at a time. Nevertheless, in real-world cases, it is expected
that attacks will be multiple, occurring in tandem and affecting more than one cybersecurity
properties. Such cases are essential for security engineers and practitioners. However, for the
detection solution, no relevant test was demonstrated. For all the reasons presented above,
we infer that the treatment of McGlade and Scott-Hayward does not adequately address this
project’s functional requirement.

3.3.1.4 "Modeling and assessing cyber resilience of smart grid using bayesian network-
based approach: a system of systems problem" [75]

In 2020, N. U. Ibne Hossain, M. Nagahi, R. Jaradat, C. Shah, R. Buchanan, and M. Hamilton
in their paper entitled "Modeling and assessing cyber resilience of smart grid using bayesian
network-based approach: a system of systems problem" [75] examine a range of causes and
mitigation techniques for the smart grid in an attempt to assess the overall cyber resilience of
a system using a Bayesian network approach.

The treatment proposed in [75] is for the minimisation of cyber risks. Its focal point is
detecting cyber risks of electric power systems, which are part of healthcare infrastructure. Be-
cause of that, it has a narrower context of cybersecurity than the one that this project attempts
to cover. Moreover, Hossein et al. treatment does not address the full healthcare context and
aims more on risk management as a preparation and lessons learned. Hence, their treatment
does not cover all the phases of resilience. However, resilience is part of our project’s functional
requirement.

In [75] the purpose is to address cyber risks and minimise their effects. However, the
scope is narrow and focuses on power systems. In comparison with this project’s functional
requirement, it has a slightly different context as it is concerned with IT-oriented cybersecurity
(instead of OT-oriented cybersecurity). Specifically, it looks at three types of vulnerability
(software, access and network). Furthermore, it does not focus on the healthcare domain but
rather specific systems also used in healthcare.

The operationalisation in this case happens through specialised software that quantifies
the variables and simulates the model. The quantification uses experts knowledge, statistical
learning, historical data, and probabilistic estimations. It produces a set of assumptions about
the system’s nodes that can be useful for the planning and improvement of a resilience plan
specific to a smart grid. This operationalisation covers technical aspects of a system, and even
though it depends on human knowledge and decisions, it does not cover the social aspects of
a smart grid.

3.3.1.5 "A quantitative bow-tie cyber risk classification and assessment framework" [76]

In 2021, B. Sheehan, F. Murphy, A. N. Kia, and R. Kiely, in their paper entitled "A quantitative
bow-tie cyber risk classification and assessment framework" [76] propose a conceptual risk
assessment framework that combines a bow-tie model with a risk matrix, designed to show
cyber weaknesses and indicate proactive and reactive cyber defences.

The treatment suggested in [76] is for risk classification. Sheehan et al. propose a concep-
tual cyber risk classification and assessment framework designed to demonstrate the signifi-
cance of proactive and reactive controls. Their treatment combines a bow-tie model with a risk
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matrix to produce a cyber threat rating based on the likelihood of occurring and the poten-
tial severity of the resulting consequences. Their treatment is more related to preparation and
post-incident activities. Thus, they do not address all phases of incident response, which is the
scope of this research project.

The purpose of the design of the treatment suggested in [76] is to reduce organisational
exposure to cyber risk and quantify the risk. Sheehan et al. associate this purpose with insur-
ers. Insurance is one way to treat risk by transferring it to another party. However, from the
treatment requirements of this project, more options need to be available to a decision-maker,
such as avoidance, retention, sharing, transferring, and loss prevention and reduction. Hence,
our purpose is broader.

The operationalisation of the cyber risk classification framework proposed in [76] uses a
case study based on interviews and brainstorming sessions. Sheehan et al. recognise that their
current doe not incorporate uncertainty and residual estimation methods. The above shows
that the context, stakeholders and case study differ from those of this project, and there are
areas that their proposed framework can evolve to cover more aspects of resilience.

3.3.1.6 "Towards an organizationally-relevant quantification of cyber resilience" [77]

In 2021, T. Llansó and M. McNeil in their paper entitled "Towards an organizationally-relevant
quantification of cyber resilience" [77] propose the Resilience Index (RI), a quantification metric
of cyber resilience based on discrete event stochastic simulation over a mission timeline.

The treatment proposed in [77] is a simulator that computes the resilience index for target
systems. Llanso et al. use similar definitions of resilience and recognise the lack of maturity
to quantify resiliency in cybersecurity. Their treatment focuses on maintaining the mission’s
essential functions (MEFs) and consists of a model and a method as artefacts. More specifically,
they use an effects-based discrete-event stochastic simulation that includes random variables.
Nevertheless, they do not focus on the by design resilient operational security, but rather on
preparation and resilience concerning the approaches of redundancy and deception. Their
treatment is expandable, but currently, it does not cover the scope of this research project and
is not specific to healthcare domain challenges.

The purpose of the design of the treatment recommended in [77] is to measure of overall
resilience of a cyber system as it relates to the continuation of missions. In other words, Llanso
et al. associate cyber resilience with mission resilience. However, their purpose concerns IT
systems in general and not healthcare systems, leaving outside Operational Technology (OT)
aspects that this research project is concerned with.

The operationalisation of the model and method proposed in [77] uses a prototype test
design. Llanso et al. identify that the stage of their research simulates malicious impact and
attacker behaviour that needs to be updated based on more current data. Additionally, as they
designed a model, they are aware that the simulator simplifies a target system; consequently,
other models can also represent the same system and its resilience. Their treatment is not fully
automated, depends on the user’s input and has not been properly validated.

Accordingly, taking into consideration the above, we understand that no treatment exists
in our initial set of papers that addresses the two nonfunctional requirements. As for the
functional requirement, six treatments address specific aspects of it. Even in these cases, the
aspects addressed are only to some degree, satisfied. Thus overall, we can claim the need
for further investigation for the treatment of this project’s functional requirement. In other
words, the treatment-to-be of this research needs to meet all the requirements as specified in
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section 3.1, as not existing treatment addresses them all.

3.3.2 Search of healthcare cybersecurity reviews

The analysis of the existing set of papers did not find a treatment that answers the RQ2. As
a result, this research needs to conduct a second systematic review. This second review is
taking place in an attempt to identify treatments that satisfy, to some degree, the treatment
requirements as specified at the beginning of this section 3.1. Unavoidably the treatments to
be collected are expected to have a broader scope as they have not been found appropriate
treatments in the first systematic review that covered cybersecurity, healthcare and resiliency.

The goal of this second systematic review is to collect treatments designed in earlier stud-
ies. These treatments need to satisfy, to some degree, at least one of this project’s treatment
requirements. As mentioned in the first review, this research activity is exceptionally requiring
and time-consuming. We nevertheless decided to undertake this activity because its expected
output can allow the formation of "working hypotheses". These hypotheses can be then tested
on actual cases to identify if a redesign will be an appropriate approach or if the design of an
approach from scratch is required.

To search for treatments that could satisfy this project’s requirements, we started from ex-
isting systematic reviews to ensure that a survey is needed. From early on, we found that the
majority of reviews are focused on the security of cyber-physical systems [82, 83, 84]. Some of
them are specialised in existing treatments and concepts [85, 86].

Nguyen, Ali and Yue reviewed model-based engineering approaches used to address secu-
rity concerns [85]. The majority of these approaches analyse one or more security challenges;
however, less similar work is conducted that concerns or also includes possible solutions [85].
They also found that for the model’s design are used either Domain-Specific Languages (DSLs)
or Unified Modelling Language (UML) notation [85]. In regards to the Security Development
Lifecycle (SDL) most approaches start to focus on requirements and design, and few works
connect them with implementation [85]. The majority of treatments designed methods, tools
and metrics in descending order [85]. Similarly, these treatments relate mainly to threats or
attacks, then to vulnerabilities and fewer to security solutions [85]. They also found that most
of the current body of knowledge uses academic case studies for smart grids [85].

Gunes et al. survey the different definitions of Cyber-Physical Systems (CPSs); their main
concepts and domains [86]. They refer to healthcare along with medicine where issues of re-
liability rise and are of particular importance as they can affect multiple aspects of a patient’s
physiology [86]. Relevant is their work to this project’s requirement for a structured approach
to developing by-design resilient operational security because this type of security is closely
related to cyber-physical systems security. For healthcare systems, in the cybersecurity litera-
ture, we also meet them as Medical Cyber-Physical Systems (MCPSs). This has been shown in
relevant reviews [87, 88, 89].

Haque, Aziz and Rahman introduce a taxonomy for MCPSs [87]. For security, the taxon-
omy focuses on data and address privacy and encryption issues at different levels (i.e., ap-
plication, data, user and network levels) [87]. Also Haque, Aziz and Rahman map existing
MCPS application and there they include a security-related treatment (i.e., CYPSec [90])[87].
Dey et al. addresses the physical aspect of MCPSs and acknowledge the security issues that
emerge [88]. The lack of inclusion of the physical aspect of security coincides with the review
findings of Jalali et al. [54]. Dey et al. further connect their security concerns with reliability
and safety challenges [88]. They emphasise the absence of a suitable analysis approach where
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the complexity and interdependence of MCPSs and their operational context can be depicted
and studied [88]. They stress that any potential treatment will need to start from the very
development and architecture of MCPSs [88].

Gatouillat et al. review to what they refer as the Internet of Medical Things (IoMT) [89].
Similarly to Dey et al. [88] Gatouillat et al. stress the importance of reliability, safety and se-
curity [89]. Thought-provoking is that they extend reliability beyond containment to reactive
response, a concept well known in cybersecurity (e.g., Moving Target Defence (MTD), self-
organising systems and Byzantine faults) [89]. Because Internet of Medical Things (IoMT)
focuses on the networking aspect of MCPSs papers that consider application challenges are
reviewed [89]. Gatouillat et al. found that models for the study of biological processes, com-
puting systems and hybrid systems do exist [89]. However, these models are different from
those examining the concepts of robustness and security [89]. Another observation that they
make is that in the current body of knowledge, there is a lack of studies related to the service
layer of IoMT [89]. At the same time, most of the current research focuses on medical devices
and the integration layer [89].

Reviews also exist for security treatments in the healthcare context [91, 92]. Fernandez -
Aleman et al. report on EMRs security and privacy [91]. They found that most of the arti-
cles reviewed propose specific treatments [91]. Noticeably, some of them indicate that there
might be a need to override security and privacy policies in cases of emergency [91]. Surpris-
ingly, not all of the appropriate treatments for EMRs address the generation of evidence [91].
This omission can hinder post-incident reviews and improvement activities. Ma et al. [92]
approach healthcare security from another point of view, that of medical devices. They partic-
ularly evaluate the security and privacy of medical imaging devices [92]. Their review focuses
on vulnerabilities and possible attacks and contrasts them with the protection offered from
security mechanisms [92]. There is also a survey that addresses healthcare CPS security at a
higher level [93]. Rehman et al. identify security challenges, requirements and analyse existing
authentication treatments [93].

Overall, the technologies used in healthcare infrastructures differ significantly. This diver-
sification is a common theme that connects the reviews presented above. There is also a re-
view that lists these different technologies used in healthcare [94]. They range from wearable
devices and smartphones to cloud applications, big data, Internet of Medical Things (IoMT)
and Medical Cyber-Physical System (MCPS) [94]. Another important remark is that cyberse-
curity resilience and healthcare has not been a common review interest. Although, there exists
a review concerning the resilience of CPSs in general [85].

3.3.3 Search for cybersecurity resilience treatments

In this research, the centre of attention has the concept of cybersecurity resilience. It seems that
it has not been studied excessively within the healthcare context. The systematic review that
follows has a broader scope of searching for cybersecurity resilience treatments. We present
an overview of the search strategy in Fig. 3.1. This strategy and the reasons for which we
conducted it coincide with those used in the previous systematic review (cf. Section 2.2.2).

We conducted an automated search using electronic resources to search for relevant papers.
For consistency, we used the same digital libraries as before (i.e., the IEEE Digital Library
(IEEE Xplore), the ACM Digital Library, the ScienceDirect (Elsevier), the Scopus and the Web
of Science). At first, we evaluated each paper for inclusion in the set of relevant papers based
on the title, abstract and inclusion/exclusion criteria that remained the same with the previous
review (cf. Section 2.2.4). We were inclined to include the papers at this stage unless they
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Figure 3.1: Selection process stages of second systematic review.

were irrelevant to cybersecurity and resilience. The three hundred twenty-five (325) papers
identified from the different sources spread as follows:

• IEEE Digital Library (IEEE Xplore): 53 papers.

• ACM Digital Library: 11 papers.

• ScienceDirect (Elsevier): 147 papers.

• Scopus: 80 papers.

• Web of Science: 34 papers.

After removing sixty-seven (67) duplicates to examine a health-oriented digital library, we
researched the PubMed database that focuses on life sciences and biomedical topics with the
same criteria. That search resulted in the extraction of six (6) additional papers and overall
of two hundred sixty-four (264) papers having removed six (6) duplicates, two hundred fifty-
eight (258) papers were included based on the title and keywords. All these papers were
further processed based on their abstracts, resulting in a set of one hundred forty-two (142)
resources. We judged these resources based on this project’s requirements. After reading the
full papers and assessing their quality following the same criteria as in the previous review (cf.
Section 2.2.5), we extracted thirty-five (35) papers. Regarding the quality of resources, once
more, we followed the same assessment as in the previous review (cf. Section 2.2.5), and no
exclusion of an article collected in the review process occurred due to nonconformity to the
established quality criteria.

3.3.4 Data extraction and synthesis

Here we could make any decisions for data extraction and synthesis, we had to consider an
essential observation. The second systematic review made apparent that once the context is
broader than in the first review, the central concepts of this research (i.e., cybersecurity, re-
silience and healthcare) become more abstract. The second review resulted in a collection
of cybersecurity resilience studies that cover the different areas of operational resilience as ap-
proached in the CERT® Resilience Management Model (CERT-RMM) [95]. CERT-RMM is a
management framework designed by the CERT Division at Carnegie Mellon University’s Soft-
ware Engineering Institute, and it has been used broadly from infrastructures. This framework
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centres around the security and survivability of assets to ensure the success of operational
missions in the face of disruptions. Consequently, it covers many operational aspects (e.g.,
risk management, information security, supply-chain continuity, crisis management, work-
force continuity, IT disaster recovery, emergency management and crisis communications) as
well as a plurality of disruptions (e.g., natural, artificial, accidental, intentional, small, large,
information technology-related, cyber and kinetic) [95].

This scope, however, is much broader compared to this project’s scope. Nevertheless, it
gave us a base for selecting relevant to this project’s context studies. To be able to do this, the
need for clear definitions of the terms became necessary. These terms could form clear bound-
aries for the problem domain and the selection of relevant papers. It seemed that resilience
was used interchangeably with sustainability and robustness, something which has been ob-
served from other studies too [96, 97]. In their work, they analyse these concepts within the
context of evolvability [96]. Evolvability is an integral aspect of CERT-RMM too [95]. However,
Urken et al. define evolvability in the context of systems engineering. They suggest that it is
a necessity to design, test, redesign and brake systems. Now, this engineering evolvability is
understandable and seems to coincide with cybersecurity and software engineering lifecycles.
However, in healthcare, systems’ evolutions will need to take place without causing harmful
impacts.

Before examining the evolving engineering within the healthcare context, we need to dis-
tinguish between the terms resilience, robustness and sustainability. The World Economic Fo-
rum defined resilience for cybersecurity as "the ability to continuously deliver the intended outcome
despite adverse cyber events." [98, ?]. Björck et al. analysed this definition and found that it has
four main variable components, namely: (i) ’Ability’ is a part of the resilience definition that
can have different layers of analysis (e.g., international, national, local, infrastructure, func-
tional) [99]. This aspect coincides with the top-down and bottom-up approaches found in the
first systematic review (cf. Section 2.3.2). (ii) ’Continuation’ is the second part of a resilience
definition and relates to the ability to change, adapt, or recover [99]. (iii) The ’intended out-
comes’ is the third component of a resilience definition. The intended outcomes can vary based
on goals, processes or services that need to be maintained [99]. (iv) The ’adverse cyber event’
is the fourth component of the resilience definition. It stands for one or more circumstances
steaming from different sources (e.g., natural, cyber or human occurrences) [99]. The analysis
of Björck et al. confirms that variations will characterise cybersecurity resilience studies be-
cause this variety stems from how each research project frames each of the components of the
resilience definition.

This variety can be demonstrated using landmark research papers on cyber resilience.
Urken et al. perceive the resilience of a system engineered as its destabilisation beyond its
adaptation limits [96]. Looking back at the components of a resilience definition as indicated
by Björck et al. [99] in Urken et al. [96] it takes the following form: Resilience analysis takes
place at a system’s level (’ability’). It is interpreted as a way that a system is safe to fail (’contin-
uation’). It does so by maintaining a systems standard functionality and operating predictably
(’intended outcomes’). These outcomes can be achieved when one or more destabilisations
occur beyond a system’s adaptation limits (’adverse cyber event’). This definition implies that
in contrast with the cybersecurity intention to allow systems to fail-safe, cyber resilience ad-
dresses the need for a system to be engineered in a way that it is safe to fail [99].

The Department of Homeland Security has given another (extended) definition of resilience
[100, p. 26]. Based on the resilience components by Björck et al. [99] it takes the following form:
Resilience is analysed at a system, infrastructure, government, business, community, and indi-
vidual level (’ability’). It does so by resisting, tolerating, absorbing, recovering from, prepar-
ing for, or adapting (’continuation’). It aims to reduce the consequences associated with an
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incident, event, or occurrence. Resilience also impacts the likelihood and deters an incident,
event, or occurrence from happening (’intended outcomes’). These outcomes can be achieved
in the presence of an adverse occurrence that causes harm, destruction, or loss (’adverse cy-
ber event’). This interpretation of resilience offers a broader definition compared to Urken et
al. [96].

Additionally, Woods [97] characteristically demonstrate the wide variability of resilience
definitions by providing four different ways to interpret it [97]. The variants in the resilience
definition that Woods focuses on relate to the ’continuation’ component. According to Woods,
this component can be associated with a rebound, robustness, ’graceful extensibility’ of per-
formance or adaptation capacity and sustained networking adaptability [97].

The variabilities in the definition of the ’continuation’ component show that the term ’ro-
bustness’ can be used interchangeably with ’resilience’. However, Urken et al. differentiate
it and consider it to refer instead to systems engineered to fail-safe, responding to internal or
external disturbing occurrences [96]. Interpreted in this context of evolving engineering, ro-
bustness aims to maintain a system’s normal functionality [96]. Alternatively, this means that
robustness is related to occurrences that can be well-modelled and consequently belong to a
well-defined set of adverse events [97]. If an occurrence is outside this set, the system will
not evolve in a way that yields the intended outcomes. This note will imply that the system
cannot be robust and restore its state. In these cases, a resilient system will then attempt to en-
able graceful degradation to minimise harm and continue to operate in some form that allows
system recuperation [96].

To perplex the terms resilience and robustness from an evolving engineering perspective
can be disturbingly erroneous. A poorly modelled set of occurrences activating adaptive sys-
tem responses can create the expectation of increased system robustness. However, formal and
theoretical research [101], as well as empirical analysis [102], have shown that this is not the
case. Instead, expanding a system’s ability to handle some additional occurrences increases
the system’s vulnerability in different ways or other occurrences.

To that, another term that can confuse is that of sustainability. Sustainable systems are
engineered to have resources that will allow them to continue to operate predictably. It can be
associated with reliability [96]. However, in contrast, resilience is not necessarily reliable as it
offers knowledge via trial and error. Overall, resilience seems to be an overarching term that
covers the areas where robustness and sustainability meet. In this way, an evolving system can
be engineered by restructuring normal and abnormal systemic adaptive capabilities. Due to
the broad coverage of the term resilience, before we can review the existence of treatments that
satisfy this project’s requirements, it is essential to define resilience for this project context.

To define resilience for this research is necessary to design an artefact based on the treat-
ment requirements. We need to define all the variable components of resilience [99], in partic-
ular for this project (i.e., ability, continuation, intended outcome and adverse cyber events). To
do so, in the following paragraphs, we document our decisions for each component separately.
Finally, we present this project’s definition of resilience.

We start with the ’ability’ of resilience. The main stakeholders of this project are security en-
gineers. In the TR1 (cf. Section 3.1) the development of by-design resilient operational security
for healthcare systems is stated. In this respect, engineers need to be able to analyse resilience
at a security level. This security is also part of HCCIs, according to TR1. Hence, security en-
gineers need to design resilience for systems’ security within the healthcare domain and, in
particular, a critical infrastructure. What they want to be able to engineer is the resilience of
these systems’ security within a HCCI because heterogeneous stakeholders affect the design
of these systems, what security engineers will be interested in how to manage the resilience
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of these systems’ security, which means the people, processes, and technology necessary to
manage resilience.

To make security resilience cost-effective, we suggest that it follows the security-by-design
paradigm. When it comes to ’continuation’, TR2 (cf. 3.1) states that security engineers can
use the treatment to design resilience, which means that security engineers need to support
different forms of how they will design security continuation. Consequently, in their security
resilience designs, they want to maintain a set of security constraints and sustain or at least
not impact a critical healthcare service negatively if an incident does occur. For that, they need
to address the impact of an incident on security and healthcare services to apply appropriate
responses and return the infrastructure to a state of normal operations.

Security engineers and practitioners aim to reduce the consequences associated with an in-
cident. They want to prevent the consequences of an incident from happening. Hence, security
practitioners can use models of resilience-by-design for their systems to select and implement,
appropriate to the situation, incident response practice. This aspect of the resilience definition
for this project coincides with TR3 (cf. 3.1).

The ’adverse cyber events’ that security resilience focuses on are named incidents. An in-
cident stands for a negative occurrence that happens or is thought of as happening and leads
to the failure of security constraints maintenance. This definition is similar to NIST SP.800-
61r2 [4], but it has quite a subtle difference. It does not only allows an incident to be something
that happened in the real world, but also it allows an incident to be imaginary and not occur
in reality. The example of a hypothesised false positive alarm of an intrusion detection system
can be treated as an incident even though it did not occur. The second meaning describes inci-
dents that occur in computer systems. In this way, the term incident has two incidents: threat
or an actual attack.

Based on the resilience definition components by Björck et al. [99] the definition of resilience
for this research takes the following form: Resilience is analysed at a healthcare cybersecurity con-
text level (’ability’). Resilience is achieved in the presence of an incident as an adverse occurrence that
happens or is thought of as happening and leads to the failure of maintenance of at least one security
constraint (’adverse cyber event’). It does so by preparing, identifying, containing, eradicating,
recovering and learning (’continuation’). It aims to reduce the consequences associated with
an incident. Resilience also impacts the likelihood and deters an incident from happening
(’intended outcomes’).

Returning to the data extraction and synthesis of the collected papers, those papers that met
the inclusion criteria (cf. Section 2.2.4) were further reviewed, and we selected from the rele-
vant papers those proposing a treatment design. We grouped these papers into sets of studies
addressing their analysis level (e.g., at a design level or real-time). Moreover, we looked at their
treatment artefact/s, validation/evaluation method, and resilience definition components as
defined by Björck et al. [99]. After the initial aggregation, we looked for design challenges that
future research needs to address. We integrated the results from our synthesis with the sug-
gestions we found in the individual papers. These suggestions were then used to specify areas
where re-design could enhance these treatments.

3.3.5 Search limitations

This search is based on digital source and papers that the University of Brighton has access
to. Since we conducted an automated search, we faced restrictions from the general indexing
systems that supported such analysis. Regarding personal bias, we understand that there will
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be instances where we will not be able to identify personal bias by ourselves. Nevertheless,
we extracted resources and used predefined criteria to assess the inclusion or exclusion of
the resources, tending towards inclusion in cases of doubt. Additionally, as we conducted a
systematic review, the set of collected papers represents the knowledge available at a certain
point in time. If and when more primary studies become available, a later extended systematic
review may well be able to refine and revise the original findings.

Moreover, we restricted our automated search to papers that combined a set of terms from
two domains that for each one, independent research exists that offers insight in great depth
(cybersecurity and resilience). Consequently, there might be papers that we have missed, and
we could find them with a broader search. The reason for our restriction was beyond time and
resources in general, related to the focus of this research itself. We wanted to avoid collecting
papers with a broader scope, meaning outside the intersection of the two domains, as this
commonly causes the collection of less relevant information and complicates the aggregation
process.

3.4 Systematic Review Results

This section discusses each of the treatment papers selected as relevant to the treatment re-
quirements of this research. There were 35 resources selected. A first observation was that
cybersecurity and resilience were initially not studied together. Instead, resilience was related
to safety. As a result, treatments that consider cybersecurity with resiliency spread between
2009 and 2020. A second observation is that the publication venues were diverse. This varia-
tion may stem from the relative newness of the domain and the absence of focused venues and
publications.

From the selected treatments, resilience was considered either as part of the whole devel-
opment life cycle or from the design stage (by-design) or at run-time as adverse cyber events
occur. The proposed treatments resulted in artefacts, mainly frameworks (methodologies, ap-
proaches) and models (conceptual, operational). Standard evaluation methods for the pro-
posed treatments were case studies, examples, simulations and experiments.

Regarding the definition of resilience, ’ability’ mainly refers to a systems-level, either only
cyber or cyber-physical. Another type of resilience ’ability’ involved physical, informational,
social and cognitive aspects. The treatments associated resilience ’continuation’ with the Ob-
serve–Orient–Decide–Act (OODA) loop. Alternatively, ’continuation’ was specifically refer-
ring to a cybersecurity approach, such as self-healing configurations, Moving Target Defence
(MTD), evaluation/situational awareness, monitoring and control. The ’intended outcomes’
of resilience were mostly associated with goals, missions, functions, products and services pri-
oritised as critical. Some other cases were about the assessment of resilience practices and their
effectiveness. Resilience associated with various ’adverse cyber events’. These events were not
only cyber attacks but also other anomalous conditions. Such conditions were safety hazards,
unknown threats, natural and human events, any cause that is essential for anything critical,
and security breaches and behavioural anomalies.

Overall it can be observed that more considerable ambiguity exists in what is an ’adverse
cyber event’ within the intersections of cybersecurity and resilience. A similar complication ex-
ists in the ’continuation’ of resilience. The existing frameworks use a great variety of words that
are defined slightly differently. Possibly it can be claimed that the Observe–Orient–Decide–Act
(OODA) loop covers the wordiness along with specific cybersecurity approaches used for con-
tinuation (e.g., self-healing, MTD). Apropos of ’ability’, the majority of treatments focus on a
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system level. This system contains various components, such as cyber, physical and social.
Lastly, the ’intended outcomes’ seem to relate to the broader environment where the system
operates and its associated critical objectives and operations.

Based on the above observations, we can return to this project’s resilience definition (before
the last paragraph of section 3.3.4). From there, it becomes apparent that:

• None of the treatments addresses the resilience ’ability’ as related to the healthcare con-
text and its security;

• Most of the treatments refer to the resilience ’continuation’ covering the phases of NIST
SP 800-62r2, but usually integrate them in fewer steps, closer related to the OODA loop;

• Most of the treatments are goal, mission, or function-oriented. In other words, their
’intended outcomes’ depend on what is critical for the case under study. However, only
those treatments that look at resilience assessment are concerned with the reduction of
the consequences associated with an incident;

• Most of the treatments consider as ’adverse cyber event’ cyber attacks. Though they
do not clearly distinguish an adverse occurrence that happens (attack) or is thought of
as happening (threat). Also, only one treatment considers as such events any security
violation.

For these reasons, we conclude that a treatment that will cover the resilience definition used in
this research project, contributing to stakeholders’ goals, is necessary. Hence, the operational-
isation of the above treatments cannot occur, and it is time to move on to the design of a new
treatment that corresponds to this project’s resilience definition.

3.5 Discussion and Closing Remarks

From the literature review, cyber resiliency seems to lack a precise definition shared among
different researchers. Nevertheless, in contrast to cybersecurity, cyber resiliency is not about
failing safe, but it looks into how to safely engineer systems’ failures (known and unknown).
In this context, safety relates to the risk of physical harm and the likelihood to occur. Safety-
related consequences can have cybersecurity-related causes. Cyber resiliency capability will
support the reduction of the frequency and impact of such occurrences. The literature suggests
adaptability and continuation capabilities to attain these goals that incorporate risk manage-
ment, incident response, and post-incident activities (also called lessons learned). However,
these two terms have different meanings as they relate to different types of events. The engi-
neering of adaptable cyber resiliency means that the events are known and expected. There
predictability yields sustainability. In contrast to engineer cyber resiliency continuation, the
events that occur are unexpected and unknown when systems design occurs. Any configura-
tion, though, either to attain adaptability, sustainability or continuation, changes the system in
a way that can lead to further exposure to threats and attacks.

From the above, it becomes apparent that a conceptual representation of the cyber re-
siliency domain will be helpful for researchers and practitioners. Its creation will be valuable
for a shared understanding. It will also clarify how the different terms relate to each other, and
all of them can support by-design cyber-resilient systems. The ability to design such systems,
such as medical devices and building equipment, seems to be especially crucial for safety-
critical infrastructures, like those that constitute a nation’s healthcare sector. In the following
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chapter, we further explore the need for a conceptual framework and how to design it as part
of a treatment that will meet these project’s stakeholders’ requirements.
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Table 3.2: Aggregation of treatments by publication year
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Chapter 4

Cybersecurity Resiliency Domain
Model

This chapter aims to introduce Build-In ResilieNcy Analysiss (BINAs). BINA offers a syntactic
and semantic reference for the comparison of security-oriented modelling languages and for
resiliency-oriented modelling languages. Furthermore, BINA helps to unify the terminology
used from different cyber resiliency engineering approaches. Consequently, it will help create
a shared understanding of the cyber resiliency domain. For example, KAOS [137] needs to
agree cyber resiliency engineering descriptions. It can use our domain model as the artefact
for finding and agreeing the concepts of cyber resiliency and their meanings. Finally, the in-
troduction of a model to present the constructs of cyber resiliency engineering will enhance
the documentation generated, during and after incidents, and will help to capture the various
constructs.

Section 4.1 shows the research approach used to set BINA. Section 4.2 summarises the
different resources relevant to this interpretation. Section 4.3 shows the construct association;
then Section 4.4 establishes and discusses BINA. The chapter closes with Section 4.6 presenting
conclusions and limitations of the domain model.

4.1 Research approach

In order to follow a structured way of designing the domain model, we followed the research
approach suggested by Dubois et al. [138] shown in Fig. 4.1. We modified this research ap-
proach to reflect the domain-related characteristics. With our project-specific adjustments, the
research approach consisted of the two first steps as presented in [138]:

1. Concept alignment: identified the central concepts from the literature as well as the rela-
tions between them. Here the literature needed to be relevant to BINA. After the concepts
and relations were collected, we joined them semantically to integrate the existing vocab-
ulary. By their semantical integration, we analysed all of the selected works and in an
identical way. This step led to the creation of two artefacts:

(a) A table that set out the concepts collated from the different approaches. It also
showed the type of semantic relationships that indicated a form of similarity, such
as synonymity (cf. Section 4.3);

56



Figure 4.1: The research approach used for the design of the BINA domain model.

(b) The terms’ meanings, as defined in their primary sources. These meanings were
presented in the form of a table that included the glossaries of different approaches
(cf. Appendix B).

The concept alignment was not a linear process, but an iterative and progressive one. Ev-
ery enhancement of the table supports a better understanding of the concepts’ semantics
in the existing literature. This literature (cf. Section 4.2) stems from four main types of
resources:

• Cyber resiliency standards (cf. Section A.0.1),

• Cybersecurity-related standards (cf. Section A.0.2),

• Health-related standards (cf. Section A.0.3),

• Cyber resiliency frameworks (cf. Section 4.3.2),

Modelling languages covering cybersecurity are not included as part of the literature
review. These languages will be discussed in Chapter 6, where we will use BINA domain
model to examine them.

2. Construction of the BINA: defines a conceptual model using the outputs of the previous
step. At this stage of the project, we defined a conceptual model of the cyber resiliency
domain. We did so by using a UML class diagram (cf. Section 4.4). A UML class dia-
gram [139] was the preferable representational approach for the conceptual model as its
notation is common and well known. Further, it can show concepts and how they re-
late with each other, which is the expressiveness that this part of our treatment’s design
needed. This step led to the creation of two artefacts:

• A conceptual model, here BINA. This model involved the use of the collected con-
structs. They need to be named. It additionally illustrated how the constructs re-
lated to each other, using existing knowledge found in the literature.

• A glossary specific to BINA was then designed. The concepts were aligned by
reusing and, if necessary, enhancing their meaning. The constructs’ definitions came
from the alignment step that also covered the relations between them.

As the domain knowledge changed, its model had to be redesigned. This meant that the
process had to be restarted, leading to design changes in BINA.
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4.2 Literature review

Following the research method presented in the previous section, we began with a survey of
the literature. In particular, we focused on four types of resources relevant to the scope of cyber
resiliency.

The first set of relevant resources form cyber resiliency standards. These standards address
resiliency at a high level. Because of this, they can be used to build domain-specific cyber
resiliency approaches. These standards are:

• NIST SP 800-184 [6]: This special publication guides recovery planning at two levels:

– a tactical level that corresponds to the immediate execution of a recovery plan; and

– a strategic level where the recovery plan improves continually to make events less
likely to occur.

It also provides relevant metrics that potentially contribute to information systems re-
siliency enhancement.

• NIST SP 800-61r2 [4]: This special publication offers guidelines for incident response
capabilities at an organisational level. In this way, the capabilities are independent of
the particular characteristics of the systems that an organisation uses. These capabilities
correspond to incidents management and, in particular, data analysis and selection of
appropriate response.

Cybersecurity standards compose the second set of resources. These resources tend to have
a specific section that clarifies the meaning of relevant terminology. There are cases where the
standards view the terminology critically. Some resources contain resiliency related terms as
well.

• ISO/TR 22100-4:2018 [140]: This report aligns safety with cybersecurity. This alignment
supports manufacturers of cyber-physical systems to consider cybersecurity. In particu-
lar, after a system is implemented, as part of a system, or reaches the end-user. It con-
tributes to the consideration and resolution of cyber threats that can impact the safety of
a system.

• NIST SP 800-82r2 [141]: This report is a cybersecurity guide for different types of Indus-
trial Control Systems (ICSs). There it can be seen that cybersecurity needs to consider
other types of requirements (e.g., execution, dependability, and safety requirements)
along with those of security. The report also presents a typical ICSs topologies. Addi-
tionally, it presents common to ICSs threats and vulnerabilities and suggests mitigative
controls for cybersecurity risks.

• NIST SP 800-160v1 [142]: This standard focuses on the engineering of responsive and re-
silient systems. These systems have cyber, physical and human aspects that collectively
provide wanted functionalities. It aims to highlight cybersecurity challenges and ap-
proach them through the establishment of engineering processes. These processes need
to satisfy stakeholders goals and requirements, considering them from the early stages
of a system’s engineering process and its whole life cycle.

• ISO/IEC 27001:2013 [143]: This standard outlines security requirements related to the
full life cycle of a system of an organisation. It addresses cybersecurity risks, along with
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their assessment and handling. This standard describes requirements in a technologi-
cally neutral manner, meaning that they are not dependent on the specific organisation’s
technologies.

• ISO/IEC 27032:2012 [144]: This guide provides a cybersecurity outline. It explains how
it relates to other types of security, such as information, network, internet and critical
infrastructure security. It also describes the relevant cybersecurity stakeholders and their
roles and how they can cooperate in pursuing cybersecurity objectives.

Health-related standards constitute the third set of resources. They deal with standards
that address cybersecurity or/and resiliency within healthcare. Thus they associate closer to
this research project’s scope.

• NIST SP 1800-1 [145]: This guide gives a cybersecurity reference design for healthcare
organisations. It focuses on the exchange through mobile devices of healthcare informa-
tion among caregivers. The guide uses a specific scenario and technologies. However, the
scenario is demonstrative and does not limit the guide’s contribution. Rather, it shows
the attributes and abilities that cybersecurity practitioners can utilise to recognise related
tools that can be blended appropriately with the existing healthcare organisation’s sys-
tems.

• ISO 27799:2016 [146]: This standard provides guidelines for the use of security standards
within the healthcare context. It outlines the cybersecurity requirements of healthcare
organisations. Specifically, it explains the controls in ISO/IEC 27002 in a way that suits
the cybersecurity of healthcare information. The cybersecurity properties that it focuses
on are the confidentiality, integrity and availability of healthcare data.

• NIST SP 800-66r1 [147]: This guide supports the implementation of the Health Insurance
Portability and Accountability Act (HIPAA) of 1996 Security Rule. This rule centres on
Electronically Protected Health Information (EPHI). It particularly concentrates on pro-
tecting the cybersecurity properties of confidentiality, integrity, and availability for EPHI.
The protection required is corresponding to logically predictable threats, attacks, events
and hazards.

Cyber resiliency frameworks comprise the fourth set of resources.

• MTR140499R1 [7]: This technical report addresses the cyber resiliency relating it to ad-
vanced cyber threats. It presents relevant knowledge associated with systems engineer-
ing. Mainly, it shows how different approaches, if implemented together, interact with
each other (e.g. dependencies, synergies, conflicts). Furthermore, it looks at how cyber
resiliency approaches impact cyber attacks, based on the stage of their lifecycle (e.g. re-
connaissance, weaponisation, delivery). It also offers information about maturity and
easiness to use various cyber resiliency techniques.

• MTR110237 [8]: This technical report addresses the necessity for cyber resiliency. Ac-
cording to this report, cyber resiliency relates to sophisticated cyber-initiated attacks
that challenge the resiliency of information systems. It proposes a resiliency engineer-
ing framework to support organisations to deal with sophisticated cyber threats offering
a method to analyse cyber resiliency in a structured manner. It also includes relevant
metrics. The framework overall perceives cyber resiliency engineering as part of the as-
surance engineering of missions.
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By reviewing this diverse set of standards, it became clear that cyber resiliency standards
and frameworks see the term ’cyber resiliency’ as a set of organisational capabilities that can
be planned in the short and long term for the specific needs of a domain. According to cy-
ber security standards, these capabilities involve cyber, physical and human aspects that need
to collaborate. These aspects need to be part of the resiliency design from the early stages
of a system’s engineering to allow it to perform for its intended purpose, meeting stakehold-
ers’ requirements. Cyber security standards also emphasise the need for a shared terminol-
ogy that clarifies the concept of resiliency and associated entities. Additionally, health-related
standards address the need for cyber resiliency designed to understand the contextual restric-
tions of a healthcare setting that is increasingly mobile and remote. Cyber resiliency frame-
works remind us of the importance of knowing the malicious attempts and capturing them,
and analysing them along with their impacts. In other words, cyber resiliency standards and
frameworks provided cyber resiliency and malicious attacks-related terminology. Cyber secu-
rity standards provided us with sociotechnical terms and metrics. Finally, healthcare standards
offered contextual constraints that cyber resiliency plans need to incorporate to be applicable
for healthcare systems. Hence, we used these resources as input to design BINA’s domain
model capturing all these different aspects of the cyber resiliency domain.

4.3 BINA construct association

This section presents the first step of the research method shown in Figure 4.1. Based on the
resources discussed in Section 4.2, BINA constructs are extracted and set out in a table (cf.
Appendix B). Also, the elicitation of the relations among the constructs takes place. This section
closes with a discussion about the constructs association.

4.3.1 Constructs to study

We began the construct association by determining the variety of constructs to examine. An
essential construct to explore was cyber resiliency (also called cyber resilience, resiliency or
resilience). Cyber resiliency is related to security requirements and the security mechanisms
that are used to satisfy them. Therefore, these constructs are also crucial. According to the
first step, as shown in Fig. 4.1, the above concepts are just part of the first iteration and will be
reconstructed as this step repeats. The final iteration will yield a table that will be the result of
this first step. It is essential to clarify that this step can continue later on, as the need for new
constructs might arise due to various reasons (e.g., field evolvement, technological changes).

4.3.2 Constructs analysis

This section examines the fundamental constructs of cyber resiliency derived from the re-
sources initially introduced in Section 4.2. It also considers constructs related to cyber re-
siliency. At this stage, aspects of cyber resiliency examined in [130][121][122] are not reviewed.
Rather, the review of cyber resiliency associated constructs takes place at this stage. The over-
arching purpose of this activity is to collect and associate the constructs. These constructs will
be essential entities for the design of the BINA. In regards to constructs’ attributes, please refer
to Chapter 5. Analysing all constructs in detail would generate a wordy and repetitive docu-
ment and would not add sufficiently in value. Thus, we choose to describe the first iteration of
this step. The iterations that followed for this and other constructs follow the same course of
actions.
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Cyber resiliency standards

NIST SP 800-184 [6] perceives enterprise resiliency as:
The ability to resist, absorb, recover from or successfully adapt to adversity or a change in
conditions...throughout the enterprise security lifecycle. [6, p. 4].

NIST SP 800-61r2 [4] defines the term incident response that its meaning partially covers the
interpretation of enterprise resiliency.
The mitigation of violations of security policies and recommended practices. [4, p. 60].

Both descriptions reveal that resiliency relates to security. This observation holds indepen-
dently from the term used to describe phases or an aspect of cyber resiliency. Subsequently,
we examine these definitions with those used in the cybersecurity standards. This examination
takes place to refine our initial findings.

Cybersecurity standards

In ISO/TR 22100-4:2018 [140], resiliency is not defined, but the definition of cybersecurity cov-
ers only the protection of IT-systems. NIST SP 800-82r2 [141] does not use the term cyber
resiliency but defines a steady state as:
A characteristic of a condition, such as value, rate, periodicity, or amplitude, exhibiting only
negligible change over an arbitrarily long period of time. [141, p. B-16].

Resiliency can associate to the preservation or return of a compromised system in a steady
state. The examination of the steady-state definition reveals that a system’s performance re-
lates to production/service criteria and time. NIST SP 800-160v1 [142] does not offer a re-
siliency definition. Its security definition stands for the absence of those states that can re-
sult in unacceptable distractions, damages or other forms of cost. [142, p. 171]. ISO/IEC
27001:2013 [143] defines two terms that cover cyber resiliency aspects. Firstly, the term in-
formation security continuity focuses on operational continuation, being very similar to a
steady state
Processes and procedures for ensuring continued information security operations. [143].

Secondly, the term information security incident management is defined as having the mean-
ing:
Set of processes for detecting, reporting, assessing, responding to, dealing with and learning
from information security incidents. [143].

However, this definition includes a new construct, that of an incident. The term ’incident’
stands for an event occurring at any stage of a process, service, system life-cycle [142, p. 168].
ISO/IEC 27032:2012 [144] defines cybersecurity and cybersafety, but in both cases it limits their
meaning to preservation and protection. Nevertheless, the definition of cybersafety is protec-
tion from undesirable states. The same standard defines a consequence as "Outcome of an event
affecting objectives.
Note 1 to entry: An event can lead to a range of consequences.
Note 2 to entry: A consequence can be certain or uncertain and, in the context of information security,
is usually negative.
Note 3 to entry: Consequences can be expressed qualitatively or quantitatively.
Note 4 to entry: Initial consequences can escalate through knock-on effects." [143].

Definitions of phrases or aspects of cyber resiliency as part of cybersecurity standards ver-
ify their close connection. Cybersecurity standards further associate resiliency with the terms
incident and consequence. The concept consequence is commonly present in the reviewed
standards and named as ’impact’. The term ’impact’ appears as a result of an incident. Hence,
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the definition of an incident seems to be an integral part of resiliency from an incident response
perspective. In other words, it arises that the construct of ’incident’ has an integral part in the
understanding of resiliency and a link exists between them. However, more research about the
term ’incident’ is needed to determine. This repetition of the first step of the research method
shown in Fig. 4.1 will focus on the term ’incident’ to improve our understanding of this con-
struct and its role in the BINA domain. Here we focus on the concept of cyber resiliency, and
thus, we do not include it in the analysis.

Health-related standards

Healthcare standards do not seem to consider cyber resiliency. Rather they seem to focus on in-
formation security. ISO 27799:2016 [146] uses the information security definitions of ISO/IEC
27001:2013 [143] that we have seen above. NIST SP 800-66r1 [147] also does not provide a
definition for resiliency. Nevertheless, it does define security, within the healthcare context,
as protection of information systems from a set of events (e.g., unauthorised access, services
unavailability, information disclosure) that violate security properties (i.e., confidentiality, in-
tegrity, availability) [147, p. A-6]. The above confirms that information security relates mainly
to information systems. This term needs further investigation that extends beyond this analy-
sis and the first iteration. This section does not include the investigation into this that followed.

Cyber resiliency frameworks

MTR140499R1 [7] defines defensive Cyber Course of Action (CCoA) as:
A set of activities or Tactics, Techniques, and Procedures (TTPs) employed by automation,
cyber defenders (...) and, as needed, other cyber staff (...) and mission staff in response to
adverse cyber events. [7, p. 12].

This definition introduces two other terms, the TTPs and the adverse cyber event. The same
framework defines TTPs in terms of methods, standards and resources [7, p. 13]. MTR140499
R1 also defines an adverse cyber event as an occurrence that causes adverse consequences to
cyber resources [7, p. 12]. This definition raises concerns in regards to the term impact. Fur-
ther iterations will focus on clarifying this term and its connections with the other constructs.
In MTR110237 [8] cyber resiliency is actually defined as:
The ability of a nation, organisation, or mission or business process to anticipate, withstand,
recover from, and evolve to improve capabilities in the face of, adverse conditions, stresses, or
attacks on the supporting cyber resources it needs to function. [8, p. 8].

This definition clarifies that cyber resiliency analysis can take place at different levels. The vari-
ations fall under one of the two categories, the top-down or the bottom-up. If cyber resiliency
follows a top-down approach it is considered at national or local level and involves govern-
mental participation [63][64][66][74]. If cyber resiliency follows a bottom-up approach, then it
is analysed at an organisational level and involves internal and external stakeholders [65]. In a
top-down approach, cyber resiliency relates to all national critical infrastructures or specifically
to infrastructures of the same sector (e.g., energy, transportation, defence, healthcare). Whereas
in a bottom-up approach, the analysis concerns a particular infrastructure (e.g., plant, facility)
or specific missions, objectives, processes, systems, applications or even components.
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Discussion about the construct of cyber resiliency

We can make some first observations after the first execution of the construct alignment step
conducted for the concept of cyber resiliency. First, we can say that there is yet to be popu-
larised the term cyber resiliency. It seems that parts of it are described using other concepts.
The common denominator that every relevant definition entails is the relation of resiliency
with security. The main difference that distinguishes cybersecurity from cyber resiliency seems
to be that the first part is preventive and protective, whereas the second part is withstanding
and responsive when cybersecurity does not go as planned. Resiliency relates to an unwanted
occurrence, generally termed an ’incident’, and an outcome commonly named an ’impact’. An
incident can occur if an attack results in a security property violation or if a threat has or can
exploit a vulnerability successfully. The outcome of an incident impacts objectives. We also
recognised other constructs that are associated with cyber resiliency (e.g., asset). Repetitions
of this step will hopefully clarify this further.

Furthermore, other related constructs are parts of cyber resiliency definitions (e.g., in MTR
110237 [8], the interpretation of cyber resiliency shows as potential constructs the terms capa-
bility, cyber resources and functions). Nevertheless, these observations are the outcome of the
first execution of the step of constructs alignment on the construct of cyber resiliency. More
repetitions of this activity on this and other constructs will improve our observations and fur-
ther evoke cyber resiliency constructs.

4.3.3 Association table of BINA constructs

Following the collection of meanings of the BINA-related constructs (Appendix A), as per-
formed for the resiliency concept in the previous section, association tables were produced
iteratively. The tables used the constructs’ meanings to analyse and arrange them with each
other. Throughout this association task, a new construct was appearing (like the term incident
in the prior section), or the interpretation of another construct was necessary to thoroughly
comprehend the examined construct (as in ISO/IEC 27001:2013, e.g., for information security
incident management, to reach a shared understanding for the meaning of the term incident). We
then updated the glossaries of terms with the new term and its meaning. Thus, incrementally
we assembled or modified this construct and its meaning based on findings of subsequent
iterations.

This section discusses the alignment tables for the BINA constructs suggested in the stud-
ied references. We categorised the results, for clarity, by the family of the source. The complete
alignment table is available in Tab. B.2 in Appendix B. Finally, we identified 13 constructs. They
are numbered from (1) to (13), but not labelled for the moment (cf. Section 4.3.3). We present
the constructs classified by category, as in Section 4.3.3: Domain-related concepts, Offensive-
related concepts and Defensive-related concepts. These categories resulted following the BINA
process, presented in Section 4.1. Domain-related constructs are constructs focused on the ob-
jective construct and expressing what has value for the infrastructure and needs to be pro-
tected. Offensive-related constructs are the set of constructs used to describe unwanted occur-
rences. Defensive-related constructs are the constructs used to counter unwanted occurrences,
usually at a different level of granularity.

The constructs that are on the same line are constructs semantically equivalent. For ex-
ample, in Tab. 4.2, the construct of disturbance in ISO/TR 22100-4:2018 is equivalent to the
construct of threat event in NIST SP 800-82r2. The disturbance is defined as an undesired change in
a variable of a system that tends to affect the value of a controlled variable adversely and threat event as
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an event or situation that has the potential for causing undesirable consequences or impact. If several
constructs are in the same cell, these constructs are semantically equivalent and from the same
source. For example, as depicted in Tab. 4.1 for NIST SP 800-184, incident and cyber event are
two constructs of NIST SP 800-184 that are semantically equivalent. An incident is a violation
of acceptable policies, or security policies and best practices, and a cyber event is defined as a specific
cybersecurity incident or set of related cybersecurity incidents that result in the successful compromise
of one or more information systems.

The reader shall note that the tables proposed in this section are the final ones obtained after
having performed every iteration of step 1. This explanation clarifies why each table has 13
constructs, which is equivalent to the final number of constructs used in the BINA. Sometimes,
some concepts have no equivalence in the references. For example, in Tab. 4.1, the concept (3),
named later objective (cf. Section 4.3.3), does not have any equivalence in NIST SP 800-184 and
in NIST SP 800-61r2.

Cyber resiliency standards

In cyber resiliency standards, we did not identify all the 13 constructs (cf. Tab. 4.1). Only the
constructs asset (2), vulnerability (5), event (6), incident (7), threat (10) and Cyber Incident Response
Plan (CIRP) (12) were present with the names used later as constructs of BINA. The constructs
actor (1) and Cyber Course of Action (CCoA) (11) had the form of specific instances. In particular,
NIST SP 800-61r2 provided definitions for the actors Cybersecurity Incident Response Team
(CSIRT) and Computer Incident Response Centre, Computer Incident Response Capability
(CIRC) focusing on cyber resiliency actors. An asset (2) expresses an item of value for the
achievement of an objective that actors (1) pursue. An asset (2) has vulnerabilities (5) that a
threat (10) can exploit and cause a negative impact. A threat is the potential of a violation that
along with an actual violation against security policies, standard or practices form incidents (7).
For other types of unwanted occurrences that affect a system or infrastructure, the term event
(6) captures them. To address incidents, cyber resiliency actors apply CIRPs (12) that along
with actors (1) and security controls form the CCoA (11). However, cyber resiliency standards
express CCoA by defining at a high level the terms incident response and incident handling.

Table 4.1: Association table for cyber resiliency standards.

Type Concept NIST SP 800-184 NIST SP 800-61r2
Domain (1) / CSIRT, CIRC
Domain (2) asset /
Domain (3) / /
Domain (4) / /
Domain (5) / vulnerability
Offensive (6) event event
Offensive (7) incident, cyber event incident, cyber event, computer security incident
Offensive (8) / /
Offensive (9) / /
Offensive (10) / threat
Defensive (11) / incident response , incident handling
Defensive (12) CIRP CIRP
Defensive (13) / /
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Cybersecurity standards

From the review of cybersecurity standards, we were able to draw some new conclusions (cf.
Tab 4.2). Firstly, the construct of objective (3) seems to be of great importance for cybersecurity
standards. They also express factors that impose restrictions and limitations on a system as
constraints that later, we will refer to them in BINA mainly for security as security constraints
(4). Cybersecurity standards define risk (9), and residual risk (8). The difference between the
two terms relates to the application or not of CCoAs. In the case of risks (9) CCoAs are used
to manage them, or their non-use is a conscious decision. However, in the case of residual risks
(8), CCoAs are not applied and include the cases where the remaining risks remain unknown.
Finally, they identify security controls (13) as mechanisms that address one or more security
constraints.

Table 4.2: Association table for cybersecurity standards.

Type Concept ISO/TR 22100-4:2018 NIST SP 800-82r2 NIST SP 800-160v1 ISO/IEC 27001:2013 ISO/IEC 27032:2012
Domain (1) / / / / /
Domain (2) / / asset / asset,

information asset,
physical asset,
virtual asset

Domain (3) / / / objective /
Domain (4) / / constraints / /
Domain (5) vulnerability vulnerability vulnerability vulnerability vulnerability
Offensive (6) disturbance threat event event, information event /

security event
Offensive (7) IT-security incident incident incident information /

security incident
Offensive (8) / / / residual risk /
Offensive (9) / risk risk risk /
Offensive (10) threat threat threat threat threat
Defensive (11) / / / / /
Defensive (12) / / / / /
Defensive (13) / security control, security control / control

technical control,
operational control

Health-related standards

Constructs used in health-related standards (cf. Tab 4.3) do not relate that much to cybersecu-
rity as safety seems to be their central concern. In particular, the actor that they refer to is the
subject of care. To provide healthcare services to the care subject, they recognise that healthcare-
related information systems assist all aspects of healthcare services provision. In this essence,
information systems are essential assets (2) of healthcare infrastructure, and they need to be se-
cure in order not to harm the actors (1). Healthcare standards also recognise the importance of
security controls (13). They refer to them using the terms technical safeguards, physical safeguards
and tools. In this way, healthcare standards recognise that the cyber (technical safeguards), as
well as the physical aspects of assets (2) (physical safeguards), need to be secure. The term tool is
more specific to the actual type of technology and thus more restrictive than the term security
control.
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Table 4.3: Association table for health-related standards.

Type Concept NIST SP 800-66r1 ISO 27799:2016 NIST SP 1800-1
Domain (1) / subject of care /
Domain (2) information system health information system /
Domain (3) / / /
Domain (4) / / /
Domain (5) / / /
Offensive (6) / / /
Offensive (7) / / /
Offensive (8) / / /
Offensive (9) / / /
Offensive (10) / / /
Defensive (11) / / /
Defensive (12) / / /
Defensive (13) technical safeguards, physical safeguards / tool

Cyber resiliency frameworks

Finally, the cyber resiliency frameworks (cf. Tab 4.4) are compliant with the previous find-
ings. Once more they consider assets, but name them as resources and cyber resources. Seman-
tically, they correspond to separately manageable components, services, devices, capabilities
that contribute to the achievement of an objective (3). Nevertheless, these frameworks instead
of the term objective (3) refer to missions and business functions. They perceive them as activities
or processes that are targeted to achieve a goal. Similarly they refer to events (6) and inci-
dents (7) using the similar terms of adverse cyber event and adverse conditions and stresses. An
event involves cyber resources that can have adverse consequences for other cyber resources.
Contingency plans include them. These interpretations mean that events (6) are predictable,
known and not necessarily malicious. Cyber resiliency frameworks also address incidents (7),
but particularly as cyber attacks that are commonly carried out by cyber means and intends to
adversely affect assets, objectives, or actors that depend on those assets.

Table 4.4: Association table for cyber resiliency frameworks.

Type Concept MTR140499R1 MTR110237
Domain (1) / /
Domain (2) resource cyber resource
Domain (3) mission, business function /
Domain (4) / /
Domain (5) / /
Offensive (6) adverse cyber event adverse conditions and stresses
Offensive (7) / cyber attack
Offensive (8) / /
Offensive (9) / /
Offensive (10) / /
Defensive (11) CCoA, TTPs /
Defensive (12) / /
Defensive (13) / /

Discussion about the Association Tables

After identifying the different terms used in each BINA source, our assumption that the termi-
nology in the ISSRM domain is not unified. Many different terms are used to depict the same
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or similar constructs. Three to four different terms can correspond to the same constructs.
Moreover, the same term is used to depict different constructs. The association tables help
to connect the different sources. A practitioner might need to combine several sources in a
project to enhance his/her results. S/he may also need to use some standards and frameworks
in parallel to validate his/her results. Finally, for compliance purposes, s/he can use a stan-
dard or framework to fulfil the requirements. In all these cases, a practitioner needs to map
the constructs of two (or more) approaches. The alignment tables are an artefact providing this
capability.

4.3.4 Elicitation of relationships between BINA constructs

After identifying and aligning constructs, it is necessary to identify the relationships existing
between them. In this section, the relevant resources (cf. Section 4.2) are analysed to extract
relationships between the constructs. The process used is similar to the one applied for the elic-
itation of BINA constructs (cf. Section 4.1). Finally, we define relationships between constructs
based on the selections of definitions used for the description of constructs.

Extraction of the relationship between two constructs

To demonstrate the analysis of relationships, we show the definition of relationships between
the construct (10) (called threat in the resources) and (5) (called vulnerability). Of course, the
existence of a relationship between two constructs is not mandatory, but after the analysis of
the definitions for the construct association (cf. Section 4.3.3), we assert that these two concepts
are related to one another.

In cyber resiliency standards [6, 4], vulnerability and threat are associated together in NIST
SP 800-61r2 [4]. There the the term vulnerability stands for:
A weakness in a system, application, or network that is subject to exploitation or misuse. [4,
p. 60].

This exploitation or misuse relationship seems to relate with the term threat that stands for the
cause of exploitation or misuse of a vulnerability. This first standard is quite different in terms
of the relationship between the two constructs: it is the only one not mentioning the exploita-
tion of vulnerabilities by a threat.

However, the relationship between the two constructs is more explicit in cybersecurity
standards, namely ISO/TR 22100-4:2018 [140], NIST SP 800-82r2 [141], NIST SP 800-160v1 [142],
ISO/IEC 27001:2013 [143], ISO/IEC 27032:2012 [144].

More specifically, in ISO/TR 22100-4:2018 the term vulnerability is defined as:
weakness in the security of an IT-system that can be exploited or triggered by a threat [140].

Here the term vulnerability connects with the term threat through the relationship exploits or
triggers. In other words, a threat exploits or triggers vulnerabilities.

In NIST SP 800-82r2 [141], it is threat source (concept (10)) that is related with vulnerability:
The intent and method targeted at the intentional exploitation of a vulnerability or a situ-
ation and method that may accidentally trigger a vulnerability. Synonymous with Threat
Agent [141, p. B-17].

The same relationship is present in the definition of vulnerability that is
Weakness in an information system, system security procedures, internal controls, or imple-
mentation that could be exploited or triggered by a threat source. [141, p. B-18].
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Similarly, NIST SP 800-160v1 [142] in Appendix J offers many examples of mitigation of
persistent threats where it mentions the exploitation of relevant vulnerabilities. For example,
it describes the cyber resiliency technique of non-persistence as
The adversary’s attempt to exploit a vulnerability to achieve a persistent foothold is impeded
if the attacked service is terminated because it is no longer needed by the defender [142, p.
136].

Nevertheless, the same standard does not provide an explicit definition that connects the two
terms.

ISO/IEC 27001:2013 [143] states the relationship between the terms vulnerability and threat
in the definition of the term vulnerability
weakness of an asset or control that can be exploited by one or more threats [143]

ISO/IEC 27032:2012 [144] uses a very similar definition for vulnerability too
weakness of an asset or control that can be exploited by a threat [144].

On both occasions, at least one threat exploits a vulnerability.

In health-related standards [146, 143, 147], the construct of vulnerability does not exist. Con-
sequently, we could not infer any relationship between the two analysed constructs. Regarding
cyber resiliency frameworks MTR140499R1 [7] and MTR110237 [8], threat and vulnerability are
related together. In particular, MTR140499R1 in the integrity/quality checks, states that
... the malware can exploit a vulnerability; ... [7, p. 53]

In conclusion, the final direction is that one or more threats (10) exploit or trigger a vulner-
ability (5). Iterative reviews of relationships bring up terms threat source and threat agent that
are in fact, aggregated in construct (10). This observation reveals that they can all be related to
vulnerability by an exploits relationship, as is most often the case. Considering this aggrega-
tion, the most relevant to us appears to link construct (10) (called threat) and vulnerability (5)
with an exploits link.

Summary of the relationship extraction

It is theoretically possible to define the same kind of alignment table for relationships between
constructs, as previously done for specific constructs (cf. Section 4.3.3). The definition of such
a table should indicate the multiplicities of each relationship. However, the first attempt at
such an exercise [148] highlighted some limitations. The set of possible relationships between
the constructs in the preceding section showed that each resource had its unique perspective
of the relationships existing between the constructs. The difficulty sometimes reinforces this
point to interpret natural language. It was already a weakness for construct association, but
even more so for relationship extraction between constructs. The experience of Genon [148]
has also shown that the utility of such a table is severely limited because it is difficult to read
(construct association is more explicit than relationship association). The multiplicity intro-
duction in such an alignment is elaborate too. The main problem is the lack of sufficient in-
formation available regarding multiplicities. Finally, such a table is not considered necessary
for the definition of relationships. Most of the required information is in the collected defini-
tions, provided in Appendix A. Sometimes, it is necessary to collect further information (like
in MTR140499R1 [7]), but these cases remain rare.

To define the relationships between the constructs of the BINA, we examined the existing
relationships found in the relevant resources. The examination was done by analysing each re-
source one by one and identifying every relationship existing between the resource constructs.
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Based on the constructs’ definitions, we analysed each construct to see how they linked with
one another. The multiplicities were defined too. This review was repeated for each resource
of the selected literature (cf. Section 4.2).

4.3.5 Overall remarks about construct association and relationship extraction

Regarding the outcome of the extraction and the association of BINA constructs and relation-
ships, this research body of work provides a formality by aggregating the different informal
resources studied. For each resource, a conceptual model can now be defined based on the
extracted constructs and relationships. However, defining a conceptual model for each BINA
resource is not an objective of our research project nor a step towards the achievement of our
research objectives. Hence, we did not design the models of each resource. But, based on the
extracted constructs (cf. Section 4.3.3) and the relationships among them (cf. Section 4.3.4), the
various conceptual models can efficiently be extracted.

4.4 The BINA conceptual model

Based on the study performed, the first step of the research method (cf. Fig. 4.1) resulted in the
association of the BINA constructs and the extraction of their relationships. The second step of
the method included the construction of the BINA. It is a conceptual model represented in the
form of a UML class diagram [149], composed by the constructs identified and presented in the
association table (cf. Tab. B.2). For each of them, a name was chosen, inspired by their name in
the literature (Section 4.4.1). A glossary was provided with the model, defining each construct
of the conceptual model (Section 4.4.2). Finally, the constructs were linked together based on
the relationships identified (Section 4.4.3). This domain model is further to the syntactic and
semantic reference for the assessment of security-oriented modelling languages, with regards
to their support of BINA (Chapter 6).

4.4.1 Names of the constructs

Each construct had a number initially, as shown in the association Tab. B.2. We needed to
further determine a name for each of these constructs. Tab. 4.5 presents the proposed names
for the thirteen constructs. We choose names based on various criteria. Initially, we considered
the number of times that a name appeared to describe a construct in the resources. Then, the
terminology coming from ISO standards [140, 143, 144, 146] was considered to be the most
important resource, because it is generally the most accepted and used vocabulary. In the next
section, we ordered and related these constructs using a UML class diagram. Moreover, we
defined each contrast.

4.4.2 Constructs definitions

We ordered the BINA conceptual model and constructs’ definitions, as we did for the associ-
ation tables, meaning following the three major groups of constructs: (i) domain-related con-
structs; (ii) offensive-related constructs; and (iii) defensive-related constructs. Each construct
is illustrated with the help of examples.
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Table 4.5: Name of the constructs included in the BINA.

Type Concept Name
Domain (1) actor
Domain (2) asset
Domain (3) objective
Domain (4) security constraint
Domain (5) vulnerability
Offensive (6) event
Offensive (7) incident
Offensive (8) residual risk
Offensive (9) risk
Offensive (10) threat
Defensive (11) Cyber Course of Action (CCoA)
Defensive (12) Cyber Incident Response Plan (CIRP)
Defensive (13) security control

Domain-related constructs describe what domain constructs are essential for cyber re-
siliency and the criteria that need to be met to guarantee cybersecurity. The constructs are:

(1) Actor: represents an entity that has intentionality and objectives within a system or its in-
frastructural setting. An actor can be a social agent, an intelligent agent, a position, or a role.
Examples: surgeon; security engineer; maintenance team; incident response team; manager; patient;
subject of care; nurse
NOTE: The reviewed resources do not define the term actor. Rather particular instances of the
term are defined (e.g., subject of care, Cybersecurity Incident Response Team (CSIRT), Cyber
Incident Response Team (CIRT))

(2) Asset: separately manageable resources in cyber and/or physical space that can be used by
multiple actors to achieve objectives. They have interrelated attributes that include type and
criticality. An asset type can be tangible (i.e., physical) or intangible (i.e., virtual), or hybrid
(cyber-physical). If an asset is cyber-physical, it means that it includes engineered, interacting
networks of physical and cyber components. An organisation can use this attribute to enu-
merate assets and make the security engineer aware of them, affecting their management. For
instance, this attribute could benefit the response process if a security engineer bases his de-
cisions on the asset type. The second attribute, namely an asset’s value, expresses the degree
to which an asset is relied upon to achieve objectives. It can take qualitative and quantitative
values within a scale. For example, an asset’s value can be ’High’ or ’4’ (on a scale of 1 to 5) if
it is relied upon to provide essential services to clients, which is the decisive objective of this
business.
Examples: operating system, Ethernet network; people encoding data; system administrator; air condi-
tioning of server room, Magnetic Resonance Imaging (MRI), Implantable Medical Device (IMD).
NOTE: This construct is the generalisation of the security control construct.

(3) Objective: set by an actor, consistent with the infrastructure policy, to achieve specific re-
sults and can apply at different levels (e.g., strategic, infrastructure-wide, project, service and
process).
Examples: decrease the waiting times in the emergency department; perform procedures like imaging,
injections, infusions, x-rays; surgical procedures and operations; conduct telesurgery; safe remote pa-
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tient monitoring.
NOTE: The term objective in GORE approach takes the name goal.

(4) Security Constraint: security requirement that imposes restrictions and limitations on one
or more objectives.
Examples: confidentiality; integrity/consistency; availability/timeliness; authenticity/originality; non-
repudiation/accuracy; procession/control; utility/relevance.
NOTE 1: A security constraint is a security requirement. It has the form of constraint towards
objectives.
NOTE 2: A security constraint relates to risk transfer decisions when third parties as actors
have restricted dependency relations. However, security constraints are irrelevant to risk
avoidance and risk retainment cases.
NOTE 3: Each security constraint contributes to identifying security controls that create cyber
resiliency by responding to incidents.

(5) Vulnerability: weakness of an asset or security control that can be exploited by a threat.
Examples: Meltdown; Spectre; BlueKeep; EternalBlue

Offensive-related constructs present the relevant components’ definitions and the primary
principles that should be taken into account when designing the possible offensive actions. The
constructs are:

(6) Event: is any observable occurrence in a system or network that have not risen to the level
of a violation of security constraints (e.g., reconnaissance) and is part of contingency planning.
Examples: fault; power loss; fire; flood; panic; reconnaissance; weaponisation; delivery.
NOTE: Event is a generic term used on some occasions as any observable occurrence. The def-
inition provided in this section considers the construct incident and attempts to indicate their
differentiation.

(7) Incident: single or a series of violations or imminent threat/s of violation of security con-
straints.
Examples: unauthorised disclosure of classified or sensitive information; theft of classified or sensi-
tive information; unauthorised modification of classified or sensitive information; theft of equipment
that contains classified or sensitive information; unauthorised access to areas containing IT equipment
which stores classified or sensitive information.
NOTE: This construct is the generalisation of the threat construct.

(8) Residual Risk: is the risk that remains after the application of CCoAs and can also contain
unknown risk or contain the risk that the application of CCoAs has not managed or resolved.
Examples: improving maintenance procedures does not contain the risk of human error; to cover cyber-
security risks, a hospital buys an insurance policy (but this would not cover the risk of the insurance
company becoming bankrupt and failing to pay out should a cybersecurity incident occur); if the risk of
a data breach is accepted then all this risk is not managed, and thus it will be a residual risk; if a hospital
does not buy any radiological equipment for fear of cyber threats then the risk of competitors to push
them out of the market remains as residual risk.

(9) Risk: is the consequence of an incident or event that can result in a range of negative conse-
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quences associated with an undesirable change or non-change to asset/s, CCoAs, objective/s,
security constraints and its initial impact can escalate through knock-on effects.
Examples: a malicious actor using social engineering on a physician of the hospital, because of the signif-
icant number of staff and weak awareness of its legitimate members, the actor could access workstations;
another malicious actor penetrates the hospital’s building pretending to be a patient and because of weak
physical access control, manages to steal documents containing sensitive information and thereby to
provoke loss of confidentiality of healthcare records.

(10) Threat: a potential cause of an incident which exploits a vulnerability and can result in a
negative impact on assets and other undesirable risks from such impact.
Examples: WannaCry; Redux; Rhino; Nandao; Earth/Eve; Elderpiggy; Hammer Drill; Brutal Kanga-
roo; EternalSynergy; EternalRomance; EternalChampion

Defensive-related constructs describe the decisions and implementation that can respond
to offensive activities. Cyber resiliency defence-related concepts involve various levels of de-
sign decisions. The constructs are:

(11) CCoA: a set or sequence of CIRPs and security controls employed by automation and/or
actors in response to cyber incidents.
Examples: the incident response team will use the adaptive response to contain a cyberattack at a recon-
naissance stage; if the attack progresses to the weaponisation stage, they will delay the attack utilising
diversity; where the attacker has to deliver a malicious payload, they will negate the progression through
dynamic positioning; to thwart the next stages they will use non-persistence.
NOTE: Takes the form of interconnected CIRPs, security controls and/or actors that partici-
pate in response to an incident.

(12) CIRP: an established set of activities or tactics, techniques, and procedures (TTPs) to ad-
dress incidents against an infrastructure and/or system/s.
Examples: predetermined response stance; acceptable use policies; incident response team training pro-
gram; users and host-based security education
NOTE: Generally, a CIRP can be a means for maintaining after the occurrence of an incident a
security constraint that ultimately contributes to the achievement of an objective.

(13) Security Control: is a mechanism designed to address needs as specified by one or more
security constraints.
Examples: dynamic reconfiguration; architectural diversity; non-persistent information; dynamic seg-
mentation and isolation; behaviour validation.
NOTE: The focus of the security controls is to respond to incidents, and thus, they are closely
related to cyber resiliency techniques (e.g., adaptive response, diversity, substantiated integrity)

4.4.3 Relationships and multiplicities of the BINA domain model

In this section, we highlight the relationships between the constructs of the BINA (cf. Fig 4.2).

An actor pursues zero or more objectives. To do so, an actor might use zero or more assets.
Assets are essential to realising objectives because objective attainment requires zero to several
assets. If an objective is pursued and has relevant associated assets, that does not imply that
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Figure 4.2: The BINA domain model.

the actor pursuing the objective will use the same assets. Assets can be specialised in secu-
rity controls. Security controls to address security constraints, and a security constraint can
restrict zero to several objectives. A security constraint can restrict many different objectives
or not restrict any of them. A vulnerability is a characteristic of assets and security controls
that can have from zero to several vulnerabilities. An asset or security control can potentially
have a vulnerability. However, some assets and security controls instances might not have a
vulnerability. At least not known at the time to the analyst.

In the context of cyber resiliency, an incident or threat can relate to one or more vulnera-
bilities. A specific threat can only be related to a specific incident. The threat exploits zero to
several vulnerabilities. A threat impacts one or more assets, and several threats can impact an
asset. The asset impacted by a threat is not necessarily the same as the one linked to the vulner-
ability exploited by this threat. For example, a vulnerability in the medical device operators,
not adequately security-aware, can enable a threat to impact a server. If a threat is identified
but has no relevant associated vulnerability (e.g., network attack on an offline system), it will
neither be part of an incident nor a risk. Different threats can exploit a given vulnerability and,
therefore, can relate to many different incidents. If no threat exploits a vulnerability, then no
relevant threat is modelled.

A given incident or event leads to zero when an incident or event does not produce a
risk that impacts assets, objectives, CCoAs. Many different incidents or events can cause risk.
Sometimes, incidents or events can cause a risk that seems irrelevant and contained in none of
the predicted risks. For example, the disclosure of medical information about patients could
be relevant to healthcare infrastructure. However, if the attack fails to gather any medical
information, then no risk has materialised. Moreover, one or several risks can lead to other
(indirect) risks. For instance, the risk of unauthorised access to a database at a system level
could lead to confidential information disclosure at a business level, resulting in the loss of
customer confidence and/or legal penalties.

Risks impact assets, objectives and CCoAs. An asset, objective, or CCoA can be impacted
by zero (if the analyst does not consider any risk as relevant) or several risks—further, a risk
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impacts at least an asset, objective or CCoA. At the level of objectives, a risk negates one or
more security constraints, and given security constraints can be negated by zero (if this security
constraint contains no relevant risk) or several risks. One or several security criteria can be
taken into account to assess the significance of a risk, but a security constraint can be concerned
by none of the risks in the case where there is no impact for this constraint.

A CCoA signifies the decision to respond to one or more risks. Each identified risk has
a CCoA (even if the decision is to accept the risk), and sometimes several of them can be
combined (even if they are not mutually exclusive). CCoAs lead to one or more security con-
straints. A CCoA is composed of one or more security controls, CIRPs and actors. The same
security control, CIRP and an actor can be part of several CCoAs. One of many CCoAs can
maintain each security constraint. However, the CCoA for acceptance and avoidance main-
tains no security constraint. For example, when the risk is accepted or mitigated by security
constraints. Finally, a ’security control’ implements one or more security constraints, and one
or several ’security control(s)’ may implement the same security constraint.

4.4.4 Validation of the BINA

We performed an experts review for the validation of the BINA conceptual model, which led
to the iterations of the research method depicted in Fig 4.1, and incremental improvements of
the conceptual model. Practitioners and scientists already carried out the validation. In par-
ticular, we involved in the review five experts that voluntarily took part in the online session
reviewing the modelling language. Two were from a technology company in Greece, one from
a healthcare provider in the UK, one from a US medical devices producer company, and one
from Swiss company that offers medical devices documentation management.

The experts were industry researchers. All experts had more than fifteen years of expe-
rience in software engineering and/or information security. Also, most experts were experi-
enced in security engineering, while some experts had experience in healthcare cybersecurity
and resiliency. Almost all experts were familiar with UML and other modelling languages.
Each review was performed in a face to face workshop with the expert. They challenged the
conceptual model regarding their view of cyber resiliency and their knowledge of the relevant
standardisations and resources.

In the workshops, we first presented the project and the research method. Secondly, we
introduced and explained the conceptual model. The practitioners and experts engaged in
open discussions, which generated questions about the conceptual model. The discussions
and questions were not based on a template but focused on the issues highlighted by each
reviewer. All of their comments were analysed and discussed together, based on the informa-
tion collected in the glossaries of Appendix A. Once we reached a consensus on the conceptual
model, the process ended. The time spent for each interview varied from person to person,
ranging from half an hour to several hours of presentation and discussion or stretching over
several days by correspondence.

The main comments of the reviewers were that 1) the research method was reliable, and 2)
the conceptual model was easy to validate because of the glossaries and the alignment tables.
Moreover, the reviewers considered that for explaining the different constructs, using a con-
ceptual model was more understandable than using verbal and textual means only. From this
validation, we identified the areas that required redesigning. We did not have to reconsider
the concepts and their relationships. Instead, we focused on their names, their definitions and
the multiplicities.
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The validation continued with the application of the conceptual model on a reality-based
case study. Chapter 8 details this assessment. The conceptual model was used to introduce the
BINA as the central artefact to catch the different concepts taking place in the different steps
of the performed approach. Notably, one of the practitioners and suppliers of medical device
manufacturers was interested in using the conceptual model and the potential to integrate it
into their software tool to manage medical devices engineering.

The validation did have some limitations. We were able to involve six experts’ review
of the conceptual model. This set of participants is limited, and therefore, the conclusions
cannot be generalised. Moreover, expert reviews are subjective, as they depend, for example,
on their experience, knowledge, beliefs. The case study is more demonstrative as it applies the
conceptual model to healthcare infrastructure. We discuss these limitations, in more detail, in
Section 9.1. Regarding future work, currently, we are developing a software tool that should
allow more accessibility and further validation of the conceptual model from other experts.
The software tool will support the comparison exercise needed to understand the conceptual
model and its usefulness for practitioners.

4.5 Benefits and Limitations of the BINA

This section highlights the benefits and limitations of the BINA conceptual model.

4.5.1 Benefits of the conceptual model

The BINA conceptual model provides several benefits for different users: for BINA practition-
ers, for researchers, or both.

Nomenclature level

The BINA conceptual model contributes to establishing a standard nomenclature for the cyber
resiliency community. As shown in Section 4.2, there are several efforts from standardisation
bodies, but they are still a work in progress. Cyber resiliency approaches are also increasingly
introduced and learnt in various academic and professional curricula. However, due to the
absence of a global terminology, new or specific ones are relied upon. As a consequence,
we observed that practitioners experience communication problems when discussing cyber
resiliency and related concepts. We think that the results of our research can help to reach
harmonisation at this level.

Practice level

Although we have constructed the BINA conceptual model based on the existing literature on
cyber resiliency, cybersecurity and health-related standards as well as cyber resiliency frame-
works, the developed conceptual model can serve as the guidelines to investigate new emerg-
ing references, e.g., a new method or standard. The BINA conceptual model might suggest
contextual information that the new resources should consider. Further, the BINA concep-
tual model itself might evolve when new relevant resources are determined. In this case, a
new iteration of the research method (cf. Fig. 4.1) should be performed, considering the new
resource.
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However, the multitude of existing conceptual models relevant to cyber resiliency and its
aspects leads often to uncertainty about their scope and depths. They generally have differ-
ent coverage of cyber resiliency, and thus, of the underlying constructs. The association tables
provided in Section 4.3.3 help us to provide interoperability between the different resources. It
shows the equivalence of constructs between resources. The definition of the BINA conceptual
model with its associated glossary is one step further toward interoperability between cyber re-
siliency and related resources. Practitioners can use it as a standard reference between several
resources, with traceability provided by the association table between the BINA conceptual
model and the resources.

Research level

We hope that the proposed BINA conceptual model can support the scientific community
to understand the scope of cyber resiliency better and therefore achieve better integration of
resiliency-related concepts in security-oriented modelling languages. Also, where several lan-
guages are put together in order to cover the cybersecurity lifecycle, the conceptual model can
be used as the basis for the traceability framework that will support the mapping between
the different models produced (as, for example, the traceability needed between a healthcare
system and a cyber-resiliency model).

Moreover, the BINA conceptual model is also used in Chapter 6 to conduct the assess-
ment of other security-oriented modelling languages. The BINA conceptual model serves as
a guideline to support the analysis of security-oriented modelling languages [50, 32, 33]. In
Chapter 6, we will also illustrate this comparison between the BINA conceptual model and
the following security-oriented modelling languages: KAOS extended to security [50], Misuse
cases [32] and Secure Tropos [33].

4.5.2 Limitations of the conceptual model

Successful practices have used formal and ontology-based approaches to define and compare
the semantics of modelling constructs [150, 151]. In the cyber resiliency context and based on
the feedback of these practices, we have decided first to follow an approach based on con-
ceptual models, natural language descriptions and common sense to analyse cyber resiliency
related resources. The reasons are the following:

• the analysed sources are neither easily understood nor already adequately formalised (as
discussed in [152]), to let us apply a formal comparative semantics method in a realistic
time-frame;

• a conceptual model complemented with natural language definitions of the central con-
cepts of the cyber resiliency domain can be formalised. However, further formalisation of
semantics [152], although eventually desirable (cf. Chapter 7), has recently been deemed
too risky. Indeed, complete semantics would require significant effort that could be a
waste of time, regarding our objectives, without first reaching a consensus on the partial
formalisation;

• automated semantic similarity analysis (see [153]) pays off when domains are too com-
plicated to be handled by domain experts or the amount of information to be compared
is unmanageable by humans. We do not meet these conditions here.
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Regarding the construction of a conceptual model, there are several techniques in software
engineering and system development. These techniques are generally part of domain engi-
neering. Precisely, domain analysis should define the essential components of the domain,
organise an understanding of the relationships among these components, and present this un-
derstanding in a useful way [154]. In this context, we find approaches like in [155, 156, 157].
Although we do not use these techniques directly, as our aim was not to develop product
lines, the method we used for defining the BINA conceptual model is compliant with these
approaches. In particular, we have produced the three main artefacts required for domain
analysis: a domain definition, a domain lexicon and a conceptual model.

As discussed in Section 4.4.4, the validation can still be improved. Although our validation
through expert review and case study has some limitations, it appears to be the most efficient,
appropriate and relevant means to achieve this project’s objectives (cf. Section 1.6). The vali-
dation by other experts is still open. Moreover, a software tool is currently being built to assess
the usability of the domain model for planning purposes with a broader audience.

4.6 Discussion and Closing Remarks

In this chapter, the BINA conceptual model was defined, composed of a conceptual model,
represented in the form of a UML class diagram, and the definitions of its different constructs
and relationships were explained.

First, a research method was presented, which aimed at defining, in a structured way, the
design of the conceptual model. This research method relied on a survey of the cyber resiliency
literature. The first step of the research method led to a BINA construct association. As found
in the resources studied, definitions of terms were collected, and an assignment table was built,
indicating synonymy or semantic similarity when approaches used different terms. Once we
identified constructs, we also extracted the relationships between the constructs in the same
manner. Then we designed the BINA conceptual model by assigning a name to each construct
and by defining each construct and each relationship. The chapter ends with a discussion
about the limitations of the benefits of the proposed conceptual model.

This chapter also focused on the definition and identification of constructs and relation-
ships of cyber resiliency, as discussed in Section 4.3.2. However, estimation and evaluation are
also at the core of cyber resiliency approaches. Therefore, the next chapter aims to improve
the conceptual model with various metrics commonly used in security risk management and
often found in the resources, such as the risk level or event likelihood.
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Chapter 5

Delineation of the Cyber Resiliency
Management Metrics

In the previous chapter, we defined the BINA model through a conceptual model and related
glossary. The conceptual model is in the form of a UML class diagram, composed of a set
of classes (constructs of the cyber resiliency domain) and their relationships. However, no
attributes (or properties) of these classes have currently been determined. One of the projects
linked cyber resiliency needs and measures of an infrastructure and applied them to healthcare
systems. Cybersecurity approaches analyse infrastructure and system alignment [158]. To
help in this alignment, a core part of cybersecurity approaches relates to risk measurement,
incident response, and lessons learned activities. These activities help to evaluate the different
constructs of BINA. The related publications of existing approaches propose different sets of
metrics [4, 8, 7]. However, they vary with one another. Moreover, they are challenging for
users. For example, the users need to read the documentation in its natural language, and thus,
there is the potential for different interpretations. This chapter aims to add to the conceptual
model, as attributes, the metrics of cyber resiliency.

The two main factors of cyber resiliency, concerning the infrastructure and cybersecurity
alignment, are the security level and the value of the assets, as shown, for example, in [159].
We, therefore, aim to improve and automate BINA to reach the best Return On Security In-
vestment (ROSI). The underlying research question addressed here is: what are the metrics
relevant to perform cyber resiliency management and to explain the role of ROSI? The domain
model improved with metrics can be used as:

• a guideline to identify which constructs to measure for cyber resiliency management and
using which metric. Besides, BINA constructs, the introduction of a model to present the
different metrics will improve the documentation generally provided in the literature
and will help to catch the different metrics.

• a guideline for anyone to define their own set of metrics and incorporate them in a differ-
ent method or tool. Here it is essential to clarify that we do not want to define a concrete
cyber resilience assessment framework with precise metrics, as done in [119, 160]. We
aim to identify, at an abstract level, the relevant metrics for cyber resiliency. We have
this aim because each user may still want to choose his/her unique concrete approach
for resiliency estimation, as set out in the next section, adapted for specific infrastructure
and circumstances.

First, Section 5.1 describes the research method used to define the ISSRM metrics. Then, Sec-
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tion 5.2 introduces the different concepts and methods used within this chapter. It presents the
risk evaluation, the Goal-Question-Metric (GQM) approach and the ROSI concept. Section 5.4
and Section 5.5 demonstrates the application of the two steps of the research method, respec-
tively, which we call metrics elicitation and metrics validation. Finally, Section 5.5 presents the
improvement of our domain model with the metrics. The paper ends with its conclusion and
future work in Section 5.6.

5.1 Research method

In order to determine the appropriate cyber resiliency metrics, we introduced a research method
based on a combination of approaches (cf. Fig 5.1). This research method resulted in the in-
troduction of cyber resiliency metrics as attributes to the BINA conceptual model, originating
with their interpretation.

The first approach, used during Step 1 of the research method, is the GQM paradigm [161].
This approach elicits metrics in a top-down fashion, from general objectives to suitable metrics
for their achievement. The main benefit of using GQM is that we define metrics focused on
the main objectives of BINA. GQM is applied to the cyber resiliency domain. Therefore, the
domain model presented in Section 4.4 is an input for this step. The application results in GQM
models, leading to the set of cyber resiliency metrics.

The second approach, presented in Step 2 of the research method, is based on cyber re-
siliency standards and approaches survey. This procedure follows a bottom-up analysis of
existing cyber resiliency resources to identify the metrics currently used. The resources are all
those examined in Chapter 4 (cf. Section 4.2) that contain a process description and perform
constructs’ measurement. After excluding the resources dealing only with vocabulary, we first
collect and extract the steps related to measurement. In general, to perform this task, we copied
and rephrased, where necessary, sentences from the original resources. The rephrase was used
to explain the measured constructs and their associated metrics to acquire relevant informa-
tion. From there, we acquired an overview of how to process each cyber resilience-related
resource. The outcomes of this step, for each resource, are:

• a set of its metrics;

• an examination table of the metrics;

• some conclusions for the resource with regards to the final set of metrics.

The attributes in the BINA conceptual model stand for the set of metrics identified for each
resource. We present metrics as attributes for simplicity and comparison reasons. Then, we
analyse the metrics of the studied resource to those defined through GQM. An examination
table summarises this comparison. The examination table sets out the measured constructs
of the resource and the relevant metrics. The table also includes their alignment with the
constructs of the BINA conceptual model and the metrics gathered through GQM. If a new
metric (i.e. one that has not been found with the GQM framework) is identified, it is necessary
to evaluate its pertinence. If a deficiency in the GQM study is the source of the issue, then
the GQM models may need to be redesigned to incorporate the new issue or to justify the
exclusion of a metric. We also provided conclusions about the metrics of the resource and their
contrast with regards to our metrics. The tasks composing Step 2 of the research method are
performed iteratively for every selected source of the literature.
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Figure 5.1: Research method for the BINA metrics determination.

To sum up, after the survey of the resources and the formation of the GQM models, we
introduced the final set of metrics as attributes of the classes in the BINA conceptual model.
Additionally, we offered complimentary explanations, proposed definitions for each metric, as
well as an example of their use.

5.2 Theory

In this section, we introduce some theoretical constructs and methods used in this chapter.
Firstly, we discuss risk evaluation and its various categories related to cyber resiliency. Sec-
ondly, we introduce the GQM approach, used in Step 1 of the research method. Lastly, we
discuss the ROSI concept used to identify the underlying objectives that are useful for the
actual application of GQM on the cyber resiliency domain.

5.2.1 Introduction to risk evaluation

Risk analysis consists of recognising and evaluating the different risk elements. Regarding
risk evaluation, numerous approaches exist [162, 163, 164, 165]. Cyber resiliency resources
tend to utilise the same approaches to measure defensive-related constructs. The various risk
evaluation approaches belong to one of the following kinds: qualitative, quantitative, or a
combination of both, commonly called semi-quantitative evaluation or risk estimation.

Qualitative risk evaluation

Qualitative risk evaluation methods are currently widespread in the healthcare sector [166, 167,
168]. They suggest a scale of levels for the qualitative description of constructs as a means of
measurement. These scales have naturally occurring orders, and the difference between them
is unknown. An advantage of qualitative estimation is its ease of understanding by the people
involved in the evaluation activity, while a drawback is a dependence on the subjective choice
of the scale. Examples of qualitative scales for safety and environmental impact are given in
Tab 5.1.
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Table 5.1: Example of qualitative scale (based on [5]).

Level Name Safety impact Environmental impact
1 Negligible Minimal injury Minimal or no impact on the environment
2 Minor Minor injury Minor impact on the environment
3 Moderate Moderate injury Moderate impact on the environment
4 Major Major injury Major impact on the environment
5 Catastrophic Death Catastrophic impact on the environment

Quantitative risk evaluation

Quantitative risk management approaches offer a more precise measure for each construct
through ratio (i.e. the relation between two constructs proving the number of times one con-
struct includes another construct or the other construct includes it) or absolute scales (i.e. a
system of measurement that starts at a minimum, or zero value, and progresses in only one
direction). The evaluation’s quality depends on the precision and completeness of the mathe-
matical measures and the soundness of the used models. For example, a safety impact will be
estimated in terms of each patient’s time off work, as depicted in Tab 5.2. Most often, histori-
cal incident data of an infrastructure (e.g., hospital, pharmaceutical company, medical lab) or
a sector (e.g., healthcare, transportation, energy) is used to provide quantitative suggestions.
Naturally, an advantage of such an approach is its accuracy, but it involves high costs, and it
can be lacking valuable data to produce meaningful results.

Table 5.2: Example of semi-quantitative scale (based on [5]).

Safety impact Financial impact Operational impact
Patient’s time off work Amount of claim in £ Interruption length in hours

Semi-quantitative risk evaluation

In semi-quantitative estimations, ordinal scales are also given to estimate concepts instead of
quantitative values. In other words, a quantitative scale (i.e. classification based on values on
variables) is reduced to a discrete scale (i.e. variables are measured across a set of fixed values)
to become an ordinal scale (i.e. uses labels to classify measurements into ordered classes). The
objective is naturally to produce, in a cost-effective manner, more precise results than those
obtained by qualitative approaches. However, the evaluation remains naturally less accurate
than quantitative evaluation. Particular care should be given to the definition of the scales
to keep relevance in the equivalent levels and obtain helpful information about the relative
criticality of the studied constructs. Examples of semi-quantitative scales are offered in Tab 5.3.

5.2.2 The GQM approach

The importance of measurement for management is well known. For cyber resiliency, the
existence of metrics will allow:

• the determination of the strengths and vulnerabilities of the current processes and plans
(e.g. what is the recurrence of certain types of incidents?);
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Table 5.3: Example of semi-quantitative scale (based on [5]).

Level Name Safety impact Financial impact Operational impact
1 Negligible No time off Risk of claim remote Loss/interruption

work required of >1 hour
2 Minor Requiring time off Claim less than £10,000 Loss/interruption

work for <3 days of >8 hours
3 Moderate Requiring time off Claim(s) between £10,000 Loss/interruption

work for 4–14 days and £100,000 of >1 day
4 Major Requiring time off Claim(s) between £100,000 Loss/interruption

work for >14 days and £1 million of >1 week
5 Catastrophic Death, permanent Claim(s) >£1 million Permanent loss of

injuries or irreversible service or facility
health effects or impact
on large number of
patients

• the provision of a reason for choosing or updating a resiliency approach (e.g. what is the
impact of the resiliency mechanism A on the safety of the healthcare process B?);

• the evaluation of the quality of specific cyber resiliency processes (e.g. what is the inci-
dent density in a specific healthcare system after deployment?).

As its name indicates, the Goal-Question-Metric (GQM) approach is used to determine
metrics based on assessment questions and goals [169]. In other words, GQM defines a met-
ric based on a top-down procedure. This structure concerning this project assumes that for a
healthcare infrastructure to access its cyber resiliency, we must specify the goals of the pro-
cess/department/project and then trace those goals to the means intended to operationalise
them. A guide is required to support the interpretation of the outcomes concerning the stated
goals.

A GQM model forms a hierarchy of goals sharpened into questions honed into metrics [161].
The definition of a goal as an object is the initial conceptualisation. From there, the formation
of a set of questions takes place. These questions relate to the assessment of achieving a goal
and to the attempted way it is achieved. At the third level, the identification of a set of data
associated with every question takes place. Fig. 5.2 depicts the generic structure of a GQM
model.

Figure 5.2: Generic structure of a GQM model.
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5.2.3 On the definition of ROSI

There is no precise agreement about the perception of Return On Security Investment (ROSI).
However, two approaches are the most used. One of them relates to cybersecurity costs to
define ROSI [170], whereas the other focuses on incidents [171].

ROI =
Gain from investment − Cost of investment

Cost of investment

This first definition involves expected returns (gain from investment), while the second
definition, presented below, involves the loss expectancy before and after security solutions.
Also, the second definition calculates ROSI for the fixed time of a year, while the first definition
can be used on any period of time, based on the user’s preferences.

ROSI =
Annual Loss Expectancy − modified Annual Loss Expectancy − Cost of the Solution

Cost of the Solution

where:

Annual Loss Expectancy = Annual Rate of Occurrence ∗ Single Loss Expectancy

Return on Security Investment =
Monetary Loss Reduction − Cost of the Solution

Cost of the Solution

Therefore, to compare both definitions, we need to use the same time period of a year,
which means that we will bind the first definition to one year to comply with the second def-
inition. It also means that the expected returns of the first definition may be defined, over a
given time period, in terms of a difference of loss. The expected returns are the loss expectancy
before the security solution minus the loss expectancy after the security solution.

From the above, it becomes apparent that conventionally, cybersecurity budgets are evalu-
ated by the return on investment (ROI). However, this approach has some undesirable side ef-
fects as the goal becomes an investment and not the missions that cybersecurity and resiliency
want to achieve. This approach also excludes the sociotechnical character of cybersecurity and
resiliency issues. There is no inquiry about return on investment for other IT aspects. This
observation makes researchers question why ROI should be used for cybersecurity.

Fowler et al. [171] proposed a new way to evaluate cybersecurity investment decisions and
measure the progress and effects of the investments and projects. They proposed to measure
the progress of cybersecurity expenses against a plan. The plan should include all the cyber-
security phases, including resiliency goals and relate them to cybersecurity expenses (people,
process, technology) to meet business objectives. To design artefacts relevant to this research
direction, we needed to use the existing indexes and design relevant metrics based on known
frameworks and, in particular, using the Goal-Question-Metric (GQM) framework.

5.3 Use of the GQM framework on the BINA domain

As presented in section 5.2.3, independently of how ROSI is defined, to achieve the best ROSI
(which is the highest value of ROSI), it is necessary to:
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1. Maximise the difference between the loss expectancy before incident response and the
loss expectancy after incident response;

2. Minimise the cost of investment.

Regarding the BINA domain, the difference between the loss expectancies is related to the
incident impact and its reduction. While the cost of investment is related to the costs from the
application of CCoA (including the constracts CIRP and security control). These assumptions
provide two aims for the GQM study, which are respectively the two roots of the GQM models
(cf. Fig. 5.3 and 5.4):

1. Maximise the incident impact reduction

2. Minimise the incident response cost

Figure 5.3: GQM model for the first aim.

With regards to the constructs of the BINA domain model, to maximise the risk reduction
involves first knowing what the expected impact of the incident is likely be. The incident impact
depends on an incident’s frequency of occurrence and its significance for the organisation. It is also
necessary to know what the impact reduction is. From the questions and the constructs of the
BINA domain (cf. Fig. 4.4), related metrics are proposed. The GQM model (cf. Fig. 5.3), repre-
sents these metrics as attributes of a construct, with the following notation: Construct.Metric.

The first metric is the Incident impact level and is naturally associated with the concept of
’incident’. The impact of an incident is also associated with the occurrence frequency of the
incident. It is depicted in the causal part of the construct of threat in the domain model and
Vulnerability level of the vulnerability construct. The occurrence frequency of incident is sum-
marised in the Potentiality metric in the event and incident constructs.

The risk importance is depicted in the consequence part of the incident, represented by the
concept of impact. The Impact level is the metric measuring the importance of impact. The
risk importance is also related to the intrinsic Value of organisational assets. A new concept,
motivated by the need for a metric, is introduced in the domain model to describe the risk
importance. This concept is named the ’security objective’. It expresses the application of se-
curity criterion on a business asset. This construct is needed because it is necessary to estimate
the security need for each security objective to describe the risk importance completely. This
metric is a crucial indicator to estimate the actual impact on the organisation and thus the risk
importance regarding the business.

Finally, risk reduction, Risk reduction level shall be estimated for each incident response and
security objective. The security constraint concept cannot be estimated in terms of incident im-
pact reduction. The explanation is obvious when illustrated with an example. Let us consider
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that the security objective "Perform network filtering" is implemented by the security con-
straints "Firewall" and "Perform firewall maintenance". It is impossible to allocate an incident
impact reduction level to security constraint "Perform firewall maintenance" taken alone. The
incident impact reduction estimation is only viable on incident response and security objective.

Figure 5.4: GQM model for the second aim.

The second aim of minimising the incident treatment cost involves fewer concepts and,
thus, fewer questions. Only one related question is necessary: what is the cost of the incident
response? Regarding the associated metrics, we know from the domain model that three risk
treatment-related concepts are involved. A Cost metric is thus proposed for each of them to
know their own value (cf. Fig 5.4).

It is necessary to note that, for clarity, the GQM models presented in Fig. 5.3 and 5.4 are
those obtained after the last iteration of Step 2 (Figure 5.1). They thus represent the final set of
metrics. Further explanations about each metric is provided in Section 5.5.

5.4 Examination of BINA approaches for metrics validation

The references surveyed for the metrics validation are all cyber resiliency sources containing a
process description. In order to be able to measure cyber resiliency, we needed to use resources
that offer a process for resiliency as this is what we intended to assess and consequently mea-
sure with the use of metrics. Therefore, cybersecurity standards [140, 141, 142, 143, 144] and
health-related standards [145, 146, 147] are not analysed in this subsection, as they focus on the
contextual and conceptual aspects of BINA. We have already extracted from these resources
the relevant information for the domain model, but the same resources do not offer any at-
tributes on those concepts that we could interpret as metrics and hence we had to exclude
them from the metrics validation process.

Instead, we retain cyber resiliency standards [6, 4] and frameworks [7, 8]. Except for con-
cepts and relations, these standards and frameworks further offered metrics to analyse re-
siliency processes. The study of each such resource results initially in the extraction of metric-
related elements. Using these elements as a base, we do the following:

• construct the metric analysis table;

• enrich the BINA with the metrics extracted from the relevant resources;

• examine the compliance of the metrics elicitation process with regards to the GQM study
(cf. Section 5.2.2).
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5.4.1 Cyber resiliency standards

We start the analysis from the two cyber resiliency standards, namely NIST SP 800-184 [6]
and NIST SP 800-61r2 [4]. Initially, we present the artefacts produced for each of these two
standards. Consecutively, we provide their corresponding metric analysis tables.

NIST SP 800-184

As described in the research method (cf. Section 5.1), we first collect all the metrics used
throughout the cyber resiliency standard NIST SP 800-184 [6]. Below, we describe the steps
of the cyber resiliency standard involving constructs estimation, using the following conver-
sions: metrics are in italic, and associated constructs are in bold. To enable traceability, we also
provide the page number of the cyber resiliency standard.

• Assessing incident damage and cost (both direct and indirect) [6, p. 20]

• Expressing the organisational risk assessment improvement [6, p. 20]

• Estimating the quality of Cyber Course of Action (CCoA) [6, p. 20]

The preceding kinds of recovery metrics are displayed more analytically in Tab. 5.5. The
two first columns are for the constructs of the BINA conceptual model and the constructs
of the studied method. This alignment is a reminder of the one of Tab. B.2 in Appendix B.
The two following columns depict the associated metrics of the studied method, as called in
the method, and the associated metrics in the of the BINA domain model. Next, a column
named ’definition’ shows how this metric is determined or measured. For example, if the
user can define a metric on a scale, this column indicates ’user-defined’ for this metric. In
another instance, if the metric has to be determined by other metrics or tools (e.g., matrix,
specific software, confidential algorithms), this is stated in this column. The last column is
named ’Unit’, and if the metric is quantitative, its unit will be represented (e.g., £, hours, days).
Otherwise, the proposed scale is listed.

Table 5.4: Metrics analysis table for NIST SP 800-184 [6, p. 20]).

BINA concept NIST SP 800-184 concept NIST SP 800-184 metric BINA metric Definition Unit
Incident Incident, recovery Monetary value Value User defined User defined

damage and cost
Risk Organisational Risk Risk level Risk level f(Incident, Impact) User defined

Assessment Improvement
Cyber Course Quality of Recovery Effectiveness Risk reduction User defined
of Action (CCoA) Activities

Fig. 5.5 summarises the metrics proposed by NIST SP 800-184 an used to enhance the BINA
domain model (cf. 4.2).

NIST SP 800-61r2

Assessment in NIST SP 800-61r2 focuses on the concept of the ’incident’ (Tab. 5.5). More specif-
ically, NIST SP 800-61r2 [4] introduces four types of metrics for incidents. These metrics esti-
mate the incident response capability and effectiveness. According to NIST SP 800-61r2 [4],
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Figure 5.5: The BINA domain model enhanced with the metrics proposed by NIST SP 800-184

organisations should choose the appropriate metrics based on their reporting requirements
and investment assessment systems. The focal point of all these metrics is that they are action-
able. In other words, the metrics chosen by each organisation will be actionable for them. Not
all metrics need to be used by organisations.

NIST SP 800-61r2 [4] metrics assess the overall number of incidents and also each incident.
They cover the width of incidents with the overall Number of Incidents Handled metric and
also the depth of each incident with the metrics of Time Per Incident; Objective and Subjec-
tive Assessment of Each Incident. These metrics of the NIST SP 800-61r2 [4] are:

• Produce counts the incidents under review, ideally for each incident category [4, p. 40].

• Measures the time of each incident (e.g., labour spent; elapsed time to each to each stage
of the incident handling process; how long it took the IRT to respond to the initial report
of the incident; how long it took to report the incident to management and, if necessary,
appropriate external entities) [4, p. 40].

• Calculates the estimated monetary damage resulting from the incident [4, p. 41].

• Estimates how effectively Cyber Course of Action (CCoA) performed [4, p. 41].

Table 5.5: Metrics analysis table for NIST SP 800-61r2 [4, p. 40-41]).

BINA concept NIST SP 800-61r2 concept NIST SP 800-61r2 metric BINA metric Definition Unit
Incident Incident Counts Potentiality User defined User defined

Time User defined User defined
Monetary damage User defined User defined

CCoA incident response Effectiveness User defined User defined
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Cyber Course of Action (CCoA) is used instead of Cyber Incident Response Plan (CIRP) here
because it contains actors (i.e., IRT) that can assess themselves. Moreover, CCoA covers CIRP
in the context of NIST SP 800-61r2. Overall, both constructs use the same metric, which sug-
gests that either of them can be used at this stage. However, it is not meaningful anymore to
use two constructs with the same metric, and thus we use one of them to express the newly
introduced metric.

5.4.2 Cyber resiliency frameworks

The analysis continuous with the two cyber resiliency standards, namely MTR140499R1 [7]
and MTR110237 [8]. As we did in the previous section, we present the artefacts produced
for each of these two standards below. Consecutively, we provide their corresponding metric
analysis tables.

MTR140499R1

The measurements related to MTR140499R1 [7] are in the form of guidelines. These guidelines
are for security engineers and architects that need to select cyber resiliency techniques. The
measurement steps of the MTR140499R1 [7] are:

• Determine the maturity of security controls for cyber resiliency application of different
implementation approaches [7, p. 19].

• Set the risk level throughout the cyber attack life-cycle determining the attack risk [7,
p. 19].

Table 5.6 summarises the different concepts measured and their associated metrics. MTR140499R1
suggests the consideration of the relative maturity and readiness for security controls of differ-
ent implementation approaches. MTR140499R1 addresses the importance of considering risk
at the different stages of Advanced Persistent Threats. Throughout the cyber attack lifecycle,
different risk levels and hence resilience and response techniques will adjust accordingly. The
various concepts in MTR140499R1 are estimated in qualitative values. Table 5.6 sets out these
units, which the framework recommends to adapt depending on the context.

Table 5.6: Metrics analysis table for MTR140499R1 [7]).

BINA concept MTR140499R1 concept MTR140499R1 metric BINA metric Definition Unit
Security control Cyber resiliency Maturity User defined User defined

technique Readiness
Risk Advanced persistent Effect Risk level Risk level= Scale

threat f(Threat level,
Vulnerability level,
Asset value)

MTR110237

MTR110237 [8] does not define metrics for resilience engineering. Instead, it recognises the
need to measure cyber resiliency and enables an organisation to select a set of cyber resiliency
metrics that adequately cover their cyber resiliency domain. The suggested metrics are:
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• Stipulate the time period of the vulnerability [8, p. 60].

• Determine the time of Cyber Incident Response Plan (CIRP) [8, p. 60].

• Set out the likelihood of threat, considering that there will be cases of false positives (i.e.,
detection of threats that do not exist) and false negatives (i.e., failure to detect threats that
do exist) [8, p. 60].

• Establish availability time of the objective, where the term ’objective’ stands for the ser-
vice [8, p. 60].

Table 5.7: Metrics analysis table for MTR110237 [8]).

BINA concept MTR110237 concept MTR110237 metric BINA metric Definition Unit
Vulnerability Vulnerability Time period User defined User defined
CIRP Cyber resiliency Time User defined User defined
Threat Fault Likelihood Likelihood User defined Very Low,

Low, Medium,
High, Very High

Objective Availability time Priority=f(cost, Rank
effectiveness)

The set of metrics discussed in MTR110237 [8] come from different sources and are not
necessarily the only ones that can be used to cover the cyber resiliency engineering domain.
Instead, they are samples of current work. However, the existing cyber resiliency metrics are
subject to challenges. Firstly, security and resiliency have to be measured for complex sys-
tems. The systems’ complexity makes the definition of metrics for security and resiliency and
analogous capabilities and functions more difficult. Secondly, cyber resiliency is commonly
measured within the context of mission. Cyber resiliency metrics are therefore interpreted and
assessed in a context that may have high or low granularity. Thirdly, a metric needs to be re-
produced in a repeatable way. Also, any evaluation has associated cost and availability issues
related to the gathering of relevant data. Thus the feasibility of a metric needs to be evaluated
on a case by case basis [172].

5.5 Enhancement of the BINA conceptual model with metrics

Elicitation (Section 5.3) and validation (Section 5.4) of the metrics result in the enrichment of the
BINA domain model, by completing it with the BINA metrics. The metrics are reported in the
domain model under the form of attributes. The resulting BINA domain model is presented
in Fig. 5.6.

The first modification of the BINA domain model is the removal of residual risk. This
construct can be modelled as instances of risk without connections to a security control or a
CIRP. For example, the risk of need for ongoing resource commitment-economic challenge has no
’addressed’ relation with a CIRP outsourcing. It is also relevant to determine the value of the
assets. Actors use assets as they pursue objectives that require them (cf. Fig. 5.6). The value
of assets is used as an input to estimate the security constraint need of each asset, e.g., in
terms of confidentiality, integrity and availability. An asset with a high value may generally
have a higher security constraint need than an asset with a low value in the organisation’s
business. For example, a new vaccine patent is estimated to have a higher value than the file of
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Figure 5.6: BINA domain model enhanced with metrics

clients of the organisation. Both need to be confidential. Consequently, the security objective
"confidentiality of new vaccine patent" has a higher security need than "confidentiality of the
file of clients".

Example: The process of vaccine patent design has been identified as an asset. Its value is considered
very high for a pharmaceutical company. Now the security need of this asset is determined for each
selected security constraint. On a scale from 1 to 4 its confidentiality is estimated as 4, its integrity as
3 and its availability as 2. Not disclosing confidential patent designs to competitors is seen as major,
compared respectively to the integrity of the designs and their availability. Even though they are less
critical, they are also to be examined.

For risk-related concepts, the risk is estimated by its level. The risk level depends on the
event potentiality and the impact level of an incident occurring. These two constructs compose
the risk. The event construct is composed of threat and vulnerability. Their respective levels
are estimated through likelihood and vulnerability levels.

Example: A social engineer can penetrate the pharmaceutical company’s building to steal a copy of
a new vaccine patent. Regarding the context (motivation for patent theft, exposition of the building),
the likelihood of such a threat is estimated as 2 on a scale going from 1 to 3, i.e. this threat can happen
sometimes. A set of vulnerabilities is highlighted, regarding this threat, like the lack of physical access
control. The total vulnerability level is estimated at 2 on a scale from 0 to 3, i.e. the vulnerability is
high because no effective security control is in place. Based on these two levels, the potentiality of the
event is estimated at 3 on a scale from 0 to 5. The impact coming from this event, directly related to the
security objective of confidentiality of vaccine patents, has a level 4. Finally, the risk level is estimated
at 12, based on the potentiality of the event and the impact level.

In incident response-related constructs, CIRP and security constraints are estimated in
terms of risk reduction performed and in terms of cost incurred. As discussed in Section 5.3,
security controls can be estimated in terms of cost (i.e., cost of buying a firewall, cost of main-
taining it by a security officer). The risk reduction metric of some security controls taken alone
has no merit. For example, the risk reduction of the security officer maintaining the firewall
cannot be estimated alone without considering the general effectiveness of the firewall. How-
ever, the risk reduction metric applies to the CIRP. If the risk is transferred, a residual risk can
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remain even after a response plan has been put in place. This leads to a degree of risk reduction
that needs to comply with associated security constraints. For risk acceptance, the risk reduc-
tion is equal to 0, the risk being accepted as it is. The risk is withdrawn for risk avoidance, so
the risk reduction metric can no more apply.

It is essential to mention here that the risk reduction and cost metrics are not directly de-
rived from one another. The cost of a CIRP is not the cost of the total cost of security constraints,
and similarly, the cost of a security constraint is not the total cost of the related costs. As seen
in the domain model, a security constraint can be used in several CIRP. For instance, a security
constraint like "users access restricted according to access control policy" can be used to reduce
external and internal threat actors. The same applies to CIRP, which can be used to imple-
ment several security constraints. Defining a function, like relating the cost of CIRP and the
cost of security constraints, is not relevant for this context. Each user can define their function
relating to the different CIRP metrics. For instance, if the cost is estimated quantitatively, the
cost of a security constraint composed of two controls could sum the cost of the two controls.
Whereas, if the cost is estimated qualitatively, the security constraint control can be a qualita-
tive approximation of the two related security controls. Similarly, the risk reduction metric can
be estimated.

Example: A pharmaceutical company decides to reduce a risk with the use of relevant controls. The
security constraint "protection of secure areas where only authorised personnel has access" is decided.
The pharmaceutical company has decided to use entry detectors and access budges for that purpose. The
total monetary cost is £7000. A CIRP requiring only this constraint can also have a total cost of £7000.
As for the risk reduction metric for both the security constraint and the CIRP, it can have a value 8
because the new risk level, reviewed based on the updated vulnerability level is 4.

5.6 Summing-up the BINA metric elicitation

The purpose of this chapter is to recognise and determine a set of metrics for the cyber re-
siliency domain. The research method for the extraction of these set of metrics needs to be
careful and systematic. For that reason, we combine two complementary approaches. Firstly,
the GQM approach is used to elicit the different metrics through a focus on the objectives of
the cyber resiliency domain, i.e. reaching the best ROSI. Then, we review the metrics proposed
in the literature. In this way, we move towards a more exhaustive metric elicitation regarding
current cyber resiliency standards and methods used to attain similar objectives. It is important
to note that the metrics proposed are at an abstract level. Based on the objective and granu-
larity level wanted from a method, the implementation of metrics can differ. The metrics can
be implemented differently within a method qualitatively/quantitatively or through several
metrics. For instance, the likelihood metric of a threat can be considered in terms of the static
probability of natural threats (in %) or the qualitative evaluation of human misbehaviour. This
example shows that implementing these metrics requires an understanding of the context and
aim of their usage. In this way, their implementation will think about the best way of using
them, depending on the objective and the granularity level wanted. Therefore, the proposed
set of metrics has to be considered with an implementation variability.

In this chapter, the elicitation metrics are validated through literature analysis. To acquire
a concrete instantiation and validation of their relevance, their testing in a real case is essential.
In Chapter 8, the metrics are used in the framework of an ISO/IEC 27001 certification. There
BINA is at the core of the standard. An instantiation of these metrics is offered, and feedback
is given with regards to their use.
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5.7 Discussion and Closing Remarks

In this chapter the BINA domain model was improved by the metrics used in BINA in order
to reach the best ROSI. The metrics were represented as attributes of the conceptual model and
defined through a glossary.

Firstly, we presented the research method used to define relevant metrics. Subsequently,
the theory of different constructs and approaches used to identify them were presented. This
included the risk estimation, the GQM method and the definition of ROSI. The research
method followed consists of two main steps. The first step is the application of the GQM
method to the BINA domain model. This step results in a set of metrics needed to perform in-
cident response and reach the best ROSI. The second step is the validation of the metrics based
on the relevant literature that focuses on measuring similar constructs. In this way, the GQM
application for BINA was reviewed iteratively, based on the outputs gained from the second
step. Lastly, the BINA domain model was enhanced by a set of metrics defined through the
application of the research method. Then conclusions were presented.

After defining the BINA domain model enhanced with metrics, the aim is to compare it
with the existing security and incident response modelling languages. In the following chapter,
we delve into the assessment of various security modelling languages with regards to the
constructs of the BINA domain model.
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Chapter 6

Assessment of the BINA by using
Security and Incident Response
Modelling Languages

This chapter will compare security modelling languages with the BINA domain model. These
languages are KAOS extended to security [50], Misuse cases [32] and Secure Tropos [33]. The
research question of this chapter is how is incident response supported by security languages, and is
there a need for enhancements. The main anticipated outcomes are:

• Evaluation of the hypothesis that the existing security languages overlook incident re-
sponse;

• Assessment of the coverage of existing modelling languages to BINA constructs;

• Identification of enhancements to be made to the languages to make them suitable for
incident response.

The scope of this research project is limited to cyber resiliency during early requirements
engineering (Section 1.3.1). Thus, we are not considering languages used in later stages of the
life cycle (i.e. SecureUML, UMLsec). Within the scope of this research, we assess KAOS, Mis-
use cases and Secure Tropos. We chose these modelling languages because (i) they focus on
eliciting security requirements from the early stages of a system’s development; (ii) they cap-
ture incidents and system requirements from a sociotechnical perspective; and (iii) they offer
a semantic and syntactic representation of the security domain which makes them compara-
ble with the BINA domain model as designed based on the literature. After examining and
analysing these languages, we found that Secure Tropos was the language that better distin-
guishes the BINA constructs, offers the most coverage of the syntactic and semantic elements of
the BINA domain model and is extendable and consequently can incorporate cyber resilience-
related entities. Thus, we provide adjustments for Secure Tropos. A complete assessment of
all the relevant languages remains as future work.

Section 6.1 explains the research method applied for language assessment. It is used from
Section 6.2 to 6.4 to report assessment of KAOS, Misuse cases and Secure Tropos. Section 6.5
summarises the results and presents an assessment of the languages. Then cyber resiliency-
aware Secure Tropos is presented in Section 6.6. Finally, the conclusions of this chapter are in
Section 6.7.
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6.1 Research method

The result of languages assessment is the alignment of constructs of the security-oriented mod-
elling language and the BINA domain model. This alignment shows the construct coverage of
BINA by each language (Fig. 6.1). Each language examined has a purpose, meta-model and
textual documentation. We use the BINA domain model as a reference for language compari-
son.

Figure 6.1: Research method applied for the assessment of BINA support by security mod-
elling languages

For each language, we need to use a running example to explain the alignment of the lan-
guage with regards to the BINA domain model. The running example will illustrate the use of
the language to address the security risks during the early stages of systems development. We
then consider how the constructs of the language are used to address BINA constructs. Next,
we perform the alignment focusing on constructs definition and the relationships between
them. This step is performed incrementally by iterative analysis of the textual documents
and the meta-model. The artefact produced is a table highlighting the lack in each existing
modelling languages to support BINA. In this table, for each BINA construct, we gather the
synonyms found in each language’s literature. Then, we identify the modelling construct of
the security-oriented meta-model used for representing the BINA construct. Finally, the last
column illustrates the constructs with some examples extracted from the running example.

It is crucial to clarify that the alignment does not represent equivalence between a security
language construct and the BINA construct. We highlight only the support provided by the
language to model BINA. On the other hand, no information is given about how the construct
of a security language is mapped/represented in the BINA domain model. For example, Sec-
tion 6.3 shows that, in Misuse cases, an actor can be used to represent a BINA threat agent.
However, it does not mean that the construct of an actor is strictly equivalent to the construct
of a threat agent: actors can represent regular agents performing a task in the organisation, like
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an engineer or a microbiologist, for example.

6.1.1 Running Example

Pharma Invent is a (fictitious) pharmaceutical company in the healthcare domain. It is a Small
and Medium Enterprise (SME) located in Ireland and has 30 employees. Its activity is based
around the production of differentiated, high-quality and needed healthcare products. Pharma
Invent specialises in designing vaccines and the development of clinical diagnostic testing for
healthcare providers and countries. Pharma Invent aims to improve the quality of its products
and the efficiency of its production processes utilising new technologies.

The company is composed of five departments. The strategic direction of the company
comes from the managerial department. The secretarial department is handling office tasks,
supportive to the other departments. The sales department communicates and maintains
clients’ records. The scientific department designs healthcare products, and the finance de-
partment handles administrative, legal, compliance and financial processes.

The information systems infrastructure of Pharma Invent consists of 14 computers in the
scientific department, 4 in the sales department, 2 in the administration department and 2 in
the secretarial department. The management has 2 laptops. All computers are connected to a
local Ethernet network. A printing server and a file server are available for the whole company.
Every service is connected to the Internet. Office software is used on each computer. Ecogreen
software is used for the management of sales, Cytel is used as epidemiological computing soft-
ware, Epitools is an R package for epidemiologic computing and graphics, OpenClinica is an
open-source clinical trials software, and NetSuite Manufacturing Edition offers an integrated
platform for accounting and the financial department.

6.1.2 Generic security requirements process

Security requirements elicitation activities usually follow an overall process composed of gen-
eral steps used in security requirements engineering methods. However, overall the different
approaches do not put the same weight on the activities performed. After all, this is one of
the aspects that make each approach unique. The overall security requirements elicitation and
analysis process is illustrated in Fig 6.2 as a UML activity diagram.

Step 1: Determination of context and assets The process starts with a study of the com-
pany’s context and the identification of its assets. In this step, the company and its environ-
ment are described, focusing on the sensitive activities related to cybersecurity. The existing
information system is defined.

Example: From the Pharma Invent activities presented in Section 6.1.1, we take vaccine testing data
as an asset that should be protected. At the level of information systems, such data are created by vaccine
researchers on computers connected to the Internet.

Step 2: Determination of security goals At this step, the security needs of the company are
determined. The security goals are elicited through asset identification and their importance
for the company. Security goals are commonly determined in terms of confidentiality, integrity,
availability, privacy, non-repudiation and other properties of the assets.

Example: During the collection, the vaccine testing data should be kept confidential

Step 3: Assessment and analysis of risks The third step of the process is risk analysis,
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Figure 6.2: Security requirements elicitation and analysis process

eliciting which risks can impact assets and threat security goals. Crucial at this step is the
identification of risks and estimation of their level either qualitatively or qualitatively. The risk
level is evaluated against the security goals determined during the second step of the process
(cf. Step 2). It could be necessary at this step to thoroughly review the context and asset
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identification if the risk assessment is considered unsatisfactory. In that case, an iteration of
the previous two steps can take place.

Example: A competitor of Pharma Invent can try to use conventional operating system and network
protocol weaknesses to penetrate on the computer of an employee, where are stored some confidential
vaccine testing data. This risk has an estimated level that is adequately high to be thought through
further.

Step 4: Risk treatment After having assessed potential risks, risk treatment decisions can
be made at this step. Risk treatment measures can include avoiding (not getting involved in,
or act to withdraw from, a risk situation), reducing (taking actions to reduce the probability,
negative results, or both, associated with risk), transferring (sharing with another party the
responsibility of loss caused by a risk) or retaining risk (acceptance of the weight of loss from a
specific risk). The decision is commonly based on the cost-effective assessment between risks
and risks treatment.

Example: Pharma Invent can choose to decrease the risk of an operating system vulnerability with a
security control such as vulnerability update policy suitable for the information systems used from the
vaccine researchers.

Step 5: Elicitation of security requirements Security requirements on the information sys-
tem can be expressed as security constraints on other goals that mitigate risks. This is the case
when the risk reduction has been decided. However, security constraints can emerge from
other treatments, like, for example, risk transfer generally needing some constraints on the
third party. At the end of the risk treatment step, followed by the security constraints defini-
tion, if they are considered unsatisfactory, the risk treatment step can be revised, or all of the
preceding steps can be reviewed from the definition of the context and the relevant assets.

Example: The following security requirement has been chosen to be implemented on the Pharma
Invent’s information system: Procedures for monitoring the use of vaccine data processing should be
established, and the results of the monitoring activities need to be reviewed regularly.

Step 6: Selection and implementation of controls Requirements are implemented using
security controls, i.e. system-specific countermeasures, that are implemented within the or-
ganisation.

Example: A firewall and an Intrusion Detection System (IDS) are selected and implemented within
the Pharma Invent’s information system.

As highlighted by the two decision points of the process, the process is iterative. It should
be performed as many times as necessary until reaching an acceptable level for all risks, also
considering new risks emerging after security control determination and occurrence of inci-
dents. The risk remaining after applying the security measures is referred to as ’residual risk’.
Only the main steps are depicted in the process, but others are possible and proposed within
the different approaches. As a risk management process is taking place, some other paral-
lel processes are also generally suggested. For example, a process for risk communication
can guarantee effective communication among stakeholders and affect their decisions. This
process helps stakeholders to understand the organisation’s risk management process and its
results. Risk monitoring and review is another crucial process. After reaching an acceptable
level for risks, the risk management process should be monitored and regularly reviewed as
risks are not static. Ideally, the risk management process should be continuously performed to
keep the organisation’s operations and its associated security requirements aligned with the
measures taken and the appropriate security level.
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6.1.3 An overview of Security and Incident Response Modelling Languages

In this section, we offer a brief overview of security and incident response modelling languages
and their suitability to be included in the BINA domain model evaluation.

Business Process Model and Notation (BPMN) [173] is a common technique used for busi-
ness process modelling. It has a syntactic and semantic structure that allows the instantiation
of business processes in Business Process Diagrams. BPMN focuses on business processes, and
as such, it relates closer to a system’s implementation stage. Furthermore, it focuses on busi-
ness functions and not system properties. These aspects of BPMN indicate that even though
it is widely used and has been extended to represent security and risk constructs, it is not
relevant with the BINA domain model as it does not address the early stages of a system’s
requirements elicitation and analysis. BPMN is not suitable for evaluating the BINA domain
model for these reasons.

The cyber security modelling language (CySeMoL) [174] allows quantitative analyses of the
cyber security of enterprise architectures. It allows the instantiation of entities associated with
known attacks and countermeasures. These entities are further enhanced with true or false at-
tributes that form the likelihood of occurrence. However, this modelling language focuses on
technical aspects of systems and attacks and has an extensive notation more specific to cyber
security than a domain in which the system might operate. The constructs are particular, and
if compared with the BINA domain model, most of them will correspond to three constructs
like entity, event and security control. Additionally, cyber resiliency constructs would have to
be analysed based on current practices with limited space for future or real-time adjustments
of these approaches, as the modelling language has a low-level granularity that will need to be
adjusted every time from a user to make the language expressive. Also, the visual represen-
tation is not simplified to enhance understanding. Hence, we decided that using CySeMol to
evaluate the BINA domain model will not be suitable.

Knowledge Acquisition in autOmated Specification (KAOS) [175, 176] is an approach that
uses a metamodel and instantiates it for a particular system. It offers a conceptual model, a
process and guidance on acquiring requirements. It has a well-defined terminology and exam-
ples of how the structured language can be used for automation. KAOS has a sociotechnical
perspective as it is based on goals and covers security and resiliency aspects because it can
represent the system’s goals for robustness, safety, and consistency. Thus, we conclude that is
an approach that can be used to evaluate the BINA domain model.

Misuse cases [32] are a method of modelling system behaviours that are unwanted. In this
way, misuse cases represent requirements of aspects that should not materialise for a system-
to-be., that is, behaviours that should not occur in a system. Within the cyber security context,
misuse cases are used to represent attacks against a system that can lead to unwanted system
behaviours. Misuse cases describe requirements at a high level and are based on semantic
and syntactic definitions. This means that they are easy to communicate and analyse before
implementing a system. This is aligned with the context of the BINA domain model, and an
evaluation using misuse cases is appropriate. In more recent extensions of misuse cases [177],
researchers try to make them executable and closer to real-time behaviour. However, these
extensions are out of the scope of this research that focuses on requirements and hence are not
included.

Secure Tropos [33] is based on the Tropos methodology, which uses the concepts of goal-
oriented modelling languages to analyse cyber security from a sociotechnical perspective.
It extends the Tropos methodology by adding security entities during the early stages of a
system-to-be. It also offers an implementation process that supports the elicitation and analy-
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sis of cyber security requirements that a system needs to meet stakeholders requirements. Se-
cure Tropos has a modelling language that allows comparison with the BINA domain model
as it examines a system from its early stages of design and development and focuses on cy-
ber security and incidents in the form of cyber threats and attacks. Hence, Secure Tropos is
considered suitable for evaluating the BINA domain model.

SecureUML [178] was initially designed to instantiate role-based access control and rele-
vant security constraints. It is a modelling language based on the Unified Modelling Language
(UML) that instantiates specifications for access control aspects of a system. It is cybersecurity-
related and can support relevant automation as it is closer to implementational aspects of a
system-to-be. BINA domain model focuses on earlier stages of a system’s development and
has a broader cyber security perspective; thus, Secure UML is not used for its evaluation.

UML State Machine Diagrams [179] offer a semantic and syntactic definition of the be-
haviour of a system at different stages. In this way, a change in a system is seen as a result
of inputs and its previous states. This can relate to incidents and the resiliency states of the
system. However, the changes this approach captures are closer to either intended behaviour
by the legitimate manufacturer or closer to a real-time monitoring system. Both these aims are
out of the scope of this research. BINA looks at socio-technical aspects and changes in these
systems that occur because of malicious intent and are hard to predict and/or observe when
they occur. Hence, we do not use UML State Machine Diagrams to evaluate the BINA domain
model.

UMLSec [180] extends the Unified Modelling Language (UML) to allow the design of cy-
bersecurity entities in the diagrams of a system’s specifications. UMLsec is related to the later
stages of a system’s development after the requirements elicitation and analysis. In particu-
lar, it expresses criteria for evaluating the security aspects of a system’s design using formal
semantics. We omit UMLSec in the BINA evaluation because it is used for later stages of a
system’s life cycle.

Babiceanu R.F. and Seker R. [181] presented in 2017 their concerns for security require-
ments for control systems within manufacturing processes. They realised that if someone ac-
cesses these systems can exploit them and cause harm. They proposed an ontology represent-
ing resiliency for the software aspect of manufacturing networks. BINA looks into cyber and
physical aspects of systems, not just software but also hardware, due to the presence of cyber-
physical attacks designed to manipulate physical elements through cyber means. Babiceanu
R.F. and Seker R. use their ontology at a requirements level and their overall framework to ap-
ply cyber-resilient software manufacturing systems. Their proposed modelling environment
is narrower than BINA, so we do not use it for the BINA evaluation.

Chapurlat V. et al. [182] introduced a model-based method for re-engineering critical in-
frastructures to be resilient. They wanted to model the behaviours of critical infrastructures,
evaluate their resiliency and identify relevant metrics. They were looking into existing crit-
ical systems and not systems-to-be that BINA does. They focused on simulating systems to
assess their performance and did not focus on early requirements on these systems. Chapurlat
V. et al. also a combination of existing tools to assist the creation of behavioural simulations
and overall evaluation. However, the BINA domain model does not instantiate a system’s
behavioural but rather sociotechnical aspects and uses a tool specific to the domain model def-
inition. Hence, we could not use the combinations Chapurlat V. et al. suggested for the BINA
evaluation because their proposal has entities that belong to a more generic risk assessment
context and catch only the behavioural aspects of an existing critical system than a by-design
cybersecurity resilient system like BINA attempts to do.

Häring I. et al. [183] focus on the resilience of cyber-physical systems from unwanted
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events. Their approach looks at existing systems’ and under development systems’ quan-
tification capabilities. They formally define resiliency and its components to identify opti-
mal treatments. They recognise the challenges to predicting and assigning probabilities to the
resiliency of non-linear, discontinuous, quality changing or highly dynamic systems. Their
formal representation offers more expressive means for cyber-physical resiliency requirements
than constructs necessary to capture and analyse these requirements. For this reason, we could
not include their approach to the BINA evaluation process.

6.2 Evaluation of BINA by KAOS

The assessment of BINA support by KAOS is done by analysing the KAOS metamodel [175]
and textual explanations provided by the associated literature. The following sections present
the use of KAOS on the running example following the generic process and then associates its
constructs with the BINA domain model. Finally, observations are presented as a discussion
at the end of the section.

6.2.1 Modelling BINA with KAOS

In this section, the example proposed in Section 6.1.1 is adapted to illustrate BINA following
the steps described in Section 6.1.2.

• Determination of context and assets. In this step goals are defined and refined in the
KAOS goal model, as depicted in Fig. 6.3 and Fig. 6.4. The main goal studies in the
example is Accomplish vaccine design validated, which is refined in Parameters are reliable,
Perform structured experiments calculation and Avoid unauthorised calculation modifications.
More details about the information system are given to the operational model. The goal
Perform structured experiments calculation is associated to the agent Vaccine researcher and
the operations Enter vaccine information, Launch calculation and Select experiment parame-
ters. Finally, the objects used within the operations are defined, like Database of parameters.

• Determination of security goals. As seen in Fig 6.3, the determination of security ob-
jectives occurs in the same model and at the same time as the elicitation of other goals.
Avoid unauthorised calculation modifications is an example of a security objective, mean-
ing that the integrity of vaccine calculation should be preserved. This security objective
can be reached through two alternative goals Avoid unauthorised access to data and Avoid
unauthorised server configuration.

• Assessment and analysis of risks. Risk analysis is done by building an antimodel, like
in Fig. 6.5. The antigoal analysed is Accomplish credentials known from the attacker. This
antigoal is refined in sub-antigoals Accomplish username known from the attacker, Accomplish
password known from the attacker, Accomplish extract password from the user until reaching
anti requirements Accomplish social engineering activities to find the password assigned to
anti agent Attacker. Vulnerabilities are also identified in the antimodel, such as Employee,
not security-aware. Finally, in the operation model, the operations performed to satisfy
the goal Accomplish social engineering activities to find the password are defined.

• Risk treatment. In KAOS, risk treatment is defined through the countermeasure chosen
for managing the antimodel, and its associated vulnerabilities and antigoals. In the run-
ning example, the countermeasure chosen from Pharma Invent is Vulnerability avoid-
ance, in order to avoid that employees are not security-aware.

100



Figure 6.3: Partial goal model for the Pharma Invent

• Elicitation of security requirements. New security goals are emerging from this coun-
termeasure. A new goal model is thus instantiated with new security goals, requirements
and expectations. In Fig. 6.3 a new requirement called Organise a security training plan is
added to the goal model presented in Fig 6.7. This requirement is assigned to the Security
officer agent.

• Selection and implementation of controls. The update of the goal model, which might
include the refinement and the operationalisation of the newly added goals, constitutes
the new system to be, as in Fig. 6.7.

6.2.2 Association of KAOS with BINA domain model

In Tab. 6.1, we display how KAOS incorporates the BINA domain model. We explain the
mapping with examples from Fig. 6.3 to 6.7.

Domain-related constructs. KAOS focuses mainly on the security of the system-to-be,
without separating the information systems from business aspects. Thus, we align BINA con-
structs concerning assets with the KAOS object and expectation (cf. Tab. 6.1). KAOS describes
states of the system-to-be using objects attributes. The purpose of the security goals is to pro-
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Figure 6.4: Partial operation model for the Pharma Invent

Table 6.1: Construct alignment between KAOS and the BINA domain model.

BINA constructs KAOS constructs Instances
Actor Agent Attacker
Asset Object, Expectation Accomplish vaccine design validated
Objective Goal, Object attribute Avoid unauthorised calculation modifications
Risk - -
Incident - -
Event Goal (in anti model) Accomplish credentials known from the attacker
Threat Expectation (in anti model) Accomplish password known from the attacker
Vulnerability Domain property Employee not security aware
CIRP - -
Security constraint Requirement Organise a security training plan
Security control new model implementing -

security constructs

tect system states against malicious activities. In terms of KAOS, this means that the security
goals should define confidentiality, integrity, availability, privacy goal and object attributes,
which are concerned with potential risk events and threats [175, 176]. Thus, we align both
security goals and object attributes concerned by an anti goal with BINA security constructs
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Figure 6.5: Partial antigoal model for the Pharma Invent

like event and threat.

Offensive-related constructs. In Tab. 6.1, we align together BINA event and threat with
KAOS anti goal and anti expectation respectively. Anti goals stand for different abstraction
levels, so they can be refined until they become anti requirements or anti expectations as-
signed to an anti agent. At higher abstraction levels, an anti goal might be considered as the
event which, according to BINA domain model, is a combination of threat and one or more
vulnerabilities. At lower abstraction levels, an anti goal, anti requirement, or anti-expectation
threat is a potential attack or incident to assets. In Tab. 6.1, we align BINA vulnerability and
the KAOS domain property. The domain property is a hypothesis that holds independently of
the system-to-be. In correspondence, BINA vulnerability is defined as a characteristic of assets.
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Figure 6.6: Partial antigoal operational model for the Pharma Invent

In KAOS, an anti agent monitors or controls objects and their attributes, thereby threatening
the system-to-be. In Tab. 6.1, we align the BINA actor and KAOS anti agent. KAOS does not
address two risk-related constructs from the BINA domain model: risk and incident.

Defensive-related constructs. BINA CIRP corresponds to the countermeasures that are
elaborated after identification of the anti goals. Countermeasures are not KAOS modelling
constructs, but instead modelling idioms or ’patterns’ adopted by modellers [175, 184]. In
KAOS, the countermeasures usually result in new security goals, which need to be further
refined into realisable security requirements and expectations. In Tab. 6.1, we align BINA se-
curity constraints and the KAOS requirements [176]. The refinement and operationalisation of
the new security goals, their concerning objects and attributes, and their assignment to agents
lead to new system-to-be components realising the necessary security means. Concerning the
BINA domain model, these new system constructs correspond to controls.

6.2.3 Discussion

The alignment of KAOS with the BINA domain model highlights some limitations. The cov-
erage of KAOS appears to have opportunities for amendments:
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Figure 6.7: Security requirements and controls modelling in KAOS

• We could not find sufficient empirical evidence that would provide us with a complete
model of a secured system modelled with KAOS. The works we succeeded to identify
on the KAOS extensions to security include [175, 176]. However, they only illustrate the
major security modelling principles. The models presented in these works are limited
and do not provide many modelling details. As the conclusion, Tab 6.1 lists only the
primitive language constructs and their correspondences to the BINA domain model.
However, we must note that one can also identify construct combinations to model some
aspects of security risk management as the modelling patterns. The models presented
in Fig. 6.3 to 6.6 suggest a few simple modelling patterns that address security risk man-
agement concerns. For instance, we can observe that a threat Accomplish social engineering
activities to find the password will be presented as anti requirement or expectation and per-
manently will be assigned to anti agent Attacker. In Fig 6.8, we can also observe the
pattern for risk event. It is a combination of the anti goal Accomplish extract password from
the user, at least one anti requirement or expectation Accomplish social engineering activities
to find the password and domain property Employee not security aware.
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• Similar constructs of KAOS are used to support different BINA constructs. For instance,
a goal can be used to model assets, security constraint, event and threat. Thus, we can
determine that a goal is a threat or an event, whether it is part of an anti-model. However,
for the other cases, no way to distinguish one BINA construct from the other is provided.

• KAOS does not address two constructs from the BINA domain model: risk and inci-
dent. This can be partially explained by the fact that KAOS was not specifically designed
to consider the business context of an information system. However, these constructs
might be derived from the implicit description of the modelled problem. For example,
in Fig. 6.5, we presented a risk event as the goal Accomplish password known from the at-
tacker. Achievement of this goal might lead to an incident called Vaccine experimentation
calculation modified by attacker. Further, this might form a chain of incidents like design
mistake, legal costs. The incident might be characterised by introducing new goals and
defining concerns between the goal/anti goal and object/anti object models. However,
this requires further theoretical and empirical investigation. Similar argumentation can
also be provided about other BINA constructs, like risk.

• Some KAOS constructs only provide partial coverage of the BINA concept. For instance,
the countermeasures proposed by KAOS only partially cover the BINA cyber resiliency
in terms of CIRP. An agent substitution is used in KAOS to replace a vulnerable agent
assigned to a threatened goal with a less vulnerable one for the threatening anti-goal.
However, it only partially covers the CIRP of risk transfer because the vulnerability is
not always on an agent when choosing the risk transfer approach.

Figure 6.8: KAOS pattern for BINA event

6.3 Evaluation of BINA by Misuse Cases

The assessment of BINA reinforcement by Misuse cases is done by examining the Misuse cases
meta-model [32] and textual explanations provided by the associated literature [185, 186, 187].
Initially, the use of Misuse cases for supporting the BINA is depicted. Then, the constructs of
the language are semantically aligned with the BINA domain model. Finally, a discussion with
regards to the alignment is provided.

6.3.1 Modelling BINA with Misuse cases

In this section, we examine how Misuse cases can be used for cyber resiliency. Our application
follows the steps of the generic security requirements process described in subsection 6.1.2. We
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utilise the example of subsection 6.1.1. Further, we present and use the constructs of Misuse
cases.

Figure 6.9: Asset modelling in Misuse cases

Determination of context and assets. In Fig. 6.9, a use case diagram for the Pharma In-
vent’s information systems is presented. We focus on the actors physician and vaccine researcher,
who communicate using the Pharma Invent’s information system. The physician is involved De-
sign vaccine research report and both actors in Design of preferred product characteristics for vaccine
and Establish experiments calculation. Establish experiments calculation includes two cases, namely
Update parameters and Collect data.

Determination of security goals. Determination of security goals is not supported by Mis-
use cases as there is no suited construct. In the running example, we focus on the integrity
of the experiments calculation. This means that once the structure calculation is established,
unauthorised users cannot change it.

Assessment and analysis of risks. In Fig. 6.10, we identify misuse cases, which involve the
malicious actor Attacker. The Attacker threatens the integrity of Establish experiments calculation
with the misuse case Steal login credentials. This misuse case includes another misuse case,
which describes certain steps in more details Apply social engineering.

Risk treatment. Misuse cases do not suggest any risk treatment. However, following the
generic security requirements process, risks can be treated using security controls as security
use cases.

Elicitation of security requirements. The use case Conduct awareness training (cf. Fig. 6.11)
is the security use case, which mitigates the identified misuse case Apply social engineering. It is
part of the use case Organise a security training plan initiated by the Security officer.

Selection and implementation of controls. Misuse cases do not propose any technique
to select and implement controls. Thus, to select between alternative security controls, other
approaches will be needed.
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Figure 6.10: Modelling Risk in Misuse cases

Figure 6.11: Modelling Security constraints in Misuse cases

6.3.2 Association of Misuse cases with BINA domain model

In this section, we analyse how Misuse cases constructs are matched to BINA constructs.
Tab. 6.2 suggests an alignment between the BINA domain model and Misuse cases.

Domain-related constructs. Tangible and intangible assets are subject to cyber-attacks. A use
case represents something of value for its owner [32]. This interpretation corresponds to the
BINA notion of an asset. The process guidelines for misuse cases modelling suggests focusing
on ’normal’ actors and the main use cases and assets as they have been requested [32]. The
assets in misuse cases can be information, location, activities and skills [32]. For instance, in
Fig 6.9, use cases are considered as BINA assets. The use case relationship includes forms
new assets. This relationship is part of the assets construct too. From the relevant litera-
ture [185, 186, 32], it becomes apparent that a use case typically represents the interaction
between user and system to achieve some wanted function. Hence, use cases are suitable for
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Table 6.2: Construct alignment between Misuse cases and the BINA domain model.

BINA constructs Misuse case constructs Instances
Actor Actor Vaccine researcher

Misuser Attacker
Asset Use case -
Objective Use case Establish experiments calculation
Risk Misuse case Steal login credentials
Incident Misuse case -
Event Misuse case -
Threat Misuse case -
Vulnerability - -
CIRP - -
Security constraint Use case Organise a security training plan
Security control Use case -

functional requirements but not necessarily for non-functional ones, such as security require-
ments.

Offensive-related constructs. The risk involves constructs that relate to the notion of impact in
Misuse cases. Misuse cases can be defined at different levels of abstraction [185]. A high-level
description of a misuse case corresponds to the notion of risk. The security threats can be rep-
resented from the misuse cases as acted from the misusers [185]. The threatens relationship can
be seen as a harms relationship between threat and asset in the BINA model. The possibility
of relations between misuse cases and use cases in terms of potential includes relations seems
to associate with the notion of event. An event for BINA represents any observable occurrence
in a system or network that have not risen to the level of a violation of security constraints.
Misuse cases view a use case as a standard system functionality that can malfunction, causing
a threat.

Defensive-related constructs. Security requirements for Misuse cases form independent se-
curity use cases [32]. A security use case has a mitigate relationship to a misuse case. It can be
inferred that security use cases are equivalent to BINA security constraints. The misuse case
mitigates relationship corresponds to the BINA mitigates relationship. However, the relation-
ship in Misuse cases indicates how security use cases mitigate a misuse case. Hence, Misuse
cases do not correspond to the BINA notions of risk incident response plan or security control.

Use case diagrams display the context of textual templates that represent each use case.
Although we have mainly focused on the diagrammatic representation of Misuse cases, Misuse
case templates are also relevant to the constructs of the BINA domain model. An example
template is given in Fig. 6.12.

The business rules is relevant to the BINA asset construct. The majority of the template fo-
cuses on terms relevant to risk-related constructs. For example, the BINA risk is addressed by
risk. The BINA construct of vulnerability is specified by the categories trigger, assumption, pre-
condition. The BINA incident can be seen through the threat as it describes the impact whereas
the BINA construct threat is more relevant to the entries basic path, alternative path, extension
points.

It is important here to clarify that the Misuse cases template depends on the detail of the
misuse case under study. More specifically, if a misuse case is instantiated at a high level, the
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Figure 6.12: Example of the Misuse cases template

precondition would correspond to a vulnerability. However, if a misuse case is defined at a
lower level of detail, the precondition will define the system’s state. If that is the case, then the
BINA domain model will not have a construct that corresponds to the precondition.

6.3.3 Discussion

Tab. 6.2 gives a representation of the coverage of Misuse cases for the BINA domain model.
Some extensions can be suggested to Misuse cases if used for cyber resiliency:

• Misuse cases do not distinguish some constructs that represent different constructs in
the BINA domain model. For instance, assets, objectives and security constraints are
represented using the same visual construct for a use case. For misuse cases, such differ-
entiations seem as nuances as the focus is more on preventive security.

• For some constructs (e.g., risk, event, incident), Misuse cases do not provide modelling
constructs. Misuse cases do not cover all constructs of the BINA domain model. For
example, when using misuse cases models, one needs to describe how to model risk,
event, incident, security constraints, CIRP decisions and security controls. Some of these
constructs can be defined in the misuse cases template, for example, incident as a threat,
trigger, assumption and precondition. Other constructs can be defined by extending the
misuse cases template with additional entries. However, that can increase the complexity
of misuse cases extending the level of granularity of the analysis.

• It is also observed that some constructs are partially covered. For example, Misuse cases
model risks, including residual risks or impact using the concept of ’misuse case’. How-
ever, the language excludes modelling of the threats to the vulnerabilities that make such
negative occurrences possible.
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6.4 Evaluation of BINA by Secure Tropos

This section illustrates how we can use the Secure Tropos approach to analyse security risks
and derive appropriate countermeasures from these risks. We summarise the discussion on
alignment in Tab. 6.3. This alignment is based on the Secure Tropos literature [33, 188, 189],
sometimes presenting part of the Secure Tropos meta-model [33].

6.4.1 Modelling BINA with Secure Tropos

In this section, the running example proposed in Section 6.1.1 is adapted to illustrate BINA,
following the steps described in Section 6.1.2.

• Determination of context and assets. Fig. 6.13 shows an actor model, representing the
actors playing a role in the estimate definition and the associated dependencies between
actors. In our example, the actors are Scientific department, Sales department and Client. The
dependencies are of two kinds: resource dependency Evaluations, Vaccine mockup, Medical
experimentation plans and goal dependency Manage pharmaceutical projects, Experiments
calculation structure but can also be a soft goal or a plan dependency. More information
about the dependencies is provided in the goal model, clarifying how the actors’ reason
about goals to be fulfilled, plans to be performed and available resources. It completes
the actor model with each actor’s reasoning about its internal goals, plans, and resources.
In Fig. 6.13 the goal model of the Scientific department shows that, for satisfying the goal
Experiments calculation structure, two different plans are possible Manually and Software
support. Plans and resources necessary to perform the experiments calculation with a
software tool are also defined.

Figure 6.13: Actor and goal models of Secure Tropos for assets modelling.

• Determination of security goals. The BINA security objectives are expressed in Fig. 6.14
through security constraints, restricting some dependencies. For example the Sales de-
partment should Preserve the integrity of experiments calculation and the Scientific department
should Manage to keep evaluations private. The latter is related with a constraint link la-
belled ’restricts’ to the plan Software support in the goal model by adding security con-
straints, the goal model becomes security-aware.

• Assessment and analysis of risks. Fig. 6.15 focuses on possible risk event. A Secure
Tropos threat to the software Influenza vaccine production documentation is identified in the
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Figure 6.14: .

attack diagram of Fig. 6.15. The attack diagram is an adaptation of a security reference
diagram we introduce, including elements of the security-enhanced goal model. The
threat is about Authentication attack, aiming for an attacker to authenticate to the tool. A
security attack scenario completes this diagram. It shows that the goal of the Attacker
is to know the login data of a user of the tool. To achieve his goal, he uses social engi-
neering. He believes that at least one employee is not security-aware, which constitutes
a vulnerability in this context. His attack targets the resource Database server of the Scien-
tific department. In Fig. 6.15, the security attack scenario can be seen as the refinement of
the security event identified in the attack diagram.

Figure 6.15: Actor and security models of Secure Tropos for risk modelling.

• Risk treatment. In the running example, the risk approach selected is to decrease the
risk by adding some secure goals/plans/resources. Commonly, other choices are possi-
ble, like avoiding the risk by changing the security-aware actor and/or goal models or
introducing another actor, as the third party, to partake in the risk.

• Elicitation of security requirements. The risk treatment choices lead to alteration of
the security-aware goal model of Fig. 6.14. A secure goal Make all users security aware is
introduced, satisfied by the security plan Perform security awareness training. This plan
has a positive contribution to the security constraint Preserve the integrity of experiments
calculation, as depicted in Fig 6.16.

• Selection and implementation of controls. Qualitative goals (also called soft goals) can
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Figure 6.16: Security constraints modelling in Secure Tropos.

be used to reflect on the diversity between control alternatives. This step takes place after
controls are determined, which usually happens during the design phase.

6.4.2 Association of Secure Tropos with BINA domain model

To investigate how Secure Tropos can aid to resolve BINA queries at the early stages of infor-
mation system development, we have examined the existing Secure Tropos literature in order
to comprehend its main principles and constructs. Then, we have implemented Secure Tro-
pos in the running example. This implementation strongly follows the process introduced in
subsection 6.1.2 and the constructs suggested by the BINA domain model. The result is the
semantic alignment between BINA and Secure Tropos as depicted in Tab. reftab:st. This table
displays how Secure Tropos and in which cases can be aligned with the principles of BINA.

Table 6.3: Construct alignment between Secure Tropos and the BINA domain model.

BINA constructs Secure Tropos constructs Instances
Actor Actor Scientific department
Asset Resource Database server
Objective Goal, soft goal Influenza vaccine production documentation
Risk - -
Incident - -
Event Threat Authentication attack
Threat Goal, plan Find login data
Vulnerability Vulnerability Employee not security aware
CIRP - -
Security constraint Security constraint Preserve the integrity of experiments calculation
Security control New model, implementing Perform security awareness training

security components

Domain-related constructs. In Secure Tropos, we recognise that the business and information
system description the constructs actor, goal, resource and plan are used. For example, the actor
Scientific department, the goal Manage pharmaceutical projects describe the process necessary for
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the Pharma Invent to achieve its objectives. Resources like Medical experimentation plans and
Vaccine mockup characterise the valuable information assets. All the instantiations mentioned
above are relevant to the constructs of actor, objective and asset of the BINA domain model.

The business operations are mainly supported by the information system of the Scien-
tific department. The this department’s operation Experiments calculation structure is performed
through the plans Manually or Software support. The BINA security constraints on objectives
characterise the security and incident response needs. In Secure Tropos goals and softgoals in
particular can assist in the identification of higher-level security criteria. Depending on the
context, it might be necessary to refine them using security constraints like Manage to keep eval-
uations private and Preserve the integrity of experiments calculation.

Offensive-related constructs. Risk is defined by the event of the risk, matching to the Authen-
rication attack in Fig. 6.15. The expected negative outcome of the risk between the Authenrication
attack and goal Influenza vaccine production documentation is called the impact of the risk. Here,
the incident negates the security constraint Preserve the integrity of experiments calculation.

In Fig. 6.15, the goal Find login data associates to the threat relating the potential attack
targeting the asset Database server. The threat agent Attacker triggers the threat given that the
malicious actor knows about the absence of security awareness for an employee, as recognised
by the vulnerability Employee, not security aware in Fig. 6.15. To break into the Scientific depart-
ment system, the Attacker conducts an attack where she uses Social engineering.

In Tab. 6.3, the construct of vulnerability resembles the BINA construct. The fact that the
actor in the role of the attacker thinks she knows might be right. In this case, the vulnerabil-
ity will correspond to vulnerability in the sense of the BINA. However, facts known by the
attacker might be wrong; in this case, there is no similar construct in the BINA. Finally, vulner-
ability does not represent vulnerabilities in the system but is not known by the attacker.

Defensive-related constructs. In our case, we utilise risk reduction decision. This leads to an
alteration of the information system design, lessening the identified risk. New security con-
straints (cf. Fig. 6.16) are identified as the goal Make all users security aware and the plan Perform
security awareness training. We demonstrate the security control using the Secure Tropos goal
and plan constructs, however, depending on the chosen risk treatment decision, the combina-
tion of actor, goal, resource, plan and security constraint might result in different security control
systems. A new model performing the essential security elements is the output of this phase.

6.4.3 Discussion

The association of Secure Tropos constructs and the BINA domain model has shown some
limitations of Secure Tropos to investigate cyber resiliency at the early stages of the design
and development of a system-to-be. At the same time, it proposes possible improvements for
Secure Tropos in the context of cyber resiliency.

• Secure Tropos provides guidelines as to when and how to use each construct. These
guidelines allow avoiding misinterpretations of the BINA constructs. For example, in
Tab 6.3, the planning construct can be used to model assets, threats and security con-
straints. For greater detail, labels or syntax changes or the creation of separate diagrams
can be used.

• It is noticeable that Secure Tropos could be enhanced with the addition of constructs
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to cover the constructs of BINA. Tab. 6.3 indicates that several constructs such as risk,
CIRP and incident are not in the Secure Tropos approach. Consequently, we can define
graphical constructs to address these concepts or provide methodological guidelines for
how these concepts can be addressed in the Secure Tropos models.

• The semantics of individual modelling constructs should be adapted so that they ade-
quately represent BINA constructs. For example, as discussed previously, the vulnerabil-
ity construct only partially covers vulnerability. A potential enhancement is to propose
the modelling construct which would appropriately support the modelling of system
vulnerabilities.

6.5 Summary of language association

In this section, we make some remarks regarding cyber security-oriented languages, after their
association with the BINA domain model. Misuse cases [32] are mainly focused on elicit-
ing threat agents and attack methods. For that, they integrate use cases with threat use cases.
KAOS [175] focuses on safety-critical information systems but does not have a risk-driven ap-
proach. On the other hand, it does cover security concepts like threat and vulnerability. Secure
Tropos [33] also is not a risk-driven approach, meaning that it does express risk or impact.
However, it does cover threat and vulnerability constructs. Tab. 6.4 summarises the BINA.

Table 6.4: Examination of BINA support by security-oriented modelling languages.

BINA KAOS Misuse case Secure Tropos
Actor Agent Actor, Misuser Actor
Asset Object, Expectation Use case Resource
Objective Goal, Object attribute Use case Goal, soft goal
Security constraint Requirement Use case Security constraint
Vulnerability Domain property - Vulnerability
Event Goal (in anti model) Misuse case Threat
Incident - Misuse case -
Risk - Misuse case -
Threat Expectation (in anti model) Misuse case Goal, plan
CIRP - - -
Security control New model Use case New model

The examination of the security-oriented languages for their support to the BINA domain
model allows to review and enhance the proposed language constructs. The main enhance-
ments are:

• ability to distinguish the BINA construct represented, when the same modelling concept
supports several constructs;

• ability to provide coverage of the language for the BINA constructs not supported;

• ability to extend a language when some BINA constructs are only partially covered.

Although we did not wholly study the other security-oriented modelling languages, we
surveyed them and provided some preliminary conclusions. The coverage of Predictive, Prob-
abilistic Cyber Security Modeling Language ((PCySeMoL)-Cy-2) [190] is indeed focused on
how attacks and defences relate quantitatively, instead of investigating the cyber resiliency
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lifecycle. The cybersecurity modelling language (CySeMoL) [191] focuses on enterprise-level
system architectures coupled to a probabilistic inference engine. In that way, the probabil-
ity of successful attacks against the systems can be estimated. However, the language does
not extend to cover cyber resiliency and probabilities of incident response plans to fail or suc-
ceed. The Tropos Goal-Risk framework [192] handles risk management at a high level, without
considering security constructs. A full analysis of those languages will produce outcomes of
higher accuracy.

6.6 A cyber resiliency-aware Secure Tropos

This section intends to develop syntactic, semantic and methodological extensions to Secure
Tropos that would aid the modelling of cyber resiliency and its relevant plans. We start by
suggesting extensions to the concrete syntax and show how they transfer to the abstract syn-
tax. Then, we set methodological guidelines. Finally, we discuss the extensions for the BINA
domain model.

6.6.1 Concrete syntax extensions

In Section 6.4, we have distributed the concrete syntax of Secure Tropos according to three
construct categories: domain-related, offensive-related and defensive-related constructs. In
addition to the BINA constructs aligned in Tab. 6.5- 6.7, we consider how BINA relationships
(e.g., targets, triggers, endangers, harms) can be represented with Secure Tropos. Moreover, in
Section 6.6.2, we relate Secure Tropos concrete and abstract syntax.

Domain-related constructs. The BINA asset (cf. Tab. 6.5) construct is expressing both plan and
resource Secure Tropos constructs and their compositions constructed using the relations means-
ends and contribution. Moreover, BINA objective is addressing the Secure Tropos constructs of
goal, soft goal and hard goal. An asset can contribute positively or negatively to an objective. When
an asset contributes positively to an objective then a means-ends relationship can be used. An asset
can be also decomposed to its sub-components, based on the granularity of the analysis.

An objective is related in Secure Tropos as well as in BINA with a security constraint. A
security constraint restricts an objective in BINA as it does for a goal and hard goal in Secure
Tropos. Whereas in Secure Tropos a soft goal stands for security goals that have the form of
security constraints. Hence, the restricts relationship with them is omitted in the Secure Tropos
metamodel [9]. A security constraint can be decomposed to more specific constraints as the focus
of Secure Tropos is to elicit and analyse security requirements in the form of constraints to
objectives.

Each security constraint is imposed by an actor, shown with the has relationship and is also
delegated to another actor to be accomplished. This BINA relationships are similar with those
of Secure Tropos. An actor has a security constraint because an objective based on the means-ends
relationship needs one or more assets. Assets have vulnerabilities. These vulnerabilities can be
known or unknown and actors can choose to ignore them for case specific reasons. However,
these vulnerabilities are the driving force for the existence of security constraints. As the research
context of Secure Tropos as well as of BINA is the cyber security domain, the vulnerabilities
instantiate cyber security related vulnerabilities.

Tab. 6.5 shows the domain-related constructs of Secure Tropos and BINA along with the
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concrete syntax of Secure Tropos. Whereas Fig. 6.17 displays how the relevant section of the
BINA metamodel is enhanced in this iteration of its assessment.

Table 6.5: Domain-related constructs.

BINA Constructs Secure Tropos Constructs Concrete syntax
and relationships and relationships

Asset Plan, Resource

Actor Actor

Objective Goal, Soft goal, Hard goal

contribution contribution

means-ends means-ends

decomposition decomposition

restricts restricts

Figure 6.17: Enhanced BINA domain-related constructs.

Offensive-related constructs. As presented in Tab. 6.4, Secure Tropos constructs can be used
to model offensive-related concerns. However, there exists a high chance to misinterpret the
presented information as Secure Tropos is focused on prevention. Thus, we recommend dif-
ferentiating the concrete syntax of these Secure Tropos constructs. Secure Tropos attacks rela-
tionship represents the exploits relationship of BINA. In order to be compliant with BINA, we
also introduce the impacts relationship, which defines a link between threat and asset.
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Then we can represent the event of the risk using a combination of constructs (i.e., actor,
goal, resource, plan and vulnerability). In this case, and event, takes the form of a security at-
tack hypothetical scenario representing details of the event. To generalise this representation,
one can use the Secure Tropos threat constructs. This representation is used for the identifica-
tion of risks to assets. Where a risk is seen as a combination of an event and its impact.

Table 6.6: Offensive-related constructs.

BINA Constructs Secure Tropos Constructs Concrete syntax
and relationships and relationships

Threat Threat

Vulnerability Vulnerability

Event (a) combination of agent,
goal, plan, vulnerability;

(b) threat

Risk combination of threat
and impacts relationship

Incident - -

exploits attacks

affects affects

Defensive-related constructs. For the need of modifying BINA constructs, we also need to
update the visual syntax of defensive-related constructs. This becomes apparent from the con-
struct security control. This construct can be presented through various Secure Tropos con-
structs and relationships. Thus, misinterpretations can occur.Security requirements mitigate the
identified risk. This relationship is called mitigates and is defined as a link between the con-
structs of security constraints and of risk.

The relationship implements in Secure Tropos is between the constructs of security mechanism
and security objective. Whereas according to the BINA domain model this relationship links the
constructs security control and security constraint. Also the relationship addresses is introduced
in BINA between the constructs CIRP and incident. Not having equivalent constructs in Secure
Tropos prohibit us at this stage for being able to offer a visual representation.
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Figure 6.18: Enhanced BINA offensive-related constructs.

Figure 6.19: Enhanced BINA defensive-related constructs.

6.6.2 Abstract syntax extensions

In Section 6.4, we have not shown the abstract syntax of Secure Tropos due to the necessity for
the simple introduction of the language itself. However, to show how the suggested syntactic
Secure Tropos augmentations are used, we need to show the abstract syntax elements and the
rules based on which they are merged.

The abstract syntax of Secure Tropos consists of a meta-model 6.20. Due to the need to
reduce the presentation complexity, the meta-model is discussed in subsections. The first sub-
section focuses on the actor, the second on the goal and the third on attack scenarios.
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Table 6.7: Defensive-related constructs.

BINA Constructs Secure Tropos Constructs Concrete syntax
and relationships and relationships

Security control (a) security requirements view
(a combination of constructs including
actor, goal, security constraint,
security control, threat)

(b) security attack view
(a combination of constructs
including actor, goal,
security control, threat)

(c) security mechanism
CIRP - -

mitigates mitigates

implements implements
addresses - -

Fig 6.20 presents the Secure Tropos abstract syntax. The primary construct we focus at this
point is the actor who can be a depender or a dependee in a dependency relationship. A security
constraint is imposed to an actor that represents a restriction on a goal, plan or resource. A security
constraint enriches the language by introducing the conception of secure dependency.

A secure dependency proposes one or more security constraints that must be satisfied for the
dependency to be valid. They exist different types of security dependency that are represented
using depender and dependee attributes of security constraints.

Moving on with the examination of the Secure Tropos abstract syntax, the second principal
component is that of goal. Goals are achieved through means-ends relationships by satisfying
other goals, plans or having available resources.

Returning to the security constraints that they are imposed to actors, the restricts relationship
means that they can also affect plans, resoutces and goals of an actor. From a modelling perspec-
tive security constraints can be analysed through decomposition relationships and assignment/del-
egation. A security goal stands for the strategic interest of an actor with respect to security. When
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Figure 6.20: Secure Tropos abstract syntax [9]

security objectives are introduced they contribute to the satisfaction of security constraints and
can have the form of soft goals and use the satisfies relationship. If a plan is a security-related
plan, then it will contribute to the satisfaction of a security goal. For a resource when it is secure
it means that is critical for the security of the system-to-be.

A security constraint is further associated with the mitigation of a threat. If a threat is not
mitigated then it can impact goals, plans and resources. At the same time a security constraint can
restrict the goals, plans and resources of an actor too.

Moving to attack scenarios we refer constructs that relate to cyber resiliency concepts. Here
actors that are legitimate need to be distinguished from malicious actors. Malicious actors can
also have goals, plans and resources. However, they use then to exploit vulnerabilities with the use
of threats and attack methods. The attacks relationship indicates the connection of an attacker
and a resource.

It is important to note that Secure Tropos metamodel has been enhanced, and it changes it-
eratively. Consequently, differences with the representations in the previous subsection might
occur. However, they have been derived from the latest version of the Secure Tropos tool,
SecTro v.2, and thus, they are equally relevant to our analysis. Overall they do not affect the
main aspects of the language as discussed above. In the following subsection, we will present
methodological guidelines for the resiliency-aware Secure Tropos application.
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6.6.3 Application of resiliency-aware Secure Tropos

The purpose of this subsection is to explain how concrete and abstract syntax augmentations
are used in an example. Here, we will use the running example and incrementally provide
guidelines for modelling cyber resiliency-aware Secure Tropos models.

Language implementation comprises three main stages. The first stage covers the two first
steps of the BINA process, presented in Section 6.1.2: Determination of context and assets and De-
termination of security goals. The second stage blends Assessment and analysis of risks. Lastly, the
third stage matches to Elicitation of security requirements coming from Risk treatment decisions
and leading to new Selection and implementation of controls.

Stage 1 - Determination of security objectives

At this stage, the concrete syntax of Secure Tropos deviates only insignificantly from the stan-
dard one and used in Section 6.4. As we explained in Section 6.4.3, we need to include the con-
structs that relate to the BINA domain model. We do this by constructing the organisational
view using the constructs of actor, objective, asset, security constraint and the dependency rela-
tionships. In this way, the Secure Tropos organisational view that represents the organisational
requirements in the form of objectives and security requirements in the form of constraints can
be instantiated. This view offers a developer an overview of who is expecting what from the
system-to-be. More importantly, it also captures the relations between internal and external
to the system stakeholders/actors. In this view, we present only objectives (e.g. Manage phar-
maceutical projects), assets (e.g. Medical experimentation plans) and constraints (e.g. Preserve the
integrity of experiments calculation) related to organisational artefacts.

Based on the steps of the BINA process, we need to model security objectives. In Secure
Tropos, it is possible to distinguish general security objectives (e.g., Establish experiments cal-
culation structure) using goals and then to refine them using security criteria expressed with
security constraints(e.g., Preserve the integrity of experiments calculation). This approach is a top-
down security objectives identification. However, in Secure Tropos, it is more natural to define
implicit security objectives as secure dependencies after defining the actor model. Then identi-
fied security constraints can be examined for security objectives of higher level for the system.
This is a button-up approach.

What follows is the actor specific assets that show how the objectives and security con-
straints can be fulfilled. Here the main objective is to discover what assets need to be available
to support an actor’s objectives. The above is illustrated in Fig. 6.21 where a simple instantia-
tion of the organisational view for Pharma Invent is presented. It is worth clarifying that the
MHRA abbreviation stands for Medicines and Healthcare products Regulatory Agency, the
UK body that gives regulatory approval to vaccines and the associated experimentations.

Stage 2 - Assessment and analysis of risks and incidents

At the second stage, we instantiate possible risks (threat and impacts combinations). We start
by determining the security events that are represented as threat exploit vulnerability combina-
tions. Fig. 6.22 focuses on a possible event of the risk to which the information system could be
exposed, called Authentication attack. It represents a circumstance where a malicious actor mask
as a legitimate user, acquires access to a system and damages the data in the Database server.
The Authentication attack impacts the Influenza vaccine production documentation. The traceability
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Figure 6.21: Organisational view of Pharma Invent

between Influenza vaccine production documentation and Experiments calculation structure shows
the impact at an operational level. However, in this situation, Influenza vaccine production doc-
umentation can be interpreted twofold. Firstly, it can represent an asset, which is important
for Pharma Invent as a business. Then the impacts relationship represents harm that the risk
causes. Secondly, Influenza vaccine production documentation could be viewed as a security cri-
terion, which needs to be represented. In this case, impacts defines negation of the security
criterion.

After modelling the possible risk, we need to refine it in terms of threat, vulnerability, actor,
security constraint and incident. This is done in the security attack scenario (cf. Fig 6.22). Here
an Attacker has a threat Social engineering to an information asset Software support which sup-
port an objective Experiments calculation structure. The Attacker attacks Software support through
exploitation of the vulnerability Employee not security aware. Thus the exploits relationship
shows a link between a threat Social engineering and a Employee not security aware vulnerability.
The presence of this vulnerability can cause the incident Inappropriate use, which subsequently
violates the security constraint Preserve the integrity of experiments calculation.

Figure 6.22: Security incident view of Pharma Invent
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Stage 3 - Cyber resiliency requirements definition

In order to mitigate the identified risk and become resilient to attacks, such as Authentication
attack, we have chosen as an example a risk reduction decision. This means we have to design
objectives, assets, security controls, and CIRP to mitigate and increase resiliency towards this
risk. In this instance, we add the security objective Make all users security aware and the se-
curity control Perform security awareness training. New objectives, assets, security controls and
CIRP have a gradient background pattern to indicate that they represent resiliency security
requirements in the diagram. In our example, the Preserve the integrity of experiments calculation
becomes a resiliency security requirement mitigating the risk.

As discussed in Section 6.1.2, the BINA process is iterative. After defining resiliency re-
quirements, one needs to test the system again against new possible risks and incidents. For
example, the modeller can now identify internal threats. This will indicate the need for an
analysis of new vulnerabilities and CIRP. The first iteration activity assumes new security con-
straints that become controls and are part of the system-to-be. From there, a risk analysis and
resiliency assessment will be performed again using the updated design.

Figure 6.23: Resiliency requirements view of Pharm Invent

6.6.4 Theoretical evaluation

We will evaluate our proposal according to the principle of semiotic clarity [193, 194]. The
principle of semiotic clarity defines that there should be a one to one correspondence between
syntactic (graphical symbols) and semantic features (constructs). Differently, we need to ad-
dress language issues, including redundancy, overload, incompleteness and under-definition.
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Redundancy

Redundancy expresses that two language constructs have the same or overlapping seman-
tics. Redundancy problems concerning BINA were found in Secure Tropos and discussed in
Section 6.4.3. In the cyber resiliency-aware Secure Tropos, we have limited redundancy by
proposing different visual constructs to model offensive-related constructs. Redundancy also
seems to exist to the same degree within all the constructional groups (domain, offensive, de-
fensive). For example, a BINA asset can be represented using Secure Tropos constructs for actor,
plan and resource. But, according to the BINA asset definition, we need means to show informa-
tion and processes. That shows that it is not necessarily all the times redundancy a restriction.
Similar needs can also be found within the other two constructional groups.

A BINA security constraint can be designed either by a Secure Tropos goal or a Secure Tropos
security constraint. This equivalence is not used for the same modelling purpose. We design
abstract security constraints using goals and more specific security constraints using the Secure
Tropos security constraints.

As discussed earlier, the construct of an event is represented by a threat or by a set of con-
structs. Expectedly, this division of constructs to varying levels of abstraction give better model
analysis opportunities and helps the user to find the information provided in the diagrams.
However, this needs validation in empirical contexts.

Overload

Overload is present if the same language construct has several meanings. In BINA, there is a
link impact which stands for negation impacts and also for actual harm to the constructs of the
BINA domain model. We recognise this overload and accept it because it allows the language
to remain relatively simple (i.e., without too many modelling constructs). Also, it allows for
capturing the semantical difference in the label of the impacted construct (asset).

Incompleteness

Incompleteness arises when a language does not carry data on a specific occurrence. For the
incompleteness, we need to examine constructs that, although present in the BINA domain
model, are skipped in the cyber resiliency-oriented Secure Tropos. For example, CCoA and
residual risk.

We do not set a visual construct for CCoA because this construct does not present any
alteration made to the modelled information system. This construct stands as a justification
and indicates the modeller’s conscious decision. Nevertheless, it needs to be included in the
system specification and the generated information system model, using different ways.

In resiliency-aware Secure Tropos, we do not define the construct of risk. Instead, we design
it as an aggregation of threat and impacts relationship. This means that the BINA relationship
mitigates is not explicitly represented by a link. Yet, we can implicitly identify this relationship
by analysing connections between security constraints and the respecting risk.

Because of the overlapping semantic of the relationship of the impacts, we can only im-
plicitly define triggers relationship. It is defined through multiple uses of the impacts link.
However, the language alone does not allow modelling, which impact has stimulated which
impact. This information needs to be captured utilising other means.
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Some constructs included in the cyber resiliency-aware Secure Tropos are viewed con-
versely than how they are defined in the BINA domain model. For example, when analysing
the BINA threat, following the principles of Secure Tropos, we set the actor as a malicious actor
and the assets as assets required for an attack.

Besides, the BINA event consists of threat and vulnerability. In the case of resiliency-aware
Secure Tropos, we model event either as a threat or a combination of actor, goal, asset and ex-
ploits. In this case, we are not able to identify the precise vulnerability. This means that real
vulnerability needs to be specified using other means.

Under-definition

Under-definition occurs when a language construct has no semantics. In BINA, we do not
identify any under-definition problems.

Overall, our proposition has few limitations concerning Secure Tropos, from which it was
initially derived. In this research, we have emphasised that our objective is to generate a secu-
rity cyber resiliency management approach suitable for the early stages of a system-to-be. In
other words, we do not consider Secure Tropos extensions that address later stages of a sys-
tem’s development. We recognise that these extensions are essential for the later stages of a
system’s development. Still, for cyber resiliency-aware Secure Tropos, they require additional
investigation, time and resources not available within the limitation of this research project.

6.7 Summing-up the Assessment of BINA

This section gives an outline of the outcomes for the various sections of this chapter.

6.7.1 Research method

This chapter aims to evaluate the BINA support of security-oriented modelling languages.
Following the research method suggested in Section 6.1, we analyse KAOS, Misuse cases and
Secure Tropos. We present which construct for the languages could be used to support one
or more BINA constructs and give some reasons for these assumptions. The research method
does not include any quantitative assessments of the correlations or non-alignment between
BINA constructs and the security-oriented modelling languages constructs, like, e.g., no cor-
relation, marginal, partial, total. However, such a quantitative estimation has considered be-
ing too risky in our context. The results we might get would not have been reproducible.
The quantitative level of correlation might be indeed inconsistent based on the individuals
involved. Moreover, such an evaluation would have been challenging to set up, primarily
regarding our time frame.

6.7.2 Assessment of BINA support by security-oriented languages

This section’s contribution is that it highlights the coverage level of BINA constructs by security-
oriented languages. In most cases, the modelling languages under study have not been initially
designed with security in mind. Such aspects have been gradually introduced and have en-
hanced existing languages because of the growing importance of cybersecurity. Consequently,
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such languages have gradually included security and risk constructs without a real systematic
language design approach. Moreover, most languages are focused on specific phases of the
system design life-cycle. Accordingly, depending on the recognised focus, some languages put
more emphasis on the risk management required for the business (i.e., security goals, security
requirements) like Secure Tropos, while others, more oriented towards late requirements and
design, cover constructs like information system assets, vulnerabilities and countermeasures
in their scope, like KAOS.

6.7.3 Review of language association

Tab. 6.4 reveals what is missing in term of constructs for the three analytically examined lan-
guages to support the BINA domain. The main observation concerning the coverage table is
that currently, no perfect correlation for BINA is provided by any existing requirements en-
gineering modelling language. Although the languages include some risk constructs, their
approaches are not complete regarding BINA and cyber resiliency. The coverage table assists
in picking the most suitable language, considering the modelling scope of the analyst as well
as the demanded constructs and related activities. For example, Misuse cases seem sufficient
for obtaining threats, malicious actors and cyber attacks, whereas Secure-Tropos will be more
suitable for identifying assets and associated security constraints of the design.

This table can also show interoperability between security-modelling languages. Since
some languages are better suited to support some resilience-related activities than others, they
can be used in a complementary manner during information system development. The cover-
age table provides a reference for connecting different languages at the BINA conceptual level.
Moreover, a satisfied language user would not be pleased if he must change this language for
another to be able to perform BINA at the requirements engineering level.

6.7.4 A cyber resiliency-aware Secure Tropos

During the assessment of the language, suggestions for improvement were made. Based on
them, we have extended both language syntax and semantics in order to comply with the
BINA. These extensions have resulted in the cyber resiliency-aware Secure Tropos. In addition
to the language itself, we have defined methodological guidelines for applying the language
illustrated through the running example.

It is generally a challenging task to define a helpful modelling language, producing models
in the sense that they help to communicate effectively [195]. A trade-off needs to be found
between extending a language to enhance its expressive power and keeping it simple. Cyber
resiliency-aware Secure Tropos should thus be evaluated through additional criteria [195]. The
outcomes are discussed in a theoretical evaluation for semiotic clarity. An experiment in a real
environment should complement this discussion. Such an experiment would provide evidence
of the effectiveness of this extension to support BINA and highlight its weaknesses.

6.7.5 Discussion and Closing Remarks

In this chapter, security-oriented languages were compared to the BINA domain model. The
goal was to assess their coverage level for BINA constructs.

Initially, a research method was introduced. This research method explains how we pro-
ceeded to examine a language concerning the BINA domain model. The languages analysed
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were KAOS, Misuse cases and Secure Tropos. Then, a summary of language comparison and
ways of enhancement for a better coverage level was proposed, and some preliminary remarks
were suggested for (PCySeMoL)-Cy-2, CySeMoL and the Tropos Goal-Risk framework, based
on our current knowledge of these languages.

The identified ways of enhancement were then examined for Secure Tropos. We proposed
a concrete and abstract syntax extension of Secure Tropos. This extension was applied to the
running example. Finally, an evaluation of this extension was performed based on the princi-
ple of semiotic clarity. The chapter ends with relevant conclusions.
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Chapter 7

BINA Process and Tool

This chapter outlines our systematic approach to model the alignment of organisational needs
with security concepts in resilient computing systems. This approach can guide developers
by capturing resilient computing systems through modelling techniques, defining stakeholder
requirements and security needs. Each step of the process assembles a holistic view of the
system-under-design, represented through models comprising system needs and resiliency-
specific security properties from a security requirements engineering perspective. The ap-
proach outlines the types of analysis supported and the developer’s requirements to perform
semi-automated reasoning. We also indicate where input from security requirements engi-
neers or incident response teams are required.

7.1 Overview of the BINA process

Before we present the BINA process, it is essential to clarify that the BINA process was de-
signed based on the literature and the specific constructs of the BINA domain model. More
precisely, we reviewed existing methodologies’ steps to determine and analyse cybersecurity
requirements. Then we formulated a series of common steps as identified in the literature
and presented them in Section 6.1.2. From there, we looked at the constructs of the BINA
domain model and its purpose for designing. We used small scale case studies to apply al-
ternative ways to instant the constructs and generate new information. After trials and er-
rors, we reached the understanding that it is more meaningful to express what we aim for
resiliency-wise and find ways to achieve it under various circumstances, rather than design-
ing everything that might go wrong and attempting to establish in that way what we need as
system-to-be to have as requirements. Based on that assumption and existing practices in the
domain, we designed the BINA process.

We present an iterative process that supports developers to systematically capture and re-
fine resilient systems relationships, security properties and organisational needs. Each activity
represents a step that contributes towards defining and constructing a resilient environment
model representing the system-under-design. For each activity, we also specify the steps and
relevant artefacts. These activities are placed after the requirements elicitation and before the
requirements specification. We use the Software and Systems Process Engineering Metamodel
(SPEM) specification (SPEM 2.0) to specify the process, the activities, the steps, the artefacts
and the roles involved. An overview of the BINA Process is shown in Fig 7.1 with the follow-
ing activities:
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Figure 7.1: BINA process.

• Organisational modelling: identify organisational objectives, stakeholders, assets, secu-
rity constraints and relationships, producing an organisational model as output.

• Incident modelling: identify and configure incidents and CIRP, generating a list of inci-
dent response services as output.

• Holistic resiliency modelling: refinement of incident-specific constructs focusing on the
system-under-design to output a resilient environment model.

• Resiliency analysis: performing analysis techniques from the resilient security analysis,
incident management and transparency to support developers identify and understand
the resiliency security requirements of the system-under-design.

7.1.1 Activity 1: Organisational modelling

The cyber resiliency analysis of the system-to-be begins with the modelling of the organisa-
tional context. The main focus of this activity is to understand the organisational and sys-
tem requirements. It contains four steps: actor identification, goal identification, security con-
straints identification and dependencies identification. Fig. 7.2 depicts the organisational mod-
elling activity with its steps and relevant artefacts.

In the first step, the security engineer identifies the actors of the system-to-be, including
the technical assets, the human actors of the system environment, and other technical actors of
the system environment. Human actors are usually the system’s stakeholders, while the other
technical actors are systems utilised under development. The developer can identify such
information in organisational documents and interviews with the stakeholders and models
produced by security engineers.

In the second step, stakeholders sometimes explicitly state goals or in preliminary material
available to requirements engineers. However, if they are implicit, the goal elicitation will
have to be undertaken. Goals can also be identified systematically by searching for intentional
keywords in the preliminary documents and interview transcripts. The preliminary analysis of
an existing system is an essential source of goal identification. Such analysis usually results in
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a list of problems and deficiencies. Negating those issues yields a list of goals to be achieved by
the system-to-be. Once an initial set of goals and requirements is obtained and validated with
stakeholders, many other goals can be identified by refinement and abstraction. For instance,
by asking ’how’ and ’why’ questions about the goals and requirements available.

In the third step, the security engineer refines or introduces the security requirements with
security constraints that restrict goals. The security engineer can identify them from the high-
level goals of the stakeholders and, at this step, refine them as security-specific goals and model
them as security constraints to specific goals. Moreover, the security engineer can also use
security policy documents as an input for this stage of modelling, inheriting to the system-to-
be more generic organisational security requirements.

In the fourth step, the requirement engineer models the dependencies. The actors cannot
consistently achieve goals by themselves. For these goals, the security engineer has to seek ac-
tors that can achieve them and specify the correspondence between the goal that the depender
cannot achieve and the corresponding goal of the dependee. Based on the correspondences be-
tween goals, the dependencies are then specified. Therefore the relationships where an actor
depends on another actor for a goal can be identified.

Figure 7.2: Organisational modelling activity.

Overall, organisational modelling is an activity of the cyber resiliency process, where we
assume that the input is either an existing goal model or constructed by the developer based
on existing requirements. In the latter case, we assume that security requirements engineers
have carried the process of eliciting system needs, analysis and production of requirements,
and the developer has access to the requirements of the system-under-design. We make this
assumption that the process for producing goal models of existing software systems or from
initial requirements falls out of the scope of this thesis. Due to the maturity of established
work in requirements engineering, we do not attempt to redefine the existing process of goal
modelling. Instead, we focus on extending the existing work to capture security requirements
issues in resilient computing, building upon goals models to represent these concepts. In this
case, we use the SecTro modelling tool to design organisational models from existing require-
ments because the Secure Tropos methodology provides a goal-oriented approach in security
requirements engineering. Consequently, the output of this step would be the organisation
goal model.

7.1.2 Activity 2: Incident modelling

The purpose of the second activity of the secure resiliency process is to identify a list of in-
cidents and Cyber Incident Response Plan (CIRP) based on the requirements of the system-
under-design. We input an organisational goal model from Activity 1 and produce, as output,
a list of incident response services and an incident model. The incident modelling activity
consists of two steps: model the incidents and model the CIRP that the incident response team
may introduce and resolve them as well until no further incidents are introduced (cf. Fig. 7.3).

131



132



In the first step, the requirement engineers identify past and possible incidents. Next, the
engineer must consider the different types of incidents, i.e., experiential, reported, normative,
internal and external, and the impact level they can have on the system-to-be. This activity
will enable the requirement engineer to decide if there is an impact and the reason behind this
incident by modelling the appropriate ’harms’ relation.

In the second step of this activity, the requirements engineer models the suitable incident
responses reported by the organisation. Reported resolutions introduce a way to address one
or more incidents. The overall activity is iterative and ends when there are no incidents left
without suitable incident response or if there are any unresolved incidents, no suitable incident
response could be found. In the former case, the engineer can move on to the next activity. In
the latter case, however, the resiliency analysis activity should be followed.

Figure 7.3: Incident modelling activity.

7.1.3 Activity 3: Holistic resiliency modelling

In the third activity, the Cyber Incident Response Plans (CIRPs) is specified and validated.
The Cyber Incident Response Plans (CIRPs) represent the resiliency assumptions that underlie
the system under development. This activity starts with the specification of related security
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controls and the collection of evidence to examine the validity of the Cyber Incident Response
Plans (CIRPs) (cf. Fog. 7.4).

In the first step, the requirements engineer will specify the security controls that relate
to Cyber Incident Response Plans (CIRPs). In the second step, the security engineer collects
evidence related to threats, vulnerabilities, events and risks. This information derives from
experience, reports, regulations, agreements with third parties and lists of existing controls.

In the third step, the requirements engineer examines the validity of Cyber Incident Re-
sponse Plans (CIRPs) because if not valid, then there will be a potential weakness to the
system-to-be that can affect its resiliency. The validity property of a Cyber Incident Response
Plan (CIRP), named risk reduction, takes Boolean values true or false. If the Cyber Incident
Response Plan (CIRP) is valid, then the risk reduction is set to true; otherwise, it is set to false.

Based on the results of the Cyber Incident Response Plans (CIRPs) validation, the require-
ments engineer can calculate the resiliency level of the Cyber Incident Response Plan (CIRP).
Ideally, it should be 100%, but it is up to the requirements engineer to decide the level upon
which he considers that the incident is contained and eradicated. If the resiliency level is 100%,
then there is the reliance that the system-to-be will indeed contain and eradicate the incident as
expected. Otherwise, there is no reliance that the resiliency will be helpful, and additional Cy-
ber Incident Response Plans (CIRPs) is required by the system-to-be to enforce the desired
resiliency.

Figure 7.4: Holistic resiliency modelling activity.

7.1.4 Activity 4: Resiliency analysis

The fourth activity of the BINA process measures the resiliency of the system-to-be. The mea-
surement can be applied for all the actors of the information system, but we believe the most
helpful approach is to measure the resiliency of the technical system-to-be. Assessing the sys-
tem under development at the requirements stage is beneficial to identify potential resiliency
vulnerabilities or implementational bottlenecks and address them as early as possible. Oth-
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erwise, any possible fix at a later stage will cost more resources, such as time and money.
Moreover, if potential incidents are left unidentified and resolved adequately if the system is
implemented, it may fail to meet its goals, and users will not accept it. This activity contains
four steps: assignment of importance level to the top-level Cyber Incident Response Plans
(CIRPs), assignment of confidence levels to the bottom level Cyber Incident Response Plans
(CIRPs), calculation of the resiliency levels, calculation of the system resiliency (cf. Fig. 7.5).

Figure 7.5: Holistic resiliency modelling activity.

In the first step of this activity, the top-level Cyber Incident Response Plans (CIRPs) of the
system-to-be are assigned an importance value. The stakeholders are responsible for providing
essential values to the top-level Cyber Incident Response Plans (CIRPs) of the system-to-be.
The range of importance is from zero (not important) to one (important).

During the second step, the lowest level Cyber Incident Response Plans (CIRPs) are as-
signed with reliance levels. The reliance level is one of the actors can achieve the Cyber Inci-
dent Response Plans (CIRPs) by himself; zero is the actor cannot achieve the Cyber Incident
Response Plans (CIRPs) by himself. The reliance values will be propagated to the higher-
level Cyber Incident Response Plans (CIRPs) until the top-level Cyber Incident Response Plans
(CIRPs). In case the actor cannot implement the Cyber Incident Response Plan (CIRP) by him-
self and depends upon another actor for this Cyber Incident Response Plan (CIRP)’s imple-
mentation, the reliance level takes the value of the dependence level. The dependence level of
a dependency shows the degree of reliance in the fulfilment of dependency, is calculated as:

D =

(
ValidCIRPs
TotalCIRPs

)
xRelianceLevel (7.1)

Where the RelianceLevel is the reliance level of the corresponding of the Cyber Incident Re-
sponse Plan (CIRP) dependee actor.

SR is the system resiliency level, which shows how reliable the system is, i.e., how certain
we are that the system will meet its resiliency requirements. I is the importance of the high
level Cyber Incident Response Plan (CIRP) to the overall system resiliency, and the require-
ment engineer defines it. If n is a set of direct system dependencies, then the system resiliency
is calculated using the following formula:

SR =

(
∑n

x=1 IxxRx

∑n
x=1 Ix

)
x100 (7.2)

7.2 Tool description

The design of modelling languages aims to a shared understanding and the support of au-
tomation. We decided to design a tool that supports the BINA framework implementation
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because

• learning the graphical syntax and using it manually can be challenging for users; a tool
simplifies that and allows testing from third parties.

• it allows supporting the framework’s application by allowing us to encode the automa-
tion we propose.

• we used the tool as a first test into the applicability of the theoretical components of our
research.

• We wanted a tool to act as a graphical editor to instantiate models meaningful for cyber-
resilient healthcare systems.

For those reasons, we designed the BINA tool to capture and connect graphical notation with
the meta-modelling rules ensuring validity. We also wanted the BINA tool to instantiate the
context within which incident response occurs, along with the risks and dependencies among
sociotechnical system components. Based on the above, the tool also needs to capture the
relevant resiliency metrics and allow adjustments based on the new information acquired.

For implementing the BINA tool, we used C# to run as an independent application initially.
Hence, in early versions, the tool was built using the Electron library. Electron [196] uses
Chromium and Node.js to allow developers to built apps with HTML, CSS, and JavaScript.
Practically the tool is a web application that uses Electron to operate as both a desktop and web
application. As a web application, we wrote it using the Microsoft framework Blazor [197]. All
of the tools, applications and frameworks used are Open-source.

The main graphical user interface (GUI) consists of the drawing canvas, the menu bar, the
toolbar, and the properties panel. The drawing canvas is where the developer is incrementally
constructing the BINA model, while the menu bar has the standard functions, such as creating
a new model, opening the model, saving, and so on. Finally, the toolbar contains elements and
links that correspond to constructs in the BINA metamodel.

We developed the BINA tool based on the principles of agile software development. In
other words, we discovered requirements and solutions, gradually collaborating with users.
We remained flexible to changes based on adaptive planning and continual improvement.

To download the tool, using Windows as your operating system, please download the soft-
ware from https://mega.nz/file/8hwgEY4R#SeSVmuuSFc2sSN03OQkva7xEe8fCEBrLJNfeEhmI_
Z0. After you unzip the file, open the application. When the tool asks for credentials, enter for
user: admin and for password:123456. Then click the Designer from the list on the left-hand
side.

7.2.1 Constructs graphical notation

There is the inherent difficulty associated with grasping new constructs and learning new no-
tations. The development of a tool and its artefacts support the increase of familiarity and
applicability with a methodology. Using a tool should not require more cognitive overhead
than learning how to use the techniques associated with the BINA methodology. We need to
introduce new notations, and we need to do it so that the visual complexity does not increase.
Therefore, we designed the new graphical notation in resemblance to the existing graphical
notations of the actor and goal of Secure Tropos. Fig. 7.6 shows the notations of the constructs
used in the BINA methodology.
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Figure 7.6: Constructs notation.

Each construct has relevant properties, and some of these properties have specific values,
such as in cases where they take a Boolean value. These properties are critical as they enable
tool-assisted automation of the resiliency analysis. Fig. 7.7 shows these properties and some
of the values they take based on lists in the form of enumerations, Boolean values and manual
input.

An essential part of automation is related to the relations among constructs, expressed
graphically as links between nodes. These links determine how constructs relate to each other.
This is the base for the validation of a model that a designer creates. It allows validating if a
model has been designed based on the meta-model. Fig. 7.8 shows these relations along with
the constructs that they connect.

7.2.2 BINA tool functionality

Researchers design modelling languages to enhance understanding through graphical repre-
sentations and automate part of the process for the user of a relevant tool. This section presents
the semi-automated analysis that a requirement engineer can perform on BINA models. The
analysis uses the enumerated values of the metamodel’s constructs and the metamodel’s rules
to produce results. The requirements engineer’s input is partially part of the process. The
effort that the security engineer puts into created these models will inform him about:

1. the validity of the models based on the metamodel rules;

2. the applicability of the Cyber Incident Response Plans (CIRPs) within the specific context
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Figure 7.7: Constructs properties.
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Figure 7.8: Relations among constructs.
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s/he is analysing;

3. the risk that has not been managed at a satisfactory level based on the requirements
engineer’s choices;

4. the overall dependence and system resiliency.

Model validation based on metamodel rules

The Build In iNcident response Analysis (BINA) tool is a tool for constructing and analysing
BINA models as part of the cyber resiliency analysis of the system under development. The
main functionalities of the BINA tool are to support the modelling activities of the cyber re-
siliency process. The tool allows developers to draw BINA graphical models using a pallet
of shapes. Standard features such a saving, zoom, cut, copy, and paste is provided as well.
The tool also checks the syntactical correctness of a model through the validation button. For
example, if the developer attempts to connect two constructs that cannot be connected with
a relation, the tool will show that that action follows the metamodel. The implementational
metamodel is shown in Fig. 7.9.

Figure 7.9: Implementational metamodel.

Analysis of CIRP

After the incident and resiliency modelling activities, the developer might want to assess the
actual correlations among potential Cyber Incident Response Plans (CIRPs) and the other con-
structs that can affect each other in different ways. The BINA tool allows the analysis among
the various Cyber Incident Response Plans (CIRPs) as well as their relations with objectives,
security constraints, assets and security controls. More specifically, the tool analyses:

• if and how the modelled CIRPs implement the recovery-related objectives;

• if and how the modelled CIRPs implement the structural security constraints;

• if the modelled assets’ architectural level corresponds to the introduced CIRPs;
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• security controls aggregate to form the modelled CIPRs;

• how CIRPs effect malicious objectives of threats;

• what are the effects of CIRPs decomposition relations among their own (i.e., they sup-
port, depend, use or conflict with each other).

For these analyses to be possible, the designer needs to define specific properties of the
constructs from a list of options. These options are following the NIST SP 800-160v2 [10].
This publication focuses on "achieving the identified cyber resiliency outcomes based on a systems
engineering perspective" [10, ?]. Based on NIST SP 800-160v2 and the constructs of BINA, the
tool functions are shown below.

Fig. 7.10 shows an algorithm that is mapping the implements relationship between the
modelled CIRPs and recovery-related objectives. Based on the designer’s input and follow-
ing the relations between these constructs and their specific properties values, the algorithm
assesses the correctness of the modelled constructs.

Figure 7.10: Assessment of implementation of recovery objectives from CIRPs.

Structural security constraints guide the applicability of CIRPs within a specific organi-
sation or system. Fig. 7.11 shows how CIRPs implement structural security constraints as
required by the designer. The consistency of that implementation is assessed based on the
relevance between the specific CIRPs and the modelled structural security constraints.

Figure 7.11: Assessment of implementation of security constraints from CIRPs.

CIRPs can be applied at various architectural layers or system assets, including assets of the
technical system (e.g., hardware, networking, software, and information storage) and system
elements that are part of the more extensive socio-technical system—operations (e.g., people
and processes). Fir. 7.12 indicates, for a representative asset architectural layers, CIRPs that are
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suitable for the application. It is noticeable that some CIRPs (e.g., Calibrated Defense-in-Depth
and Consistency Analysis) can involve working across multiple layers and/or locations.

Figure 7.12: Assessment of protection of assets from CIRPs.

Cyber resiliency is essentially about ensuring the continuation of pursuing organisational
objectives even though an adversary has established a foothold in the organisation’s systems
and cyberinfrastructure. Security controls are largely focused on keeping the adversary out
of systems and infrastructure. They are not generally resiliency controls, represented in BINA
as CIRPs. For example, identification and authentication controls are generally not focused
on combating an adversary after achieving a foothold in an organisational system. Similarly,
physical access controls are generally considered necessary information security measures, not
cyber resiliency measures.

In some instances, cyber resiliency capabilities are reflected in security control enhance-
ments. In those situations, it is required that a parent control be selected if one or more of its
control enhancements are selected. This is expressed through an aggregation of security con-
trols under a parent CIRP. This allows for any cyber resiliency control enhancement selected,
and the associated CIRP is also selected, modelled and included in the resiliency analysis for
the system’s security plan.

Fig 7.13 identifies the security control enhancements that support CIRPs. For each of the
selected cyber resiliency controls or security control enhancements, the algorithm specifies the
corresponding CIRP. In many instances, more than a single CIRP is provided. That is because
many of the controls and enhancements support more than one CIRP. There are multiple corre-
sponding CIRPs listed in a prioritised order where the technique with the most robust linkage
is listed first.

Figure 7.13: Assessment of security controls aggregation to CIPRs.

Fig. 7.14 allows the identification of the effects that CIRPs can have on threat objectives.
By seeing which effects a CIRP could potentially have on a threat, the designer can determine
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which CIRPs (and corresponding controls) could maximise the system’s chances of mitigating
the adversary’s actions. Thus, using the relevant algorithm for analysis, it may reveal to a de-
signer that the CIRPs (and correspondingly, the controls) that they are planning to implement
are largely focused on detecting an adversary, containing an adversary’s assault, shortening
the duration of a successful adversary attack, and reducing the damage from such an attack.
Correspondingly, such an assessment would reveal to the designer that the organisation’s re-
siliency plans may lack CIRPs that have other effects, such as diverting or deceiving the ad-
versary or preempting or negating the adversary’s attempted assault. Such information can
help the designer and other stakeholders reconsider their resiliency investments to be more
balanced.

Also, the algorithm reveals which CIRPs have multiple potential effects on the adversary’s
objectives and have only a few potential effects on the adversary’s objectives. Such information
might help guide investment decisions by guiding stakeholders to CIRPs with multiple effects,
including those in which the organisation has not previously invested. However, not all threat
objectives are affected by all CIRPs. Indeed, some objectives are affected only by one or two
CIRPs. This is generally the case for threat objectives in the early stages (e.g., Administration,
Preparation), which mainly involve adversary actions before accessing a system.

Figure 7.14: Analysis of CIRPs effects on threat objectives.

Fig 7.15 lists each CIRP and identifies potential interactions (e.g., synergies, conflicts) be-
tween CIRPs. Based on these interactions, a CIRP can support (S) another CIRP, as one is made
more effective by implementing the other. A CIRP might depend (D) on another if it is inef-
fective if not used in conjunction with another CIRP. A CIRP can also use (U) another CIRP
if a CIRP can be implemented effectively in the absence of another CIRP; but, more options
become available if the other CIRP is also used. Finally, a CIRP can conflict/complicate (C)
the implementation of another CIRP, which means that some or all implementations of a CIRP
could undermine the effectiveness of another CIRP.

Figure 7.15: Analysis of effects among different CIRPs.

The aim of a cyber resiliency analysis, especially in a requirements engineering tool, is to
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determine what is applicable for each organisation’s objectives. In this respect, organisations
can select, adapt, and use some or all of the cyber resiliency constructs (e.g., objectives, CIRPs,
security constraints) presented in the implementation metamodel and apply the constructs to
their own technical, operational, and threat environments for which systems-to-be need to be
engineered.

The tailorable quality of the engineering activities and tasks and the analysis that takes
place at the early stages of a system’s development and in particular the requirements stage
ensure that systems resulting from the application of BINA, have the level of resiliency deemed
sufficient to guard stakeholders against experiencing unacceptable impacts on their assets and
associated consequences. Cyber resiliency is pursued, in part, by the rigorous application of
the security and cyber resiliency design principles and constructs within a structured set of
processes that provide the necessary traceability of requirements, transparency, and evidence
to support risk-informed decision-making and trade-offs as presented above.

Generation of risk level

After the designer has specified the impact level of an incident and the potentiality of an event,
then the risk level can be calculated. Moreover, the designer can determine the level of risk
value a warning can be inserted into the model. The warning alert indicates that new CIRPs
or security controls need to be inserted into the model.

Generation of resiliency metrics

Once the risk reduction of CIRPs has been defined as valid or invalid by the developer and the
importance and reliance level, there is an automatic calculation of the dependence level and
the system resiliency level. The following algorithm implements formula 7.1.

7.3 Discussion and Closing Remarks

In this chapter, we have proposed a process for reasoning about resiliency relationships, analysing
Cyber Incident Response Plans (CIRPs) and assessing the resiliency of the system-to-be. Sec-
tion 7.1.1 presented the initial activity that focuses on modelling the organisation context of
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the system-to-be and especially capturing the relationships among organisational constructs.
In Section 7.1.2 the incident modelling activity was described. It concerns the identification of
experiential, reported, normative, and external incidents and Cyber Incident Response Plans
(CIRPs). In Section 7.1.3 described the activity of holistic resiliency modelling. Besides, it is
pointed out that the validity of the Cyber Incident Response Plans (CIRPs) needs to be exam-
ined by collecting relevant evidence. The resiliency analysis was described in the following
Section 7.1.4. The analysis consisted of the reliance and dependence level of Cyber Incident
Response Plans (CIRPs). It also presents the formulas for measuring the resiliency of the tech-
nical system-to-be. The BINA process is part of the requirements engineering phase of system
development. It can be applied along with the elicitation and analysis of other functional and
non-functional requirements. It leads to the identification of the system-to-be resiliency that
enhances the requirements specification of the system under development.
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Chapter 8

Evaluation of BINA methodology by
case study research in the health care
domain

Validation is the process of checking whether or not a specific design artefact is appropriate
for its purpose, meets its requirements and constraints and performs as expected. This chapter
validates the strengths and weaknesses of the proposed Build-In ResilieNcy Analysis (BINA)
methodology. This part of the research is empirical and includes the following questions:

• How well does the methodology support modelling and reasoning about cyber resiliency
relationships?

• How well does the methodology support resiliency requirements’ modelling and analy-
sis?

• How well does the methodology assess the cyber system resiliency at a requirements
level?

We adopted two methods of validation for the BINA methodology (cf. Fig. 8.1). The first
validation method is a confirmatory qualitative case study that tests the developed theory. It
is a confirmatory case study because we can use it to generate and test hypotheses [198] and to
build a convincing body of evidence to support the propositions of this thesis. Moreover, qual-
itative because the assessment was based on the required features that the BINA methodology
provided [199].

We selected the Brighton and Hove Digital Health Living Laboratory as the main case
study. The Digital Health Living Lab is a unique test-bed of digital devices and applications.
It homes 50 families and is used as an arena for testing and developing prototypes or more
mature products and services that can improve welfare services. They are testing different
digital devices and applications to reduce social isolation and remotely monitor the commu-
nity’s older members’ vital signs, activities, and emotions.

Case study research is suitable for situations where the context can play a role in the phe-
nomena. The confirmatory case study was selected because we can observe the benefits of the
BINA methodology on a single system. Moreover, software engineering is a multidisciplinary
field involving areas where case studies typically are conducted, such as psychology and soci-
ology. As software engineering combines elements from these areas, this means that many re-
search objectives in software engineering research are suitable for case study research [200] and
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Figure 8.1: Validation approach.

that there was the need to investigate not only methods and tools but also the social and cogni-
tive processes surrounding them [201]. In these areas, the objectives are to increase knowledge
about personal and social phenomena in their context, which is similar to our objectives to in-
crease knowledge regarding the practitioner’s ability, knowledge, understanding, and capture
of cyber resiliency relationships during information systems development.

The second validation method is a quantitative The second validation method is a quanti-
tative survey [202]. The subjects were practitioners and researchers that used the methodology
and tool on a small scale case study. Then they were asked to provide information about their
experience of applying the methodology through the BINA tool to investigate the quantitative
impact of our proposal. This validation included a questionnaire-based survey that provided
multiple instances of observation for the statistical validity of the results. We analysed the col-
lected information using standard statistical techniques, and we focused on the methodology’s
perceived usefulness and ease of use as experienced by the participants.

The overall results were subject to a combination of quantitative and qualitative analysis.
The quantitative and qualitative survey methods were selected because the available partici-
pants had experience using methodologies and tools and were interested in learning about any
consequent methodologies and tools that could arise. Additionally, this is a suitable means of
validation instead of a simple review of the methodology by the participants. In particular,
we used the survey for qualitative evaluation, which was a feature-based evaluation. We de-
veloped a BINA tool prototype that helped us identify features that participants perceived as
useful or not. This analysis was beneficial for identifying design flows and practical problems
with the methodology, such as ambiguities or missing conditions.

8.1 Proof of Concept for BINA by case study research in the health
care domain

A Proof of Concept (POC) is a small exercise to test the design idea or assumption. The pri-
mary purpose of developing a POC is to demonstrate the functionality and applicability of the
BINA design artefacts. The expected outcome from the POC is to show that that the BINA
methodology is practicable in the healthcare context.

This section considers a case study on the application of BINA methodology in the health
care domain. We examine if BINA efficiently enables practitioners to model and reason about
incident response relationships and assess the system’s-under-development resiliency at a re-
quirements stage. To demonstrate BINA in action, we used a confirmatory qualitative case
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study. We choose two healthcare systems that were of engineering interest at the time and
relevant to penetration testers. We monitored and collected data from existing experiments to
demonstrate the applicability and the advantages of BINA. These case studies also served as
the first test for BINA before a more formal validation.

Based on the taxonomy of Zelkowitz and Wallace [202] for validating new methodologies,
this study is utilising historical data collection methods. It can also be characterised as a litera-
ture search-based validation method, as there was a collection of data from completed projects
and analysis of papers and other publicly available documents. More specifically, we based
some attack scenarios on experiments available in the literature and documents related to the
selected case study.

Our case study follows the steps listed below [203, 204, 205]:

• Research initiation - This phase included defining the research objectives and determin-
ing the appropriate case study. We based the suitability of the case study on the research
objectives and the literature review.

• Case study management - which dealt with ethical approval, publishing rights, and
scheduling issues. It was an ”ad hoc” phase that took place in parallel with all the other
phases.

• Case study context - identification of the case study boundaries and selection of feasible
case scenarios. We selected case scenarios that were likely to be typical, critical, and/or
relevant to health care system designers. Further, we chose the documents and informa-
tion needed to make the scenarios as realistic as possible.

• Case study plan - determining the strategy for data validity and minimisation of the
confounding factors. We also defined the data collection strategy and how the results
would be analysed.

• Data collection - selection of methods for data collection during the development of the
case studies. Including the collection of data from multiple sources, such as literature
searches of previously published studies, legacy data from completed projects, static
analysis considering the structure of the developed product.

• Data analysis - the evaluation and the conclusion resulting from the case study. As case
study methodology is a flexible design strategy, there are many iterations over the steps,
and the data collection and analysis were conducted incrementally. During the whole
process, there was constant updating of research notes, and the structure of the case
study report was in the form of a single case study narrative report.

8.2 Case study design

8.2.1 Case study objectives

The objectives of the case study are confirmatory and/or identify areas of improvement. They
were defined in a way to provide answers to the evaluation research questions. Therefore the
objectives of the case study were to:

• O1: Apply the BINA methodology in the health care domain.
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• O2: Evaluate the applicability of BINA methodology for modelling and reasoning of
resiliency and relevant requirements in the health care domain.

• O3: Evaluate the applicability of BINA methodology for assessing the resiliency of the
system under development at a requirements stage.

• O4: Evaluate the efficiency of BINA methodology.

• O5: Overall consideration of the BINA methodology and any potential areas of improve-
ment.

8.2.2 Case selection/context

We returned to the literature searching for cyberattacks against healthcare infrastructures that
we could use as case studies to evaluate BINA applicability. We found attacks against MRIs
where an attacker can tamper with the control commands and trap or injure a patient with
rapidly accelerating objects like an oxygen tank or burning a patient by overriding the strength
of the magnetic field. We found attacks against X-rays that an attacker manipulates photons
to expose a patient to harmful radiation. We found attacks against infusion pumps that could
administer or not pain medication and give different indications to the user. We found at-
tacks against PET scans that their files were kept locked due to ransom or CT scanners that
the display information did not correspond to the actual radiation delivered to the patient. We
found attacks against medical ventilators that had maliciously altered patient-related parame-
ters. Similar attacks against anaesthetic machines, heart-lung machines, dialysis machines and
medical lasers were also found.

It became clear that attacks were occurring against medical devices operating within health-
care premises and devices that are used remotely. In 2013 the first hacking against medical
devices was targetting a Brain-Computer Interface (BCI), so for symbolic and historical rea-
sons, we used this example for one of the case studies covering devices used within healthcare
premises and can be used remotely. For the second case study, we chose a Teleoperated Robotic
Systems (TRSs) because it is used in hostile environments and cover cases where medical de-
vices operate within unsafe contexts. Also, some of the cases mentioned above clarified that
we needed more knowledge of physics and biomedical sciences, so we felt that the two exam-
ples above were better understood and analysed than the others that seemed to require input
from healthcare professionals and engineers.

Two case studies were selected. The first case study concerned the resiliency of Brain-
Computer Interface (BCI) against cyber attacks [206]. The second case study considered at-
tacks against Teleoperated Robotic Systems (TRSs). TRSs have widespread use. In particular,
they are helpful where remote intervention is required by scaling the size and motion of a
human operator’s intended actions, such as handling explosive and radioactive material, war-
fare zones and underwater research [207, 208]. In healthcare, TRSs are also used to perform
operations, reducing the size of incision or from a distance, in areas where there might not be
doctors available [209].

8.2.3 Unit of analysis

To judge the effectiveness of a system’s resiliency, we applied the resiliency-based constructs
and process into two critical healthcare systems: a Brain-Computer Interface (BCI) and a Tele-
operated Robotic System (TRS). Then we identified resiliency relationships and examined
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whether the resiliency assumptions were justified. If not, then additional functionality was
proposed to ensure the system’s resiliency. The aim is to make the system as resilient as possi-
ble.

The healthcare systems under development, namely BCI and TRS, will be interacting with
other components of a whole information system, either human or technical. These interac-
tions constitute dependencies between the system and the other components and vice versa.
The unit of analysis is the dependency between the technical system and other components of
the information system. As there were multiple dependencies, there were multiple instances
of this unit of analysis. Another unit of analysis will be the identification of resiliency require-
ments. Similarly, there were multiple instances of this unit of analysis. The last unit of analysis
was the assessment of the resiliency of the system under development.

8.2.4 Data collection and analysis methods

Fig. 8.2 shows the data acquisition methods used for the case study. The developed models
using the BINA methodology were collected, along with qualitative notes derived from the
models. Additionally, we collected documents related to the existing development of BCI and
TRS systems and documents related to the cybersecurity of these technologies.

Figure 8.2: Case study acquisition methods.

Then we compared the existing functionalities of the BCI and TRS with the identified func-
tionalities using the BINA methodology. Then, there was an evaluation of the non-quantifiable
benefits of the BINA methodology by gathering qualitative information from the comparison.

8.2.5 Case study validity

There are various aspects of validity that are discussed below [201, 198, 205].

Construct validity focuses on whether the operational measures for the concepts are suit-
able. Therefore, to improve construct validity, the operational measures regarding the confi-
dence in the fulfilment of a system’s resiliency were developed by using multiple sources of
evidence, such as literature and expert opinion.

Our case study was, by nature, comparative. We tried to reduce the expectation bias on
the case study results by identifying a valid basis for assessing the results. To this end, we
compared the actual implementation of the BCI and TRS systems developed with another
method and the potential implementation of the BCI and TRS systems developed with our
proposed method. Therefore, we improved the internal validity as we compared our proposed
method while using the same medical systems. We base the comparison on identifying the
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systems’ resiliency. More specifically, we compare whether there has been any reasoning about
resiliency requirements fulfilment.

External validity concerns whether our claims for the generality of the results are justi-
fied. To ensure external validity, we used data triangulation. Triangulation allows us to limit
the effects of one interpretation from one single data source by gathering data from multiple
sources. In terms of gathering information about the BCI and TRS systems, various data was
collected from the UK Department of Health and research publications. Based on this data, the
BINA models were constructed and used as another data source. This way, the conclusions
reached were stronger than conclusions based on a single source. Data triangulation ensured
the external validity of our case study, which justified the generalisation of our results.

Another validity concern is the representativeness of the selected case study, which en-
sured the external validity of our case study. The BCI and TRS systems were selected, as they
are increasingly critical medical systems, and their resiliency depends a lot on other interact-
ing entities such as a remotely located doctor. Also, its resiliency is of paramount importance
because any variations can have severe consequences on peoples’ health. Furthermore, when
we chose the systems’ resiliency aspects of our case study, we applied theoretical sampling
to capture all possible variations of a resiliency resolution and gain a deeper understanding.
Among the selected resiliency aspects, some were resolved by control or by a process and some
unresolved. In the last case, we identified and analysed resiliency requirements. A theoretical
sampling of the systems’ resiliency was also a way to ensure data triangulation of our case
study and ensured its external validity.

Reliability focuses on whether the case study yields the same results if another developer
replicates it. Triangulation, developing and maintaining a detailed case study protocol, spend-
ing sufficient time with the case ensured a certain level of similarity of results and improved
the study’s validity. However, as the developer performs the resiliency analysis, the results can
probably differ in certain aspects. In particular, when reaching the stage to decide the type of
resolution of a resiliency requirement, a different developer can have different preferences and
priorities. As a result, another developer might not resolve a resiliency issue in the same way
and vice versa; for example, another developer might identify a resiliency resolution while we
did not because we did not have any direct experience or our priorities were different.

Also, we used method triangulation to improve external validity. The first data acquisition
method was a documentation analysis of research data. It included the analysis of work arte-
facts that were already available. One disadvantage of this type of data collection technique
was that the documents were created for another purpose than that of the research study, so
it is unclear if the requirements on data validity and completeness were the same. A second
acquisition method was an observation, a direct method, where there was direct contact and
real-time data collection. We conducted an observation to investigate how a practitioner con-
ducts a specific task. The advantage of the observation data collection technique was that it
provided a deep understanding of the studied process. However, some of the data was con-
trolled because they could be identifiable and thus liable to disclosure. These data have been
considered in the resiliency analysis but are not presented directly in the case studies.

In the next section, we apply the BINA methodology. Again, we performed the role of the
requirements analyst to carry out the BINA process of the methodology.
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8.3 Brain-Computer Interfaces

Brain-computer interfaces (BCIs) denote a communication and control technology that facili-
tates communication between the brain and the external world through various electrophysio-
logical signals. BCIs were developed for medical reasons and mainly to provide essential com-
munication capabilities to people suffering from neuromuscular disorders [210]. Currently,
BCI-enabled communication has also non-medical applications, such as advertising, fiction
and gaming [211, 212, 213].

As the expansion in BCIs capabilities and applicability continues, it is critical to assess
potential risks associated with them. Based on recent neuroscientific results [214, 215], BCIs
can be misused to extract private information about users. For example, memories, biases,
religion and political beliefs, and possible neurophysiological disorders. For example, memo-
ries, biases, religion and political beliefs, and possible neurophysiological disorders. In order
to improve the security of emerging BCI technologies, their resiliency by design needs to be
assessed.

Figure 8.3: A simple Brain-Computer Interface.

Fig. 8.3 shows a simple depiction of a BCI system that translates electrophysiological sig-
nals, reflecting the activity of the central nervous system, into a patient’s intended messages
that act on the external world [210]. As can be seen, a BCIs is essentially a communication sys-
tem consisting of inputs (patient’s neural activity), outputs (outside environment commands),
and components that translate inputs to outputs.

Activity 1: Organisational modelling

From the scenario, we identify the following main actors, BCI manufacturer, user as the people
using BCI for medical reasons, incident response team (IRT) and BCI attacker. Furthermore,
we carried out discussions with domain experts and studied publicly available organisation
documents. These documents were describing the structure of BCI and healthcare policies.
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Once we had gathered as much information as we could from the domain, we constructed
the system under the development organisational model. By system, we mean the BCI and
the environment in which it operates. In this way, we model the goals of the system under
development. Further, we identify which of them can be accomplished by the system itself
and which ones are accomplished by other entities that the system depends on. It was vital
to examine this, as these dependencies are a potential source of issues for resiliency planning.
For example, fig. 8.4 depicts the BCI system organisational model that we constructed using
the BINA tool.

Figure 8.4: Partial BCI system goal-dependency model.

The high-level goal of the BCI system is interaction with the external world. We decompose
this high-level goal into smaller and more specific subgoals, such as prevent/avoid deviations from
intended actions, continue operation of the BCI, ease to understand how to interact with the environment
using the BCI, protect user’s neural data and protect user’s private information.

Constructing the system goal diagram is vital to identify the goals that can be achieved
solely by the system itself and those that cannot. The next step is to examine each goal and
decide whether the system itself can achieve the goals or it requires interacting with other
actors of the system domain. We identify the goals that the system itself cannot fulfil unless it
interacts with other entities of the system domain, such as a user, a manufacturerand an incident
response team (IRT). The rest of the goals are considered as goals that the system can fulfil
without depending on other actors.

The BCI system’s goals that the system itself cannot accomplish were modelled as depen-
dencies on other interacting actors. Fig. 8.4 depicts the modelled dependencies by the BINA
tool. These are the following:

• The BCI system depends on the user to interact with the external world using the system
appropriately.

• The BCI system depends on the manufacturer to develop a system that protect user’s neural
data and prevent/avoid deviations from intended actions with a secure-by-design approach.
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• The BCI system depends on the manufacturer to develop a system that protect user’s neural
data and prevent/avoid deviations from intended actions with a secure-by-design approach.

• The BCI system depends on the IRT to continue operation of the BCI and protect user’s private
information.

The modelled dependencies represent how the BCI system can fulfil its goals and be resilient
for the stakeholders. Nevertheless, they represent just assumptions; hence they require further
study.

The modelled dependencies of the system on other entities of the system domain consti-
tute a potential threat to the BCI system’s resiliency. The system must be resilient, but if the
dependencies are not fulfilled when the system is put in operation, it will not be resilient. In
particular, if the user does not use the BCI appropriately to interact with his/her environment,
then the system is not resilient in terms of inappropriate use. For example, if the user is tam-
pering with the hardware. If the manufacturer does not include security controls to protect the
users’ neural data, then the system will not be able to protect the users from malicious actors;
thus, the system is not resilient in terms of cyber-attacks. If the incident response team (IRT)
does not support the continuation of the operations of the BCI and does not protect the users’
privacy, then the system will not be secure; thus, the system is not resilient. Moving on and im-
plementing the system without investigating further these dependencies by identifying ways
to remove the uncertainties at this stage will result in a system that has the risk of not being
resilient.

Ultimately, we need to find resilience and control resolutions of the modelled dependen-
cies to build assurance that the BCI system dependencies are fulfilled, and the BCI system is
resilient. In order to define appropriate resolutions for the specific context, we first need to
model the security constraints that the BCI system and its dependencies impose on the sys-
tem design. In particular, a user of a BCI system needs to evaluate their network security and
protect their critical systems, a manufacturer can pursue corporate goals that comply with his re-
sponsibility to produce systems that offer protection against unauthorised access and control of BCI
functions, and thus he needs to identify risks and hazards associated with their BCI systems and the
processing of neural data remaining vigilant. Additionally, the IRT needs to operate in a way that
prevent distraction or degradation of the BCI operations and prevent an attacker from gaining access to
the user’s private data.

Activity 2: Incident modelling

Denning et al. [216] in 2009 recognised that "standard engineering practices, medical trials, and
neuroethical evaluations during the design process" [216] generate safe systems, but not secure as
"none of these disciplines currently ensure that neural devices are robust against adversarial entities try-
ing to exploit these devices to alter, block, or eavesdrop on neural signals" [216]. The authors classified
potential security threats that can be used against implanted neural devices and introduced the
term "neurosecurity" as "the protection of the confidentiality, integrity, and availability of neural de-
vices from malicious parties with the goal of preserving the safety of a person’s neural mechanisms,
neural computation, and free will" [216].

It was demonstrated in 2012 by Martinovic et al. [206] that malware can be used against a
BCI. They used a commercially available BCI to present a user with visual stimuli and record
his/her electroencephalogram (EEG) neural signals. In that way, the authors analysed the
recorded signals and detected successfully a user’s chosen digit, banking information, the
month of birth, location of residence, and if a user recognised the presented set of faces. From
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Figure 8.5: Partial BCI system organisational model.

a security perspective, it is essential to protect users from the extraction of their private infor-
mation about their memories, prejudices, and beliefs and their potential neurophysiological
disorders. Currently, cybersecurity concern does not seem to be part of the design and devel-
opment of such systems.

In this incident modelling activity, we consider an attacker who uses non-invasive BCI
devices, mainly intended for consumer use, to obtain private information about users. Manu-
facturers of non-invasive EEG-based BCIs currently often distribute software development kits
with their products, as well as technical support [206]. Manufacturers aim to promote appli-
cation development, but such "open-development" platforms may compromise users’ privacy
and security. There is currently no review process, standards and guidelines in place to protect
users, nor technical protection to restrict inappropriate or malicious BCI use.

Fig. 8.4 depicts a typical BCI system that is decomposed to an acquisition system, a feature
extraction application, and a signal processing system. There is also modelled the manufacturer
of the BCI that offers "open development" platforms that grant every application developer
complete control over all of these components. We, therefore, assume that an attacker has access
to all of these resources and examine scenarios where an attacker can use these resources to
develop malicious applications.

As we have discussed in section 4.4.2, an incident construct represents a single or a series
of violations or imminent threat/s of violation of security constraints. In other words, it is the
effect of intentional and malicious behaviour. For example, possible observable occurrences
in a BCI system are: affect on user’s reputation; violation their right "to be left alone."; maliciously
extract private and sensitive information about a user; failed user deidentification.

In a build-in approach to resilient design and development of BCI systems, a Cyber Inci-
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Figure 8.6: An incident scenario against a Brain-Computer Interface.

dent Response Plan (CIRP) suitable to the incidents identified above will be a secure and trusted
component that takes raw neural signals and separates them to components that a user can request
specifically. This approach has been proposed in [217] where the appropriate security control
is identified under the name "BCI anonymiser". However, in order to be able to analyse the
resiliency of a BCI system, we need to identify possible causes of such incidents.

The second step of the analysis focuses on effects (incidents) and not causes (threats) be-
cause the designer knows what is unwanted to occur from technical errors and malicious be-
haviours but does not necessarily know at that stage what may be the possible causes. By
analysing causes in the next activity, we can go more in-depth with how a BCI system is pen-
etrated and identify ways to prevent and recover from these preidentified unwanted occur-
rences.

Activity 3: Holistic resiliency modelling

The identified resolutions point out the underlying resiliency relationships. From the inci-
dents and responses, we need to identify possible causes, representing the existing resiliency
assumptions about the BCI and its socio-technical system underlying our analysis.

In both experiments in regards to the security of BCI systems, researchers used a batch
processing method to extract private information about a user [206, 217]. Hence, in Fig. 8.7
we model an attacker that aims to extract users’ private information by hijacking the legitimate
components of a BCI (feature extraction and decoding algorithms) or by adding or replacing
the legitimate BCI components. Such an attacker implements additional feature extraction and
decoding algorithms and either substitute or complements the existing BCI components with
additional malicious code.

More specifically, an attacker presents to a user a random sequence of stimuli that s/he
has tampered. An attacker can interact with a user by presenting them with a malicious set of
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Figure 8.7: A partial resiliency model for BCI.

stimuli in an overt (conscious) fashion or in a subliminal (unconscious) way. We specifically
focus on private and sensitive data extraction when stimuli are being presented to a user sub-
liminally. This means that the stimuli are presented to the user in a manner where s/he is not
consciously aware of the presented stimulus, but s/he may still be reacting to it. This will allow
an attacker to conceal his/her presence and any changes in the BCI functions. Subsequently,
the attacker will record the user’s responses to the whole sequence of presented stimuli and
process the recorded signals to infer information about the user.

Consequently, we model potential risks from the threats present in the model. The first risk
is the potential exposure of the user to subliminal malicious stimuli. If the attacker is successful
into compromising the BCI system, by controlling the application and the signal processing
component of the system, s/he exposes the BCI to two main risks. Firstly the attacker can
receive the whole recorded neural data and secondly s/he can run a classification/decoding algorithm
on it and extract a user’s private data.

Then we identify the relevant events that stand for any observable occurrence in a system
that has not risen to the level of a violation of security constraints. Based on that, the associated
events are: BCI is installed without the IT department’s knowledge; IT staff is unfamiliar with BCI, and
they do not know if the connection to a port is normal; and Support Vector Machine (SVM) classification
method for private data extraction.

The Support Vector Machine (SVM) classification method is a standard classification method
in Event-Related Potential (ERP) research. ERP is the measured brain response that is the di-
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rect result of a specific sensory, cognitive, or motor event. The main idea behind this non-
probabilistic binary classification method is to find the separating hyper-plane between two
classes so that the distance between the hyper-plane and the closest set of points from both
classes is maximised.

This leads us to identify how to enhance the resiliency of a BCI. It seems possible that the
same approach, first to record neural signals and batch-decompose them into components be-
fore giving them to a BCI application, may also be used to mitigate some of the privacy attacks
on BCI-enabled communication. This seems to be depicted already as BCI Anonymiser that is
mitigating the vulnerability malicious code in a BCI application. However, the batch approach
leaves vulnerable stored neural data, their transmission and manipulation by a BCI system.
that means that we need to enhance the BCI Anonymiser with a real-time signal decomposition. In
this way, we mitigate privacy attacks that might occur during these stages of the neural data.

Moreover, the vulnerability malicious code in a BCI application can be tackled having a way
to analyse and validate available applications. In a centralised approach a centralised entity will scru-
tinise every application, and only allow those applications deemed as appropriate to become
a part of the app store. Whereas in a distributed approach, every application can freely be added
to the app store. There anyone can freely use, analyse and report findings of the application
for everyone else to view. A combination of the two is also possible.

The designer also needs to determine the importance level of the CIRPs as well as the re-
liance level. S/he can do that using the properties and changing the relevant value accordingly,
as shown in Fig. 8.8. Similarly, we fill in the information for the other CIRPs in the model.

Figure 8.8: CIRP properties determination.

The next step was to justify if the CIRP were valid or not and to modify their "risk reduc-
tion" property accordingly. For the secure and trusted component that takes raw neural signals and
separates them to components that a user can request specifically previous studies have shown that
this approach is applicable and experimental evidence exists that supports this assumption.

However, for the analyse and validate available applications, the environment norm has not
been established yet. Therefore this is not a valid CIRP, and as a consequence, the system’s ob-
jective protect a user’s neural data may not be fulfilled. The invalid effects relation represented re-
siliency assumptions of objectives on which the further development of the BCI system would
have been based. Eventually, they would have become potential vulnerabilities of the system.
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Thus, additional requirements need to be added to the functionality of the system to ensure
the fulfilment of objectives and the system’s resiliency.

The designer also needs to determine the importance level of the CIRPs as well as the re-
liance level. S/he can do that using the properties and changing the relevant value accordingly,
as shown in Fig. 8.8. Similarly, the designer can fill in the information for the properties of the
modelled incidents, events and risks (cf. Fig. 8.8).

The designer can enrich the model with constructs and relations until the central security
objectives have been addressed sufficiently. That will generate a more detailed model as the
one depicted in Fig. 8.9. This diagram is the holistic resilience model for a BCI system.

Activity 4: Resiliency analysis

Using the BINA tool, the designer can firstly validate the correctness of the model created
based on the metamodel. This analysis happens automatically when the user designs with the
BINA tool. If a link between nodes (concepts and relationships) is invalid then the tool shows
a relevant message and does not allow the connection.

After the correctness of the designed model is assessed from the tool and the designer,
further analysis can take place that can raise several critical implementational issues.

Firstly, at any stage, the BINA tool automatically assessed the BCI system’s resiliency. Be-
fore the resiliency analysis, the ’System Resiliency’ (SR) was at 66.66667%. When the analysis
progressed, and the designer addressed the relevant issues, the BCI’s resiliency became 100%.

Potential interactions between CIRPs: CIRPs can support (S), depend (D), use (U) and
conflict or complicate (C) each other. The relations among CIRPs are in accordance with the
cyber resiliency techniques presented in NIST SP 800-160v2 [10]. Fig. 8.10 depicts an example
of this type of analysis for a BCI. More specifically, the implementation of segmentation sup-
ports coordinated protection and conflicts analytic monitoring. If the designer wants to have an
implementational model, then all three CIRPs cannot be implemented as there is a conflicting
effects relationship between segmentation and analytic monitoring. Also, analytic monitoring con-
flicts with non-persistence. As the rest of the CIRPs do not conflict with each other, the designer
might choose to remove from the model the CIRP analytic monitoring.

Assessment of the implementation of objectives using the selected by the designer CIRPs:
CIRPs can also further be analysed in relation to the security objectives that they implement.
Objectives motivate the definition of security requirements and the selection and tailoring of
CIRP. A designer can use objectives as a starting point for eliciting restatements of objectives
and analysing how CIRPs meet these objectives or not. Using the objectives suggested in NIST
SP 800-160v2 [10] and focusing on the BCI system, the designer through the BINA tool derives
the relations shown in Fig. 8.11. The designer can see in that way that some CIRPs implement
the same objectives, such as the understand objective that is implemented from both the sen-
sor fusion and analysis, the consistency analysis and integrity checks. Based on this information
and a limited security budget, s/he might choose to remove the CIRP sensor fusion analysis
as the other two CIRPs achieve the same objective and simultaneously other objectives (i.e.,
reconstitute, constrain and continue).

Analysis of the CIRPs effects on malicious objectives: The designer, by incorporating
CIRPs as part of the model, wants to effect malicious objectives that an adversary can have.
Using the BINA tool, these effects relationships became more specific as shown in Fig. 8.12.
Assuming that the adversary does not have prior knowledge of the system-to-be, a set of ob-
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Figure 8.9: Holistic resilience model for BCI.
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Figure 8.10: Potential interactions between BCI’s CIRPs.

jectives can be selected from the designer and modelled using the BINA tool. Then the tool
analysis these relationships and characterises them. Assuming that the adversary does not
have prior knowledge of the system-to-be, a set of objectives can be selected from the designer
and modelled using the BINA tool. Subsequently the tool analysis these relationships and
characterises them. For instance, the CIRP trust-based privilege management negates the adver-
sarial objective exploitation and execution. The same CIRP delays exert, preempts or constraints
the objective lateral movement.

Examination of coverage of structural security constraints with the implementation of
CIRPs: Based on NIST SP 800-160v2 [10] CIRPs implement structural security constraints.
Structural security constraints guide and inform the design and implementation decisions
throughout the BCI system life cycle. Many of the structural design principles are consis-
tent with or leverage the CIRPs. If CIRPs are not sufficient, then the designer will need to add
more, or if the model has redundant CIRPs the designer will need to remove them. This type
of analysis is facilitated by the BINA tool that offers the capability to define structural security
constraints and examine the coverage of the CIRPs that initially the designer has modelled.
Fig. 8.13 shows that whereas most modelled CIRPs implement structural security constraints
such as control visibility and use is implemented with the use of the CIRPs non-persistence and
privilege restriction. However, one of the CIRPs does not meet any structural security con-
straints, and hence the designer can justify its removal from the model.

Assessment of CIRPs specification with security controls: When the designer might wish
to analyse the means through which the CIRPs will be implemented. CIRPs aggregate security
controls. The designer using the BINA tool can identify gaps in his/her analysis. For instance,
in Fig. 8.14, the designer can see that s/he has not specified a security control for the CIRP
consistency analysis. In this case, the designer has also instantiated the security control contin-
gency plan - continue missions and business functions. However, this control is not suitable for the
model to meet the CIRPs modelled that meet the desired objectives for the BCI. The designer
can improve his/her design by removing that control and finding one suitable for the CIRP
that lacks control (i.e., consistency analysis).

Examination of the restrictions that strategic security constraints restrict objectives: Strate-
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Figure 8.11: CIRPs implementing BCI objectives.
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Figure 8.12: Analysis of the CIRPs effects on objectives for the BCI system.
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Figure 8.13: Structural security constraints implementation through CIRPs for the BCI system.

Figure 8.14: BCI security controls that aggregate to CIRPs.
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gic security constraint guide and inform security analyses and resiliency analyses throughout
the system life cycle and highlight different cyber resiliency techniques, and approaches to
applying those techniques. Strategic security constraints restrict objectives. Security constraints
indicate the type of incidents and risks the designer incorporate in his/her plan. One way to
express priorities for cyber resiliency is through objectives. Each strategic security constraint
supports the achievement of one or more cyber resiliency objectives. The BINA tool allows the
designer to assess if the resiliency priorities are expressed through the restrictions that strategic
security constraints impose on objectives. An example is shown in Fig. 8.15 where a designer
can see through the BINA tool automation that most of the strategic security constraints re-
strict more than one objectives and that the strategic security constraint expect adversaries to
evolve only restricts the objective understand that is already covered from the other constraints.
Consequently, the designer can consider this restriction as redundant for the BCI resiliency
model.

Figure 8.15: Strategic security constraints that restrict BCI objectives.

Analysis of compatibility between strategic and security objectives: Strategic objectives
drive the selection of structural objectives. The decomposition relation can be used here to
showed how strategic objectives link with the choices of structural objectives. A designer can
use the tool to examine if the structural objectives shas modelled are justified by the strategic
objectives or need to be amended. For example, in Fig. 8.16 it seems that all the strategic
objectives can be decomposed to the modelled structural objectives and hence no amendments
are required. Noticeable is that the strategic objective focus on common critical assets can be
decomposed to all three of the structural objectives, namely control visibility and use, contain
and exclude behaviours and maintain situational awareness.

Coverage examination of threats and correspondent objectives: The modelled threats
have objectives that need to be examined further. Threats have objectives. A designer of a
system-to-be wants to make sure that the threats model corresponds to adversarial objectives
that need to be managed for the specific system-to-be. Fig. 8.17 shows the two threats malicious
code with property ’stage’ having the value presence and hijacking with property ’stage’ having
the value of engagement and their corresponding objectives. However, two of the objectives
reconnaissance and staging do not have a corresponding threat. That means that the designer
needs to either remove them from the model or find a corresponding threat that will allow
him/her to expand his/her analysis.

The above resiliency analysis steps result in an updated model that can be analysed again
after the changes to ensure that it is consistent with the design goals.
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Figure 8.16: Decomposition of strategic objectives to structural objectives.

Figure 8.17: Threats and malicious objectives.
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8.4 Teleoperated Robotic Systems

Teleoperated Robotic Systems (TRSs) allow human operators to control remote robots through
a communication network. These robotic systems are designed to be used in areas of natural
disasters, in combat zones, in underwater missions, in space. In such conditions, robots’ porta-
bility and ability to operate with limited power resources becomes essential as the necessary
healthcare infrastructure may not exist. Moreover, in these circumstances, operator-robot com-
munication over available networks may be targeted by attackers, exposing the whole system
to cybersecurity threats. Hence, the cyber resiliency of these systems is critical to be analysed
by design.

The need for the resilient design of TRSs derives from the literature and the fact that they
are used in healthcare environments. Testing the TRS NEEMO 12 in mission 16 [218], Lum et al.
identified the critical network factors that need to be resilient for the TPR’s performance. Such
factors were communication latency, jitters, packet delays, out-of-order arrivals and packet
losses [219]. Most of the issues seem to occur within the communication networks that are
open and have an uncontrollable nature. Hence, malicious actors can jam, disrupt, or take
over the communication between a robot and an operator.

Figure 8.18: A typical interaction between a surgeon and a Teleoperated Robotic Systems.

Fig. 8.18 depicts a typical TRS where a surgeon sends and receives messages from a robot
that is located remotely. It shows a surgical control console used from a surgeon to command
and control through a communication channel the surgical robot. This simple depiction indi-
cates that there can be endpoint and communication threats for TRSs that need to be analysed
further. In the following sections, we use the BINA approach for that.

Activity 1: Organisational modelling

We follow a simple scenario where the actors are a TRS, a patient, surgical manipulators and a
surgeon. Here the TRS is used to perform surgical operations in isolated and hostile areas.

This scenario derived from discussions with domain experts and studied publicly available
organisation documents in regards to the structure of TRSs and healthcare policies. Once we
had gathered as much information as we could from the domain, we constructed the system
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under development organisational model. By system, we mean the TRS and the environment
in which it operates. In this way, we model the goals of the system under development. Fur-
ther, we identify which of them can be accomplished by the system itself and which ones are
accomplished by other entities that the system depends on. It was vital to examine this, as
these dependencies are a potential source of issues for resiliency planning. Fig. 8.19 depicts
the TRS system organisational model that we constructed using the BINA tool.

Figure 8.19: Partial TRS organisational model.

The high-level goal of the TRS system is allow scaling of human operator’s intended actions in
otherwise inaccessible areas and very small or vast areas. We decompose this high-level goal into
smaller and more specific subgoals, namely allow help and relief where it would otherwise be too
dangerous and inappropriately for human operators to act in person and allow help and relief where
skilled human personnel is lacking.

Constructing the system goal diagram is vital in order to identify the goals that can be
achieved solely by the system itself and the ones that cannot. The next step is to examine each
goal and decide whether the system itself can achieve the goals or it requires interacting with
other actors of the system domain. The goals that cannot be fulfilled by the system itself unless
it interacts with other entities of the system domain such as a surgical manipulators, a surgeon
and a patient. The rest of the goals are considered as goals that can be fulfilled by the system.

The TRS’s goals that cannot be accomplished by the system itself were modelled as depen-
dencies on other interacting actors. Fig. 8.19 depicts the modelled dependencies by the BINA
tool. These are the following:

• The TRS system depends on the patient to provide help and relief where skilled human per-
sonnel is lacking using the system on them.

• The TRS depends on the surgical manipulators to actuate motion and allow quick changing of
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tools and transmits motion to the tool rotation, grasp and wrist axes with a secure-by-design
approach.

• The TRS depends on the operator, here the surgeon to communicate with the surgical robot
with the secure-by-design.

The modelled dependencies represent the means with which the TRS can fulfil its goals and
be resilient for the stakeholders. Nevertheless, they represent just assumptions; hence they
require further study.

The modelled dependencies of the system on other entities of the system domain constitute
a potential threat to the TRS’s resiliency. The system is required to be resilient, but if the depen-
dencies are not fulfilled when the system is implemented, then it will not be resilient. In partic-
ular, if the patient does not interact with the TRS appropriately, then the system is not resilient
in terms of inappropriate use. For example, if the patient is tampering with the hardware. If
the surgical manipulators does not include security controls to prevent jerky movements, then
the system will not be able to serve the purposes for which it has been designed for, and in-
stead of being resilient, it will be exposed to cyber threats. If the surgeon does not communicate
with the TRS then the patient’s safety is susceptible to attacks. Moving on and implementing
the system without investigating further these dependencies by identifying ways to remove
the uncertainties at this stage, will result in a system that has the risk of not being resilient.

Ultimately, we need to find resilience and control resolutions of the modelled dependen-
cies, in order to build assurance that the TRS dependencies are fulfilled, and the TRS is re-
silient. In order to define appropriate resolutions for the specific context, we first need to
model the security constraints that the TRS and its dependencies impose to the system design.
The constraints are: ensure availability of appropriate TRS; minimise jitters; avoid packet delays and
out-of-order arrivals; prevent communication latency and maintain integrity and prevent packet losses.

Activity 2: Incident modelling

In the current TRS experimental implementation, the operator communicates with the surgi-
cal robot over publicly available networks. This communication channel exposes teleoperated
robotic procedures vulnerabilities. Due to the open and uncontrollable nature of communi-
cation networks, it becomes easy for malicious actors to affect the communication between a
robot and an operator maliciously.

Attacks against cyber-physical systems, such as programmable logic controllers [220] show
that security threats can affect such systems. Examples also can be seen from the vulnerabilities
identified in the relevant literature [221]. Additionally, relevant proposals on private commu-
nication [222], and verification of the code on a robot’s side [223] indicate that the scientific
community recognises the need to make TRS resilient against cyber-physical threats.

In this incident modelling activity, we consider an attacker who aims to intercept the ex-
isting network traffic, inject new malicious traffic, or both. Communication is assumed to be
wireless. That means that an on-the-field attacker will be able to disrupt the link or manipulate
traffic contents. Hence, we focus on disruption and manipulation attacks against teleoperation
communication links.

Fig. 8.20, depicts a typical TRS that is consists of a surgical control console, a communication
channel and a surgical robot that has the surgical manipulators. From the perspective of a legiti-
mate operator, in this case, a surgeon a TRS is used in order to send the surgeon’s control messages
and to receive robot’s feedback messages. In the core of every healthcare service is also the aim to
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protect humans and the environment in the vicinity of the robot from possible injuries/damage. This
goal indicates that security-oriented goals are fundamental for TRSs. These type of goals are
in this case the goal prevent robotic arms from moving too fast or in jerky motions due to malicious
commands sent to the robot and prevent potential damage to a robot from attackers.

Figure 8.20: An incident scenario against a surgical TRS.

As seen in section 4.4.2, an incident represents a single or a series of violations or imminent
threat/s of violation of security constraints. The constraints in this case study are implement
updates/changes and enhancement to the used software; develop new security techniques specific to
teleoperate robotic systems, use available hardware for security enhancements and leverage the existing
cyber and cyber-physical security methods. The incidents that violate one or more of these security
constraints or present imminent threats of their violation are disruption of teleoperate robotic
procedures; attacker causes control commands to be received in bursts and mislead sequence number of
packets.

Using BINA we take a build-in approach to resilient design and development of TRS. For
that reason, we identify within this activity, possible Cyber Incident Response Plans (CIRPs)
that address the incidents mentioned in the previous paragraph. The suitable CIRPs are many
in this case, and some examples are implement the packet’s sequence number processing differently
and the protocol needs to have checksum checking implemented. Moreover, specific security controls
that can be implemented are modelled at this stage. Such controls are safety bounding boxes for
robotic arms’ joints used as a hardware security tool and encrypt and authenticate streams between an
operator’s console and a robot.

Nevertheless, to be able to analyse the resiliency of a surgical TRS, we need to identify
possible causes of such incidents. During this activity, we are aware of what occurrences are
unwanted given to a surgeon’s goals. In the following activity, we will examine possible threats
that can impact a TRS in previously mentioned unwanted ways, modelled in this activity as
incidents. At this stage, we have also modelled possible ways to protect critical TRS assets
from these incidents. In order to examine in more detail their resiliency, we move to the third
activity.
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Activity 3: Holistic resiliency modelling

We identify two potential attack vectors for a surgical TRS. In the first case, the attacker targets
either the surgical control console or the robot. This type of compromise will require physical
access. However, we expect that either side will have monitoring controls in place to prevent
such scenarios. In the second case, the attacker targets the communication channel. Since sur-
geon and robot communicate most likely through a wireless network, the attacker can attempt
to disrupt or manipulate the communication. An attacker’s goals, in that case, will be the sur-
geon’s intention modification, intention manipulation or hijacking. These malicious intentions can
be modelled through BINA, as shown in Fig. 8.21.

If an attacker aims to modify the surgeon’s intentions when using the surgical TRS, then
he/she/they will modify the surgeon’s messages while the packets are in-flight. This can be
seen in Fig. 8.21 as the attacker’s goal intention modification. If an attacker aims to modify feed-
back messages from the robot to the surgeon, then a valid surgeon’s actions can be harmful
to the patient and the environment as the surgeon is operating with a distorted representa-
tion of the patient’s health status and overall situation. This scenario is captured from the
goal intention manipulation. Finally, an attacker can target the surgical robot and make it to
ignore the surgeon’s commands completely. Depending on what actions the attacker who has
successfully hijacked the surgical robot executes the consequences will be determined. These
scenarios are modelled with the generic attacker’s goal hijacking.

The attacker needs to assume a role within the system to mount the different attacks. He/she/
they can initially eavesdrop on information exchange between an operator and a robot, and
based on the collected information, starts inserting false messages into the network, while still
allowing both innocent parties to communicate directly. This type of attacker is modelled as
network observer. Alternatively, an attacker assumes the role of an intermediary between a robot
and an operator, thus wholly preventing the innocent parties from communicating directly.
This type of attacker is modelled as network intermediary.

From a security perspective, a TRS can have to operate in severe conditions and uncertain
environment. The main objectives for the TRS as identified in the literature [224, 225, 226] are
secure delivery of control inputs to a robot, and force and video feedback to an operator; steady operation
under large communication latencies, jitter and packet losses; and resilience to communication delays,
device failures and unexpected events (cf. Fig. 8.21). Security constraints restrict these goals. For
example, privacy/confidentiality; data integrity; signature; message authentication; authorisation and
identity authentication restrict the objective secure delivery of control inputs to a robot, and force and
video feedback to an operator. The meaning of each security constraint is further analysed bellow.

Privacy/confidentiality stands for the requirement to keep information secret from authorised
operators and remote robots.Data integrity, secures that messages to and from an operator are
not corrupted by events (e.g., communication errors) or incidents (e.g., unauthorised entities).
Signature ties control commands to an operator and feedback data to a robot. This objective
will be important when multiple operators collaboratively control a remote robot.Message au-
thentication undeniably confirms the origin of each message.Authorisation ensures that only
authorised operators can control robots.Identity authentication confirms the unique identities of
an operator and a robot.

Time-stamping records the times that control and feedback information are created.Receipt
is the acknowledgement of receiving information.Confirmation acknowledgement of services
provided through force and video feedback.Revocation withdraws authorisation at any point
in time, which is an essential requirement for manipulators with limited times of use.
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In this activity so far, we have been updating and reviewing the existing model of the TRS.
Doing so is very important because when mounting an attack against TRSs, an adversary may
exploit a specific system property, and disrupt an ongoing procedure by invalidating any of
these security constraints.

The attacker uses an attacking machine, which runs Kali Linux, and s/he/they write at-
tack implementations in Python with the Scapy framework. The attacker targets the following
assets the surgical control console, the communication channel and the surgical robot. The attacker es-
tablishes communication between the surgical control console and the surgical robot through a
communication channel hub (cf. Fig. 8.21). This communication allows the attacker to connect
an external computer to the same subnetwork. S/he/they then use that computer to observe
and modify the communication between the surgeon and the robot. This simplified example
allows us to abstract the communication between the surgeon and the surgical teleoperated
robotic systems into a layer common to all communication systems, and a layer-specific to
teleoperated robotic systems. We then focus on the resiliency of the layer-specific to teleoper-
ated robotic systems, instead of focusing on known and well-analysed threats that penetrate
communication networks (c.f. [227, 228]).

Examining the layer-specific to teleoperated robotic systems, an attacker can modify a sur-
geon’s intended actions changing the original messages while packets are in-flight. The intent
modification threat models this malicious attempt. Another attack approach can be to manip-
ulate a robot to cause harm, modelled as hijacking threat. An attacker might also attempt to
make a TRS or a communication channel unavailable to their intended and legitimate users,
modelled as a denial-of-service threat. Finally, an attacker can negatively impact a teleoperated
procedure by intentionally and maliciously delaying the exchange of messages between a sur-
geon and a remote robot, modelled as the threat delay.

For each of the analysed classes of threats, we seek to model an informed understanding
of risks, events, incidents and vulnerabilities. For example, the threat intent modification relates
with the incidents surgeon’s intent loss; surgeon’s intent modification and surgeon’s intent reordering.
These incidents can be observed as the events robot’s motion becomes delayed and jerky; difficult to
use if grasping becomes challenging or almost unusable; the robot’s safety mechanism clips the currents,
resulting in a noticeably slower robot motion and jerky motion of robot’s arms.

In the case of surgeon’s intent loss, the attacker poses the risk of randomly dropping individual
surgeon’s packets or groups of packets. As a result, the event robot’s motion becomes delayed and jerky
occurs. Depending on the packets’ dropping rates, the robot can be operable but challenging
to use as grasping becomes challenging or almost unusable, especially if the surgery requires
small and precise movements.

In the case of the surgeon’s intent modification, the attacker poses the risk of modify surgeon’s
packets on-the-fly before forwarding them to the robot through his/hers/theirs malicious proxy. The
attacker can do so by leveraging knowledge about a surgeon’s packets’ structure, from the
Interoperable Telesurgery Protocol [229]. The attacker’s modifications can affect the robot’s
position, rotation, grasping of robotic arms, invert left and right robotic arms to name a few.
These events have a noticeable impact on the robot. Once the attacker’s modifications require
very large or fast changes in robotic arms positions, requiring too high currents, the robot’s
safety mechanism will clip the currents, and the robot will be noticeably slow.

In the case of the surgeon’s intent reordering, the attacker instead of forwarding a surgeon’s
packets to the robot, s/he/they adds the surgeon’s packets to a queue on the attacking machine, that
pops items out in random order once it reaches the maximum length. That means that the surgical
robot receives these packets with delay and skips those with sequence numbers received out
of order. This threat results in the event of jerky motion of the robot’s arms.
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Figure 8.21: Holistic resilience model for a surgical TRS.

173



For the threat hijacking, an attacker becomes a network observer. S/he/they can eavesdrop
on packets between a surgeon and a robot, without modifying them. Here the attacker is
interested in the current packet’s sequence number. After sufficient reconnaissance, s/he/they
inject new, malicious packets into the network to impact the surgical procedure. S/he/they do
that either using a sequence number leading modification or forcing the robot to reset.

In the first case, the attacker having knowledge about the structure of a surgeon’s packet [229],
first reads a single surgeon’s packet, and extract its sequence number. Then adds a random off-
set to a malicious sequence number. Then the attacker composes a new surgeon packet with the new
sequence number and sends it to the robot. The attacker takes over the robot’s control, since the robot
attributes the large jump in sequence numbers to packet drops, and as long as the system does
not lose more than a second worth of data, the operation continues. The malicious packets
are implemented, and the surgeon’s packets are ignored due to the difference in the sequence
numbers, which means that the attacker has taken control of the teleoperated procedure.

In the second case, extending the previous threat, the attacker targets the robot’s inherent
safety mechanism. The attacker sends a packet to the robot that commands the robot’s arms to
move very fast or go to an unsafe position. This type of commands activates the robot’s safety
software that imposes a system-wide halt called software emergency stop (E-stop). The E-
stop stops the system from operating, protecting electrical, mechanical components and most
importantly humans from harm. However, the attacker sends on purpose packets modifying
the position or rotation of the robotic arms above the safety threshold. That causes the robot to
either go too fast or go to an E-stop.

If the attacker continues to send malicious packets of that type (that violate safety require-
ments) the robot will stop from ever correctly resetting. Hence, the attacker can make, in this
case, a surgical procedure impossible. This case introduces to the model the emergency stop
(E-stop) asset and the surgeon’s goal improve the safety of near-by equipment, operators and a robot.
Initially, the surgeon might not have listed this goal as one of the resiliency aims to the surgical
robot’s designer. This process though helps the security engineer to extract such goals of the
stakeholders.

The security engineer can similarly analyse denial-of-service threats and delays. Modelling
the threats, vulnerabilities, incidents, events and risks, we can now identify ways to make the
TRS resilient. For that purpose, we introduce a couple of CIRPs to the BINA model.

An essential first step for a secure and resilient system is the implementation of updates.
More specifically we add the CIRP secure ITP update. By introducing this CIRP, we can avoid
some of the incidents that occur when a TRS is under attack. More specifically, if this CIRP
is implemented with the security control a different implementation of the packets’ sequence num-
ber processing, then the incident sequence number leading modification can be avoided. Whereas
if the same CIRP is implemented with the security control the protocol has checksum checking
implemented then the incident surgeon’s intent modification can be avoided.

Another vulnerability that the threats exploit seems to be that teleoperate robots typically
execute command packets as soon as they are received. In this case, the event of the surgical robot
moving very fast and in jerky motions can be observed. Moreover, an attacker can deliberately
cause control commands to be received in bursts. To protect against the threat of burst attacks,
we introduce the CIRP surgical robot’s processing rate has a sufficient value. That value needs to
be large enough, so it is not reached in benign scenarios and low enough to guard the surgical
robot against harm due to a burst of commands.

As we can observe in the BINA model for the surgical TRS, safety mechanisms to protect
the system’s physical aspect already exist. Such physical security controls can be extended to
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cybersecurity controls to make TRSs resilient. One such CIRP is the bounding boxes for robotic
arms’ joints. This safety mechanism can also make the robotic arms resilient to malicious com-
mands that aim to make them move too fast or in jerky motions.

Another vulnerability is that the robot accepted valid packets from any source. A CIRP that
can be used is to encrypt all data streams between the two endpoints. This CIRP will render
most threats impossible, except man-in-the-middle threats. Also, surgical robots are expected
to have dedicated staff at one end of the system. Consequently, an out-of-band communica-
tion method can be used for the exchange of private information for authentication. This can
also be modelled as the CIRP authenticate data streams between an operator’s console and a robot.
These CIRPs will make the robotic surgical system intention modification, manipulation, and hi-
jacking threats and consequent incidents more difficult to occur and hence the TRS will be more
resilient.

After modelling CIRPs and security controls, the designer determines the importance level
of the CIRPs and their reliance level. S/he/they can do so using the ’properties’ and changing
the relevant value accordingly (c.f. Fig. 8.22). For example, for the CIRP secure ITP update the
importance and resilience level are 1. Similarly, we fill in the information for the other CIRPs
in the model.

We define these properties by first justifying if the CIRPs were valid or not and modify
their "risk reduction" property, respectively. For the CIRP encrypt all data streams previous
studies have shown that this approach is applicable and experimental evidence supports this
assumption. Consequently, the property "risk reduction" takes the value ’true’. However, for
the CIRP secure ITP updates, there is no sufficient published work on the subject, and there
are not established updates yet. Therefore this is not a valid CIRP, and as a consequence, the
system’s objective secure delivery of control inputs to a robot, and force and video feedback to an oper-
ator may not be fulfilled. Eventually, these CIRPs would have become potential vulnerabilities
of the TRS. Thus, additional requirements need to be added to the system’s functionality to
ensure the fulfilment of objectives and the system’s resiliency.

Moving to the "importance level" property, the designer determines if the modelled CIRPs
are essential or not for the surgical TRS’s overall resiliency. If they are they take the value 1,
alternatively they take the value 0. For example, the CIRP secure ITP update takes the value 1
as if not included in the TRS resiliency design might mean that the objective secure delivery of
control inputs to a robot, and force and video feedback to an operator might become unattainable. We
do that for the rest of the CIRPs and then move to the next property.

It is crucial here to mention that the property "risk level" is automatically generated from
the designer’s inputs in the rest of the constructs’ properties. More specifically, as we have
seen in Section 5.5, the risk level is generated from the function:

Risk level = f(PotentialityxImpact level)

Activity 4: Resiliency analysis

Using the BINA tool, the designer can firstly validate the correctness of the model created
based on the metamodel. This analysis happens automatically when the user presses the ’anal-
ysis 1’ in the BINA tool. After the designed model’s correctness assessment takes place from
the tool and the designer, further analysis can take place that can raise several critical imple-
mentational issues. For example, if the constructs are connected with the appropriate relations.
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Figure 8.22: TRS Properties determination.

System resiliency before and after the resiliency analysis: Firstly, at any stage, the BINA
tool automatically assessed the BCI system’s resiliency. Before the resiliency analysis, the trust-
worthiness was at 50%, as shown in Fig. 8.23. When the analysis progressed, and the designer
addressed the relevant issues by adding resiliency requirements, the BCI’s resiliency became
100%.

Potential interactions between CIRPs: For the surgical TRS, the designer introduces six
new CIRPs based on newly modelled resiliency objectives. The surgical TRS needs to moni-
tor and analyses the TRS’s ongoing properties and behaviours. This objective can be implemented,
introducing the CIRP analytic monitoring. The designer models also the resiliency objective
maintain the posture of surgical operations considering threats. The CIRP contextual awareness im-
plements this objective. The designer also models the objectives ensure the security controls
operate in a coordinated manner and as intended; hide critical assets; limit privileges of users, system el-
ements and environmental factors and reduce the risk of teleoperated surgeries aligning TRS resources.
The relative CIRPs that implement these objectives are coordinated protection; deception; privilege
restriction and realignment.
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Figure 8.23: System resiliency before and after the resiliency analysis.

The introduced CIRPs can support (S), depend (D), use (U) and conflict or complicate (C)
each others implementation. The relations among CIRPs are in accordance with the cyber re-
siliency techniques presented in NIST SP 800-160v2 [10]. Fig. 8.24 depicts an example of this
type of analysis for a surgical TRS. For example, analytic monitoring supports the CIRP con-
textual awareness whereas contextual awareness uses the analytic monitoring as that gives more
options available, even though the first CIRP can be implemented effectively in the absence of
the second CIRP. The CIRP deception conflicts but in some instances, it might support contextual
awareness. For example, if the deception stands from hiding critical assets, it complicates the im-
plementation of contextual awareness. However, if deception stands for exposing covertly tainted
assets to the attacker, it supports the implementation of contextual awareness. The implemen-
tation of the CIRP analytic monitoring depends on the CIRP coordinated protection, differently it
will be ineffective. These examples sum up the different relations between CIRPs (cf. Fig. 8.24).

Figure 8.24: Potential interactions between TRS’s CIRPs.

Assessment of the implementation of objectives using the selected by the designer CIRPs:
CIRPs can also further be analysed in relation to the security objectives that they implement. Ob-
jectives motivate the definition of security requirements and the selection and tailoring of CIRP.
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For example, the objective prepare implies that a CIRP needs to support and maintain a set of
appropriate courses of action that thwart adversity. The objective continue indicates that a
CIRP is needed to extend the duration and reliability of a surgical procedure in the presence
of a threat. The objective constrain requires to model a CIRP that limits the impact of an ad-
versarial attack. The objective understand expresses the need for a CIRP that offers situational
awareness of the resources necessary for a surgical procedure under siege. Finally, the objec-
tive transform asks for a CIRP that support surgical processes continuation under adversarial
and environmental changes.

Consequently, a designer can use objectives as a starting point for eliciting restatements of
objectives and analysing how CIRPs meet these objectives or not. Using the objectives sug-
gested in NIST SP 800-160v2 [10] and focusing on the TRS system, the designer through the
BINA tool derives the relations shown in Fig. 8.25. The designer can see in that way that some
CIRPs implement the same objectives, such as the CIRPs malware and forensic analysis; dynamic
threat modelling and consistency analysis implement the objective understand. Based on this infor-
mation and a limited security budget, the designer might choose to remove the CIRPs malware
and forensic analysis; dynamic threat modelling as the other CIRP consistency analysis achieves the
same objective and simultaneously the objective prepare.

Figure 8.25: CIRPs implementing TRS objectives.

Analysis of the CIRPs effects on malicious objectives: The designer wants to effect ma-
licious objectives that an adversary can have. S/he/they can do so by incorporating CIRPs
as part of the model. Using the BINA tool, these effect relationships became more specific as
shown in Fig. 8.26. Assuming that the adversary does not have prior knowledge of the system-
to-be, a set of objectives can be selected from the designer and modelled using the BINA tool.
Then the tool analyses these relationships and characterises them. Subsequently, the tool anal-
ysis these relationships and characterises them. For instance, the CIRP malware and forensic
analysis detects, scrutinises and reveals the adversarial objectives deny, destroy, command and
control and evasion. The same CIRP also detects the malicious objective modify.

Examination of coverage of structural security constraints with the implementation of
CIRPs: Based on NIST SP 800-160v2 [10] CIRPs implement structural security constraints.
Structural security constraints guide and inform the design and implementation decisions
throughout the surgical TRS life cycle. Many of the structural design principles are consis-
tent with or leverage the CIRPs. If CIRPs are not sufficient, the designer will need to add more,
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Figure 8.26: Analysis of the CIRPs effects on malicious objectives for the TRS.
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or if the model has redundant CIRPs the designer will need to remove them. This type of
analysis is facilitated by the BINA tool that offers the capability to define structural security
constraints and examine the coverage of the CIRPs that initially the designer has modelled.
Fig. 8.27 shows that whereas most modelled CIRPs implement structural security constraints
such as leverage health and status data is implemented with the use of the CIRPs analytic moni-
toring and contextual awareness. As the CIRP contextual awareness does not implement any other
structural security constraints, unlike the CIRP that analytic monitoring that also implements
the structural security constraints layer defences and partition resources and contain and exclude
behaviours, the designer can choose and justify through this diagram the removal of the CIRP
contextual awareness.

Figure 8.27: Structural security constraints implementation through CIRPs for the TRS.

Assessment of CIRPs specification with security controls: The designer can also analyse
using the BINA tool the implementational aspect of the modelled CIRPs. CIRPs aggregate
security controls. The designer can identify gaps in his/her analysis or redundant security
controls using the BINA tool. For instance, in Fig. 8.28, the designer can see that s/he/they
have for the CIRP analytic monitoring three security controls, namely configure systems and com-
ponents for high-risk areas; incident handling information correlation and decoys. As the security
control configure systems and components for high-risk areas do not aggregate to any other CIRP;
the designer can consider it redundant and remove it from the model. The updated model will
steel meet the CIRPs required to maintain the surgical TRS’s objectives.

Examination of the restrictions that strategic security constraints restrict objectives: Strate-
gic security constraints guide and inform security analyses and resiliency analyses throughout
the system life cycle and highlight different cyber resiliency techniques and approaches to ap-
ply them. Strategic security constraints restrict objectives. Security constraints indicate the type
of incidents and risks the designer incorporate in his/her plan. One way to express priori-
ties for cyber resiliency is through objectives. Each strategic security constraint supports the
achievement of one or more cyber resiliency objectives. The BINA tool allows the designer to
assess if the resiliency priorities are expressed through the restrictions that strategic security
constraints impose on objectives. An example is shown in Fig. 8.29 where a designer can see
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Figure 8.28: TRS security controls that aggregate to CIRPs.
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through the BINA tool automation that most of the strategic security constraints restrict more
than one objectives and that the strategic security constraint assume compromised resources re-
stricts all five of the objectives. Due to limited surgical TRS design and development resources,
the designer might choose to remove the other constraints as redundant for the surgical TRS
resiliency model.

Figure 8.29: Strategic security constraints that restrict TRS objectives.

Analysis of compatibility between strategic and security objectives: Strategic objectives
drive the selection of structural objectives. The decomposition relation can be used here to
show how strategic objectives link with structural objectives’ choices. A designer can use the
tool to examine if the structural objectives shave modelled are justified by the strategic objec-
tives or need to be amended. For example, in Fig. 8.30 it seems that all the strategic objectives
can be decomposed to the modelled structural objectives and hence no amendments are re-
quired. Noticeable is that the strategic objective assume compromised resources can be decom-
posed to all five of the structural objectives, namely contain and exclude behaviours; limit the need
for trust; layer defences and partition resources; leverage health and status data and change or disrupt
the attack surface.

Coverage examination of threats and correspondent objectives: The modelled threats
have objectives that need to be examined further. Threats have objectives. A system-to-be de-
signer wants to ensure that the threats modelled correspond to adversarial objectives that need
to be managed for the specific system-to-be. Fig. 8.31 shows two of the threats, namely hijack-
ing effect and ongoing intent modification and their corresponding objectives. In this example, all
objectives have a corresponding threat. That means that the designer does not need to intro-
duce more threats in the model to analyse the attacker’s profile of his choice. This automation
gives him a clear indication of when to finish his analysis and justify that decision.
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Figure 8.30: Decomposition of strategic constraints to structural constraints.

Figure 8.31: Threats and malicious objectives.
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8.5 Evaluation of BINA methodology by case study research in the
health care domain

This case study follows the same design objectives, context, collection, analysis and validity
methods as those used in section 8.1 for the proof-of-concept. However, here we examine the
experience of conducting a case study on applying BINA methodology in the UK’s health care
domain.

The Hospital at Home nursing team’s primary duties include physical visits to patients’
homes and the provision of healthcare services on site.

Clinical supervision is an integral part of quality assurance for the provision of healthcare
services. Typically, a senior member of staff conducts clinical supervision through physical
presence. Technology can support this process, allowing remote clinical supervision. In this
way, clinical supervision costs are less and can happen even during pandemics, as COVID-19.
The senior member of staff uses smart glasses to conduct clinical supervision remotely.

Figure 8.32: A typical interaction between a hospital’s home nursing team and a smart glasses
system.

Fig. 8.32 depicts a typical hospital’s home nursing team where a senior nurse wants to
conduct remote clinical supervisions. The senior nurse depends on the nursing team to visit a
patient’s home, use smart glasses and broadcast live video of image and sound. This simple
model indicates that there can be endpoint and communication threats for the smart glasses
and the communication networks they use to transfer real-time healthcare data that needs to
be analysed further for resiliency.

8.5.1 Activity 1: Organisational modelling

We follow a typical scenario where the actors are a community nurse, a patient, a senior nurse
and a telemedicine system. Here the telemedicine system is used to remote deliver healthcare
services to patients’ homes.

We formed the scenario based on discussions with domain experts, and we also studied
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publicly available organisation documents regarding the structure of tele-medicine systems
and healthcare policies. Once we had gathered as much information as we could from the
domain, we constructed the organisational model. We started by modelling the objectives of
the system under development. We identify which of them can be accomplished by the system
itself and which ones are accomplished by other entities that the system depends. It was vital
to examine this, as these dependencies are a potential source of resiliency planning issues.
Fig. 8.33 represents the telemedicine system in an organisational model constructed using the
BINA tool.

Figure 8.33: Partial telemedicine system organisational model.

The goals of the telemedicine system are to provide remote delivery of healthcare services; offer
live expert interactive medical feedback and monitor vital signals without taking eyes off the patient.
Different actors share some of these goals. For example, the goal monitor vital signals without
taking eyes off the patient is shared among the actors senior nurse, telemedicine system and commu-
nity nurse. Goals can decompose to more specific sub-goals. For example, the senior nurse’s
high-level goal is to spend more time interacting with patients while seeing more people in a day.
This goal has sub-goals namely provide instant feedback via video feed and access medical libraries
faster and on demand (cf. Fig 8.33). The organisational model is a hierarchy of goals of the
telemedicine system and the actors with those objectives and security constraints. Construct-
ing the organisational model is vital to identify the system’s objectives on its own and those
that cannot be achieved solely by the system itself.

The next step is to examine each objective and decide if the telemedicine system can achieve
the objectives itself or it requires interacting with other actors of the system domain. There are
goals that the system itself cannot fulfil unless it interacts with other entities of the system do-
main, namely patient, a senior nurse and community nurse. We consider the rest of the objectives
as objectives that the system can fulfil.
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We model the telemedicine system’s objectives that the system cannot accomplish by itself
as dependencies on other actors. Fig. 8.33 depicts the modelled dependencies using the BINA
tool. The identified dependencies are the following:

• The telemedicine system depends on the senior nurse to offer live expert interactive feedback.

• The telemedicine system depends on the community nurse to provide remote delivery of
healthcare services.

• The telemedicine system depends on the community nurse to monitor vital signals without
taking eyes off the patient.

• The telemedicine system depends on the patient to monitor vital signals.

The modelled dependencies represent how the telemedicine system can fulfil its objective and
be resilient for the stakeholders. However, the organisational model’s dependencies represent
the designer’s assumptions. Hence they require further analysis.

The telemedicine system’s modelled dependencies on other system domain entities consti-
tute a potential threat to its resiliency. The system must be resilient, but the system must be
secure and resilient as it operates, given the objectives and security constraints. For example,
if the patient does not have a secure internet connection, then the telemedicine system will be
exposed to threats, and the system is not resilient in terms of its cybersecurity. If the senior
nurse uses a non-authorised terminal connected to the hospital’s network that complies with
the hospital’s cybersecurity policies to access the patient’s data, the system will be susceptible
to attacks. Thus the system is not resilient in terms of users behaviour. If the senior nurse
does not record a treatment, the system will not have an accurate treatment record for train-
ing purposes. Thus the system is not resilient to staffs’ negligence. Implementing the system
without investigating these dependencies and identifying ways to remove the uncertainties at
this stage will result in a system with the risk of not being resilient.

8.5.2 Activity 2: Incident modelling

The telemedicine system we focus in this case is the use of smart glasses. Such augmented
reality-based technology can bring a massive efficiency boost to healthcare processes. Still,
their use causes controversies as cybersecurity researchers [230, 231] consider them to yield a
high potential to undermine individuals’ security and privacy, especially where not correctly
cybersecurity resilient-friendly designed. The European Data Protection Supervisor recently
issued a report exploring the implications of smart glasses.

We want to build confidence that the telemedicine system will be resilient. For that, we
need to find Cyber Incident Response Plans (CIRPs) for the modelled dependencies. Each
of the identified dependencies from the previous activity constitutes a potential vulnerability
to the system because it is uncertain whether the actors will perform them as expected. To
manage uncertainty, we need to search for possible incidents to resolve using CIRPs.

In section 4.4.2 we saw that an incident depicts a single or a series of violations or imminent
threat/s of violation of security constraints. The constraints in this case study are reduce attack
surfaces; secure communication networks and monitor vital signals without taking eyes off the patient.
The incidents that violate one or more of these security constraints or present imminent ful-
minations of their violation are unauthorised access to patient’s data and malicious control of smart
glasses.
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Figure 8.34: Partial telemedicine system incident model.
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Using BINA we take a build-in approach to resilient design and development of smart
glasses. For that reason, we identify within this activity, possible Cyber Incident Response
Plans (CIRPs) that address the incidents mentioned in the previous paragraph. The suitable
CIRPs are many in this case, and some examples are ban camera features except for services in
charge of security and safety and . We then model how we plan to implement these CIRPs by
modelling specific security controls. Some of these controls are contingency plan - identify crit-
ical assets; system monitoring - automated tools and mechanisms for real-time analysis and account
enforcement - restrict access to specific information types.

To analyse smart glasses’ resiliency for home nursing remote services, we need to identify
possible causes of such incidents. We are aware of what occurrences are unwanted given to a
telemedicine system’s goals. We will examine possible threats that can impact smart glasses,
modelled in this activity as incidents and proposing CIRPs and security controls in the follow-
ing activity. In order to examine in more detail their resiliency, we move to the third activity.

8.5.3 Activity 3: Holistic resiliency modelling

We identify two potential attack vectors for smart glasses. In the first case, the attacker targets
either the smart glasses themselves or their components (e.g., battery). This type of compro-
mise will require knowledge of the internal functionality of the smart glasses. In the second
case, the attacker targets the communication networks. The community nurse that uses the
smart glasses connects them to the patient’s house WiFi and broadcast live video of image
and sound. The nurse can also use the glasses to record and save video images. A senior
nurse located in a hospital receives the video through a terminal using an app such as Zoom,
Webex, Skype for Business. The hospital’s cybersecurity services cover this part of the com-
munication. However, the community nurse visits many patients during a day and connects
the smart glasses to different WiFis at each patient’s house. This use of smart glasses exposes
them to threats.

If an attacker aims to obstruct the use of the smart glasses or to harm the community nurse,
then he/she/they can interfere with the thermal network of the smart glasses. These malicious
objectives can be seen in Fig. 8.35 as the attacker’s goals make the use uncomfortable and impact
the physical health safety of the user. An attacker that targets the smart glasses can aim to make
the glasses faulty. In other words, to render the machine learning models/methods of the
smart glasses ineffective. Fig. 8.35 models this objective as make classifier fail. During the face
detection process, the attacker finds a method/transformation of a face in an image/photo,
so the face detection method does not detect the patient’s face. The attacker can threaten the
smart glasses resiliency by interfering with their hardware as their thermal network or use
machine learning attacks. S/he/they can do so by exploiting vulnerabilities like access and
interference with physical components and materials of smart glasses and malicious use of Light
Emitting Diodes (LEDs).

If an attacker aims to obtain data from the smart glasses, then s/he/they can target the
communication between the smart glasses and the hospital’s terminal. The attacker will have
the goal obtain the imputed numerical passwords on touch-enabled mobile devices as modelled in
Fig. 8.35. For that s/he/they can exploit that the vulnerability patients do not perceive smart
glasses can threaten their privacy and data protection. If this is a patient’s mindset, it can lead to
the vulnerability mobile device’s screen in the view of smart glasses camera. In this way, the attacker
can threaten the telemedicine system’s communication network with a vision based side-channel
attack. The attacker can also exploit the limited physical security in a patient’s house WiFi and
acquire unauthorised access to data recorder at his/her/their house.
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From a security perspective, smart glasses have to operate for the provision of healthcare
services. The main objectives of the smart glasses as a telemedicine system in this scenario are
provide remote delivery of healthcare services; offer live expert interactive medical feedback and monitor
vital signals without taking eyes off the patient (cf. Fig. 8.35). Security constraints restrict these
goals. For example, assume compromised resources restrict the objective monitor vital signals with-
out taking eyes off the patient. This security constraint means that an attacker can compromise
the system and its components for extended periods without being detected. Some compro-
mises may never be detected. The system must remain capable of meeting performance and
quality requirements, nonetheless. This constraint for cybersecurity means that hierarchical
protection is not suitable for smart glasses. For resiliency, this means the need for localised
capacity and loose coupling.

In this activity so far, we have been updating and reviewing the telemedicine system’s
existing model. Doing so is very important because when mounting an attack against smart
glasses, an adversary may exploit a specific system property and disrupt an ongoing procedure
by invalidating any of these security constraints.

For each of the analysed classes of threats, we seek to model an informed understanding
of risks, events, incidents and vulnerabilities. For example, the threat interference with thermal
network relates to the incidents malicious control of smart glasses. We can observe such incidents
as events. For example, the incidents modelled in Fig 8.35 in practice will manifest as the
events issues of mass-market product security; highly identifiable information exchanged during live
broadcast and modify face detection algorithm. These events, if present associate with the incidents
that potentially can impact the smart glasses system.

In the case of interference with thermal network, the attacker poses the risk of acquiring in-
formation that can use to increase smart glasses temperature. As a result, the event issues of mass-
market product security issues occurs. The known vulnerabilities can lead to the malicious control
of smart glasses. For the threat adversarial machine learning attacks, the relevant risks are image-
level distortions and face-level distortions. These risks relate to the occurrence of the event modify
face detection algorithm. The threat vision based side-channel attack poses the risk of the patient may
inadvertently be identified/recognised by the smart glasses. This risk will be present if the event
highly identifiable information exchanged during live broadcast holds.

This way of constructing the model allows the designer to identify resiliency objectives for
the telemedical system under study. The security engineer extracts such goals not from the
stakeholders directly but through the design of resiliency constructs. Firstly, security controls
express the stakeholders’ priorities. The security engineer identifies through stakeholders’
meetings and interviews the threat scenarios that the smart glasses as a telemedicine system
need to be resilient. Then the security engineer models particular ways to allow the system
to operate even in the presence of incidents. The security engineer can now identify ways to
make the smart glasses telemedicine system resilient. For that purpose, we analyse the CIRPs
modelled and, using the BINA tool extract metrics that will enhance the design.

According to the BINA process, we have three automations that result from three functions.
We will demonstrate them using the BINA tool. The user has given the following input to the
CIRP properties:

(1) The first function is for the property ’dependence level’ (D) of the CIRP node.

D =
validCIRPs
totalCIRPs

x reliance level

The BINA tool counts the valid CIRPs that have ticked the box for the property ’risk reduction’.
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Figure 8.35: Partial holistic resilience model for smart glasses.

It also counts the total CIRPs with ticked boxes for the property ’risk reduction’. The property
’reliance level’ is for each of the CIRPs, either ticked as one or unticked as zero. Consequently,
the tool at the end of the design process of the user it auto-generates the value of the property
’reliance level’ the CIRPs as the following examples show:

For the CIRP Local storage:

D =
(validCIRPs = 4)
(totalCIRPs = 6

x (reliance level=1) = 0.66 x 1 = 0.66
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For the CIRP Diversity

D =
(validCIRPs = 4)
(totalCIRPs = 6)

x (reliance level=0) = 0.66 x 0 = 0

Figure 8.36: Dependency level (D) as generated from the BINA tool for the CIRP ’Diversity’.

Figure 8.37: Property section for CIRPs in BINA tool.

Figure 8.38: Properties of the CIRP ’Diversity’ in BINA tool.

Figure 8.39: Property section for CIRPs in BINA tool.

(2) The second automation is for the property ’system resiliency’ (SR).
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Figure 8.40: Properties of the CIRP ’local storage’ in BINA tool.

SR = (
∑n

x=1 Ix x Rx

∑n
x=1 Ix

) x 100

The I stands for the importance level of CIRPs. The R stands for the reliance level of CIRPs.
Following the values of our example, the SR is calculated as:

SR = (
∑6

x=1 Ix x Rx

∑6
x=1 Ix

) x 100

SR = (
(1 x 0) + (1 x 1) + (1 x 1) + (1 x 0) + (1 x 1) + (1 x 0)

(1 + 1 + 1 + 1 + 1 + 1)
x 100

SR = (
3
6
) x 100

SR = 0.5 x 100

SR = 50%

The SR is automatically calculated from the BINA tool after the designer models the suitable
CIRPs as it can be seen in Fig 8.41. Note that in the tool the result of the system resiliency (SR)
appears as the Greek character sigma Σ.

Figure 8.41: System Resiliency as generated from the BINA tool.

(3) The third automation is for the property ’risk level’ of the node ’risk’

This property derives from the function:

risk level = f (potentiality x impact level)
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The values of the properties ’potentiality’ and ’risk level’ came from the nodes ’incident’ and
’event’ respectively.

Figure 8.42: Properties of the construct ’Event’.

Figure 8.43: Properties of the construct ’Incident’.

In this example, that means that the ’risk level’ property of ’risk’ will automatically be calcu-
lated from the tool as follows:

For the risk increase smart glasses temperature we take the nodes ’incident’, and ’event’ that
connect with this risk (cf. Fig. 8.35) and their properties (cf. Fig. 8.42 and Fig. 8.43) and use
them for the ’risk level’ function, which will become:

risk level = f (potentiality x impact level)

risk level = 3 x 4

risk level = 12

This automation will complete the ’risk’ property ’risk level’ as shown in Fig 8.44.

The designer, based on the above, considers the existing system’s resiliency, the depen-
dence level and the risk level of the risks modelled. The designer assesses if s/he/they need
to make adjustments to the existing incident model. Such considerations originate from a sys-
tem’s expected resiliency, the modelled dependencies that were not resolved and constituted a
potential vulnerability to the smart glasses telemedicine system’s resiliency, and the expected
risk level of the modelled risks. Because the designer cannot be confident that the system
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Figure 8.44: Properties of the construct ’Risk’.

will fulfil resiliency requirements given dependencies and risks once it is operational. Hence,
the designer needs to identify new solutions to feel confident in the resiliency requirements’
and dependencies’ fulfilment. For the designer to come with new solutions, a more detailed
analysis of the existing model needs to occur, which takes place in the next activity.

8.5.4 Activity 4: Resiliency analysis

Using the BINA tool, the designer can firstly validate the correctness of the model created
based on the metamodel. This analysis happens automatically when the user presses the
’Check’ in the BINA tool. After the designed model’s correctness assessment takes place from
the tool and the designer, further analysis can take place that can raise several critical imple-
mentational issues.

System resiliency before and after the resiliency analysis: Firstly, at any stage, the BINA
tool automatically assessed the smart glasses system’s resiliency. Before the resiliency analysis,
the system’s resiliency was at 50% (cf. Fig 8.41). When the analysis progressed and the designer
addressed the relevant issues by adding resiliency requirements, the smart glasses’ resiliency
became 78.57143% (cf. Fig. 8.45).

Figure 8.45: Smart glasses system resiliency after the resiliency analysis.

Potential interactions between CIRPs: The designer firstly chooses and models new ob-
jectives specific to resiliency planning. Based on the newly modelled resiliency objectives, the
designer identifies and introduces four new CIRPs. The smart glasses system (modelled as a
telemedicine system) needs to prepare for cyber-physical incidents. The CIRP redundancy im-
plements this objective, and the objective continue the operation of critical healthcare processes,
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conducted through the use of the smart glasses system. The CIRP substantiated integrity also
implements this latter objective, and the objective understand the incident and the adversary.
The CIRP analytic monitoring implements the objective understand and the objective continue.
These two objectives have been already though covered from the CIRPs substantiated integrity
and redundancy (cf. Fig. 8.46). The designer will need further to analyse the interactions among
the newly modelled CIRPs. Finally, the designer introduces the CIRP non-persistence that im-
plements the objective re-architect system architectures to handle adversity and address envi-
ronmental changes more effectively.

Figure 8.46: High-level CIRPs implementing smart glasses system objectives.

The introduced CIRPs can support (S), depend (D), use (U) and conflict or complicate (C)
each others implementation. The relations among CIRPs are following the cyber resiliency
techniques presented in NIST SP 800-160v2 [10]. Fig. 8.47 depicts an example of this type
of analysis for a smart glasses system. For example, non-persistence conflicts/complicates the
CIRP analytic monitoring whereas substantiated integrity supports/uses the CIRP analytic moni-
toring. Based on these relations, the designer can make informed decisions about which CIRPs
are implementable to this particular system s/he/they analyse (cf. Fig 8.47.

Figure 8.47: Potential interactions between smart glasses system CIRPs.

Moreover, if the designer has CIRPs from the NIST SP 800-160v2 [10] list, this type of anal-
ysis can extend. Fig. 8.48 shows the four new CIRPs and their relation to the already modelled
(old) CIRP diversity. Diversity does not impact the CIRP non-persistence and vise versa. Di-
versity conflicts/complicates or supports the implementation of the CIRP analytic monitoring.
This means that diversity if implemented could undermine the effectiveness of the CIRP an-
alytic monitoring. Alternatively, in the case of supports, diversity can make the CIRP analytic
monitoring more effective. This depends on the more specific implementation of CIRPs. Ana-
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lytic monitoring uses diversity. Meaning that analytic monitoring can be implemented effectively
in the absence of diversity; however, more options become available if diversity is also used.
Similarly diversity uses substantiated integrity and redundancy uses diversity. Furthermore, diver-
sity supports redundancy and substantiated integrity supports diversity.

Figure 8.48: Potential interactions between new and old smart glasses system CIRPs.

Assessment of the implementation of objectives using the selected by the designer CIRPs:
CIRPs can also be analysed in relation to the security objectives that they implement. Objectives
motivate the definition of security requirements and the selection and tailoring of CIRP. For
example, the objective prepare implies that a CIRP needs to support and maintain a set of ap-
propriate courses of action that thwart adversity. The objective continue indicates that a CIRP
is needed to extend the duration and reliability of a medical procedure in the presence of a
threat. The objective understand expresses the need for a CIRP that offers situational aware-
ness of the resources necessary for a medical procedure under siege. Finally, the objective
re-architect signifies the need to modify architectures to handle adversity and address more
effectively potential impacts on the system’s environment.

Consequently, a designer can use objectives as a starting point for eliciting restatements
of objectives and analysing how CIRPs meet these objectives or not. Using the objectives
suggested in NIST SP 800-160v2 [10] and focusing on the smart glasses system, the designer,
through the BINA tool, derives the relations shown in Fig. 8.49. The designer can see in that
way that some CIRPs implement the same objectives, such as the CIRPs protected buck up and
restore and behaviour validation implement the objective prepare. Based on this information and
a limited security budget, the designer might choose to remove one of the CIRPs that meat the
same objectives. For example, the designer can select between the CIRPs behaviour validation
and monitoring and damage assessment as they both achieve the objectives continue and under-
stand. Further, the designer can tailor these high-level cyber resiliency objectives to reflect the
system’s missions and processes. For example, in the smart glasses system, the continue objec-
tive can be tailored to enable the patient or healthcare provider to engage fail-safe mechanisms.
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Figure 8.49: CIRPs implementing smart glasses system objectives.

Analysis of CIRPs effects on malicious objectives: The designer wants to effect malicious
objectives that an adversary can have. S/he/they can do so by incorporating CIRPs as part of
the model. Using the BINA tool, these effect relationships became more specific as shown in
Fig. 8.50. Assuming that the adversary does not have prior knowledge of the system-to-be, a
set of objectives can be selected from the designer and modelled using the BINA tool. Then
the tool analyses these relationships and characterises them. For example, the CIRP behaviour
validation detects the adversarial objectives exploitation; privilege escalation; persistence and deny.
Other CIRPs effect the same objectives in different ways. For example, the CIRP Non-persistence
information preempts/exerts the objective privilege escalation.

Note also that this analysis identifies the potential effects of the implementation approaches
based on NIST SP 800-160v2 [10]. It does not and cannot assess how strongly an adversary will
experience a CIRP’s implementation. Also, this analysis identifies an effect on an adversary
objective if it applies to at least one adversary action under that objective; it does not consider
the number of possible actions under each objective. For a more detailed analysis, one could
use scores that will need to be specific to the system’s type and the organisation that the de-
signer implements the CIRPs. Some effects are beyond what can be designed and implemented
in a technical system from a resiliency perspective. For example, detection of adversary might
involve non-cyber actions like intelligence gathering and analysis beyond the scope of cyber
resiliency. This type of analysis does not cover these cases as the focus of this project is cyber
resiliency.
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Figure 8.50: Analysis of the CIRPs effects on malicious objectives against the smart glasses
system.

Examination of coverage of structural security constraints with he implementation of
CIRPs: Based on NIST SP 800-160v2 [10] CIRPs implement structural security constraints.
Structural security constraints guide and inform the design and implementation decisions
throughout the smart glasses system life cycle. Many of the structural design principles are
consistent with or leverage the CIRPs. If CIRPs are not sufficient, the designer will need to
add more, or if the model has redundant CIRPs, the designer will need to remove them. The
BINA tool facilitates this type of analysis, offering the capability to define structural security
constraints and examine the coverage of the CIRPs that the designer has modelled initially.
Fig. 8.51 shows that the modelled CIRPs implement structural security constraints. However,
more than one CIRPs implement the same structural security constraint in some cases. For ex-
ample, the CIRPs substantiated integrity; analytic monitoring and non-persistence implement the
structural security constraint contain and exclude behaviours. Also, one CIRPs can implement
more that one structural security constraints. For example, the CIRP redundancy implements
the structural security constraints plan and manage diversity; maintain redundancy and manage re-
sources (risk) adaptively. The designer can use this information to choose among CIRPs the most
suitable ones for the smart glasses system as modelled. Hence, in this case, the designer might
choose to implement only two of them, namely the redundancy and the substantiated integrity.
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Figure 8.51: Structural security constraints implementation through CIRPs for the smart
glasses system.

Assessment of CIRPs specification with security controls: The designer can also analyse
using the BINA tool the implementational aspect of the modelled CIRPs. CIRPs aggregate
security controls. The designer can identify gaps in their analysis or redundant security con-
trols using the BINA tool. For instance, in Fig. 8.52, the designer can see that they have for
the CIRP non-persistence information two security controls, namely boundary protection | prevent
exfiltration and non-modifiable executable programs | no writable storage. As the security control
non-modifiable executable programs | no writable storage do not aggregate to any other CIRP; the
designer can consider it redundant and remove it from the model. The updated model will
steel meet the CIRPs required to maintain the smart glasses system’s objectives.

Figure 8.52: Smart glasses system security controls that aggregate to CIRPs.
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Examination of the restrictions that strategic security constraints restrict objectives: Strate-
gic security constraints guide and inform security and resiliency analyses throughout the sys-
tem life cycle and highlight different cyber resiliency techniques and approaches to apply
them. Strategic security constraints restrict objectives. Security constraints indicate the type of
incidents and risks the designer incorporate in their plan. One way to express priorities for
cyber resiliency is through objectives. Each strategic security constraint supports the achieve-
ment of one or more cyber resiliency objectives. The BINA tool allows the designer to assess
if the restrictions that strategic security constraints impose on objectives express the resiliency
priorities modelled. For example, in Fig. 8.53, a designer can see through the BINA tool au-
tomation that all the strategic security constraints restrict more than one objectives. For ex-
ample, the strategic security constraint assume compromised resources restricts all four of the
objectives. Due to limitations in smart glasses design and resource availability, the designer
might remove the other constraints as redundant for the smart glasses resiliency model.

Figure 8.53: Strategic security constraints that restrict smart glasses system’s objectives.

Analysis of compatibility between strategic and security objectives: Strategic objectives
drive the selection of structural objectives. The designer can use the decomposition relation
to show how strategic objectives link with structural objectives through the BINA tool. A
designer can use the tool to examine if they can justify the structural objectives they have
modelled by the strategic objectives or if they need to amend them. For example, in Fig. 8.54,
not all the strategic objectives decompose to the modelled structural objectives. Consequently,
the designer can choose to remove the strategic objective reduce attack surfaces. Noticeable is
that the strategic objective focus on common critical assets decomposes to all five of the structural
objectives, namely plan and manage diversity; contain and exclude behaviours, maintain redundancy
and manage resources (risk) adaptively.
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Figure 8.54: Decomposition of strategic constraints to structural constraints for the smart
glasses system.

Coverage examination of threats and correspondent objectives:

Figure 8.55: Threats and malicious objectives against the smart glasses system.

The modelled threats have objectives that the designer might choose to examine further.
Threats have objectives. A designer wants to ensure that the threats modelled correspond
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to adversarial objectives that need they have chosen to manage for the specific system-to-be.
Fig. 8.55 shows four of the threats, namely effect of adversarial machine learning attacks; engage-
ment to vision-based side-channel attacks; the presence of unauthorised access to data recorded at pa-
tients’ houses and ongoing process of interference with thermal network and their corresponding
objectives. In this example, all objectives have a corresponding threat. That means that the
designer does not need to introduce more threats in the model to analyse the attacker’s profile
of their choice. This automation gives them a clear indication of when to finish their analysis
and justify that decision.

8.6 Discussion and Closing Remarks

In this chapter, we used two case studies to test the applicability and observe the benefits of
the BINA methodology on a single healthcare system. We used case studies representative
of medical systems (BCI) that operate within healthcare environments and medical systems
(TRS) that are operated remotely and even in hostile environments. Our objective was to in-
crease the practitioner’s ability to understand and capture cyber resiliency relationships during
information systems development. We demonstrated that theoretically by applying the BINA
framework to two representative case studies.

We used the BINA tool to analyse and understand its use to explore cyber resiliency fac-
tors influencing the cyber resiliency of a telemedicine system that uses smart glasses to offer
remote diagnostic services. We used a real case study to apply the BINA methodology and
see how it can be used for a system under development. We captured a range of perspectives
using this case study, which gave us a greater understanding of the subject and reduced the
potential for any bias as we represented what was relevant to the case rather than suitable for
the methodology.
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Chapter 9

Evaluation of BINA methodology by
interviews and a survey research

An essential category of the empirical study is that of the survey. The participants are indi-
viduals that use specific methods and tools on projects. In this case, they are asked to provide
information about the method and tool [200]. Then the information collected from the survey
is analysed using standard statistical techniques. We adopted the survey method as a way to
evaluate our BINA methodology further and confirm, strengthen, and further generalise our
research claims about the efficacy and usefulness of our methodology.

All the survey phases were conducted online. Expert individuals, including practitioners
and industry researchers, performed a trial of our proposed methodology using a simulated
case study, and then they answered the online questionnaires after an evaluation has been
completed. Throughout this thesis, we will use the term ”user” for those expert individuals
as they were the users of the methodology. The evaluation study was both a quantitative
and qualitative survey. On the one hand, it was quantitative because it was an inquiry of the
number of researchers that they agreed with the statements presented to them.

Moreover, it was qualitative because there was a feature-based evaluation carried out by
users who had studied and had the experience of the methodology. Users assessed the extent to
which the methodology and the tool provide the required features in an as usable and effective
manner based on personal opinion. Fig. 9.1 depicts the survey approach.

The survey aims to produce evidence to assess our claims and propositions as generated
from the data of the previous evaluation through the case study. In particular, to collect enough
data from a sufficient number of users, all adhering to the same methodology, in order to obtain
a statistically significant result on the attribute of concern compared to some other treatment,
i.e. the methodologies that users were using at their institution.

203



Figure 9.1: survey approach.

9.1 Survey design

9.1.1 Survey objectives

The survey objectives are to answer the research questions of the evaluation chapter 8. There-
fore, we set the following research objectives to address the research questions of the evalua-
tion study, that they use perception-based measures and performance-based measures.

• Measure to what extent the methodology enables the user to model and reason about
resiliency relationships during information systems development (perceived efficacy).

• Measure to what extent the methodology enables the user to model and analyse re-
siliency requirements during information systems development (perceived efficacy).

• Measure to what extent the methodology enables the user to assess system resiliency at
a requirements level (perceived efficacy).

• Measure the ease of use of the methodology (perceived efficiency).

• Measure the actual effectiveness of the methodology by evaluating how well the partici-
pants perform the evaluation exercise. The evaluation will be in terms of the validity and
completeness of the developed models.

9.1.2 Subjects

To evaluate our methodology, we organised online sessions. The participants had experience
or understanding in software development, cybersecurity and/or virtual learning environ-
ments. The participants were asked to apply our methodology on a COVID-19 vaccine supply
chain threat scenario. The specific participants were selected based on judgemental and con-
venience sampling, because of their research speciality, which can bring more accurate results,
and because of the ease of recruiting them, their accessibility to us, and the availability of
limited resources. The users who participated in the sessions had already experience with
software development methodologies, and especially the ones from the academic institutions
were familiar with virtual learning environments.
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In total, five users voluntarily took part in the online session. Two were from a technology
company in Greece, one from a healthcare provider in the UK, one from a US medical devices
producer company, and one from Swiss company that offers medical devices documentation
management. The users were industry researchers. All five users had more than fifteen years
of experience in software engineering and/or information security. Also, three users were
experienced in security engineering, while two had experience in healthcare cybersecurity and
resiliency. Four users were familiar with UML, while two users were also familiar with Secure
Tropos modelling language.

9.1.3 Ethics approval

We followed the European Code of Conduct for Research Integrity [232]. Subjects were in-
formed fully about the purpose, methods, and intended possible uses of the research and their
participation in the research. Also, the subjects voluntarily participated in the research study
and provided their consent. Also, the confidentiality of any sensitive information supplied by
subjects and their anonymity was respected and preserved.

9.1.4 Tools

The participants used their laptops to download and run the BINA tool. We provided them
with a link that included the most recent version of the BINA tool for the Microsoft Windows
operating system.

9.1.5 Training

Since BINA is a new methodology, and the users were not familiar with it, we presented them
with a forty-five-minute introduction of the BINA methodology was carried out in order to
provide training to the users. The presentation did not include any general information re-
garding resiliency in software engineering but focused on the methodology. It explained the
methodology’s goal, its concepts, the process, and the calculations regarding the resolution
levels of a dependency and the system trustworthiness. At the end of the presentation users’
questions were answered. After that, we described the scenario on which the users applied the
BINA methodology.

The scenario was based on the IBM’s report about a malicious campaign that started in
September 2020 [233]. The attack was described as phishing emails that were sent out across
countries, which targeted organisations linked to the Cold Chain Equipment Optimisation
Platform (CCEOP) of Gavi, the international vaccine alliance. It involves organisations (e.g.,
the World Health Organization, Unicef, the World Bank and the Bill & Melinda Gates Foun-
dation) that help distribute vaccines worldwide to some of the poorest regions. This vaccine
distribution chain sometimes requires a "cold chain".

A "cold chain" for the PfizerBioNTech vaccine must be kept at a temperature of about -70C
during the transition. The vaccines are sent in special ice packs and can be stored in a freezer
farm for up to six months. The unopened dry ice packs with the vaccine have ten days to reach
the vaccination centre. Once delivered, the vaccine can be stored to up to five days in a fridge
between 2◦C and 8◦C [234].

The attackers impersonated a business executive from a legitimate Chinese company in-
volved in CCEOP’s supply cold chain to make it more likely the targets would engage with
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the email. They then sent phishing emails to organisations that provided transportation, which
contained malicious code and asked for people’s login credentials. That could have allowed
them to understand the infrastructure that governments intended to use to distribute vaccines.

9.1.6 Tasks

We gave the scenario to the participants and asked them to carry out a resiliency analysis of
the system of the scenario performing the following tasks:

• Model cybersecurity relationships and identify the underlying resiliency assumptions
about them;

• Identify and model resiliency requirements;

• Assess the system’s resiliency at a requirements level.

The users had to construct the respective BINA models, and the duration for the completion
of the task was one hour. Moreover, specific aspects of the "cold chain" for the PfizerBioNTech
vaccine were given to the users as the focus is on resiliency analysis. We wanted to identify if
the users of the BINA tool, could carry out the following activities:

• Model the "cold chain" for the PfizerBioNTech vaccine decomposing it into system com-
ponents;

• Model possible incidents and resiliency plans;

• Model specific threat scenarios that can cause the predetermined incidents;

• Analyse the system’s resiliency

• Adjust their resiliency plan to be implementable and satisfactory for their goals.

9.1.7 Data collection methods

In this study, the unit of analysis was the individual user. We used a questionnaire to collect
data, as shown in Fig. 9.2. After completing the tasks, we asked the users to complete the
questionnaire. The questionnaire collected both quantitative (close questions) and qualitative
data (open-ended questions). The questionnaire contained twelve (12) questions, categorised
as related to:

• User’s profile;

• Modelling language;

• Process;

• BINA tool;

• Open recommendations.

206



We used an online questionnaire to carry out the survey employing the Microsoft Forms ser-
vice. Consequently, we collected and stored online data automatically.

We also collected data through observation of the users while they were carrying out the
requested tasks. We did that through Microsoft Teams and Skype meetings. During the obser-
vation process, we focused on how much time the users spend on each task, the questions they
asked, and the comments they made verbally. We recorded the gathered data from the obser-
vations as field notes, that began during the actual observation. We wrote what is necessary
and fill in the details later after the end of the online meeting.

9.1.8 Data analysis methods

To analyse the survey data, we tabulated them and then identified patterns in the tables. Then
we evaluated the different aspects of the BINA methodology based on the survey data and
using two types of measures:

• Performance-based measures: they focus on how well the users perform the task. To
evaluate the user’s task performance, we used three measures, i.e. syntactic quality, se-
mantic quality and pragmatic quality. Syntactic quality is the degree of accuracy and
completeness with which the users applied the methodology. Semantic quality is the
degree of correctness with which the users applied the methodology. Pragmatic qual-
ity is the degree of the usefulness and fitful purpose with which the users applied the
methodology.

• Perception-based measures: they focus on the users’ perceptions of usefulness and easi-
ness of the methodology. Perceived usefulness is the degree to which the user thinks that
the methodology effectively achieves its objectives. Perceived ease of use is the degree to
which the user considers that the methodology is free of effort.

Figure 9.2: Survey data collection and analysis methods.
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9.1.9 Study validity

For construct validity, we improved the questionnaires’ quality after several iterations of im-
provement. Each iteration followed on the feedback from the University of Brighton’s ques-
tionnaire experts’ feedback to ensure no significant understanding of discrepancies by the
users. Also, we carried out a pilot test at the University of Brighton, and there was a pro-
cess of reflection and redevelopment of definition to make sure that the users understood the
terms used. Further, there was an investigation in the literature and comparison with other
metrics used in similar surveys. We evaluated the BINA methodology and correctly measured
quantitative metrics, such as the efficacy and the effort required to undertake resiliency anal-
ysis activities in a healthcare system. The participants answered most of the questions, except
those perceived as unsuitable for a simple scenario at an early analysis stage.

To increase the study’s internal validity, we did not get involved directly in applying the
methodology on the scenario given. Our involvement was limited to answering any ques-
tions of the users regarding the methodology and observing their behaviour. Also, there was
method triangulation as we collected data with two different ways, through questionnaires
and observation of the users while applying the methodology.

We held the workshops online to increase the external validity of the study. The users were
from various countries, and among them, they were academics, industry researchers, research
students, and post-graduate students. These users represent the expected user population.

9.2 Data collection

We made available to the users the presentation slides of the online introduction to the BINA
methodology and tool. We also gave an already started project for the "cold chain" for the
PfizerBioNTech vaccine scenario with an instance of a CIRP to make the users get started.

After the users attended the BINA presentation, started performing the evaluation tasks.
We observed them and captured first-hand data collection behaviour and answered any possi-
ble additional questions that the users might have. The intent was to capture the users’ way of
conducting resiliency analysis. We wanted to establish a communication with the users since
users reveal their thought process most naturally when communicating their way of work-
ing [203]. This online communication offers the best opportunity for us, due to COVID-19 to
observe the application of BINA. All users constructed the BINA models with at least a part of
the system functionalities stated in the scenario.

Following the scenario’s resiliency analysis, the users were given web links to the online
questionnaire to fill in and complete the online evaluation session. In general, we observed
that the users developed the proposed BINA models satisfactorily regarding data validation,
which means that the BINA methodology was applied correctly and following the process.
Therefore, we can claim that the obtained data was valid to conduct the proposed evaluation.

9.3 Data analysis

We evaluated the results combining quantitative and qualitative analysis techniques. For the
quantitative data, we used descriptive statistics techniques. For the qualitative data, we coded
them and then we identified patterns and formulated generalisations. These analyses achieved
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the objectives that we set at the start of the survey evaluation.

Among the survey participants, 80% agreed that the modelling language is powerful enough
to support resiliency analysis and modelling. 80% of the survey participants strongly dis-
agreed that the modelling language includes redundant concepts, and 20% disagreed that the
modelling language had redundant concepts. 80% agreed, and 20% strongly agreed that the
modelling language concepts were well-defined. Additionally, 60% of the survey participants
agreed, and 40% disagreed that the modelling language’s graphical notation was intuitive
(Fig. 9.3).

Figure 9.3: Survey results concerning the BINA modelling language.

Concerning the BINA modelling tool, all survey participants agreed that the tool required
further improvement. On the other hand, 40% and 60% of the survey participants agreed and
strongly agreed that the tool’s resilience-related functions are satisfying, respectively. Further,
40% agreed, and 40% strongly agreed that the BINA tool was easy to use, and only 20% dis-
agreed that the use of the tool is easy (cf. Fig. 9.4).
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Figure 9.4: Survey results concerning the BINA tool.
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Regarding the methodology as a whole, 80% and 20% of the survey participants agreed
and strongly agreed that BINA methodology allows them to capture resiliency assumptions
explicitly. Also, 100% of the survey participants strongly agreed that the methodology suc-
cessfully captures resiliency requirements. This capability is a very significant result, as this is
one of the most critical aspects of the methodology. Besides, 20% and 80% agreed and strongly
agreed that the methodology successfully assesses the system resiliency at a requirements
level. The method’s usability, 60% and 40% of the survey participants responded that they
strongly agreed and agreed that the methodology’s activities were easy to follow (cf. Fig. 9.5).

Figure 9.5: Survey results concerning the BINA methodology.

We took the coded qualitative data from the users’ responses and identified patterns. Based
on these patterns, we had the following outcomes:

• The resiliency-related automation is useful. In particular, automation is useful to iden-
tify the level of dependency and the system’s reliance level. Moreover, this automation
enables the calculation of the system resiliency at a requirements level.
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• A more intuitive type of notation would be preferable. The goal modelling languages
are not very popular among users. Thus, a BINA modelling language with a more intu-
itive even symbolic graphical notation could have been easier to learn and remember.

• Users might find it challenging to use the methodology if they do not have prior goal
modelling experience. As goal modelling is the methodology’s base; the users need to
be familiar with goal models. Consequently, users not familiar with goal modelling will
require individual training to learn to use the methodology.

• The BINA tool has opportunities for improvement. The improvement could be inte-
grating the tool with other tools or integrating other relevant methodologies or becom-
ing real-time and using machine learning. Moreover, BINA models tend to become large
and complex, and the user’s lack of modelling space is an issue.

During the lab session, we observed the execution of the survey tasks by the users, and we
collected data in the form of notes. We took the coded data and made several observations,
which contributed to the evaluation of our methodology. In this context, the main observations
were the following:

• BINA process: The users identified the BINA methodology activities as operational and
adequate to model and analyse resiliency requirements. Users found the activities sys-
tematic and reasonably applicable. They also expressed that the overall process reduces
the resiliency reasoning bias and offers them guidance for argumentation of their final
decisions.

• BINA artefacts: BINA provides a graphical representation of artefacts produced by its
activities. Models provide a visual representation of resiliency analysis. Hence, users can
communicate the resiliency requirements decision-making with other users, as observed
during the online sessions.

• BINA models: The BINA models’ size may become significant. This issue is from goal
modelling, and as goal models are the base for the design of BINA models, they inherit
this characteristic. A system under development may have many interactions with other
entities of the system environment. By representing all the system dependencies in a
model, the model becomes large. BINA adds overhead to that since it requires the mod-
elling of CIRPs and reliance level on other actors. Further, it requires the modelling of
resiliency requirements. As a result, the models tend to become big and complicated to
read and analyse.

• BINA validation techniques: We proposed that once the user identifies the incidents
and CIRPs, s/he/they need to seek evidence, such as organisational records and expe-
rience, to examine their implementational capacity, apart from the automation offered
from the tool. Still, this may not be adequate for the user to proceed to such examination
of validity. To this end, the user might need other validation techniques. For example, a
user might need techniques that would guide him/her/they on where to seek evidence
and what kind of evidence to seek. Such techniques will allow a system validation of
resiliency and could complement the methodology.

9.4 Discussion and Closing Remarks

In this section, we conducted an empirical evaluation of our proposed methodology. It in-
cluded two evaluation methods, the "cold chain" for the PfizerBioNTech vaccine case study
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and a qualitative and quantitative survey. For the survey, we organised three online sessions
inviting security engineers and researchers to apply our methodology. The case study and
the survey enable us to evaluate our methodology. We reported the feedback the participants
gave us and the observations we made during the case study and the online sessions. We also
derived an understanding of the limitations of our methodology and the areas that need fur-
ther research. Overall, the BINA methodology based on the survey is valid. Our observations
during the case study were consistent with each other and with the user’s feedback. We found
that our proposed methodology was both easy to use and useful in modelling and reasoning
about resiliency relationships, modelling and analysing resiliency requirements and assessing
the system resiliency at a requirements level.
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Chapter 10

Conclusions and Future Work

Nowadays, resiliency in cybersecurity is not simply a technical problem. The management of
resiliency has become a vital issue within security-oriented organisations. Security engineers
recognise that the impact of a resiliency solution to the overall organisational cybersecurity is
critical. Resiliency risk management methods are methodological tools dealing with this con-
cern. However, this research has observed that, despite structured processes, the (intermediate
and final) products of those methods are generally informal. It has also observed that those
methods mainly focus on evaluating posterior existing Information System (IS) rather than
support the IS development. Moreover, since each method uses its terminology, it is challeng-
ing to combine them.

In this thesis, we have proposed a model-based approach for Build-In ResilieNcy Analysis
(BINA) of a system’s cybersecurity, applicable since the early phases of IS design and develop-
ment, but also applicable once the IS is designed. Our work focuses on the modelling support
to such an approach by proposing a framework consisting of a domain model, a process and
a tool to support BINA. Our domain model helps improve the interoperability between the
existing cybersecurity approaches when combining them and the different artefacts produced
(contracts, metrics, processes). The domain model is also used to compare the cyber resiliency
support of existing security-oriented modelling languages. To meet these objectives, we have
proposed three complementary contributions summarised in the next section. Then, we de-
scribe the limitations of the contributions and propose directions for future work.

10.1 Review of research questions

According to two phases, we formulated a set of research questions related to the methodology
development and evaluation. This section offers an overview of the research questions and the
initial findings (cf. Tab. 10.1).

10.2 Research contributions

The framework presented in this work contributes to healthcare systems’ cyber resiliency.
More specifically, the contributions were made in resiliency modelling, security modelling,
software-aided cyber resiliency analysis, and decision support. The significant contributions
of the framework can be summarised as follows:
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Table 10.1: Summary of research questions and proposed treatments

Research Phase Research Question Proposed Treatment
Knowledge and What concepts should be present We aligned the relevant concepts from
Design phase in a modelling language supporting the literature (cf. Chapter 2) and designed

Build-In ResilieNcy Analysis (BINA) an initial BINA domain model (cf. Chapter 4).
for cyber-secure ISs? based on project-specific requirements

(cf. Chapter 3).
Knowledge and What metrics are relevant to perform We aligned the relevant metrics from the
Design phase Build-In ResilieNcy Analysis (BINA) literature (cf. Chapter 2) and integrated them

and reason for cyber resiliency? into an updated version of the BINA domain
model (cf. Chapter 5) based on
project-specific requirements
(cf. Chapter 3).

Knowledge and What is the Build-In ResilieNcy Analysis (BINA) We compared the proposed BINA domain
Design phase support provided by security-oriented modelling model with security-oriented modelling

languages and how it can be improved? languages (cf. Chapter 6) and enhanced the
BINA methodology by designing a
suitable process and a tool (cf. Chapter 7).

Evaluation How well the proposed methodology We performed case studies
phase supports modelling and reasoning about cyber and survey evaluation (cf. Chapter 8).

resiliency requirements modelling and analysis?

• A list of the fundamental characteristics and requirements of a cyber-resilient healthcare
system. (relates to RQ1)

• A cyber resiliency domain model that derived from the semantic alignment and con-
ceptual interoperability among cyber security and cyber resiliency resources. (relates to
RQ1)

• A modelling language for developing models of healthcare systems to facilitate cyber
resiliency analysis and decision support. The modelling language consists of syntax,
semantics and graphical notation. (relates to RQ1)

• A metamodel for creating cyber-resilient system models to be used in the early phases
of a system’s design and development engineering cycle. The models that can be in-
stantiated can capture the intent of a healthcare system. As a result, the constructs of
the design phase metamodel are used to express the high-level components of a cyber-
resilient healthcare system (relates to RQ1)

• A set of metrics derived from cyber security and resiliency sources that enrich the domain
model and allow quantification of cyber resiliency entities. (relates to RQ2)

• A method for assessing cyber security modelling languages about the coverage they offer
for cyber resiliency entities. (relates to RQ3)

• An extension of the Secure Tropos metamodel to support cyber resiliency entities. (relates
to RQ3)

• An extension of the Secure Tropos notation for resilient cyber systems. The notation is
instantiated on a model, depending on the information that needs to be conveyed for a
healthcare system under analysis. (relates to RQ3)

• A process supporting the application of the BINA framework that clarifies how to tran-
sition from an organisational model to an incident model and then to a holistic resiliency
model. (relates to RQ3)
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• An analysis algorithm to validate a model by the rules of the metamodel of the language.
The algorithm can be applied dynamically on imported models to check their validity.
Furthermore, it can be used automatically during the development of a model by pro-
hibiting incorrect behaviour. (relates to RQ3)

• Algorithms to propose cyber resiliency insights on the dependence level among nodes,
the system’s resiliency as designed and analysis of the relations among cyber resiliency
constructs. The cyber resiliency insights are used to facilitate the decision-making pro-
cess by highlighting the model’s attributes that can increase the system’s resiliency. (re-
lates to RQ3)

• A software tool that fully supports the use of the framework and automates its processes
and algorithms. The tool support additional features such as customisation of the repre-
sentation of models. (relates to RQ3)

• A proof-of-concept of the BINA framework through the use of two healthcare case stud-
ies and implementation of the BINA framework to a real case study. (relates to RQ4)

• An evaluation of the BINA framework through interviews and an online survey. (relates
to RQ4)

10.3 Research limitations

The work reported in this thesis has several limitations. The limitations we have noticed are:

• In Chapter 5, we defined a set of metrics related to cyber resiliency. We further analysed
the related literature and compared the elicited metrics. However, it could help com-
pare these metrics with other security measurement frameworks, like [235, 236, 39]. This
comparison could highlight the strengths and weaknesses of cyber resiliency approaches
regarding other security approaches and their differences at the metric level.

• Regarding the comparison of modelling languages, we took into account only conceptual
support. However, a comparison at the metric level is also necessary to fully assess a lan-
guage regarding the domain model. For example, we have not analysed our estimation
needs to assess existing languages degree of support.

• The validation for BINA has limitations. We illustrated the cyber-resiliency aware Se-
cure Tropos extension through a real case study. Its use in a natural environment would
validate its usefulness and efficiency to support the different systems and potentially not
only healthcare systems. It would also highlight its limitations. Another limitation of the
validation is that the case we used assesses BINA on an existing and evolving healthcare
system. We did not have the opportunity to experiment with the Living Lab during the
actual system development to introduce their resiliency requirements.

• The thesis’s application part was about evaluating the domain model, metrics, process
and tool support in a real context. The conclusion drawn on this evaluation is limited be-
cause we did not perform a comparative analysis to assess the methodology’s efficiency.
An experiment related to (a) the efficiency of the use of the domain model, compared to
the use of a method or standard in natural language, for learning purposes (b) the effi-
ciency of the use of the domain model, compared to the use of a method or standard in
natural language, as guidelines for risk assessment, would both increase the validation
level of the contributions.
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10.4 Future work

• We could focus on early requirements till the requirements validation and documenta-
tion. One of our main assumptions is that it is necessary to deal with resiliency since the
early stages of requirements engineering. We thus focus our work on early modelling
approaches. By extending our approach to the full requirements engineering circle, we
need to take into account other approaches such as UMLsec [180], SecureUML [178] or
Mal-activity diagrams [237]. We could also extend the work of Secure Tropos to contain
improvements for the requirements stage and the design stage.

• Explore further if medical systems’ evolution requires a specification at a conceptual level
and specialisation of a resiliency methodology associated with healthcare models for pa-
tients resiliency and survivability.

• We offer a tool that helps a designer deal with model complexity issues, the iterations
in modelling, and traceability between models. However, as a tool-based automated
recording and analysis of incidents could make the tool more efficient in dealing with
real-time issues through machine learning and artificial intelligence. In this case, the
language and overall methodology can extend to the development and improvement of
systems-to-be.

• As the field of cyber resiliency is expanding, future approaches could focus not only on
the NIST SP 800-160v2 [10] standard, especially at a tool analysis level. However, future
studies extend to cover updated and new resiliency frameworks and security resiliency
and compliance frameworks.

• Develop validation techniques for resiliency plans. This research requires more investi-
gation into human psychology and resource availability. Future work can propose meth-
ods that will further support developers in validating systems’ resilience. For instance,
it can research the required type and quantity of evidence to validate a resiliency plan.

• Further research could focus on formalising the proposed methodology. The formalisa-
tion will complement the methodology by extending the BINA modelling language into
a formal specification language. In this way, the language will be able to conduct a for-
mal analysis of a system’s resiliency capability, and it will be able to verify the resiliency
model by employing formal verification techniques.

• Further work can focus on improving the BINA tool. Resiliency requirement concepts
should go inside the system goal diagram because they are system functionality. The
tool can allow the user to insert attributes, constructs and links that correspond to their
needs. The graphical notation would also need to change to reflect the new constructs
visually and intuitively.

• One possible direction of research in cyber resiliency includes mimicking the resilience of
biological systems. For example, distributed autonomous agents may specialise in mea-
suring the degradation of functionality in individual components rather than measuring
global impact. Likewise, those distributed agents would respond and recover only the
components they are responsible for, playing the role of cyber immunisers, similarly as
IBM envisioned in [238]. The agents might also send measurements to a central brain
capable of estimating the overall functionality and mission impact.
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10.5 Publications in relation to this thesis

• Athinaiou, Myrsini Mouratidis, Haris Fotis, Dr Theofanis Pavlidis, Michalis. (2020).
A Conceptual Redesign of a Modelling Language for Cyber Resiliency of Healthcare
Systems. 10.1007/978-3-030-42048-2_10.

• Athinaiou, Myrsini Mouratidis, Haris Fotis, Dr Theofanis Pavlidis, Michalis Panaousis,
Emmanouil. (2018). Towards the Definition of a Security Incident Response Modelling
Language: 15th International Conference, TrustBus 2018, Regensburg, Germany, Septem-
ber 5–6, 2018, Proceedings. 10.1007/978-3-319-98385-1_14.

• Athinaiou, Myrsini. (2017). Cyber security risk management for health-based critical
infrastructures. 402-407. 10.1109/RCIS.2017.7956566.
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[173] O. Altuhhova, R. Matulevičius, and N. Ahmed, “Towards definition of secure business
processes,” in Advanced Information Systems Engineering Workshops (M. Bajec and J. Eder,
eds.), vol. 112, pp. 1–15, Springer Berlin Heidelberg. Series Title: Lecture Notes in Busi-
ness Information Processing.

[174] M. Ekstedt, T. Sommestad, H. Holm, and L. NordstrM, “CySeMoL: A tool for cyber se-
curity analysis of enterprises,” in 22nd International Conference and Exhibition on Electricity
Distribution (CIRED 2013), pp. 1109–1109, Institution of Engineering and Technology.

[175] R. Matulevicius, P. Heymans, and A. L. Opdahl, “Ontological Analysis of KAOS Using
Separation of Reference,” in Proceedings of the Workshop of Exploring Modeling Methods for
Systems Analysis and Design (EMMSAD’06), (Namus University), pp. 395–406, 2006.

[176] F. Zickert, “Evaluation of the Goal-Oriented Requirements Engineering Method KAOS,”
in AMCIS 2010 Proceedings, (Lima, Peru), Aug. 2010.

[177] J. Whittle, D. Wijesekera, and M. Hartong, “Executable misuse cases for modeling secu-
rity concerns,” in Proceedings of the 13th international conference on Software engineering -
ICSE ’08, p. 121, ACM Press.

[178] T. Lodderstedt, D. Basin, and J. Doser, “SecureUML: A UML-based modeling lan-
guage for model-driven security,” in UML 2002 — The Unified Modeling Language (J.-M.
Jézéquel, H. Hussmann, and S. Cook, eds.), vol. 2460, pp. 426–441, Springer Berlin Hei-
delberg. Series Title: Lecture Notes in Computer Science.

[179] M. Seidl, M. Scholz, C. Huemer, and G. Kappel, The State Machine Diagram, pp. 85–106.
Springer International Publishing. Series Title: Undergraduate Topics in Computer Sci-
ence.

[180] J. Jürjens, “UMLsec: Extending UML for secure systems development,” in UML 2002
— The Unified Modeling Language (J.-M. Jézéquel, H. Hussmann, and S. Cook, eds.),
vol. 2460, pp. 412–425, Springer Berlin Heidelberg. Series Title: Lecture Notes in Com-
puter Science.

230



[181] R. F. Babiceanu and R. Seker, “Cybersecurity and resilience modelling for software-
defined networks-based manufacturing applications,” in Service Orientation in Holonic
and Multi-Agent Manufacturing (T. Borangiu, D. Trentesaux, A. Thomas, P. Leitão, and
J. B. Oliveira, eds.), vol. 694, pp. 167–176, Springer International Publishing. Series Title:
Studies in Computational Intelligence.

[182] V. Chapurlat, N. Daclin, A. Bony-Dandrieux, J. Tixier, D. Kamissoko, F. Benaben, and
B. Nastov, “Towards a model-based method for resilient critical infrastructure engineer-
ing how to model critical infrastructures and evaluate its resilience? : How to model
critical infrastructures and evaluate its resilience?,” in 2018 13th Annual Conference on
System of Systems Engineering (SoSE), pp. 561–567, IEEE.

[183] I. Häring, S. Ebenhöch, and A. Stolz, “Quantifying resilience for resilience engineering
of socio technical systems,” vol. 1, no. 1, pp. 21–58.

[184] R. Darimont, E. Delor, P. Massonet, and A. van Lamsweerde, “GRAIL/KAOS: An Envi-
ronment for Goal-Driven RequirementsEngineering,” in Proceedings of the 1997 Interna-
tional Conference on Software Engineering: May 17 - 23, 1997, Boston, Massachusetts, USA
(I. C. on Software Engineering, I. C. Society, and A. for Computing Machinery, eds.),
pp. 612 – 613, Los Alamitos, Calif.: IEEE Computer Society Press, 1997. Meeting Name:
International Conference on Software Engineering (ICSE) OCLC: 833109465.

[185] I. Alexander, “Misuse cases: use cases with hostile intent,” IEEE Software, vol. 20, pp. 58–
66, Jan. 2003.

[186] J. Whittle, D. Wijesekera, and M. Hartong, “Executable Misuse Cases for Modeling Se-
curity Concerns,” in 2008 30th International Conference on Software Engineering: ICSE ;
Leipzig, Germany, 10 - 18 May 2008 (A. for Computing Machinery and I. C. Society, eds.),
pp. 121–130, Piscataway, NJ: IEEE, 2008. Meeting Name: International Conference on
Software Engineering.

[187] G. Sindre, “A Look at Misuse Cases for Safety Concerns,” in Situational Method Engineer-
ing: Fundamentals and Experiences (J. Ralyté, S. Brinkkemper, and B. Henderson-Sellers,
eds.), vol. 244, pp. 252–266, Boston, MA: Springer US, 2007. Series Title: IFIP — The
International Federation for Information Processing.

[188] R. Matulevicius, H. Mouratidis, N. Mayer, E. Dubois, and P. Heymans, “Syntactic and
semantic extensions to secure tropos to support security risk management,” Journal of
Universal Computer Science, vol. 18, no. 6, pp. 816–844, 2012.

[189] M. Pavlidis, H. Mouratidis, E. Panaousis, and N. Argyropoulos, “Selecting Security
Mechanisms in Secure Tropos,” in Trust, Privacy and Security in Digital Business (J. Lopez,
S. Fischer-Hübner, and C. Lambrinoudakis, eds.), vol. 10442, pp. 99–114, Cham: Springer
International Publishing, 2017.

[190] H. Holm, K. Shahzad, M. Buschle, and M. Ekstedt, “P$^{2}$ CySeMoL: Predictive, Prob-
abilistic Cyber Security Modeling Language,” IEEE Transactions on Dependable and Secure
Computing, vol. 12, pp. 626–639, Nov. 2015.

[191] T. Sommestad, M. Ekstedt, and H. Holm, “The Cyber Security Modeling Language: A
Tool for Assessing the Vulnerability of Enterprise System Architectures,” IEEE Systems
Journal, vol. 7, pp. 363–373, Sept. 2013.

[192] Y. Asnar and P. Giorgini, “Modelling Risk and Identifying Countermeasure in Organiza-
tions,” 2006.

231



[193] D. L. Moody, P. Heymans, and R. Matulevicius, “Improving the Effectiveness of Visual
Representations in Requirements Engineering: An Evaluation of i* Visual Syntax,” in
2009 17th IEEE International Requirements Engineering Conference, (Atlanta, Georgia, USA),
pp. 171–180, IEEE, Aug. 2009.

[194] A. L. Opdahl and B. Henderson-Sellers, “A Unified Modelling Language without refer-
ential redundancy,” Data & Knowledge Engineering, vol. 55, pp. 277–300, Dec. 2005.

[195] D. Moody, “What Makes a Good Diagram? Improving the Cognitive Effectiveness of
Diagrams in IS Development,” in Advances in Information Systems Development (W. Wo-
jtkowski, W. G. Wojtkowski, J. Zupancic, G. Magyar, and G. Knapp, eds.), pp. 481–492,
Boston, MA: Springer US, 2007.

[196] O. Foundation, “Electron.”

[197] Microsoft, “Blazor.”

[198] P. Runeson and M. Höst, “Guidelines for conducting and reporting case study research
in software engineering,” Empirical Software Engineering, vol. 14, pp. 131–164, Apr. 2009.

[199] S. Baškarada, “Qualitative case studies guidelines,” vol. 19, no. 40, pp. 1–25.

[200] B. Kitchenham, “DESMET: A method for evaluating software engineering methods and
tools.”

[201] S. Easterbrook, J. Singer, M.-A. Storey, and D. Damian, “Chapter 11 selecting empiri-
cal methods for software engineering research,” in Guide to Advanced Empirical Software
Engineering, pp. 285–311.

[202] M. Zelkowitz and D. Wallace, “Experimental models for validating technology,” vol. 31,
no. 5, pp. 23–31.

[203] G. G. Gable, “Integrating case study and survey research methods: an example in in-
formation systems,” European Journal of Information Systems, vol. 3, no. 2, pp. 112–126,
1994.

[204] B. A. Kitchenham, S. L. Pfleeger, L. M. Pickard, P. W. Jones, D. C. Hoaglin, K. El-Emam,
and J. Rosenberg, “Preliminary guidelines for empirical research in software engineer-
ing.”

[205] C. Wohlin, P. Runeson, M. Höst, M. C. Ohlsson, B. Regnell, and A. Wesslén, Experimenta-
tion in Software Engineering. Springer Berlin Heidelberg.

[206] I. Martinovic, D. Davies, M. Frank, D. Perito, T. Ros, and D. Song, “On the Feasibility
of Side-Channel Attacks with Brain-Computer Interfaces,” (Bellevue, WA), pp. 143–158,
Aug. 2012.

[207] R. Murphy, “Human–robot interaction in rescue robotics,” vol. 34, no. 2, pp. 138–153.

[208] P. S. Schenker, “NASA research and development for space telerobotics,” vol. 24, no. 5,
pp. 523–534.

[209] M. Lum, D. Trimble, J. Rosen, K. Fodero, H. King, G. Sankaranarayanan, J. Dosher,
R. Leuschke, B. Martin-Anderson, M. Sinanan, and B. Hannaford, “Multidisciplinary
approach for developing a new minimally invasive surgical robotic system,” in The First
IEEE/RAS-EMBS International Conference on Biomedical Robotics and Biomechatronics, 2006.
BioRob 2006., pp. 841–846, IEEE.

232



[210] J. R. Wolpaw, N. Birbaumer, D. J. McFarland, G. Pfurtscheller, and T. M. Vaughan,
“Brain–computer interfaces for communication and control,” vol. 113, pp. 767–791.

[211] G. Raphael, A. Behneman, V. Tan, N. Pojman, and C. Berka, “Interactive neuro-
educational technologies (i-NET): Development of a novel platform for neurogaming,”
in Foundations of Augmented Cognition. Directing the Future of Adaptive Systems (D. D.
Schmorrow and C. M. Fidopiastis, eds.), vol. 6780, pp. 452–461, Springer Berlin Hei-
delberg. Series Title: Lecture Notes in Computer Science.

[212] A. Kaklauskas, E. Zavadskas, A. Banaitis, I. Meidute-Kavaliauskiene, A. Liberman,
S. Dzitac, I. Ubarte, A. Binkyte, J. Cerkauskas, A. Kuzminske, and A. Naumcik, “A
neuro-advertising property video recommendation system,” vol. 131, pp. 78–93.

[213] A. M. Jacobs, “Sentiment analysis for words and fiction characters from the perspective
of computational (neuro-)poetics,” vol. 6, p. 53.

[214] M. Inzlicht, I. McGregor, J. B. Hirsh, and K. Nash, “Neural markers of religious convic-
tion,” vol. 20, no. 3, pp. 385–392.

[215] J. P. Rosenfeld, J. R. Biroschak, and J. J. Furedy, “P300-based detection of concealed
autobiographical versus incidentally acquired information in target and non-target
paradigms,” vol. 60, no. 3, pp. 251–259.

[216] T. Denning, Y. Matsuoka, and T. Kohno, “Neurosecurity: security and privacy for neural
devices,” vol. 27, no. 1, p. E7.

[217] T. Bonaci, R. Calo, and H. J. Chizeck, “App stores for the brain: Privacy & security in
Brain-Computer Interfaces,” pp. 1–7, IEEE, May 2014.

[218] M. J. Lum, D. C. Friedman, G. Sankaranarayanan, H. King, A. Wright, M. Sinanan,
T. Lendvay, J. Rosen, and B. Hannaford, “Objective assessment of telesurgical robot sys-
tems: Telerobotic FLS,” pp. 132:263–5.

[219] M. Lum, J. Rosen, T. Lendvay, M. Sinanan, and B. Hannaford, “Effect of time delay on
telesurgical performance,” in 2009 IEEE International Conference on Robotics and Automa-
tion, pp. 4246–4252, IEEE.

[220] N. Falliere, L. O Murchu, and E. Chien, “W32.stuxnet dossier.”

[221] G. S. Lee and B. Thuraisingham, “Cyberphysical systems security applied to telesurgical
robotics,” Computer Standards & Interfaces, vol. 34, pp. 225–229, Jan. 2012.

[222] M. E. Tozal, Y. Wang, E. Al-Shaer, K. Sarac, B. Thuraisingham, and B.-T. Chu, “Adap-
tive information coding for secure and reliable wireless telesurgery communications,”
vol. 18, no. 5, pp. 697–711.

[223] K. Coble, W. Wang, B. Chu, and Z. Li, “Secure software attestation for military telesur-
gical robot systems,” in MILCOM 2010 Milcom 2010 Military Communications Conference,
pp. 1817 – 1822, IEEE.

[224] S. Iqbal, S. Farooq, K. Shahzad, A. W. Malik, M. M. Hamayun, and O. Hasan, “Se-
cureSurgiNET: A framework for ensuring security in telesurgery,” vol. 15, no. 9,
p. 155014771987381.

[225] M. Lum, D. C. W. Friedman, H. King, T. Broderick, M. Sinanan, J. Rosen, and B. Han-
naford, “Field operation of a surgical robot via airborne wireless radio link,” in Proceed-
ings of the IEEE International Conference on Field and Service Robotics, p. 7, IEEE.

233



[226] J. M. Thompson, M. P. Ottensmeyer, and T. B. Sheridan, “Human factors in telesurgery:
Effects of time delay and asynchrony in video and control feedback with local manipu-
lative assistance,” vol. 5, no. 2, pp. 129–137.

[227] Y. E. Simon, H. Jin B., G. Mengmeng, and K. Dong Seong, “Composite metrics for net-
work security analysis,” vol. 1, pp. 137–160.

[228] M. Almulhim, N. Islam, and N. Zaman, “A lightweight and secure authentication
scheme for IoT based e-health applications,” vol. 19, no. 1, pp. 107–120.

[229] H. King, K. Tadano, R. Donlin, D. Friedman, M. Lum, V. Asch, C. Wang, K. Kawashima,
and B. Hannaford, “Preliminary protocol for interoperable telesurgery,” in 2009 Interna-
tional Conference on Advanced Robotics, pp. 1–6, IEEE.

[230] S. Safavi and Z. Shukur, “Improving google glass security and privacy by changing the
physical and software structure,” vol. 11, no. 5, pp. 109 – 117.

[231] P. Chan, T. Halevi, and N. Memon, “Glass OTP: Secure and convenient user authentica-
tion on google glass,” in Financial Cryptography and Data Security (M. Brenner, N. Christin,
B. Johnson, and K. Rohloff, eds.), vol. 8976, pp. 298–308, Springer Berlin Heidelberg. Se-
ries Title: Lecture Notes in Computer Science.

[232] “The european code of conduct for research integrity.”

[233] C. Zaboeva and M. Frydrych, “IBM uncovers global phishing campaign targeting the
COVID-19 vaccine cold chain.”

[234] Z. Kleinman, “How will we keep the covid vaccine at a cold enough temperature?,”

[235] S. Houmb, G. Georg, R. France, J. Bieman, and J. Jurjens, “Cost-benefit trade-off analy-
sis using BBN for aspect-oriented risk-driven development,” in 10th IEEE International
Conference on Engineering of Complex Computer Systems (ICECCS’05), pp. 195–204, IEEE.

[236] “An integrated security verification and security solution design trade-off analysis ap-
proach,” in Information Security and Ethics: Concepts, Methodologies, Tools, and Applications
(H. Nemati, ed.), p. 25, IGI Global.

[237] G. Sindre, “Mal-activity diagrams for capturing attacks on business processes,” in Re-
quirements Engineering: Foundation for Software Quality (P. Sawyer, B. Paech, and P. Hey-
mans, eds.), vol. 4542, pp. 355–366, Springer Berlin Heidelberg. Series Title: Lecture
Notes in Computer Science.

[238] E. Farzadnia, H. Shirazi, and A. Nowroozi, “A novel sophisticated hybrid method for
intrusion detection using the artificial immune system,” vol. 58, p. 102721.

234



Appendix A

Literature extracted definitions for
healthcare cyber resiliency constructs

A.0.1 Cyber resiliency standards

NIST SP 800-184 [6, p. 4] perceives enterprise resiliency as: Enterprise Resiliency ability to
resist, absorb, recover from or successfully adapt to adversity or a change in conditions...throughout the
enterprise security lifecycle [6, p. 4].

The NIST SP 800-61r2 [4, p. 60] suggests a definition for the term Incident Response that is
considered synonymous to Incident Handling. Incident Response The mitigation of violations
of security policies and recommended practices [4, p. 60]. Whereas an Incident also called Com-
puter Security Incident stands for: Incident A violation or imminent threat of violation of computer
security policies, acceptable use policies, or standard security practices [4, p. 60]. In contrast with an
Incident the term Event means: Event Any observable occurrence in a network or system [4, p. 60].

A.0.2 Cybersecurity standards

ISO/TR 22100-4:2018 [140], does not define resilience separately from cybersecurity, but as part
of its context: Cybersecurity protection of an IT-system from the attack or damage to its hardware,
software or information, as well as from disruption or misdirection of the services it provides [140].
The examination of this interpretation of cybersecurity is indicating a risk management ap-
proach as it connects cause and effect. Furthermore, this definition requires clarification of the
meaning of the concepts of attack and damage. It does define attack: Attack attempt to gain
unauthorized access to system services, resources, or information [140]. An Attack is differently
defined compared to an IT-Security Incident and a Threat, which are defined respectively as:
IT-Security Incident occurrence that actually or potentially jeopardizes the confidentiality, integrity,
or availability of an IT-system attack [140]. Threat any IT-security incident with the potential to
adversely impact machinery operations vulnerability weakness in the security of an IT-system that can
be exploited or triggered by a threat [140]. However, it does not provide a definition for the term
damage.

NIST SP 800-82r2 [141] distinguishes the terms attack , threat and incident. An attack stands
for: Attack An attempt to gain unauthorized access to system services, resources, or information, or
an attempt to compromise system integrity, availability, or confidentiality. [141, p. B-1]. However,
a threat does not necessarily involve a violation of at least one security property. Instead, it
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relates to an occurrence that can have a negative impact. Threat Any circumstance or event with
the potential to adversely impact agency operations (including mission, functions, image, or reputation),
agency assets, or individuals through an information system via unauthorized access, destruction, dis-
closure, modification of information, and/or denial of service. [141, p. B-17]. A threat initiates from a
threat event and has a threat source. Threat Event An event or situation that has the potential for
causing undesirable consequences or impact. [141, p. B-17]. Threat Source The intent and method
targeted at the intentional exploitation of a vulnerability or a situation and method that may acciden-
tally trigger a vulnerability. Synonymous with Threat Agent. [141, p. B-17]. The same standard
defines an incident as: Incident An occurrence that actually or potentially jeopardizes the confiden-
tiality, integrity, or availability of an information system or the information the system processes, stores,
or transmits or that constitutes a violation or imminent threat of violation of security policies, security
procedures, or acceptable use policies [141, p. B-8].

For attacks, threats and incidents to occur, there needs to be at list one exploitable vulner-
ability, which stands for: Vulnerability Weakness in an information system, system security proce-
dures, internal controls, or implementation that could be exploited or triggered by a threat source. [141,
p. B-18]. For the protection of vulnerabilities, security and technical controls are introduced
to a system. Security Controls The management, operational, and technical controls (i.e., safeguards
or countermeasures) prescribed for an information system to protect the confidentiality, integrity, and
availability of the system and its information. [141, p. B-14]. Technical Controls The security con-
trols (i.e., safeguards or countermeasures) for an information system that are primarily implemented
and executed by the information system through mechanisms contained in the hardware, software, or
firmware components of the system. [141, p. B-16]. The introduction of security controls takes
place following a security plan. Security Plan Formal document that provides an overview of the
security requirements for the information system and describes the security controls in place or planned
for meeting those requirements. [141, p. B-15]. When a system operates, as usual, it is at a steady-
state. Steady State A characteristic of a condition, such as value, rate, periodicity, or amplitude,
exhibiting only negligible change over an arbitrarily long period of time. [141, p. B-16].

NIST SP 800-160v1 [142] defines security as: Security Freedom from those conditions that can
cause loss of assets with unacceptable consequences. [142, p. 171]. In general a consequence is:
Consequence Effect (change or non-change), usually associated with an event or condition or with
the system and usually allowed, facilitated, caused, prevented, changed, or contributed to by the event,
condition, or system. [142, p. 167]. An unacceptable consequence relates to an adverse conse-
quence that is perceived as: Adverse Consequence An undesirable consequence associated with a
loss. [142, p. 164].

An event is defined differently from an incident. Event Occurrence or change of a particular set
of circumstances. [142, p. 168]. Incident Anomalous or unexpected event, set of events, condition, or
situation at any time during the life cycle of a project, product, service, or system. [142, p. 168]. Events
and incidents except from having a consequence they also have a probability of occurrence,
named likelihood. Likelihood Chance of something happening. [142, p. 168]. An event can be a
threat based on the consequences it can have. Threat An event or condition that has the potential
for causing asset loss and the undesirable consequences or impact from such loss. [142, p. 175]. If
threats result from the presence of at least one vulnerability. Vulnerability Weakness in a system,
system security procedures, internal controls, or implementation that could be exploited or triggered by
a threat. [142, p. 176]. All these types of occurrence (event, incident, threat) happen within
an environment. Environment (system) Context determining the setting and circumstances of all
influences upon a system. [142, p. 168].

Security, as mentioned above, aims to protect assets. Asset An item of value to achievement
of organizational mission/business objectives. [142, p. 165]. Different assets have a variable crit-
icality that relates to their importance in relation to the achievement of a mission/business
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objective/goal. Criticality An attribute assigned to an asset that reflects its relative importance or
necessity in achieving or contributing to the achievement of stated goals. [142, p. 167].

To do so, security forms constraints in relation to missions, objectives and/or goals. Con-
straints Factors that impose restrictions and limitations on the system or actual limitations associated
with the use of the system. [142, p. 167]. These constraints have the form of requirements. Re-
quirement Statement that translates or expresses a need and its associated constraints and conditions.
A condition or capability that must be met or possessed by a system or system element to satisfy a con-
tract, standard, specification, or other formally imposed documents. [142, p. 170]. It is in particular
a security requirement, within the cybersecurity context. Security Requirement A requirement
that specifies the functional, assurance, and strength characteristics for a mechanism, system, or system
element. [142, p. 172]. Security requirements can be met at a design level with security controls
and at an implementational level with security mechanisms. Security Control A mechanism
designed to address needs as specified by a set of security requirements. [142, p. 171]. Security Mech-
anism A method, tool, or procedure that is the realization of security requirements. [142, p. 172].

ISO/IEC 27001:2013 [143] centres around information technology. It defines an informa-
tion system as: Information System Set of applications, services, information technology assets, or
other information-handling components. [143]. Such systems have objectives that try to achieve.
Objective Result to be achieved. [143]. The persuasion of objectives takes place within a cer-
tain context which has external and internal aspects. External Context External environment in
which the organization seeks to achieve its objectives. [143]. Internal Context Internal environment
in which the organization seeks to achieve its objectives. [143].

The expectations from a system take the form of requirements. Requirement Need or ex-
pectation that is stated, generally implied or obligatory. [143]. Based on the system’s behaviour
requirements are either satisfied or not. conformity fulfilment of a requirement [143]. noncon-
formity Non-fulfilment of a requirement. [143].

Within the context of information security these requirements take the form of security
properties. This is reflected in the information security’s definition: Information Security
Preservation of confidentiality, integrity and availability of information. [143]. However, security
is enhanced with the definition of security continuation. Information Security Continuity
Processes and procedures for ensuring continued information security operations. [143]. Security
continuation is important in the presence of incidents that security needs to manage. Informa-
tion Security Incident Management Set of processes for detecting, reporting, assessing, responding
to, dealing with, and learning from information security incidents. [143].

ISO/IEC 27001:2013 [143] distinguishes treats from attacks, events, security events, inci-
dents and security incidents defining them as follows: Attack Attempt to destroy, expose, alter,
disable, steal or gain unauthorized access to or make unauthorized use of an asset. [143]. Event Oc-
currence or change of a particular set of circumstances. Note 1 to entry: An event can be one or more
occurrences, and can have several causes. Note 2 to entry: An event can consist of something not hap-
pening. Note 3 to entry: An event can sometimes be referred to as an “incident” or “accident”. [143].
Information Security Event Identified occurrence of a system, service or network state indicating a
possible breach of information security policy or failure of controls, or a previously unknown situation
that can be security relevant. [143]. Information Security Incident Single or a series of unwanted
or unexpected information security events that have a significant probability of compromising business
operations and threatening information security. [143]. Threat Potential cause of an unwanted inci-
dent, which can result in harm to a system or organization. [143]. Threats exploit vulnerabilities
that are interpreted as: Vulnerability Weakness of an asset or control that can be exploited by one or
more threats. [143].

The constructs of consequence and likelihood characterise these types of occurrences. Con-
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sequence Outcome of an event affecting objectives.
Note 1 to entry: An event can lead to a range of consequences.
Note 2 to entry: A consequence can be certain or uncertain and, in the context of information security,
is usually negative.
Note 3 to entry: Consequences can be expressed qualitatively or quantitatively.
Note 4 to entry: Initial consequences can escalate through knock-on effects. [143]. Likelihood Chance
of something happening. [143].

ISO/IEC 27032:2012 [144] is concerned with the cyberspace. Cyberspace Complex envi-
ronment resulting from the interaction of people, software and services on the Internet by means of
technology devices and networks connected to it, which does not exist in any physical form. [144].
Cyberspace is associated with cybersecurity and also cybersafety. Cybersecurity once more
relates to security properties whereas cybersafety covers all the other types of properties. This
can be seen clearer through their definitions: Cybersecurity Preservation of confidentiality, in-
tegrity and availability of information in the cyberspace. [144]. Cybersafety Condition of being
protected against physical, social, spiritual, financial, political, emotional, occupational, psychological,
educational or other types or consequences of failure, damage, error, accidents, harm or any other event
in the Cyberspace which could be considered non-desirable. [144].

Within the cyberspace, there are different types of assets, namely information, physical and
virtual. A particular type of assets that are relevant to cybersecurity and cybersafety are named
controls. The term asset and its sub-concepts are defined below: Asset Anything that has value
to an individual, an organization or a government. [144]. Information Asset Knowledge or data that
has value to the individual or organization. [144]. Physical Asset Asset that has a tangible or mate-
rial existence. [144]. Virtual Asset Representation of an asset in the cyberspace. [144]. When an
asset is introduced to safeguard other assets from unwanted events it is called control. Control
Countermeasure means of managing risk, including policies, procedures, guidelines, practices or orga-
nizational structures, which can be administrative, technical, management, or legal in nature. [144].

Nevertheless, assets and controls have vulnerabilities that can cause unwanted occurrences.
Vulnerability Weakness of an asset or control that can be exploited by a threat. [144]. A vulnera-
bility is necessity for threats to occur. Threat Potential cause of an unwanted incident, which may
result in harm to a system, individual or organization. [144]. When such a cause is intentional it is
referred as attack. Attack Attempt to destroy, expose, alter, disable, steal or gain unauthorized access
to or make unauthorized use of an asset. [144]. Every attack has a probability to occur and achieve
its purpose. These two attack properties are captured with the use of the term attack potential.
Attack Potential Perceived potential for success of an attack, should an attack be launched, expressed
in terms of an attacker’s expertise, resources and motivation. [144]. Attack initiators use various
techniques to pursue their purposes and these different avenues that lead to a malicious oc-
currence are named as attack vectors. Attack Vector Path or means by which an attacker can gain
access to a computer or network server in order to deliver a malicious outcome. [144].

A.0.3 Health-related standards

ISO 27799:2016 [146] emphasises on healthcare that is defined as: Healthcare Type of services
provided by professionals or paraprofessionals with an impact on health status. [146]. For healthcare
provision, different types of systems are used. ISO 27799:2016 focuses on information systems
used within the healthcare environment and names them health information systems. Health
Information System Repository of information regarding the health of a subject of care in computer-
processable form, stored and transmitted securely, and accessible by multiple authorised users. [146].
The healthcare environment whitin which these systems operate is a healthcare organisation
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that stands for: Healthcare Organisation Organization that provides healthcare services. [146].

The provision of healthcare services is the ultimate objective of healthcare organisations
and systems. Healthcare objectives achievement involves specific for the healthcare context
types of actors. Namely the healthcare professional, the subject of care and the patient, that
have the following definitions: Healthcare Professional Person who is authorised by a recognised
body to be qualified to perform certain health duties. [146]. Subject of Care One or more persons
scheduled to receive, receiving, or having received a health service. [146]. Patient Subject of care
consisting of one person. [146].

NIST SP 800-66r1 [147] has a Health Insurance Portability and Accountability Act (HIPAA)
orientation approaching it from an implementational point of view.It emphasises information
systems, regarded as: Information System An interconnected set of information resources under
the same direct management control that shares common functionality. A system normally includes
hardware, software, information, data, applications, communications, and people. [147, p. A-5]. Cor-
respondingly the same standard limits security to the context of information systems: Security
Protecting information and information systems from unauthorized access, use, disclosure, disruption,
modification, or destruction in order to provide:
(A) integrity, which means guarding against improper information modification or destruction, and
includes ensuring information non-repudiation and authenticity;
(B) confidentiality, which means preserving authorized restrictions on access and disclosure, including
means for protecting personal privacy and proprietary information; and
(C) availability, which means ensuring timely and reliable access to and use of information. [147, p. A-
6].

For security attainment, NIST SP 800-66r1 distinguishes three types of safeguards: admin-
istrative, physical and technical. Below are their definitions: Administrative Safeguards Ad-
ministrative actions, and policies and procedures, to manage the selection, development, implemen-
tation, and maintenance of security measures to protect electronic protected health information and
to manage the conduct of the covered entity’s workforce in relation to the protection of that informa-
tion. [147, p. A-1]. Physical Safeguards Physical measures, policies, and procedures to protect a
covered entity’s electronic information systems and related buildings and equipment from natural and
environmental hazards, and unauthorized intrusion. [147, p. A-5]. Technical Safeguards The tech-
nology and the policy and procedures for its use that protect electronic protected health information and
control access to it. [147, p. A-6].

A.0.4 Cyber resiliency frameworks

MTR140499R1 [7] updates and guides the application of a CRE framework that focuses at a
system level, where a system is: System A set of interacting or interdependent parts forming an
integrated whole; any organized assembly of resources and procedures united and regulated by interac-
tion or interdependence to accomplish a set of specific functions... The term “system” typically includes
people and organizational processes as well as technology; among those who use the term more restric-
tively, to include only technology, the term “socio-technical system” is used to refer to the combination
of technology, people, and processes. [7, p. 13]. A system consists of components. Component A
part of a system that can be replaced or managed separately from other parts of the system. Examples of
components include hardware devices, embedded devices (e.g., sensors, controllers, medical devices such
as pacemakers, vehicle automation such as collision avoidance), desktop or laptop computers, servers,
routers, firewalls, virtual machine monitors (VMMs) or hypervisors, operating systems (OSs), appli-
cations, and databases. When “system” is construed as a socio-technical system, examples also include
people and separately managed processes. [7, p. 12].
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Two more terms need to be defined, to understand better the definition of a system. These
terms are the resource and the process. Resource A component of, or a service or capability provided
by, a system, which can be used by multiple mission/business functions. General examples include
bandwidth, processing, and storage. Other examples are more system- or mission/business process-
specific, and can include information resources (e.g., data of a specified quality) as well as computing or
networking services subject to service-level agreements (SLAs). [7, p. 12-13]. Process A structured
set of activities within an organization. Note that this usage does not refer to a computing process, i.e.,
to a running instance of a program. A process can be supported by tools. [7, p. 12]. To clarify the
term process, we need the meaning of the construct tool, that is: Tool A technology or type of
technology that can be used to perform some function (e.g., implement an approach or technique). While
specific products could be identified as examples of tools, such identification can quickly be outdated;
therefore, the following table identifies classes of products. [7, p. 13].

Every system is part of an organisation to support the achievement of a mission/business
function: Mission/Business Function An activity, process, or set of related activities or processes
intended to achieve a mission or business objective. [7, p. 12]. However, as systems offer business
functions, they also form a vulnerable surface that attackers can target. Attack Surface The set
of resources and vulnerabilities that are exposed to potential attack. [7, p. 12]. The presence of an
attack surface can lead to the occurrence of adverse cyber events for an organisation. Adverse
Cyber Event An event involving cyber resources that has adverse consequences for cyber resources.
Adverse cyber events include, but are not limited to, cyber attacks. [7, p. 12].

An organisation in response to adverse cyber events, employees a range of Tactics, Tech-
niques, and Procedures (TTPs): Tactics, Techniques, and Procedures (TTPs) The use of capabil-
ities and resources in relation to each other (tactics); non-prescriptive ways or methods used to perform
missions, functions, or tasks (techniques); and standard, detailed steps that prescribe how to perform
specific tasks (procedures). [7, p. 13]. Such activities form an organisational defensive Cyber
Course of Action (CCoA) that consists of: Defensive Cyber Course of Action (CCoA) A set of
activities or TTPs employed by automation, cyber defenders (...) and, as needed, other cyber staff (...)
and mission staff in response to adverse cyber events. [7, p. 12].

In MTR110237 [8] resiliency is defined within the cyberspace that stands for: Cyberspace
The collection of Information and Communications Technology (ICT) infrastructures, applications, and
devices on which the organization, enterprise, or mission depends, typically including the Internet,
telecommunications networks, computer systems, personal devices, and (when networked with other
ICT) embedded sensors, processors, and controllers. [8, p. 7]. The cyberspace consists of cyber
resources that are: Cyber Resources Separately manageable resources in cyberspace, including in-
formation in electronic form, as well as information systems, systems-of-systems, infrastructures, shared
services, and devices. [8, p. 7]. Cyber resources are subject to cyber attacks that do not necessarily
originate from the cyberspace. A cyber attack is: Cyber Attack An attack on cyber resources. The
attack is typically, but not necessarily, carried out by cyber means. The attack may be intended to ad-
versely affect the cyber resources, or to adversely affect the missions, business functions, organizations,
or populations that depend on those resources. [8, p. 7].

The meaning of resiliency within the cyberspace captures the term cyber resiliency. Cyber
Resiliency The ability of a nation, organization, or mission or business process to anticipate, with-
stand, recover from, and evolve to improve capabilities in the face of, adverse conditions, stresses, or
attacks on the supporting cyber resources it needs to function. [8, p. 8]. These two fundamental
terms and their definitions make clear that the scope of cyber resilience can vary. The varia-
tions fall under one of the two categories, the top-down or the bottom-up. If cyber resiliency
follows a top-down approach it is considered at national or local level and involves govern-
mental participation [63][64][66][74]. If cyber resiliency follows a bottom-up approach, then
it is analysed at an organisational level and involves internal and external stakeholders [65].
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In order for a nation, organisation or business function to have cyber resiliency ability, cyber
resiliency engineering takes place. Cyber Resiliency Engineering The sub-discipline of mission
assurance engineering which considers (i) the ways in which an evolving set of resilience practices can
be applied to improve cyber resiliency, and (ii) the trade-offs associated with different strategies for ap-
plying those practices. [8, p. 8]. This definition provides the two main activities that take place
in Cyber Resiliency Engineering (CRE), the design of alternative cyber resiliency plans and the
assessment of their substitution and applicability.
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Appendix B

Alignment table of cyber resiliency
concepts

event = any observable occurrence in a system or network
event = any observable occurrence in a system or network
-
threat event = An event or situation that has the potential for causing undesirable conse-
quences or impact. disturbance = An undesired change in a variable being applied to a system
that tends to adversely affect the value of a controlled variable.
event = Occurrence or change of a particular set of circumstances.
event = occurrence or change of a particular set of circumstances Note 1 to entry: An event
can be one or more occurrences, and can have several causes. Note 2 to entry: An event can
consist of something not happening. Note 3 to entry: An event can sometimes be referred to
as an “incident” or “accident”. information security event = identified occurrence of a system,
service or network state indicating a possible breach of information security, policy or failure
of controls, or a previously unknown situation that can be security relevant
-
-

adverse cyber event = An event involving cyber resources that has adverse consequences for
cyber resources. Adverse cyber events include, but are not limited to, cyber attacks.
Adverse conditions and stresses = include not only the faults, errors, surges in demand, and
failures of supporting infrastructures (e.g., power loss due to natural disaster) considered in
contingency planning, but also adversary activities that have not risen to the level of an attack
(e.g., reconnaissance).

incident = a violation of acceptable policies, or security policies and best practices
incident = A violation or imminent threat of violation of computer security policies, acceptable
use policies, or standard security practices.
IT-security incident = occurrence that actually or potentially jeopardises the confidentiality, in-
tegrity, or availability of an IT-system
incident = An occurrence that actually or potentially jeopardises the confidentiality, integrity,
or availability of an information system or the information the system processes, stores, or
transmits or that constitutes a violation or imminent threat of violation of security policies,
security procedures, or acceptable use policies
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Table B.1: Aggregation of treatments by publication year (continuation)
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incident = Anomalous or unexpected event, set of events, condition, or situation at any time
during the life cycle of a project, product, service, or system.
information security incident = single or a series of unwanted or unexpected information secu-
rity events that have a significant probability of compromising business operations and threat-
ening information security.

cyber event = a specific cybersecurity incident or set of related cybersecurity incidents that
result in the successful compromise of one or more information systems
cyber event = a specific cybersecurity incident or set of related cybersecurity incidents that
result in the successful compromise of one or more information systems

recover = the development and implementation of plans, processes, and procedures for re-
covery and full restoration, in a timely manner, of any capabilities or services that are impaired
due to a cyber event.
-

CIRP = establish procedures to address cyber attacks against an organisation’s information
system(s).
CIRP = establish procedures to address cyber attacks against an organisation’s information
system(s).

resilience = ability to resist, absorb, recover from or successfully adapt to adversity or a
change in conditions.
-
-
-
-
information security continuity = processes and procedures for ensuring continued informa-
tion security operations
cybersafety = condition of being protected against physical, social, spiritual, financial, political,
emotional, occupational, psychological, educational or other types or consequences of failure,
damage, error, accidents, harm or any other event in the Cyberspace which could be consid-
ered non-desirable Note 1 to entry: This can take the form of being protected from the event
or from exposure to something that causes health or economic losses. It can include protection
of people or of assets. Note 2 to entry: Safety in general is also defined as the state of being
certain that adverse effects will not be caused by some agent under defined conditions.
-
-

-
cyber resiliency = The ability of a nation, organisation, or mission or business process to an-
ticipate, withstand, recover from, and evolve to improve capabilities in the face of, adverse
conditions, stresses, or attacks on the supporting cyber resources it needs to function.

asset = enable the governance, management, and use of IT to accomplish the enterprise
mission... people, process, and technology assets, and the assets of external partners that are
connected to or associated with enterprise resources. (unavailable or reduced capability)
-
-
-
asset = An item of value to achievement of organisational mission/business objectives. Note 1:
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Assets have interrelated characteristics that include value, criticality, and the degree to which
they are relied upon to achieve organisational mission/business objectives. From these char-
acteristics, appropriate protections are to be engineered into solutions employed by the or-
ganisation. Note 2: An asset may be tangible (e.g., physical item such as hardware, software,
firmware, computing platform, network device, or other technology components) or intan-
gible (e.g., information, data, trademark, copyright, patent, intellectual property, image, or
reputation).

asset = anything that has value to an individual, an organisation or a government. information
asset = information asset physical asset = asset that has a tangible or material existence Note 1
to entry: Physical assets usually refer to cash, equipment, inventory and properties owned by
the individual or organisation. Software is considered an intangible asset, or a non-physical
asset. virtual asset = representation of an asset in the Cyberspace Note 1 to entry: In this con-
text, currency can be defined as either a medium of exchange or a property that has value in a
specific environment, such as a video game or a financial trading simulation exercise.
-
-

resource = A component of, or a service or capability provided by, a system, which can be
used by multiple mission / business functions. General examples include bandwidth, pro-
cessing, and storage. Other examples are more system- or mission/business process-specific,
and can include information resources (e.g., data of a specified quality) as well as computing
or networking services subject to service-level agreements (SLAs).
cyber resource = Separately manageable resources in cyberspace, including information in
electronic form, as well as information systems, systems-of-systems, infrastructures, shared
services, and devices.

-
incident response = The mitigation of violations of security policies and recommended prac-
tices. -
-
-
-
-
-
-

CCoA = A set of activities or tactics, techniques, and procedures (TTPs) employed by automa-
tion, cyber defenders (e.g., CND staff; staff in a Security Operations Center or a Cyber Security
Operations Center) and, as needed, other cyber staff (e.g., staff in a Cyber Operations Cen-
ter, system administrators, network operators) and mission staff in response to adverse cyber
events.
-

-
indicator = A sign that an incident may have occurred or may be currently occurring.

-
precursor = A sign that an attacker may be preparing to cause an incident.

-
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threat = The potential source of an adverse event.
threat = any IT-security incident with the potential to adversely impact machinery operations
threat = Any circumstance or event with the potential to adversely impact agency operations
(including mission, functions, image, or reputation), agency assets, or individuals through an
information system via unauthorised access, destruction, disclosure, modification of informa-
tion, and/or denial of service.
threat = An event or condition that has the potential for causing asset loss and the undesirable
consequences or impact from such loss. Note: The specific causes of asset loss, and for which
the consequences of asset loss are assessed, can arise from a variety of conditions and events
related to adversity, typically referred to as disruptions, hazards, or threats. Regardless of the
specific term used, the basis of asset loss constitutes all forms of intentional, unintentional,
accidental, incidental, misuse, abuse, error, weakness, defect, fault, and/or failure events and
associated conditions.
threat = potential cause of an unwanted incident, which can result in harm to a system or or-
ganisation.
threat = potential cause of an unwanted incident, which may result in harm to a system, indi-
vidual or organisation.

-
vulnerability = A weakness in a system, application, or network that is subject to exploitation
or misuse.
vulnerability = weakness in the security of an IT-system that can be exploited or triggered by
a threat.
vulnerability = Weakness in an information system, system security procedures, internal con-
trols, or implementation that could be exploited or triggered by a threat source.
vulnerability = Weakness in a system, system security procedures, internal controls, or imple-
mentation that could be exploited or triggered by a threat.
vulnerability = weakness of an asset or control that can be exploited by one or more threats.
vulnerability = weakness of an asset or control that can be exploited by a threat

-
-
attack = attempt to gain unauthorised access to system services, resources, or information
attack = An attempt to gain unauthorised access to system services, resources, or information,
or an attempt to compromise system integrity, availability, or confidentiality.
-
attack = attempt to destroy, expose, alter, disable, steal or gain unauthorised access to or make
unauthorised use of an asset
attack = attempt to destroy, expose, alter, disable, steal or gain unauthorised access to or make
unauthorised use of an asset
-
-

-
cyber attack = An attack on cyber resources. The attack is typically, but not necessarily, carried
out by cyber means. The attack may be intended to adversely affect the cyber resources, or
to adversely affect the missions, business functions, organisations, or populations that depend
on those resources.

-
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-
risk reduction measure/protective measure = action or means to eliminate hazards or reduce
risks
-
mechanism = A process or system that is used to produce a particular result. The fundamental
processes involved in or responsible for an action, reaction, or other natural phenomenon. A
natural or established process by which something takes place or is brought about. Refer to
security mechanism. Note: A mechanism can be technology- or nontechnology-based (e.g., ap-
paratus, device, instrument, procedure, process, system, operation, method, technique, means,
or medium). security mechanism = A method, tool, or procedure that is the realisation of se-
curity requirements. Note 1: A security mechanism exists in machine, technology, human, and
physical forms. Note 2: A security mechanism reflects security and trust principles. Note 3: A
security mechanism may enforce security policy and therefore must have capabilities consis-
tent with the intent of the security policy.
measure = variable to which a value is assigned as the result of measurement. risk treatment =
process (3.54) to modify risk (3.61) Note 1 to entry: Risk treatment can involve: — avoiding the
risk by deciding not to start or continue with the activity that gives rise to the risk; — taking or
increasing risk in order to pursue an opportunity; — removing the risk source; — changing the
likelihood (3.40); — changing the consequences (3.12); — sharing the risk with another party
or parties (including contracts and risk financing); — retaining the risk by informed choice.
Note 2 to entry: Risk treatments that deal with negative consequences are sometimes referred
to as “risk mitigation”, “risk elimination”, “risk prevention” and “risk reduction”. Note 3 to
entry: Risk treatment can create new risks or modify existing risks.
-
-
-

= The use of capabilities and resources in relation to each other (tactics); non-prescriptive ways
or methods used to perform missions, functions, or tasks (techniques); and standard, detailed
steps that prescribe how to perform specific tasks (procedures).
-

-
-
-
security control = The management, operational, and technical controls (i.e., safeguards or
countermeasures) prescribed for an information system to protect the confidentiality, integrity,
and availability of the system and its information. technical control = The security controls (i.e.,
safeguards or countermeasures) for an information system that are primarily implemented and
executed by the information system through mechanisms contained in the hardware, software,
or firmware components of the system. operational control = The security controls (i.e., safe-
guards or countermeasures) for an information system that are primarily implemented and
executed by people (as opposed to systems).
security control = A mechanism designed to address needs as specified by a set of security
requirements.
-
control = countermeasure means of managing risk, including policies, procedures, guidelines,
practices or organisational structures, which can be administrative, technical, management, or
legal in nature
technical safeguards = The technology and the policy and procedures for its use that protect
electronic protected health information and control access to it. physical safeguards = Physical
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measures, policies, and procedures to protect a covered entity’s electronic information systems
and related buildings and equipment from natural and environmental hazards, and unautho-
rised intrusion.
-

tool = A technology or type of technology that can be used to perform some function (e.g.,
implement an approach or technique). While specific products could be identified as examples
of tools, such identification can quickly be outdated; therefore, the following table identifies
classes of products.

-
-
-
threat source = The intent and method targeted at the intentional exploitation of a vulnerabil-
ity or a situation and method that may accidentally trigger a vulnerability. Synonymous with
Threat Agent.

-
-
-
domain = An environment or context that includes a set of system resources and a set of sys-
tem entities that have the right to access the resources as defined by a common security policy,
security model, or security architecture environment (system) = Context determining the set-
ting and circumstances of all influences upon a system.
security domain = A domain within which behaviours, interactions, and outcomes occur and
that is defined by a governing security policy. Note: A security domain is defined by rules for
users, processes, systems, and services that apply to activity within the domain and activity
with similar entities in other domains. system context = The specific system elements, bound-
aries, interconnections, interactions, and environment of operation that define a system.
external context = external environment in which the organization seeks to achieve its ob-
jectives (3.49) Note 1 to entry: External context can include the following: — the cultural,
social, political, legal, regulatory, financial, technological, economic, natural and competitive
environment, whether international, national, regional or local; — key drivers and trends hav-
ing impact on the objectives of the organization (3.50); — relationships with, and perceptions
and values of, external stakeholders (3.37). internal context = internal environment in which
the organization (3.50) seeks to achieve its objectives Note 1 to entry: Internal context can in-
clude: — governance, organizational structure, roles and accountabilities; — policies (3.53),
objectives (3.49), and the strategies that are in place to achieve them; — the capabilities, un-
derstood in terms of resources and knowledge (e.g. capital, time, people, processes (3.54), sys-
tems and technologies); — information systems (3.35), information flows and decision-making
processes (both formal and informal); — relationships with, and perceptions and values of, in-
ternal stakeholders (3.37); — the organization’s culture; — standards, guidelines and models
adopted by the organization; — form and extent of contractual relationships.
-
covered entities = Covered entity means: (1) A health plan. (2) A healthcare clearinghouse. (3)
A healthcare provider who transmits any health information in electronic form in connection
with a transaction covered by this sub-chapter. (4) Medicare Prescription Drug Card Sponsors.
healthcare = type of services provided by professionals or paraprofessionals with an impact
on health status.
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-
-

-
-
-
risk = The level of impact on agency operations (including mission, functions, image, or rep-
utation), agency assets, or individuals resulting from the operation of an information system,
given the potential impact of a threat and the likelihood of that threat occurring.
risk = Effect of uncertainty on objectives. Note: Risk can be positive or negative, where posi-
tive risk may also be referred to as an opportunity.
risk = effect of uncertainty on objectives (3.49) Note 1 to entry: An effect is a deviation from
the expected — positive or negative. Note 2 to entry: Uncertainty is the state, even partial,
of deficiency of information related to, understanding or knowledge of, an event, its conse-
quence, or likelihood. Note 3 to entry: Risk is often characterized by reference to potential
“events” (as defined in ISO Guide 73:2009, 3.5.1.3) and “consequences” (as defined in ISO
Guide 73:2009, 3.6.1.3), or a combination of these. Note 4 to entry: Risk is often expressed in
terms of a combination of the consequences of an event (including changes in circumstances)
and the associated “likelihood” (as defined in ISO Guide 73:2009, 3.6.1.1) of occurrence. Note
5 to entry: In the context of information security management systems, information security
risks can be expressed as effect of uncertainty on information security objectives. Note 6 to
entry: Information security risk is associated with the potential that threats will exploit vul-
nerabilities of an information asset or group of information assets and thereby cause harm to
an organization. residual risk = risk (3.61) remaining after risk treatment (3.72) Note 1 to entry:
Residual risk can contain unidentified risk. Note 2 to entry: Residual risk can also be referred
to as “retained risk”.

-
-
-
-
adverse consequence = An undesirable consequence associated with a loss. consequence = Ef-
fect (change or non-change), usually associated with an event or condition or with the system
and usually allowed, facilitated, caused, prevented, changed, or contributed to by the event,
condition, or system.
consequence = outcome of an event affecting objectives Note 1 to entry: An event can lead to
a range of consequences. Note 2 to entry: A consequence can be certain or uncertain and, in
the context of information security, is usually negative. Note 3 to entry: Consequences can
be expressed qualitatively or quantitatively. Note 4 to entry: Initial consequences can escalate
through knock-on effects. [SOURCE: ISO Guide 73:2009, 3.6.1.3, modified — Note 2 to entry
has been changed after “and”.]

-
-
-
-
constraints = Factors that impose restrictions and limitations on the system or actual limita-
tions associated with the use of the system.

-
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-
-
-
criticality = An attribute assigned to an asset that reflects its relative importance or necessity
in achieving or contributing to the achievement of stated goals.

-
-
-
-
cyber-physical system = A system that includes engineered, interacting networks of physical
and computational components. -
-
information system = An interconnected set of information resources under the same direct
management control that shares common functionality. A system normally includes hard-
ware, software, information, data, applications, communications, and people.
health information system = repository of information regarding the health of a subject of care
in computer-processable form, stored and transmitted securely, and accessible by multiple au-
thorised users.

system = A set of interacting or interdependent parts forming an integrated whole [4]; any
organised assembly of resources and procedures united and regulated by interaction or inter-
dependence to accomplish a set of specific functions [5]. This definition is recursive; it includes
a system-of-systems, i.e., “a set or arrangement of systems that results when independent and
useful systems are integrated into a larger system that delivers unique capabilities” [6]. The
term “system” typically includes people and organisational processes as well as technology;
among those who use the term more restrictively, to include only technology, the term “socio-
technical system” is used to refer to the combination of technology, people, and processes.
-

-
-
-
-
evidence = Grounds for belief or disbelief; data on which to base proof or to establish truth
or falsehood. Note 1: Evidence can be objective or subjective. Evidence is obtained through
measurement, the results of analyses, experience, and the observation of behavior over time.
Note 2: The security perspective places focus on credible evidence used to obtain assurance,
substantiate trustworthiness, and assess risk.

-
-
-
-
likelihood = Chance of something happening.
likelihood = chance of something happening.
attack potential = perceived potential for success of an attack, should an attack be launched,
expressed in terms of an attacker’s expertise, resources and motivation

-
-

251



-
-
requirement = Statement that translates or expresses a need and its associated constraints and
conditions. A condition or capability that must be met or possessed by a system or system
element to satisfy a contract, standard, specification, or other formally imposed documents.
security requirement = A requirement that specifies the functional, assurance, and strength
characteristics for a mechanism, system, or system element. system security requirement =
System requirements that have security relevance. System security requirements define the
protection capabilities provided by the system, the performance and behavioural character-
istics exhibited by the system, and the evidence used to determine that the system security
requirements have been satisfied. Note: Each system security requirement is expressed in a
manner that makes verification possible via analysis, observation, test, inspection, measure-
ment, or other defined and achievable means.
requirement = need or expectation that is stated, generally implied or obligatory Note 1 to en-
try: “Generally implied” means that it is custom or common practice for the organisation and
interested parties that the need or expectation under consideration is implied. Note 2 to entry:
A specified requirement is one that is stated, for example in documented information.

-
-
-
-
-
objective = result to be achieved Note 1 to entry: An objective can be strategic, tactical, or
operational. Note 2 to entry: Objectives can relate to different disciplines (such as financial,
health and safety, and environmental goals) and can apply at different levels [such as strategic,
organisation-wide, project, product and process (3.54)]. Note 3 to entry: An objective can be
expressed in other ways, e.g. as an intended outcome, a purpose, an operational criterion, as
an information security objective or by the use of other words with similar meaning (e.g. aim,
goal, or target). Note 4 to entry: In the context of information security management systems,
information security objectives are set by the organisation, consistent with the information se-
curity policy, to achieve specific results.
-
-

mission/business function = An activity, process, or set of related activities or processes in-
tended to achieve a mission or business objective.
-

-
-
-
-
-
-
-
-
subject of care = one or more persons scheduled to receive, receiving, or having received a
health service.
-
-
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+++

security dependency maps mission-assets dependency maps Understanding recovery ob-
jectives relies upon understanding the inter-dependencies among resources. These depen-
dencies should be categorised by organisational value. Prioritising resources by their relative
importance to meeting the organisation’s mission objectives

Fundamental assumption The fundamental principle underlying threat modelling is that
there are always limited resources for security and it is necessary to determine how to use
those limited resources effectively.

+++

advisory notice = notice issued by the organization, subsequent to delivery of the medical
device, to provide supplementary information or to advise on action to be taken in the: — use
of a medical device, — modification of a medical device, — return of the medical device to the
organization that supplied it, or — destruction of a medical device Note 1 to entry: Issuance of
an advisory notice can be required to comply with applicable regulatory requirements.

implantable medical device = medical device which can only be removed by medical or
surgical intervention and which is intended to: — be totally or partially introduced into the
human body or a natural orifice, or — replace an epithelial surface or the surface of the eye, and
— remain after the procedure for at least 30 days Note 1 to entry: This definition of implantable
medical device includes active implantable medical device

medical device = instrument, apparatus, implement, machine, appliance, implant, reagent
for in vitro use, software, material or other similar or related article, intended by the manu-
facturer to be used, alone or in combination, for human beings, for one or more of the spe-
cific medical purpose(s) of: — diagnosis, prevention, monitoring, treatment or alleviation of
disease; — diagnosis, monitoring, treatment, alleviation of or compensation for an injury; —
investigation, replacement, modification, or support of the anatomy or of a physiological pro-
cess; — supporting or sustaining life; — control of conception; — disinfection of medical de-
vices; — providing information by means of in vitro examination of specimens derived from
the human body; and does not achieve its primary intended action by pharmacological, im-
munological or metabolic means, in or on the human body, but which may be assisted in its
intended function by such means Note 1 to entry: Products which may be considered to be
medical devices in some jurisdictions but not in others include: — disinfection substances; —
aids for persons with disabilities; — devices incorporating animal and/or human tissues; —
devices for in vitro fertilization or assisted reproduction technologies.

product = result of a process Note 1 to entry: There are four generic product categories,
as follows: — services (e.g. transport); — software (e.g. computer program, dictionary); —
hardware (e.g. engine mechanical part); — processed materials (e.g. lubricant). Many products
comprise elements belonging to different generic product categories. Whether the product
is then called service, software, hardware or processed material depends on the dominant
element. For example, the offered product “automobile” consists of hardware (e.g. tyres),
processed materials (e.g. fuel, cooling liquid), software (e.g. engine control software, driver’s
manual), and service (e.g. operating explanations given by the salesman). Note 2 to entry:
Service is the result of at least one activity necessarily performed at the interface between
the supplier and customer and is generally intangible. Provision of a service can involve, for
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Table B.2: Aggregation of treatments by publication year (continuation)
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example, the following: — an activity performed on a customer-supplied tangible product
(e.g. automobile to be repaired); — an activity performed on a customer-supplied intangible
product (e.g. the income statement needed to prepare a tax return); — the delivery of an
intangible product (e.g. the delivery of information in the context of knowledge transmission);
— the creation of ambience for the customer (e.g. in hotels and restaurants). Software consists
of information and is generally intangible and can be in the form of approaches, transactions
or procedures. Hardware is generally tangible and its amount is a countable characteristic.
Processed materials are generally tangible and their amount is a continuous characteristic.
Hardware and processed materials often are referred to as goods.

harm physical injury or damage to the health of people, or damage to property or the
environment

hazard potential source of harm

intended use intended purpose use for which a product, process or service is intended
according to the specifications, instructions and information provided by the manufacturer

in vitro diagnostic medical device IVD medical device medical device intended by the man-
ufacturer for the examination of specimens derived from the human body to provide informa-
tion for diagnostic, monitoring or compatibility purposes EXAMPLE: Reagents, calibrators,
specimen collection and storage devices, control materials and related instruments, apparatus
or articles. Note 1 to entry: Can be used alone or in combination with accessories or other
medical devices. Note 2 to entry: Adapted from ISO 18113-1:—, definition 3.29.

2.8 manufacturer natural or legal person with responsibility for the design, manufacture,
packaging, or labelling of a medical device, assembling a system, or adapting a medical device
before it is placed on the market or put into service, regardless of whether these operations are
carried out by that person or on that person’s behalf by a third party Note 1 to entry: Attention
is drawn to the fact that the provisions of national or regional regulations can apply to the
definition of manufacturer. Note 2 to entry: For a definition of labelling, see ISO 13485:2003,
definition 3.6. 2.9 medical device any instrument, apparatus, implement, machine, appliance,
implant, in vitro reagent or calibrator, software, material or other similar or related article,
intended by the manufacturer to be used, alone or in combination, for human beings for one
or more of the specific purpose(s) of

— diagnosis, prevention, monitoring, treatment or alleviation of disease, — diagnosis,
monitoring, treatment, alleviation of or compensation for an injury, — investigation, replace-
ment, modification, or support of the anatomy or of a physiological process, — supporting or
sustaining life, — control of conception, — disinfection of medical devices, — providing infor-
mation for medical purposes by means of in vitro examination of specimens derived from the
human body,

and which does not achieve its primary intended action in or on the human body by phar-
macological, immunological or metabolic means, but which may be assisted in its function by
such means Note 1 to entry: This definition has been developed by the Global Harmonization
Task Force (GHTF). See bibliographic reference [38]. [SOURCE: ISO 13485:2003, definition 3.7]
Note 2 to entry: Products, which could be considered to be medical devices in some jurisdic-
tions but for which there is not yet a harmonized approach, are:

— aids for disabled/handicapped people, — devices for the treatment/diagnosis of dis-
eases and injuries in animals, — accessories for medical devices (see Note 3), — disinfection
substances, — devices incorporating animal and human tissues which can meet the require-
ments of the above definition but are subject to different controls.
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Note 3 to entry: Accessories intended specifically by manufacturers to be used together
with a “parent” medical device to enable that medical device to achieve its intended purpose,
should be subject to this International Standard. 2.10 objective evidence data supporting the
existence or verity of something Note 1 to entry: Objective evidence can be obtained through
observation, measurement, testing or other means. [SOURCE: ISO 9000:2005, definition 3.8.1]

residual risk risk remaining after risk control measures have been taken Note 1 to entry:
Adapted from ISO/IEC Guide 51:1999, definition 3.9. Note 2 to entry: ISO/IEC Guide 51:1999,
definition 3.9 uses the term “protective measures” rather than “risk control measures.” How-
ever, in the context of this International Standard, “protective measures” are only one option
for controlling risk as described in 6.2. 2.16 risk combination of the probability of occurrence
of harm and the severity of that harm

severity measure of the possible consequences of a hazard

use error act or omission of an act that results in a different medical device response than
intended by the manufacturer or expected by the user Note 1 to entry: Use error includes slips,
lapses and mistakes. Note 2 to entry: See also IEC 62366:—, Annexes B and D.1.3. Note 3 to
entry: An unexpected physiological response of the patient is not by itself considered use error.

compensating control = A cybersecurity compensating control is a safeguard or counter-
measure deployed, in lieu of, or in the absence of controls designed in by a device manufac-
turer. These controls are external to the device design, configurable in the field, employed by
a user, and provide supplementary or comparable cyber protection for a medical device12.
For example, a manufacturer’s assessment of a cybersecurity vulnerability determines that
unauthorized access to a networked medical device will most likely impact the device’s safety
or essential performance. However, the manufacturer determines that the device can safely
and effectively operate without access to the host network, in this case the hospital network.
The manufacturer instructs users to configure the network to remove the ability of unautho-
rized/unintended access to the device from the hospital network. This type of counter measure
is an example of a compensating control.

patient harm = Harm15 is the physical injury or damage to the health of people, or damage
to property or the environment. Patient harm is defined as physical injury or damage to the
health of patients, including death. Risks to health posed by the device may result in patient
harm. This guidance outlines the assessment of whether the risk16 of patient harm is suffi-
ciently controlled or uncontrolled. This assessment is based on an evaluation of the likelihood
of exploit, the impact of exploitation on the device’s safety and essential performance, and the
severity of patient harm if exploited (see section VI).
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Appendix C

Survey constructs

C.1 Invitation for participation

Dear (computer science expert),

We are conducting a study as part of a research study to increase our understanding of how
our methodology and tool is perceived and experienced by users. As a computer scientist you
are in an ideal position to give us valuable first hand information from your own perspective.

The meeting will take around an hour and is conducted in three stages. Firstly we will
present the BINA methodology. Secondly, you will be asked to download, install and use
a software tool to implement the methodology in a simple case study. Thirdly you will be
asked to feel in a questionnaire about your experience. Your responses to the questions will be
kept confidential. Each meeting will be assigned a number code to help ensure that personal
identifiers are not revealed during the analysis and write up of findings.

There is no compensation for participating in this study. However, your participation will
be a valuable addition to our research and findings could lead to improvements in the method-
ology, tool and process.

I have included a participant information sheet for a more detailed description about the
study with this letter, together with a consent form.

If you are willing to participate please read them carefully and sign the content form. Then
you can e0mail us the consent form back and suggest a day and time that suits you and I’ll do
my best to be available. If you have any questions please do not hesitate to ask.

Thanks! (interviewer)

C.2 Participation Information Sheet

Title of Study

Model-based Management of Healthcare Systems Cyber Resiliency.

Introduction and what is the purpose of the study/project?

My name is Myrsini Athinaiou, I am a Doctoral student at the University of Brighton, and I

257



am carrying out this research for my dissertation. The purpose of this research is to design and
evaluate a methodology to support the development of resilient cyber systems by design. The
project is primarily educational, but the methodology is implementable to corporate projects
pilots.

Invitation paragraph

We would like to invite you to take part in our research study. Before you decide we would
like you to understand why the research is being done and what it would involve for you.
One of our team will go through the information sheet with you and answer any questions
you have. This should take about an hour. Talk to others about the study if you wish, and ask
us if there is anything that is not clear. You will be given time to think about whether you wish
to take part before making a decision, and may take this sheet away with you.

Why have I been invited to participate?

You have been invited to participate because of your expertise in the areas of software
development methodologies, cybersecurity and virtual learning environments.

Do I have to take part?

Your participation in the testing of the methodology is voluntary. If you choose to par-
ticipate, you will maintain your freedom to withdraw at any time without giving a reason.
However, in the case of your withdrawal, we won’t be able also to withdraw your data from
the study. This is because the data will be anonymised and aggregated from their collection. If
you decide not to take part, we ensure that they will be no negative consequences in terms of
our collaboration in the future or your participation in other projects and work activities.

What will happen to me if I take part?

You will be given a 15 minutes presentation on the methodology and use of a digital tool
that applies the methodology. After that, you will be given a simple case study, and you will
be asked to conduct an analysis using the tool. For that task, you will have 30 minutes. During
that time we will support you with any questions or clarifications you might need. After
that, we will ask you to complete an anonymised online questionnaire about the usability of
the methodology. The questionnaire can be completed in 15 minutes. If you decide to be a
participant, it is essential that you attend an online meeting, install the tool in a local device
and fill in our questionnaire. It is also necessary that you are available for an hour.

Will I be paid for taking part?

You won’t be paid to participate in this research.

What are the potential disadvantages or risks of taking part?

You are going to be testing a new methodology through a software tool that you are not
familiar with, using a small scale case study. You might experience feelings of discomfort,
distress or inconvenience. However, a member of our team will always be available to answer
questions and support you through the process. Furthermore, the time limit is in place to
prevent the testing from being time-consuming and not to test you. As a participant, you will
be assessing our methodology. In other words, you are the one testing our work and we will
be grateful for that. Bear in mind that you can always stop or choose to withdraw from the
process at any point.

What are the potential benefits of taking part?

By participating in this research, you will see how software development is progressing to
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incorporate cyber resiliency. You will interact and exchange ideas with researchers that have
similar research interests and support our educational journey as researchers.

Will my taking part in the study/project be kept confidential?

As a participant, you won’t be personally identifiable as your data will be anonymised.
The research institution or company you work for, as well as the role or job that you have,
can lead to your identification and for that reason, these data will be accessible only to the
researcher, the supervisors and the examiners of the research project in case they ask for such
access. In that case, they will also be informed for confidentiality and privacy responsibility.
As this is a student project, your data will be maintained in the University’s GDPR compliant
systems. Your data will be kept until the student’s degree has been awarded. For further infor-
mation on data protection, please see the link to the University’sUniversity’s Research Privacy
Notice https://staff.brighton.ac.uk/reg/legal/other/Template%20Privacy%20Notice.docx.

What will happen if I don’t want to carry on with the study?

As a participant, you may withdraw at any time without giving a reason. The data already
collected cannot be removed as they are automatically anonymised and aggregated at the point
of the questionnaire completion. If you withdraw before the stage of the questionnaire, your
data can and will be withdrawn too.

What will happen to the results of the project?

The results of this research will be published in the dissertation and potentially in academic
papers accessible both online. As a participant, if you wish, we can send you a direct copy of
the dissertation or the results analysis section to see the results of the study.

Who is organising and funding the research? (not required for student research where no
funding involved)?

This research is organised by the University of Brighton and is funded by the Engineer-
ing and Physical Sciences Research Council (EPSRC). Contact details: For further information
about the project, please conduct Myrsini at M.Athinaiou@brighton.ac.uk.

What if I have a question or concern?

In the event of any problem or concern, please conduct Dr Lucy Redhead (L.Redhead@brighton.ac.uk).
She is acting as the Chair of the ethics committee that has reviewed the ethics application of
this project. As an independent party from this project, she can assist you with any further
questions or concerns.

Who has reviewed the study?

This study has been reviewed and given a favourable ethical opinion by the Life, Health
and Physical Sciences Cross-School Research Ethics Committee.

C.3 Consent Form

C.4 Questionnaire

From a scale of strongly disagree, disagree, agree and strongly agree, answer the following:

• The graphical notation employed by the language is intuitive.
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• The modelling language includes redundant concepts.

• The language concepts are well defined.

• The modelling language is powerful enough to support cyber resiliency modelling and
analysis.

• The tool requires further improvement.

• The cyber resiliency related functions of the tool are satisfying.

• The tool is easy to use.

• The use of the methodology explicitly captures cyber resiliency assumptions.

• The methodology successfully captures cyber resiliency requirements.

• The methodology successfully assesses the system cyber resiliency.

• It is easy to follow the activities of the methodology.

Open end question:

• Do you have any recommendations for improvement regarding the language, method-
ology, tool and/or activities?
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