
 

 

Newcastle University 

Faculty of Science, Agriculture and Engineering 

School of Engineering 
 

 

 

 

 

 

 

Efficient and Robust 

Numerical Modelling of Masonry 
 

 

 

 

 

Nicko Kassotakis 

 

 

 
 

 

Thesis submitted for the degree of 

Doctor of Philosophy 

 

 

 

September 2020



 

i 

 

  



 

ii 

 

For my paternal grandparents Manolis and Eleni Kassotakis and maternal grandparents 

Alexander and Emma McKechnie  



 

iii 

 

Abstract 

Masonry structures constitute a sizeable portion of the built environment, yet the prediction of 

their structural behaviour remains an extremely complicated task. Despite the advances in 

structural engineering, safety assessment methods of masonry lag far behind those of modern 

materials such as steel and reinforced concrete. High-level numerical methods such as the 

Discrete Element Method (DEM) are the most advanced and effective tools available for 

modelling the complex structural behaviour of masonry, yet their robustness depends on the 

accuracy of the geometric and mechanical properties employed. Although abundant work 

exists for reliably obtaining and representing material properties, methodical strategies lack for 

the case of geometric properties, which renders such high-level numerical modelling either 

inefficient or inaccurate. This research develops a methodological framework for the 

geometrically-accurate and efficient high-level numerical modelling of masonry structures 

through the employment of non-contact sensing techniques and automation.  

The framework is holistic, encompassing three stages of structural surveying, geometric model 

development and structural analysis. The first stage entails structural surveying of the masonry 

structure with non-contact sensing techniques such as terrestrial laser scanning (TLS) and 

Structure-from-Motion (SfM) photogrammetry. The second stage encompasses the utilisation 

of geometrical data (discrete points, orthoimages and point clouds) and computer vision 

geometric model development. The final stage of the framework consists of numerical model 

development and structural analysis with the DEM. With the specific numerical method, each 

block and joint are represented as a distinct entity, achieving a more faithful representation of 

the discontinuous nature of masonry than other state-of-the-art numerical methods, and thus 

permitting both the accurate and efficient prediction of the in-service and collapse behaviour 

the analysed structure. 

Three main approaches stem from the framework which are implemented on both regular and 

rubble masonry structures. Firstly, the manual image-based approach is implemented on 25 

arch specimens. This approach entails structural analysis of geometric models developed from 

an orthomosaic of SfM photogrammetry with manual CAD-based block segmentation. By 

comparing the manual CAD-based geometric models with those of traditional geospatial 

techniques (i.e. tape measurements), significant differences in: a) collapse load (-1 to 10%); b) 

stiffness  
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(-2 to 46%); and c) normal forces (-15 to 22%) were found, demonstrating the importance of 

employing accurate geometric models. Thereafter, the semi-automated image-based approach 

is implemented on the same 25 arch specimens. Conversely to the previous approach, structural 

analysis is now semi-automated, incorporating both SfM photogrammetry and image 

processing techniques (IPTs). By comparing IPT- and manual CAD-based geometric models, 

a relatively good agreement was found of collapse load, with differences of up to 7%. 

Stiffnesses, however, showed partial agreement, with differences of up to 7% for 10 specimens 

and 24% for 15 specimens). These findings, demonstrate both the potential efficiency and 

robustness of the framework. Finally, the cloud-based approach is implemented on Caerphilly 

Castle. This entails semi-automated structural analysis, highly irregular of rubble with 

structures through TLS and voxelization. For a course voxel size of 50 cm, an unprecedented 

DEM structural analysis of a full-scale masonry tower was achieved in an affordable time of 

71 minutes. Therefore, this thesis ultimately paves the way for improving the efficiency and 

robustness of the structural analysis of masonry structures.  
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Chapter 1. Introduction 

1.1 Research background 

1.1.1 Overview 

Masonry is one of the oldest construction materials, still widely adopted in a similar manner to 

that of thousands of years ago (Lourenco, 1996). In the 19th century, the appearance of building 

materials such as steel and reinforced concrete have led to its reduction to either load-bearing 

walls of small-scale buildings or mere infill walls (Hendry, 2001) yet historic masonry 

structures encompass a considerable proportion of the built environment. While masonry is 

highly-effective for sustaining vertical compressive loads (Heyman, 1997; Como, 2013), it is 

particularly vulnerable to loads which would otherwise not affect modern construction 

materials. For instance, masonry is notably susceptible to out-of-plane horizontal loads and 

flexural moments (Doherty et al., 2002; Griffith et al., 2007), which is evident in countries of 

high seismicity, where earthquakes pose a serious threat to masonry dwellings (Godio, 2016). 

Indicatively, in the 2015 earthquakes of Gorkha, Nepal, damage to old historical buildings 

(stone/brick) masonry was severe, whereas the surrounding buildings of reinforced concrete 

were unaffected (Goda et al., 2015). Even in countries without significant seismic actions, 

masonry structures are at risk. In the UK context, for instance, masonry arch bridges are found 

to be particularly prone threats which the reinforced concrete counterparts are unaffected. 

Notably, Olofsson et al. (2005) found a significant portion of masonry arch bridges at risk due 

to threats such as overloading, prolonged traffic exposure, vibrations, settlements, 

environmental conditions and natural events material degradation. From studies such as the 

above its evident that the safety assessment of masonry is therefore crucial.  

Structural assessment methods can provide an understanding of a masonry structure’s complex 

behaviour, and therefore determine their safety (Dejong, 2009). In actuality, vigorous research 

has provided an array of methods, the selection of which depends on the: a) type and scale of 

the structure; b) economic pores available; and c) required accuracy (Lourenco, 2002). 

Traditional methods include: semi-empirical methods such as the MEXE (The highways 

agency, 2001) to evaluate the structural capacity of existing masonry arch bridges; analytical 

methods, such as those formulated in (Housner, 1963); and equilibrium methods such as those 

proposed (Block, 2005; Dejong, 2009) for historic masonry structures, such as cathedrals and 
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domes. Although all the aforementioned methods are still employed to this day, the information 

they provide is very limited whilst they lack in accuracy, detail and facility of implementation. 

Due to the necessity of more sophisticated methods of structural assessment, scientists have 

recently employed numerical methods, inspired by those employed for modern materials. Of 

the most advanced numerical methods to this day is the discrete element method (DEM), which 

is capable of providing a high-level structural assessment through capturing the in-service and 

collapse behaviour of masonry structures.  

1.1.2 Masonry as a construction material 

The art of construction by assembling units of stone, clay, brick, or concrete blocks defines 

masonry. Masonry is classified based on the spatial organisation of its units, the so-called 

masonry typology, which also significantly influences masonry’s structural behaviour (Zhang 

et al., 2018a). Brick masonry, for instance, can be distinguished into periodic (similar to stone 

ashlar, in which the patter is termed bond) and rubble. On the other hand, stone masonry has 

been classified (Vanin et al., 2017; Zhang et al., 2018a) by various levels of regularity, such 

as: a) irregular stone masonry, with pebbles, irregular stone units (Figure 1-1a); b) uncut stone 

masonry (Figure 1-1b); c) cut stone masonry with good bonds (Figure 1-1c); d) soft stone 

regular masonry (Figure 1-1d); e) ashlar masonry, built with sufficiently resistant blocks 

(Figure 1-1e); and f) ashlar masonry, built with sufficiently resistant blocks and the blocks are 

perfectly rectangular and all blocks of one row have the same height (Figure 1-1f).  

Of major importance to the structural behaviour of masonry is also the cross-section 

morphology (Binda et al., 2009). For masonry walls, for instance, this may be: a) single leave; 

b) double leaves without connection; c) double leaves with connection; and treble leaf stone 

masonry walls. This aspect is important due to its influence on the monolithic behaviour of the 

masonry (Binda et al., 2009). Finally, the type of structure masonry belongs may also 

significantly affect its structural behaviour. A classification of masonry structures can be into: 

a) dwellings; b) row house; c) palaces; d) bell-towers; e) arenas; f) churches and cathedrals 

(Binda et al., 2009). In this investigation, to facilitate the organisation of the presented studies, 

masonry structures are classified as such: a) general unreinforced masonry, such as masonry 

panels and dwellings; b) masonry arches and bridges; c) cultural heritage structures, such as 

temples, domes, churches, castles and towers.  
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Figure 1-1: Typologies of stone masonry (Vanin et al., 2017; Zhang et al., 2018a): (a) class A; (b) class B; (c) 

class C; (d) class D; (e) Class E1; and (f) Class E2.  

1.1.3 Numerical modelling 

Numerical modelling consists of employing a given numerical method in order to carry out 

structural analysis. Approaches found in the state-of-the-art studies (Milani et al., 2017; D'Altri 

et al., 2018b; Sarhosis and Lemos, 2018; D'Altri et al., 2019; D’Altri et al., 2019; Forgács et 

al., 2019; Malomo et al., 2019; Napolitano et al., 2019a; Pulatsu et al., 2019a; Pulatsu et al., 

2019b; Sarhosis et al., 2019) are of the most advanced tools of structural analysis available to 

scientists. This is owed to the understanding of the structural behaviour they provide which 

includes load-displacement type responses for arbitrary, three-dimensional, full-scale 

structures encompassing irregularities of mass, stiffness and geometry.  

This potential of numerical modelling to provide a comprehensive understanding of the in-

service and collapse behaviour of masonry structures renders it indispensable (Godio, 2016) 

for the safety assessment of masonry structures. However, it is an extremely complicated task 

to carry out (Asteris et al., 2015), owing to the complex structural behaviour of masonry 

ranging from linear elastic at low stresses to highly non-linear, for high stresses (Sarhosis et 

al., 2015). The non-linearity is typically exhibited by crack formation along the joints or within 
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units, depending upon the strength of the materials. After the onset of cracking, further loading 

results in a reduction in the load-carrying capacity and eventually failure (Sarhosis and Lemos, 

2018). Further from the aforementioned, various scenarios of cracking are also possible, as 

demonstrated for a two-block, brick masonry system in Figure 1-2. 

 

Figure 1-2: Characteristic failure modes of two-block assemblage according to D’Altri et al. (2019): (a) block-

mortar tensile failure; (b) block-mortar shear failure; (c) diagonal block crushing failure; (d) masonry crushing 

failure; and (e) block and mortar tensile failure. 

High-level numerical modelling consists of capturing the non-linear behaviour (such as shown 

in Figure 1-2) robustly and efficiently. However, this, unfortunately, has only been 

demonstrated in only a few state-of-the-art studies. One such group of numerical modelling 

approaches entails the employment of the DEM, which has demonstrated high efficacy in 

masonry, due to its ability in capturing its discontinuous nature. Despite its demonstrated 

effectivity, the DEM is only employed within the confines of research (Sarhosis et al., 2016e) 

for the structural assessment of masonry, as opposed to other, more widespread numerical 

methods such as the Finite Element Method (FEM) or Limit Analysis (LA).  

Of the major obstacles in DEM’s employment is the fact that for its implementation, there is 

an inherent need for reliable mechanical and geometrical properties (D'Altri et al., 2019). 

Whilst significant research has been devoted to reliably acquiring and representing the 

mechanical properties with the DEM (Sarhosis and Sheng, 2014; Sarhosis et al., 2020), little 
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work has been devoted to geometrical properties. This lack of research into geometry has led 

to numerical modelling of masonry with the DEM being either: a) limited to small-scale 

masonry structures (e.g. experimental masonry wall panels); or b) employed for full-scale 

structures, however with major simplifications of geometry. 

Over the last two decades, advances in non-contact sensing techniques such as terrestrial laser 

scanning (TLS) and Structure-from-Motion (SfM) photogrammetry have started to drastically 

change the building industry, due to such techniques rapidly and remotely harvesting digital 

geometric records of objects and features in a point cloud format. SfM photogrammetry is a 

passive non-contact sensing technique in which, interest points (IPs) are detected in 

overlapping images of a structure and used to reconstruct a point cloud using common feature 

matching and triangulation (Westoby et al., 2012). Compared to SfM photogrammetry, TLS is 

an active non-contact sensing technique. Time-of-flight scanners, which are more relevant to 

applications of masonry structures, measure distance by timing the emission of a pulse of laser 

energy to the detection of the reflected signal (Mills and Barber, 2004). Both SfM 

photogrammetry and TLS have a demonstrated suitability for accurately and rapidly obtaining 

the complex geometry of masonry structures (Altuntas et al., 2017; Barrile et al., 2017; Barrile 

et al., 2019; Chen et al., 2019). 

From the aforementioned studies, the potential of employing non-contact sensing techniques 

is evident in the context of numerical modelling. Indeed, recent investigators have transitioned 

from numerical modelling employing simplified geometric models (i.e. ad-hoc or idealised) to 

accurate geometric models, developed from the data of non-contact sensing techniques. 

Although these approaches have significantly augmented the efficiency and robustness of 

numerical modelling, they have been limited to numerical methods such as the FEM and LA. 

Until now, very few approaches (Napolitano and Glisic, 2019; Napolitano et al., 2019a; 

Napolitano et al., 2019c) have regarded high-level numerical modelling approaches, such as 

the DEM. 

1.2 Aims and objectives 

This research aims to develop a methodological framework to improve the efficiency and 

robustness of the structural analysis of masonry structures using discrete element modelling. 

Focus is on the utilisation of the data of non-contact sensing techniques to automate the 



 

6 

 

development of geometrically-accurate geometric models. The main objectives to achieve the 

research aim are: 

1. To evaluate the suitability of the DEM for the structural analysis of masonry structures; 

2. To both examine the suitability of SfM photogrammetry for rapidly providing accurate 

geometric data and approaches for automatically developing geometric models for the 

DEM from such data; 

3. To propose and develop a methodological framework for the structural analysis of 

masonry structures from discrete points, orthoimages and point clouds with the discrete 

element method; 

4. To quantify the effect of geometric uncertainty on the robustness of the structural 

analysis of regular masonry structures; 

5. To demonstrate the framework’s potential to perform semi-automated and robust 

discrete element modelling of regular masonry structures through the employment of 

image processing techniques (IPTs);  

6. To demonstrate the framework’s potential to perform semi-automated and robust 

discrete element modelling of rubble masonry structures through the employment of 

voxelization.  
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1.3 Thesis outline 

Seven chapters constitute this thesis, as outlined below. 

Chapter 1 sets the research context and provides relevant background information to masonry 

structures and the crucial role of numerical modelling. It highlights the research motivation and 

specifies the aims and objectives of the research. 

Chapter 2 reviews both the traditional and state-of-the-art numerical modelling approaches in 

Section 2.1 and Section 2.2. Then, concerning structural surveying, various geospatial 

techniques are reviewed in Section 2.3. Finally, various approaches of geometric model 

development are reviewed, in Section 2.4. 

Chapter 3 details the proposed three-stage methodological framework. The first stage entails 

structural surveying with various geospatial techniques, however with an emphasis on SfM 

photogrammetry. It commences with the numerical formulation of the SfM photogrammetry 

pipeline and concludes with two separate stepwise workflows for the employment of SfM 

photogrammetry and TLS for structural surveying. The second stage entails geometric model 

development which consists of converting geometric data directly in geometric models. For 

this, three workflows are detailed for developing geometric models from discrete points, 

orthoimages and point clouds respectively. The third stage entails structural analysis of 

masonry structures, parting from a given numerical model. It commences with explaining the 

numerical formulation of the Discrete Element Method and concludes with a stepwise 

workflow for its employment in the structural analysis of masonry. Three main approaches 

stem from the methodological framework, the so-called manual image-based, semi-automated 

image-based, and cloud-based approaches. A further point-based approach is also presented, 

however, is considered a secondary approach. 

Chapter 4 implements the methodological framework on 25 arch specimens. Geometric 

models are developed from SfM photogrammetry and tape measurements, respectively. After 

the differences in geometry are calculated, the effect geometric uncertainty on the structural 

behaviour of masonry is quantified between the varying approaches (and consequent varying 

geospatial techniques). In this way, the importance of employing accurate geometric models is 

demonstrated to ensure the robustness of the structural analysis of regular masonry structures. 
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Chapter 5 implements the methodological framework on the same 25 experimentally tested 

arch specimens of Chapter 4. Geometric models are developed from SfM photogrammetry yet 

in this case, with the semi-automated image-based approach is implemented and manual image-

based approach. By quantifying the geometric uncertainty on the structural behaviour of 

masonry when using varying block segmentation (manual CAD-based and IPT-based), good 

agreement is found and thus the potential of the methodological framework for semi-automated 

and robust discrete element modelling of regular masonry is demonstrated.  

Chapter 6 implements the methodological framework on a full-scale rubble structure. 

Geometric models (termed voxel models) are developed with various block sizes and 

orientations. The effect of geometric uncertainty, block size, block orientation, joint strength 

parameters are investigated. Moreover, the influence of block size is also investigated on the 

simulation times and block properties since full-scale voxel models can become 

computationally unmanageable. In this way, the potential of the methodological framework for 

semi-automated and robust discrete element modelling of rubble masonry is demonstrated.  

Chapter 7 draws the investigation’s main conclusions by bringing together the findings from 

Chapter 4, Chapter 5 and Chapter 6. It commences with reviewing the research’s contributions. 

Then, the investigation’s course is examined by revisiting the aims and objectives. Finally, the 

limitations, future recommendations and avenues of investigation are recommended.  
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Chapter 2. Literature review 

This Chapter presents the up to date literature on the: structural analysis, structural surveying 

and geometric model development of masonry structures. Chapter 2 commences by presenting 

the fundamental concepts of numerical modelling and then proceeds to review the state-of-the-

art approaches and studies, concerning their potential to perform high-level structural analysis 

efficiently and robustly. Following, geospatial techniques approaches are reviewed for 

surveying masonry structures, concerning their accuracy and cost-effectivity. Finally, 

approaches of developing geometric models from the data of structural surveying are reviewed, 

concerning their facility in implementation.  

2.1 Concepts of numerical modelling 

Any given numerical modelling approach is implemented through an analysis approach, a 

modelling strategy, geometric model development and a numerical method. Thus, before the 

approaches and relative studies can be reported, these fundamental concepts of numerical 

modelling must be detailed.  

2.1.1 Analysis approaches  

There are two main analysis approaches for investigating the structural behaviour of masonry 

structures: the limit analysis and incremental iterative analysis (D’Altri et al., 2019). 

Limit analysis 

With the LA, only the collapse load of the structure is investigated. Inspired by the limit 

theorems of plasticity, the LA was formulated in the pioneering work of Heyman (Heyman, 

1969) under the basic assumptions: 

a) Masonry has an infinite compressive strength; 

b) Masonry has a tensile strength equal to zero; 

c) Masonry blocks are not permitted to slide between each other (i.e. perfectly plastic 

shear behaviour of contacts between blocks); 

d) Elastic strains are negligible (i.e. limit load occurs with small displacements). 

Based on these assumptions, two formulations of the LA can be found; the so-called kinematic 

and static theorems (also termed upper and lower boundary theorems). According to the lower 
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boundary theorem, a structure is stable, so long as a statically admissible field of internal forces 

exists for the exerted loads. The problem is solved through a series of linear equations to find 

the maximum collapse load multiplier (herein termed 𝜆𝑐) that satisfies equilibrium. For the 

kinematic theorem, the structure is unstable, when the work of the external forces 

corresponding to mechanism formation is greater than or equal to zero. In this case, the problem 

is solved by finding the minimum collapse load multiplier, which corresponds to the virtual 

work of zero (Smoljanovic et al., 2013b). 

Of major importance when implementing the LA within a numerical model is the consideration 

of the so-called flow rule. Namely, traditional limit analyses require that an associative flow 

rule be employed. However, this specific flow rule requires that the angle of friction be equal 

to the angle of dilation, which according to experimental evidence is not well-standing (Van 

der Pluijm, 1999). As will be discussed in further paragraphs, to overcome this problem, the 

so-called non-standard limit analyses are also employed. 

Incremental iterative analysis  

With the incremental-iterative analysis, the structure is loaded in a step-by-step fashion with 

equilibrium sought after each cycle (or iteration). In this way, the evolution of damage is 

investigated on the structure. Due to the sequential nature of the analysis, the role of both 

mechanical and geometric nonlinearity is accounted for, which is a key feature of a high-level 

structural analysis. Two types of incremental iterative analysis can be found according to 

D’Altri et al. (2019), which are herein reported. 

Regarding the non-linear static analysis, the analysed structure is subject to a load which is 

independent of time. Although time is included, it does not represent an actual physical 

quantity. Conversely, the monitored displacement or force dominates the progression of the 

analysis. Within a given numerical framework, equilibrium is reached by solving non-linear 

differential equations. Typical numerical frameworks employed for the iterative solution of the 

non-linear differential equations include the Picard, Newton-Raphson and Riks methods 

(Clough, 1993). A major limitation to the non-linear static analyses is that they are only suitable 

for quasi-static loading applications such as the so-called pushover analyses or the so-called 

sequential linear analysis (Dejong, 2009). 
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In regard to the non-linear dynamic analysis, the analysed structure is subject to a load which 

is dependent on time. To implement this in a given numerical method, time integration methods 

are employed to solve the equations of motion governing the structural system for each time 

step. Some typical time integration methods include the central differences method, the Euler 

Gauss and Newmark Beta (Clough, 1993). A basic classification of time integration methods 

is based on their type of solution which may be either explicit or implicit (Clough, 1993). In 

the former, the solution is solely dependent on the results of the previous step. In the latter, the 

solution is conditioned by both values of the previous timestep’s solution as well as the current 

timestep’s (Clough, 1993). Whilst explicit methods are associated with a lesser computational 

burden, implicit are considered advantageous since their solution is unconditionally stable, 

permitting smaller timestep values to be adopted and consequently a more rapid convergence 

(Sarhosis et al., 2016c). The non-linear dynamic analysis is the most advanced analysis 

approach, which can be adopted for extreme dynamic loading cases, such as the seismic 

assessment of masonry structures. Furthermore, it can also be applied for simulating quasi-

static loading tests, as will be the case of this investigation. 

2.1.2 Modelling strategies 

Depending on the required accuracy and detail required of the structural analysis, multiple 

modelling strategies have been proposed by various investigators (Lourenco, 2002; Asteris et 

al., 2015; D’Altri et al., 2019). Modelling strategies are distinguished according to the manner 

in which the heterogeneity of masonry is simulated in a given numerical model. Effectively, 

this is in terms of material properties (i.e. constitutive models); and geometrical representation 

(i.e. geometric models as will be further detailed in Section 2.1.3). According to a recent 

classification (D’Altri et al., 2019), the following modelling strategies can be employed: 

• Block-based models; 

• Continuum models; 

• Macroelement models; 

• Geometry-based models. 
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Block-based models 

In the block-based modelling strategy, Young’s modulus, Poisson’s ratio, and inelastic 

properties of both the masonry block and mortar are accounted for. Furthermore, the masonry 

blocks and joints are explicitly described within the geometric model as blocks and mortar 

elements. Due to this very detail, a simplified variation of the block-based modelling is usually 

employed in which the blocks are expanded to maintain the initial geometry and mortar is 

replaced with a zero-thickness element. This is particularly advantageous for regular masonry 

structures (and generally low bond strength masonry), where the anisotropy of the masonry is 

well-defined (D’Altri et al., 2019) and failure predominantly occurs due to sliding and cracking 

between blocks. The main advantages of the block-based modelling strategy are: a) it enables 

a realistic description of a given masonry structure, with an explicit representation of the 

masonry’s anisotropy and structure’s geometric details; b) it facilitates the capturing of 

accurate structural behaviour and failure modes; and c) mechanical properties can be derived 

straightforwardly, directly from small-scale experiments. However, its limitations are also 

notable, such as that: a) it can be computationally burdensome, especially for the case of large-

scale masonry structures; b) the development of geometric models is extremely cumbersome 

which can also severely delay the given numerical modelling approach (as will be further 

detailed in Section 2.1.3); and c) it is only employed in research except for few high-level 

practising engineers (D’Altri et al., 2019).  

Continuum models 

In this strategy, the structure is considered as a homogenous anisotropic continuum which is 

especially effective for instances where the anisotropy of masonry is less significant (D’Altri 

et al., 2019) such as the case of rubble masonry structures. The main advantages of continuum 

modelling, in comparison with block-based modelling, are: a) the anisotropy of the masonry is 

not explicitly represented with a block-by-block manner, which significantly simplifies 

geometric model development (as will be further detailed in Section 2.1.3); and b) since the 

geometric refinement is reduced, the computational burden is significantly reduced 

accordingly. However, a major limitation of this strategy is that the determination of material 

properties is an extremely complicated task; which is accomplished through either the 

employment of experimentally derived constitutive laws or homogenisation processes. 

Furthermore, another limitation is that only knowledge of global behaviour only is emphasised 

whilst the local behaviour (i.e. interaction between blocks) is neglected.  
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Macroelement models 

In this strategy, the masonry structure is considered as an assembly of structural components, 

typically piers and spandrels (vertical and horizontal load-bearing elements respectively). 

Within the geometric model, spandrels and piers are assigned based on experimental 

knowledge of the modelled structure. Regarding material properties, a constitutive law is 

employed that governs the structural behaviour on a spandrel and pier level. Owing to this 

simplicity, the main advantages of the macroelement modelling strategy is its low 

computational burden which makes it of the most employed for the dynamic analysis of URM 

(D’Altri et al., 2019). However, it has significant limitations, such as: a) the initial predefinition 

of the spandrels and piers appears to be oversimplified which necessitated judicious 

application; and b) the local behaviour associated with the anisotropy of masonry cannot be 

accounted for.  

Geometry-based models 

In this strategy, further, than the loading scenario, the only other variable is the geometric 

model which is described as a rigid medium. Such models typically employ LA approaches 

and lead to the estimation of the collapse or equilibrium load through the lower and upper 

boundary theorems respectively. The main advantage of this strategy is its simplicity in 

implementation and low computational burden (D’Altri et al., 2019). However, the limitation 

of such models is associated with their simplicity (i.e. the only variables being geometry and 

loading), which does not permit an in-depth understanding of the structural behaviour of 

masonry. Furthermore, they share the inherent limitations of the LA models which is the fact 

that they only provide the collapse load and failure mechanism. 

2.1.3 Geometric model development  

Geometric model development (otherwise termed as solid model development), is the 

procedure of developing the geometry of the structure suitable for structural analysis with a 

given numerical method. According to various investigations (Brenner, 2005; Hinks et al., 

2012), the geometric models can be described by: a) a boundary representation, in which the 

geometric model represents the masonry structure explicitly; b) constructive solid geometry 

(CSG), in which the geometric model represents the masonry structure from Boolean 

operations of simpler geometric objects; and c) spatial enumeration, in which the geometric 
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model of the masonry structure is represented as a composition of smaller geometric models 

occupying the domain of the masonry structure, e.g. voxels.  

Of major importance to the geometric model development process is the numerical method 

employed which may be classified into continuum and discontinuum (Bobet et al., 2009). 

Within continuum methods such as the FEM, the discontinuities may be implemented either 

implicitly or explicitly. Conversely, in discontinuum methods such as the DEM, discontinuities 

are explicitly incorporated.  

2.2 Numerical modelling approaches 

In this Section, the current state-of-the-art of numerical modelling approaches is reviewed. Due 

to the large volume of existent research on the numerical modelling of masonry, a 

comprehensive review of all the literature would be unrealistic. Thus, the current Section is 

limited to the two most advanced strategies which are the continuum and block-based, 

according to D’Altri et al. (2019). The interested reader is referred to (Roca et al., 2010; 

Smoljanovic et al., 2013b; Asteris et al., 2015; Sarhosis et al., 2016e; Baraldi et al., 2017; 

Ademovic and Hadzima-Nyarko, 2019; D’Altri et al., 2019). 

2.2.1 Continuum models 

LA continuum models 

LA models are well-established for the structural analysis of masonry structures. The main 

advantage of such models is that they provide the masonry structure’s collapse load and failure 

mode, rapidly with a relatively little computational demand in most cases. For this very reason, 

they are particularly attractive to practising engineers through their availability within various 

commercial software packages such as Ring (LimitState, 2019). However, a significant 

limitation is that only the collapse load is provided whilst failure displacements are unknown 

(i.e. load-displacement type responses are unattainable). Furthermore, the assumptions the LA 

employs, especially concerning material properties can be oversimplified. 

A first class of LA models were developed within the continuum modelling strategy. In the so-

called direct-continuum models, the macroscopic constitutive law ascribed to the numerical 

model is derived directly from experiments. For instance, Milani et al. (2012) developed direct 

continuum models of a full-scale historic masonry tower, employing a piecewise linear 
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approximation with a Mohr-Coulomb failure criterion and tension cut-off and cap in 

compression for masonry interfaces. Concerning the solution, linear programming was 

employed. A second approach is based on the homogenisation theory; in which masonry is 

represented with a periodic regular texture while the macroscopic constitutive law is obtained 

from the solution of a boundary cell problem in at a cell level. Within this approach, Milani et 

al. (2006a) presented a pioneering investigation with homogenisation within the LA, by 

employing the polynomial expression of the stress field inside a representative volume element 

(RVE) whist the structural capacity of masonry was deduced by utilizing the strength domain. 

Many state-of-the-art studies have subsequently followed with advanced homogenisation 

approaches (Milani et al., 2006b; Cecchi et al., 2007; Cecchi and Milani, 2008; Milani, 2011; 

Cavalagli et al., 2013; Godio et al., 2017).  

FEM continuum models 

Whilst the LA is effective for an accurate prediction of the collapse load, it cannot provide a 

detailed structural analysis, which consists in describing the in-service and collapse behaviour. 

In the need for more sophisticated structural analysis than the LA, FEM continuum models 

have also been employed, which can provide load-displacement type responses. The main 

advantages of the FEM continuum models according to Sarhosis et al. (2016e), include:  

• Straightforward implementation due to a multitude of commercial practice-oriented 

software packages; 

• Facilitated geometric model development through user-friendly tools; 

• Common application by both practising engineers and researchers. 

The earliest class of FEM continuum models attempted to simulate masonry on a global scale 

through ascribing a constitutive law capable of reproducing the anisotropy of masonry. The so-

called non-tension models, developed by Del Piero (1989), were built on the idealisation that 

masonry has a zero tensile strength. Whilst they were effective for an initiatory structural 

analysis, they could not be adopted for the tensile regime of masonry structures. Effectively, 

since actual masonry structures do possess a tensile strength (even if small), non-tension 

models cannot simulate the post-peak behaviour of masonry structures and lead to incorrect 

failure modes.  
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The necessity for capturing the non-linear behaviour of masonry led to the replacement of non-

tension models with more advanced, non-linear models, inspired by the numerous smeared 

crack, orthotropic plasticity and orthotropic damage models of reinforced concrete (Hofstetter 

et al., 2011; Jirásek, 2011). Lotfi and Shing (1991) pioneered the employment of non-linear 

models by evaluating the smeared crack model on masonry shear walls. Generally, smeared 

crack models are advantageous for historic masonry structures (such as rubble masonry 

structures) due to: a) the randomness of the masonry’s geometry, the assumption of isotropy is 

well-standing; and b) their facility of implementation since are found within most commercial 

FEM codes (D’Altri et al., 2019). However, for the case of regular masonry, especially of a 

low-bond strength, the assumption of orthotropy is not well-standing and smeared crack models 

cannot be employed.  

In an attempt to overcome the limitations of smeared crack models, Lourenco and Rots (1997), 

formulated the first orthotropic plasticity models which effectively represented the tensile 

strength of the material in the principal directions. The specific models were validated in 

comparison with experimental masonry panels and proved extremely effective for capturing 

experimental behaviours. Recently, orthotropic damage models have been extensively 

employed, including many state-of-the-art studies. (Lopez et al., 1999; Berto et al., 2002; 

Reyes et al., 2009; Pelà et al., 2011; Pelà et al., 2013; Pelà et al., 2014). 

As with the LA, homogenisation processes have also been applied to the FEM. Pietruszczak 

and Niu (1992) presented an early homogenisation approach which was performed on masonry 

wall panels with the FEM in a two-stage manner, by introducing the head joints and bed joints1 

as elastic inclusions and dispersed sets of weaknesses. Antoine (Anthoine, 1995) however, 

formalised the homogenisation procedure by carrying it out in one step only, introducing the 

actual pane thickness and the actual brick geometry. Further on, more advanced 

homogenisation approaches have been developed, capable of considering complex failure 

mechanisms such as in (Lopez et al., 1999; Zucchini and Lourenço, 2002). State-of-the-art 

homogenisation studies have included multi-scale approaches which overcome mesh 

 

 

1 Head and bed joints are horizontal and vertical discontinuities of the masonry respectively. 
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dependency whilst representing localised failure (Leonetti et al., 2018). This is carried out with 

a so-called first-order homogenisation until a threshold of damage is reached. After reaching 

the threshold, the damaged region of interest is replaced with a heterogeneous material (D’Altri 

et al., 2019). 

2.2.2 Block-based models 

LA block-based models 

A second class of LA models have been developed specifically for the block-based strategy. 

Livesley (1978) presented a pioneering lower bound LA solution for 2D masonry arches. 

However, due to the employed associated flow rule (as aforementioned in Section 2.1.1), two 

major shortcomings arose from this model: a) unreliable failure mode prediction; and b) 

overestimation of collapse load. Many investigators thus attempted to overcome these 

limitations, by implementing a non-associated flow rule. Notably, Fishwick (1996) developed 

a mixed lower and upper bound solution, to carry out non-associated LA of multiring arch 

bridges. This was through utilizing a mathematical program to solve an underlying mixed 

complementary problem (MCP) involving a system of orthogonal sign-constrained vectors. 

Despite its robustness for minimum collapse load calculation, it was effective for a small 

number of blocks only. Similarly, Baggio and Trovalusci (Baggio and Trovalusci, 1998; 

Baggio and Trovalusci, 2000) developed an MCP-like non-associated solution which 

attempted to find the minimum load factor by direct minimisation (with the so-called 

optimisation problem) under complementary constraints. This solution was also found 

unmanageable for structures of several blocks. Subsequently, Ferris and Tin-Loi (2001) 

proposed another approach for the collapse loads of discrete rigid block systems through a 

constrained optimisation problem known as a Mathematical Program with Equilibrium 

Constraints (MPEC). Orduña and Lourenço (2005) additionally employed a novel load path 

following procedure which yielded in the robust structural analysis of 3D masonry assemblies. 

Finally, in recent years, other investigators have employed more sophisticate techniques such 

as cone programming (Portioli et al., 2014) to carry out the non-associated LA. 

Despite the effectivity of non-associated LA models for the analysis of masonry, two 

disadvantages are made apparent here: a) they all assume infinitely resistant bricks which 

permits plastic dissipation at the interfaces; b) the combination of a non-tension and rigid block 

can lead miscalculation of the failure load (Milani, 2008). Thus, another group of investigators, 
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have employed the so-called finite element limit analysis (FELA), without resorting to a non-

associative flow rule. In a pioneering study, Sutcliffe et al. (2001) developed a novel lower 

bound finite element limit analysis (FELA) solution to calculate collapse loads of unreinforced 

masonry shear walls. The solution was derived from the impositions of equilibrium with 

appropriate yield and stress boundary conditions. Later on, another FELA approach was also 

presented, however with an upper bound solution (Milani, 2008). This included interfaces with 

a Mohr-Coulomb failure criterion, a tension cut-off and cap in compression for mortar joints 

in combination with a Mohr-Coulomb failure criterion for bricks, enabling complex failure 

modes (such as masonry crushing) to be captured. Other studies have also followed this 

approach (Milani, 2008; Milani et al., 2009). Finally, the upper bound FELA has also been 

applied to the 2D static analysis of large-scale structures such as masonry arch bridges 

(Cavicchi and Gambarotta, 2006). 

FEM block-based models 

A significant scientific intent has also been devoted to the development of FEM models capable 

of block-based modelling. Page (1978) pioneered the so-called textured continuum approach, 

in which the discontinuities of masonry are represented implicitly by locally altering the texture 

of the mesh, corresponding to the mortar. Whilst many studies have the textured continuum 

approach (Ali and Page, 1988; Addessi and Sacco, 2016; Petracca et al., 2017; Serpieri et al., 

2017), a significant limitation is the implicit representation of discontinuities (based on a 

continuum). This can primarily make it difficult to capture specific failure modes (e.g. sliding 

and separation of blocks) and secondarily computationally expensive to implement. 

Another approach involves the explicit representation of masonry’s discontinuities through 

zero-thickness interfaces. This so-called interface element approach was formulated by Lotfi 

and Shing (1994). Later on, the pioneering study of Lourenco and Rots (1997) greatly improved 

the interface approach with the so-called multi-surface models in which, the structure’s damage 

was gathered at the interfaces only, permitting a notably increased efficiency of structural 

analysis. Recently, owing to the effectivity of the multi-surface models, they have been 

enhanced by other investigators, particularly for masonry wall panels (Gambarotta and 

Lagomarsino, 1997; Macorini and Izzuddin, 2011; Chisari et al., 2018). Another confirmation 

of their effectivity is that they are of the few FEM block-based models which have been 

successfully employed for full-scale masonry structures such as bridges (Zhang et al., 2016; 
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Zhang et al., 2017; Zhang et al., 2018b; Tubaldi et al., 2019). However, here, a setback of the 

approach is also made apparent in the fact that, especially for the case of full-scale structures, 

they appear computationally burdensome, necessitating high power computational (HPC) 

facilities. 

Whilst the interface approach is highly-effective, the representation of complex behaviours 

such as the crushing of masonry is still a challenge, whilst numerical properties cannot be 

obtained with ease. Attempting to overcome such difficulties, an innovative research group 

(D'Altri et al., 2018a; D'Altri et al., 2019) introduced a novel, so-called contact-based approach 

within a FEM framework (within the commercial software Abaqus (Simulia Inc., 2017)). 

Specifically, contact-based interfaces were coupled with 3D non-linear-damaging textured 

blocks to explicitly represent the mortar and masonry, representing one of a handful of detailed 

block-based models available in the literature. In the initial investigation (D'Altri et al., 2018a), 

the approach was proposed and implemented on experimental panels and validated, for quasi-

static loading. In the follow-up study (D'Altri et al., 2019), the approach was implemented for 

cyclic loading on a full-scale experimental terraced house, yielding unprecedented results for 

a FEM model such as large displacements (i.e. 50 mm), crushing effects and manageable 

computational times. Additionally, material properties were derived directly from small scale 

experiments. 

DEM models 

Despite the apparent suitability of the FEM block-based models to simulate the heterogeneous 

nature of masonry, the state-of-the-art approaches such as the aforementioned interfaces 

approaches appear to still be generally computationally expensive, and in some case 

necessitating HPC resources. Furthermore, the more recent, innovating contact-based 

approaches, are also evidently suitable for the block-based modelling of masonry, and 

computationally manageable, however, have only found a small application which means their 

employability and efficiency is still questionable. In an attempt to overcome such difficulties, 

researches have been attracted to discontinuum numerical methods, which have been 

effectively employed for the block-based modelling of full-scale masonry structures, such as 

masonry arch bridges, temples and churches.  
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Of the most diffused discontinuum methods employed is the Distinct Element Method (DEM)2 

which was initially developed for problems of sliding and crashing rocks (Cundall, 1971). The 

main advantage of the DEM, as any such discontinuum method, is that discontinuities can be 

explicitly implemented into the numerical model and also handled efficiently during the 

simulation. Another advantage is that, like the FEM, it can capture both the in-service and 

collapse behaviour of the masonry. However, at the present moment, the DEM also has 

limitations (Sarhosis et al., 2016e), including:  

• A high-computational cost (which is, however, lower than that of a FEM block-based 

model);  

• Its inherent need for block-based geometric models; 

• Its limited employment to academia only at the present moment. 

Also, of major interest to the numerical modelling of masonry are the conditions which define 

the DEM (Cundall and Hart, 1992), which are: 

a) Finite (e.g. large) displacements and block rotation and detachment can be followed in 

an evolutive analysis;  

b) Formation of new contact can be accounted for; 

c) Block detachment is permissible.  

The first condition ensures that the complex failure mechanisms of masonry can be captured 

whilst the second condition that arbitrary damage and post-peak behaviours can be efficiently 

simulated without the need of predefinition (Sarhosis et al., 2016e).  

Here a significant aspect of the discontinuum methods such as the DEM is made apparent, 

which is the contact type. This may be either the “soft contact” approach (also termed force-

displacement formulation) or “hard contact” one. Essentially, the soft contact means that for 

two given deformable blocks, interpenetration is permitted by employing the assumption of 

elasticity to derive the normal stiffness. Conversely, hard contact implies that only shear 

 

 

2 The abbreviation DEM will herein be used interchangeably for both Discrete Element Method and Distinct 

Element Method. 



 

21 

 

movement and opening can occur (Cundall and Hart, 1992). According to Lemos (2007), the 

soft contact approach is preferable for the masonry where the shear and sliding forces 

significantly influence contacts forces in masonry structures. 

DEM models are the most diffused discontinuum method employed in masonry, most likely 

owing to two commercial software packages, UDEC and 3DEC (Itasca, 2019a; Itasca, 2019c). 

It is important to note that other software also implements the DEM, such as the commercial 

software package PFC (Itasca, 2019b), also developed by Cundall (Cundall and Strack, 1980) 

and the open-source code YADE (Šmilauer et al., 2010). As opposed to UDEC and 3DEC, both 

employ spherical elements and have seldomly been employed for masonry.  

Of the earliest studies with the DEM on masonry was by Dialer (1992) to investigate the shear 

strength of wall panels within UDEC. In recent years, extensive research has followed on 

masonry wall panels. For instance, many studies have focused on the methodical definition of 

material properties employing both optimisation and stochastic methods (Sarhosis and Sheng, 

2014; Sarhosis et al., 2020). Another innovating contribution paved the way for the detailed 

block-based modelling within the DEM (Sarhosis and Lemos, 2018) by employing with 

Voronoi blocks to explicitly represent the mortar. It is of interest to note that this was also 

extended to 3D Voronoi blocks in 3DEC (Pulatsu et al., 2019b).  

Given the DEM’s effectivity and efficiency, it has also been widespread for masonry arch 

bridges. Lemos (1995) was of the earliest to carry out a 3D structural analysis of full-scale, 

masonry arch bridge in 3DEC. In a later study (Jiang and Esaki, 2002), the influence of 

weakened material properties of an ancient bridge in Japan was assessed. Many more studies 

have followed on masonry arch bridges, however more recently, the research community has 

focused its concerns on addressing the complex soil-structure and spandrel wall behaviour of 

masonry arch bridges. For this aim, Sarhosis et al. (2019) employed Voronoi blocks to 

represent the soil, finding a good agreement with experimental studies. Finally, Forgács et al. 

(2019) also addressed the complex failure mechanisms of spandrel walls. 

The DEM has also been extensively employed for the dynamic analysis behaviour of ancient 

temples and colonnades. Psycharis et al. (2003) carried out a 3D dynamic analysis of part of 

the ancient Acropolis in Athens with 3DEC. Through this research, potential remediation 

strategies by reinforcing the temple with steel were considered. In the same spirit, many more 

investigations followed on ancient temples, incorporating more complex geometrical details 
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and arbitrary loading scenarios (Psycharis et al., 2013; Stefanou et al., 2015; Bui et al., 2017; 

Tavafi et al., 2019). Finally, plenty of other studies have also focused solely on the dynamic 

behaviour colonnades such as in (Sarhosis et al., 2016a; Sarhosis et al., 2016b; Pulatsu et al., 

2017). 

Non-smooth contact dynamics (NSCD) models 

Whilst the DEM paved the way for employment of discontinuum numerical methods, other 

models have also been developed with time. One such class of models belong to the NSCD, 

developed by Moreau (1988) which employs hard contacts and implicit time integration. In 

comparison with the DEM, the NSCD is advantageous in that it does not employ fictitious 

numerical damping (Moreau, 1988) while its implicit time integration method permits 

unconditionally stable solutions with larger time steps. The NSCD has been employed for 

masonry, however in significantly fewer studies than the DEM which could be attributed to the 

fact that solely one code, LMC90 implements it (Dubois and Jean, 2003). Chetouane et al. 

(2005) were of the first to employ the NSCD for masonry, whilst applying the LMC90 for the 

2D structural analysis of both masonry panels and arch bridges. Amongst others, the study 

demonstrated the performance of the NSCD for capturing the structural behaviour of masonry 

in a manageable time. In another publication (Rafiee et al., 2008), a 3D dynamic analysis was 

carried out on the Arles aqueduct in the south-east of France with LMC90. Further than 

demonstrating both the potential and efficiency of the NSCD, this pioneering study is still of a 

handful of full-scale dynamic analyses of masonry arch bridges in literature. Recently, the 

NSCD has also been particularly attractive to investigators on historic churches and domes. 

Beatini et al. (2019) implemented the NCSD within a custom-built software to assess 

Brunelleschi’s dome in Florence, Italy. Since the actual geometry of the dome is hidden from 

view, various scenarios of geometric model were considered of, octagonal and circular domes 

with varying bond patterns developed by a parametric function. The NCSD was demonstrated 

as highly-effective for efficiently capturing the full-scale structures behaviour.  

Discontinuous deformation analysis (DDA) models 

Another class of models belong to the DDA, which was developed by Shi and Goodman (Shi 

and Goodman, 1985; Shi and Goodman, 1989), again adopting a hard contact, implicit time 

integration. In comparison with the DEM, the DDA is advantageous due to its implicit time 

integration method, and compatibility with the FEM. Thavalingam et al. (2001) pioneered the 
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employment of the DDA (as well as employing PFC) for the 2D quasi-static analysis of an 

experimental arch. Within the study, the load-displacement responses of the DDA showed good 

agreement with the experimental, whilst outperforming a commercial FEM code, DIANA (TNO 

DIANA BV. Delft, 2020). In recent years, Perez-Aparicio et al. (2013) also analysed 2D arches 

within the DDA to examine the influence of load, voussoir number (i.e. block number) and 

arch embankment (i.e. the thickness of the fill above the arch crown’s height). Finally, in 

another recent study, the DDA has also been applied to investigate the boulder impact on 

masonry structure in mountainous areas (Liu et al., 2018). In the specific study, the DDA 

enabled the 3D dynamic analysis of various scenarios of boulder velocity and construction type 

(i.e. masonry bond) to propose remediation strategies for masonry structures at risk. 

Finite discrete element method (FDEM) models 

A final class discontinuum models belong to the FDEM, developed by Munjiza et al. (1995) 

employing a hard contact, implicit time integration method. Here the superiority of the FDEM 

is made apparent in that it is only discontinuum method that permits masonry crushing (i.e. 

blocks that can break and separated without the use of zero-thickness interfaces) whilst also 

sharing the advantages of the DDA and NSCD, in comparison to the DEM. Owen and co-

workers (Owen et al., 1998) were of the earliest to demonstrate the potential of the FDEM with 

the quasi-static 2D analysis of a full-scale masonry arch bridges whilst assessing reinforcement 

strategies (so-called CINTEC system). Amongst others, one of the model’s novelties included 

the coupling spherical and polyhedral elements. Another FDEM investigation involving 

masonry arches regarded the modelling of arch reinforcements (Smoljanovic et al., 2015). 

Further, than masonry arches, the FDEM has also found application in the context of cultural 

heritage masonry structures. Indicatively, Smoljanovic et al. (2013a) carried out a 2D dynamic 

analysis of the Prothyron in Split, Croatia. The models demonstrated the capabilities of the 

FDEM to capture extremely complex failure modes including cracking of the stone units, 

something unprecedented in DEM models. Finally, as for most numerical methods within the 

DEM, the FDEM has been particularly attractive for the research of out-of-plane seismic 

loading of URM, such as (Smoljanovic et al., 2018). 
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2.2.3 The effect of geometric uncertainty of ad-hoc geometric models 

Out of all the previously reported studies, the suitability of the DEM for carrying out a high-

level structural analysis of masonry is apparent from the multitude of studies. Of particular 

interest to this study is the fact the DEM, as all the discontinuum methods, is extremely 

effective for the block-based modelling of large-scale masonry structures, something which 

only a handful of other models (even the latest FEM block-based) can achieve. However, a 

major shortcoming is also made evident here, which is inherent in block-based models. 

Specifically, all the previous investigations, which regarded state-of-the-art studies employed 

simplified geometric models (either ad-hoc or idealised). This is carried out to simplify the 

numerical modelling approach since block-based geometric model development is of labour-

intensive manual procedures. Consequently of this, geometric uncertainty is introduced into 

the geometric model, since simplified geometric models do not accurately represent the 

masonry structure can be transferred into the structural analysis itself.  

Indeed, early evidence (Heyman, 1969) has shown that geometric changes in masonry 

structures can greatly influence their mechanical response. Following this intuition of Heyman, 

numerous investigations, specifically within the DEM have also shown that variation in the 

geometry on a block-based level (i.e. joint inclination, block size and bond pattern) causes 

significant differences in the predicted structural behaviour, as summarised in Table 2-1. 

Notably, Szakály et al. (2016) demonstrated that the variance in masonry pattern yielded 

significant influence on both failure mode and collapse load of the masonry wall panels. In 

another study (Godio et al., 2018), the arrangement and size of blocks were found to 

significantly influence the capacity for out-of-plane seismic loading of wall panels. Forgács et 

al. (2018), also found similar findings when the construction methods of masonry arches were 

found to significantly influence the collapse load and failure mode of arches. Finally, in a more 

recent study (Napolitano and Glisic, 2019), the influence of the block pattern was found to 

significantly influence the structural capacity.  
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Table 2-1: The effect of geometric uncertainty of ad-hoc geometric models on structural behaviour. 

From all the studies of Table 2-1, it is evident that the employment of simplified (i.e. ad-hoc 

or idealised) geometric models, can significantly compromise the robustness of the structural 

analysis. The reasons why the majority of state-of-the-art DEM studies employ simplified 

geometric models are given to following difficulties: a) geometric data acquisition, i.e. 

obtaining the exact location of each block and joint (geometry on a block-based level) manually 

is an extremely laborious procedure, and potentially prohibitive for the case of a large-scale 

structure; b) accurate geometric model development is extremely complex (i.e. the block-by-

block procedure (Sarhosis et al., 2016e) in comparison with the user-friendly continuum-based 

FEM models), while methodical and automated frameworks for such task lack; and c) 

comprehensive investigation still lacks on the effect of geometric uncertainty to justify the 

employment of accurate geometric models.  

  

Study Geometrical properties 

investigated 

Structural behaviour indices 

investigated 

Main findings  

(Szakály et 

al., 2016) 

Masonry wall patterns Shear resistance of masonry 

wall due to horizontal point load 

Vertical bricks affect shear resistance for 

low confining vertical loads 

(Godio et 

al., 2018) 

Block size, bed joint 

orientation 

Collapse load due to horizontal 

gravitational load 

The larger the blocks, the higher the 

structural capacity. The bed joint angle 

also influences structural capacity 

(Forgacs et 

al., 2017) 

Block size, block length-

to-width ratio (L/H) 

Stability due to self-load The larger the blocks (the larger the L/W 

for constant W), the more stable the arch 

is 

(Forgács et 

al., 2018) 

Masonry arch construction 

methods 

Collapse load due to vertical 

point load 

The method of construction (false skew, 

helicoidal or logarithmic) influenced the 

structural capacity of masonry arches 

(Pulatsu et 

al., 2018) 

Masonry arch block bond 

pattern and layer number 

(ring number) 

Collapse load due to vertical 

point load 

Double-layer arch had a lower structural 

capacity of the respective single. Bond 

pattern of arch voussoirs was not 

influential on structural capacity 

(Napolitano 

and Glisic, 

2019) 

Bonding course of 

masonry walls 

Maximum vertical displacement 

and principal stress due to 

settlement 

The consideration of bonding courses 

increased structural capacity for 

settlement 
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2.3 Structural surveying of masonry structures for numerical modelling 

As found in Section 2.2.3, one reason why state-of-the-art DEM studies employ simplified 

geometric models is the difficulty of geometric data acquisition, owing to the employment of 

manual measurements (i.e. traditional geospatial techniques such as direct measurement with 

a tape). Nowadays, however, geospatial techniques such as non-contact sensing have 

revolutionised many applications of civil engineering, including numerical modelling (Tang et 

al., 2007; Chen, 2012; Olsen and Kayen, 2012; Vosselman and Maas, 2014; Ye et al., 2018). 

Of particular interest is the SfM photogrammetry pipeline which further than practical, is a 

considerably accurate and low-cost non-contact sensing technique (Dai and Lu, 2010). 

Following this intuition, this Section examines the suitability of SfM photogrammetry in 

comparison to other geospatial techniques in its suitability for providing geometric data rapidly 

and reliably. It is noteworthy that the presented geospatial techniques are classified by the 

author into: point-based techniques, which provide discrete points only; and cloud-based, 

which provide points clouds and orthoimages. 

2.3.1 Point-based techniques 

 Total station  

A total station consists of an electronic theodolite combined with an electronic distance 

measurement. Through the recording of angles and points, the accurate 3D positions of discrete 

points are obtained. In the context of numerical modelling of masonry structures, total stations 

are employed to directly measure the structure (e.g. the blocks and joints positions) and develop 

a geometric model according to a given modelling strategy (e.g. with the point-based 

approaches of Section 2.4) as well as to provide control information for geospatial techniques. 

The main advantages of the total station are its simplicity of use, and sub-cm accuracy in each 

direction (Morer et al., 2013) which indeed makes it particularly attractive for providing control 

information (i.e. georeferencing ground control points), as will be demonstrated in this 

investigation. However, the main limitation of the total station is owed its relatively high cost 

and to the nature of its observations (i.e. discrete points). This makes its employment for the 

numerical modelling of large-scale structures costly and time-prohibitive due to the impractical 

and laborious task of measuring an unmanageable number of blocks.  
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 Laser tracker  

The laser tracker is a recent technology used in large scale precision manufacturing such as 

aerospace and the automotive industry (Estler et al., 2002). It is similar to the total station in 

that it is placed upon a tripod, is pointed at targets in sequence, and measures the distance to 

each, as well as the angles between each pair. From this raw data, full 3D coordinates of each 

target can be calculated. Like a robotic total station, the tracker can move itself to find the 

centre of the target. The tracker measures the position of a retro-reflective prism, which rather 

than a traditional target, is mounted in nests, permanently fixed to the structure. The prism is 

set in a stainless-steel sphere, such that the measurement point is at the centre of the sphere 

with extremely high accuracy. The nests are designed as such so that the sphere sits on three 

points and is held in place by a magnet, ensuring repeatability of the measurements. As is 

surveying with a total station, it is not possible to see all the measurement points from one 

instrument position which requires measurements from several positions are combined into a 

complete survey. 

While the application of laser trackers is still limited in masonry structures, some pioneering 

investigations do exist. In one recent study, the employment of laser trackers was carried out 

(Barazzetti et al., 2015b) to detect the static movement of the column the Cathedral of Milan. 

The achieved precision which was 0.1 mm, clearly demonstrated the performance of the laser 

tracker in such applications. In another study (Yang and Xu, 2019), laser tracking was 

employed for providing control information to a TLS survey of a concrete bridge. Specifically, 

parameters of a B-spline model developed from the TLS point cloud were calibrated and 

validated surface accuracy of about 0.1 mm. These studies both demonstrate the main 

advantage of the laser tracker which is its accuracy, which is invaluable for providing control 

information. However, as the total station, it does not appear advantageous for geometric model 

development due to providing discrete points. 
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2.3.2 Cloud-based techniques 

Airbourne and terrestrial laser scanning 

At the present moment, laser scanning is one of the most important non-contact sensing 

techniques for the structural surveying of masonry structures (Tobiasz et al., 2019). For the so-

called time-of-flight type laser scanners which are more pertinent to this investigation, pulses 

of light are emitted from the scanner’s position to the masonry structure’s surface whilst 

distance measurement results from recording the time interval between light emission and 

return (Baltsavias, 1999). Typical laser scanner components are a rotary mirror, a laser source, 

and a data storage module (Tobiasz et al., 2019). Whilst laser scanning provides a number of 

returns, the main product concerning numerical modelling is a dense point cloud. Apart from 

3D positions, this also includes a fourth parameter; the intensity of the returning signal, which 

is particularly useful for characterizing the scanned material (Tobiasz et al., 2019).  

Laser scanning can be distinguished based upon the platform in which it is employed. When 

the laser scanning is carried out from the ground, it is TLS. Whilst, when airborne platforms 

are employed (such as an unmanned aerial vehicle), it is airbourne laser scanning (ALS). In the 

context of this investigation, TLS is more pertinent due to the scale and required accuracy of 

the problem. Additionally, the errors of TLS according to Tobiasz et al. (2019) are summarised 

as: a) internal, such as instrumental errors, laser beam errors (propagation, reflection, and 

refraction); and b) external errors, such as the case of the material colour affecting the intensity, 

and material translucency. 

The main advantage of laser scanning, in comparison with all the aforementioned point-based 

techniques, is the rapid geometric data acquisition (e.g. M Pts level) and high-accuracy (e.g. 

sub-cm level), comparable to a total station (Vosselman and Maas, 2014). For this reason, TLS 

is the benchmark method of structural surveying of masonry structures, as will be demonstrated 

further on. However, the disadvantages of TLS are found in the high cost of equipment, the 

necessity of multiple scan stations when oblique incidence angles occur, and in the lack of 

textural information provided (Peppa, 2018). 
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UAV-based and terrestrial photogrammetry 

Photogrammetry is another commonly employed non-contact sensing technique (Tobiasz et 

al., 2019) that deals with extracting geometric data from imagery (Wolf et al., 2014). As with 

TLS, photogrammetry may by terrestrial or airbourne according to the platform of the 

employed sensors. In the past, high-quality analogues metric cameras were employed in 

conventional photogrammetry such as in Mills and Barber (2004). Now, photogrammetry is 

also employed with digital cameras in combination with low-cost SfM platforms (the 

formulation of which will be detailed in the forthcoming paragraphs).  

In stereo photogrammetry, which is more pertinent to this investigation, two optical rays, 

representing conjugate image points, ideally, intersect at an object point through a so-called 

spatial intersection. The establishment of the camera’s internal geometry is termed interior 

orientation carried out by defining the interior orientation parameters (IOPs). These geometric 

parameters, also reported in the literature as the inner, intrinsic orientation or camera intrinsics 

(Luhmann et al., 2006) are: a) the focal length, which is the distance between the lens centre 

and the lens focus point; b) the principal point (the intersection of fiducial lines); c) symmetrical 

radial lens; and d) the decentring distortion parameters. Relative orientation consists of the 

determination of the position and orientation between two images, relative to each other, 

resulting in the generation of a stereo model. Absolute orientation consists of defining the 3D 

position of control points of a stereo model in a desired coordinate system, via a 3D conformal 

coordinate transformation using at least two horizontal and three vertical control points. After 

absolute orientation, the camera’s exterior orientation parameters (EOPs) are defined which 

are three translations and three rotations. Simultaneous multiple image orientation is 

determined by aerial triangulation whilst the establishment of the position and orientation of 

each bundle of the optical ray is termed bundle block adjustment. In the case of self-calibrating 

bundle adjustment such as in the software Metashape, re-optimisation of IOPs and EOPs are 

simultaneously in a least-squares sense. The interested reader is referred to Wolf et al. (2014). 

The theoretical basis of photogrammetry is the so-called collinearity condition, as shown in 

equation (2.1), according to Dai and Lu (2010). According to this condition, any given optical 

ray (Figure 2-1) can be defined by three points: a) the image point; b) the camera perspective 

centre; and c) the object point. Moreover, any point of an image captured by a camera is the 

representation of the convergence of many optical rays (Historic England, 2017). Where 𝑓 is 
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the nominal focal length; (𝑥𝑜 , 𝑦𝑜) and (𝑋𝑜, 𝑌𝑜 , 𝑍𝑜) are the coordinates of the perspective centre 

in the image plane and object space, respectively; (𝑥𝑛, 𝑦𝑛) and (𝑋𝑛, 𝑌𝑛, 𝑍𝑛) are the coordinates 

of the 𝑛-th target in the image plane and object space, respectively; 𝛬 is the scale factor and 𝑀 

is the rotation matrix.  

[

𝑥𝑛 − 𝑥𝑜

𝑦𝑛 − 𝑦𝑜

−𝑓
] = 𝛬 × 𝑀 × [

𝑋𝑛 − 𝑋𝑜

𝑌𝑛 − 𝑌𝑜

𝑍𝑛 − 𝑍𝑜

] (2.1)  

 

Figure 2-1: The optical rays for object points A, B and C. 

SfM photogrammetry, which is of major interest to this investigation, is a recent addition to 

photogrammetry which has been widely employed for the structural surveying of masonry in 

the latest years. In comparison with TLS, it is advantageous due to its low-cost, facility of 

employment and the high quality of its returns (e.g. high-quality RGB orhtoimagary and point 

clouds). Additionally, SfM photogrammetry consists of three main phases which are: a) sparse 

point cloud reconstruction; b) georeferencing; and c) dense point cloud reconstruction. Sparse 

point cloud reconstruction regards the process of aligning acquired images with a process of 

automated feature detection and correspondence until all the photogrammetric block is oriented 

(Golparvar-Fard et al., 2011). In specific, feature matching firstly is carried out, which 

effectively finds distinct features on each image, allowing for the automated matching across 

a subset of images. For example, a welluknown method of carrying this out is with the so-

called Scale Invariant Feature Transform (SIFT) developed by Lowe (2004). Then, once 

feature detection has been carried out throughout the dataset, quantification of the detected 

features match in each image pair is carried out. The result of this process is a sparse point 
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cloud which refers to a point cloud of tie points. Georeferencing regards the providing of 

control information for the scaling and orientation of sparse point cloud. This is commonly 

carried out with the use of ground control points (GCPs) in two ways: a) indirect 

georeferencing, in which the points are the result of surveying; and b) direct georeferencing, in 

which the obtained points are the actual camera positions (e.g. provided by GPS or RTK). The 

process of georeferencing consists of recalculation of both the camera’s IOPs, EOPs resulting 

in a recalculated sparse point cloud coordinates which are in accordance with the control 

information provided. This is carried out in a least-squares bundle adjustment using the 

information as weighted in conjunction with the tie points. Finally, once the sparse point cloud 

is georeferenced, the dense cloud reconstruction follows by employing a pixel disparity 

calculation with area-based image matching. Thereafter, pixel back-projection and 

triangulation (i.e. via spatial intersection) follows, in which a 3D surface is formed via gradient-

based and energy minimisation algorithms to avoid irregularities.  

As a result of the aforementioned pipeline, the main product of SfM photogrammetry is a dense 

point cloud, which is RGB-coloured, being a significant advantage in comparison to TLS, 

(which normally doesn't have RGB). However, it is to be noted that SfM photogrammetry, as 

opposed to TLS, does not provide the intensity data of the surveyed structure. Further than a 

dense point cloud, of major interest to masonry structures is orthoimagery, which may be 

digital elevation models (DigEMs), orthophotos or orthomosaics. Specifically, a DigEM is a 

mathematical description of a 3D surface in which, each grid point represents a single elevation 

value (Aguilar et al., 2005; Wolf et al., 2014) whilst the data type of DigEM is a double array of 

square pixels with a uniform size (Wolf et al., 2014). Moreover, an orthophoto is the result of 

the orthorectification of DigEM and represents a continuous image grid of a uniform scale 

(Wolf et al., 2014). The so-called orthorectification regards describing an object in its true 

orthographic position through the collinearity condition. Finally, orthomosaics result from 

joining multiple orthophotos together. 

Also, of major importance are the errors of SfM photogrammetry, which may be due to: a) 

image overlap; b) GCPs; and c) external factors. The following paragraphs detail each error 

type. Indeed, an important aspect of acquiring images of SfM photogrammetry is the relative 

overlap between consecutive images. A lack of overlap has been found to cause erroneous 

initial image alignments and consequent erroneous sparse point cloud reconstruction (e.g. 

discontinuities) according to (Harwin et al., 2015; Dietrich, 2016). Whilst the obvious solution 
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is though high overlap this increases the point determination redundancy (Haala and 

Rothermel, 2012), the computational burden can become unmanageable and thus requires 

consideration. Furthermore, GCP’s can both decrease the systematic errors of the bundle 

adjustment and increase the photogrammetric abundancy (Wolf et al., 2014; James et al., 

2017). The two main factors associated with effecting the accuracy of the end-product are the 

GPC layout and the geometrical accuracy of the measurement GPC itself. Concerning their 

layout, the importance of the existence of GCPs on the border of the surveyed object has been 

stated on many occasions (James and Robson, 2012; Eltner et al., 2016). Concerning the metric 

accuracy of the GCPs, it has been stated that they should be measured with an accuracy three 

times higher than that of the expected result (Remondino et al., 2014). Finally, errors can also 

be associated with external factors such as image surface texture, lighting, weather conditions 

and instability of the camera. These such factors have been attributed to affecting the SfM 

photogrammetry image matching algorithms (James and Robson, 2012; Remondino et al., 

2014) and thus causing errors. 

Both terrestrial and UAV-based SfM photogrammetry are well-established techniques of 

structural surveying of masonry structures, as summarised in Table 2-2. Notably Bosché et al. 

(2015), surveyed walls of a historic masonry castle with the terrestrial SfM photogrammetry, 

yielding comparable results to TLS in terms of accuracy and point cloud density. Another study 

(Barrile et al., 2015) investigated the performance of various SfM photogrammetry pipeline 

software types against a reference TLS point cloud. Of all the point clouds were generated from 

219 images and three software types, Metashape presented the best agreement with the TLS 

data. In the context of the deformation analysis of historic masonry tower (Teza et al., 2016), 

terrestrial SfM photogrammetry was also found to yield comparable results with the TLS, with 

errors in the range of 5-20 mm. Finally, the deformation analysis of masonry arch bridges (Soni 

et al., 2015) also demonstrated the effectivity and accuracy of SfM photogrammetry.  

As for many other applications of civil engineering, the use of unmanned aerial vehicles 

(UAVs) has also grown immensely in the past decade, especially for the structural surveying 

of cultural heritage masonry structures. For instance, Bosché et al. (2015) compared the outputs 

of UAV-based SfM photogrammetry against those of TLS and terrestrial SfM photogrammetry 

for the survey of a historic castle. In this case, the UAV-based SfM photogrammetry was found 

to be disadvantageous, possibly due to the anteriority of the approach which lacked a 

methodically pre-defined flight path design. In recent years, Barrile et al. (2017) assessed the 
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UAV-based SfM photogrammetry against TLS finding that the data acquisition faster, more 

flexible, and cost-effective but dependant on uncontrollable conditions such as weather and 

lighting.  

Due to the lack of accessibility and highly irregular geometries, UAV-based SfM 

photogrammetry is increasingly favoured for the surveying of masonry arch bridges. For 

instance, one study (Bruno et al., 2019), combined UAV-based SfM photogrammetry and TLS 

for the 3D documentation of a historic bridge in Italy, leading to highly-detailed and accurate 

surveying, which also included textural information due to inclusion of SfM photogrammetry. 

In another innovating study, Pepe et al. (2019) captured nadir images of the intrados of a 

masonry arch bridge by mounting a camera (in specific a smartphone) on top of the UAV. This 

low-cost approach also resulted in an accurate and detailed structural surveying. Finally, in a 

recent study (Chen et al., 2019), structural surveying of a historic aqueduct was carried out 

with UAV-based SfM photogrammetry to assess the performance of consumer-grade UAVs 

for bridge inspection. The study demonstrated that the UAV-based SfM photogrammetry was 

easier to apply and more cost-effective than TLS. However, problems arose, regarding non-

covered areas (e.g. railings), high noise levels and low geometrical accuracy persisted (cm-

level compared to the mm-level of the TLS).  
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Table 2-2: Structural surveying of masonry structures with the terrestrial and UAV-based SfM photogrammetry.  

From the summarised studies in Table 2-2, it is evident that SfM photogrammetry can provide 

accurate geometric data (cm-level) and rapidly (M-Pts) which is comparable to a benchmark 

geospatial technique such as a total station or laser scanner. Furthermore, SfM photogrammetry 

can be cost-effective due to the potential of employing of consumer-grade digital cameras. 

Finally, it has been demonstrated as straightforward, which can be employed by on-site 

engineers with available cameras (i.e. such as a smartphone) replacing the necessity to 

purposely carry survey-grade equipment (Kim et al., 2019). 

2.4 Geometric model development approaches 

As found in Section 2.2.3, another reason for which the majority of state-of-the-art DEM 

studies employ simplified geometric models is the complex block-by-block geometric model 

development, inherent to the DEM. Indicatively, it has been found that for FEM continuum 

models, (which are significantly simpler than block-based), geometric model developed 

 Study Application Structure Software Image 

# 

Dense point 

cloud # (M pts) 

Reported 

GCP error 

(cm) 

Camera 

T
errestrial S

fM
 p

h
o

to
g

ram
m

etry
 

(Soni et al., 2015) Deformation 

monitoring 

MAB Visual SfM - - 0.1 Nikon 

D3200 

(Bosché et al., 2015) 3D documentation CH Metashape 260 79  3 Nikon 

D810 

(Barrile et al., 2015) 3D documentation CH Metashape 219 28.9  2  Samsung 

model 

PL20 

(Teza et al., 2016) Deformation 

monitoring 

CH Metashape 156 14.9  0.5-2 Nikon 

D300S  

U
A

V
-b

ased
 S

fM
 p

h
o
to

g
ram

m
etry

 

(Bosché et al., 2015) 3D documentation CH  Metashape 460 34  3  LC Sony 

Alpha-7R 

(Bruno et al., 2019) 3D documentation MAB  Metashape 610 - - DJI 

Phantom 4 

(20 

Megapixel) 

(Pepe et al., 2019) 3D documentation MAB  Metashape 768 10 0.7  Xiaomi Mi 

Drone 4K 

UHD WiFi 

FPV  

(Chen et al., 2019) 3D documentation MAB  Metashape 295 

 

- - DJI 

Phantom 4 

(12 

Megapixel) 
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consume up to 80% of the total modelling time (Zhang, 2013). To overcome this difficulty, 

various approaches have been adopted to automatically convert the data of various geospatial 

techniques into geometric models, however mainly for numerical methods such as the FEM 

and LA. In the following paragraphs, such approaches are detailed. It is noteworthy that since 

few studies (Zhang, 2013; Riveiro et al., 2020) exists on this relatively novel subject, the 

classification is proposed by the author specifically for masonry, distinguished according to 

the continuum and block-based modelling strategies of Section 2.1.2. 

2.4.1 Geometric model development for continuum modelling 

Within the continuum modelling strategy, the following approaches have been adopted for 

accurate geometric model development: a) cloud-based; b) mesh-based; c) NURBS-based; and 

d) BIM-based. The following paragraphs introduce both the approaches and relevant studies, 

as demonstrated in Figure 2-2. 

 

 



 

36 

 

 

Figure 2-2: Geometric model development for continuum modelling.  

(a) Cloud-based  

(b) Mesh-based  
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Cloud-based approaches 

With the cloud-based approach, a point cloud is directly converted into a geometric model, 

usually through spatial enumeration (Section 2.1.3), such as voxelization. The term 

voxelization describes the conversion of a masonry structure’s geometric domain into an 

equivalent volumetric representation in form of cuboids (voxels). The main advantage of this 

approach is that the structure can be of any geometric form (i.e. non-watertight or non-convex), 

without the necessity of mesh generation, whilst the volumetric modelling is achieved directly 

with the voxels themselves. 

As part of his doctoral investigation, Hinks (2011) presented a pioneering voxelization 

approach (shown in Figure 2-2a) for developing of geometric models of URM building facades. 

This was a novel point-based (i.e. employing point clouds) voxelization method based on 

volumetric subdivision rather than the previously applied methods of surface reconstruction 

(i.e. using meshes). Due to the anteriority of this work, the geometric models were only two-

dimensional. Based on this pioneering study, various studies employing point cloud 

segmentation techniques improved the 2D geometric models of the façades (Linh et al., 2012; 

Linh and Laefer, 2013; Linh and Laefer, 2014; Truong-Hong and Laefer, 2014; Iman Zolanvari 

and Laefer, 2016) which were all incorporated in FEM software. Castellazzi et al. (2015) further 

advanced the cloud-based approaches by developing the first three-dimensional geometric 

models. This was another instance of a point-based voxelization workflow which led to the 

full-scale FEM structural analysis of a historic masonry castle. The same particular been further 

employed with the structural analysis of other historic masonry structures (Bitelli et al., 2016; 

Castellazzi et al., 2017). Finally, more recently, Selvaggi et al. (2018) added a simplified 

process of geometrical assessment of the geometric models developed to the workflow.  
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Mesh-based approaches 

The mesh-based approaches refer to converting a mesh3 into a geometric model. Often, other 

processes precede a mesh-based approach such as watertight conversion and mesh 

simplification, for the structural analysis software to be able to handle a manageable amount 

of faces and vertices from the mesh (Riveiro et al., 2020). After the surface of the structures is 

represented through the final mesh, it is volumetrically subdivided into either pyramidal or 

tetrahedral finite elements within either the structural analysis or a third-party software itself. 

The main advantage of the mesh-based approach is its simplicity in implication. 

Due to its very simplicity, the mesh-based approach has been extensively applied within the 

context of masonry arch bridges. In an early study, Vatan and Arun (2005) developed a 

geometric model of an aqueduct with the mesh-based approach for structural analysis within 

the FEM. Later on, Arias et al. (2007) employed a mesh-based approach for geometric model 

development of a historic bridge for structural analysis within a FEM framework. This study 

innovatively combined data of ground-penetrating radar (GPR) to additionally determine the 

interior (fill) material of the bridge. Similarly, Lubowiecka et al. (2011) later on employed the 

mesh-based approach for a FEM structural analysis with a textured mesh from the SfM 

photogrammetry, which included the damaged areas of the bridge detected and marked, whilst 

GPR was again used to determine the fill of the bridge. A further study (Stavroulaki et al., 

2016) successfully added damage to the FEM mesh corresponding to cracks from the textured 

mesh of SfM photogrammetry. Finally, while all the previous studies regarded single-span 

masonry arch bridges, Conde et al. (2017) developed a pioneering 3D geometric model of a 

full-scale, multi-span bridge for FEM structural analysis.  

The mesh-based approach has also been applied within the context of cultural heritage masonry 

structures. Notably, Pieraccini et al. (2014) developed FEM geometric models with the use of 

CAD of a historic tower. In another study (Meschini et al., 2015), FEM analysis of a fortress 

was also carried out using a mesh from developing a geometric model from a TLS mesh. Barrile 

et al. (2016)  also followed a similar approach, however employing terrestrial SfM 

 

 

3 Mesh herein refers to a surface mesh such as triangulated irregular network constructed from nodes of a dense 

point cloud and facets by Delaunay triangulation. 



 

39 

 

photogrammetry. Furthermore, Hacıefendioğlu and Maraş (2016) were of the first to employed 

UAV-based SfM photogrammetry to develop geometric models (FEM) of a mosque. D'Altri et 

al. (2018b) recently employed the mesh-based approach which enabled semi-automated 

structural analysis of a leaning tower with both FELA geometric models. Finally, more 

recently, Bassier et al. (2018) presented a mesh-based approach of which the contribution was 

the additional crack introduction tool, capable of adding cracks to the geometric model with 

manual intervention. 

NURBS-based approaches 

The non-uniform rational basis spline (NURBS) refers to an approach of approximating a 

complex geometry, to facilitate the handling of the geometric model within the structural 

analysis software while retaining a high degree of geometric accuracy (Riveiro et al., 2020). 

The basis of the NURBS is the mathematical spline, a curve defined by multiple nodes (named 

control nodes) and polynomial functions. The simplest form of a spline is a line joining two 

control points. For n control points, the general rule is for polynomial function with a degree 

of n-1. Base Splines (B-Splines), are the subcategory of spline curves with the mathematical 

property of minimal support. Minimal support means that a linear combination of B-spline can 

be employed to express any spline function of the same degree. NURBS curve are common to 

B-Splines except to that, each control point has a weight; if weights were equal to 1, then the 

NURBS would be a B-spline. The result of a tensor product of two NURBS curves which 

originates from a quadrangular patch is a NURBS surface (patch). In this way, data of 

geospatial techniques can be used as control points for retopology in a NURBS approach. It's 

noteworthy that the NURBS-based approach belongs to the boundary representation method 

of geometric model development. The NURBS approach is particularly advantageous due to 

providing an accurate geometrical representation of the masonry structure while requiring less 

manual intervention (Riveiro et al., 2020). However, as with the mesh-based approach, since 

it represents the masonries surface only, it must be volumetrically subdivided into either 

pyramidal or tetrahedral finite elements within the structural analysis software. 

Tucci and Guardini (2014) proposed a procedure of developing geometric models from meshes 

using a NURBS-based approach. This was carried out by applying retopology within third-party 

software, in which the mesh was made compliant to NURBS generation. In another pioneering 

study (Sánchez-Aparicio et al., 2014) the NURBS-based approach was used to develop a FEM 
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geometric model (shown in Figure 2-2c) of a historic masonry church from the data of UAV-

based SfM photogrammetry. The same research group (Sánchez-Aparicio et al., 2016) carried 

out another structural analysis of a historic masonry structure with geometric model 

development carried out with the NURBS-based approach. Korumaz et al. (2017) carried out a 

structural analysis of a leaning minaret with the FEM with the NURBS-based approach based 

on TLS data. Vincenzi et al. (2019) used a NURBS approach to develop the geometric model 

of a historic tower employing combined UAV-based SfM photogrammetry and TLS data.  

 BIM-based approaches 

Another way of developing a geometric model is by employing a building information model 

(BIM). In the context of construction, the BIM is defined according to Volk et al. (2014) as a 

shared digital representation of physical and functional characteristics of a given built object 

which forms a reliable basis for decisions. Though BIMs are most often employed solely for 

documentation, in some cases, BIM models have been directly converted into geometric 

models for subsequent structural analysis, though on few occasions as the other approaches. In 

the context of cultural heritage masonry structures for instances, a pioneering investigation 

involving the conversion of points clouds to BIMs and BIMs to geometric models for FEM 

structural analysis was presented (Barazzetti et al., 2015a). It must be noted that to develop the 

complex geometry of the church within the BIM, generative NURBS profiles were used to 

obtain a rigorous geometric representation of the vault, while the simple shapes were used for 

regular sections of the building. These procedures were carried out in a manual CAD-based 

environment. In a more recent study (Rolin et al., 2019), a slicing method of developing BIMs 

from point cloud was used (shown in Figure 2-2d) and then the BIMs were automatically 

converted into FEM geometric models. Whilst the BIM approach is easy to implement, it is 

disadvantageous due to the lack of automation since it requires the manual development of a 

BIM. Furthermore, as with the mesh-based approach, since it represents the masonries surface 

only, it must be volumetrically subdivided into either pyramidal or tetrahedral finite elements 

within the structural analysis software. 
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2.4.2 Geometric model development for block-based modelling 

Within the block-based modelling strategy, the following approaches have been adopted for 

geometric model development: a) point-based; and b) image-based approaches. The following 

paragraphs introduce the aforementioned approaches, including relevant studies. 

 

Figure 2-3: Geometric model development for block-based modelling.  
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Point-based approaches 

A point-based approach of geometric model development implies the employment of discrete 

points to develop a geometric model, in a block-by-block manner. This is carried out by use of 

manual CAD-based software to represent the structure using the measurements of point-based 

geospatial techniques such as a total station, or even direct measurement with a tape or a gauge. 

In a notable study, Morer et al. (2013) employed a total station to carry out numerical modelling 

of a masonry arch bridge, employing the block-based modelling strategy. The total station was 

placed in a suitable position to be able to scan all the desired target points levelled, and 

measurement commenced. In the specific study, the vertices of the masonry arch’s voussoirs 

(i.e. blocks) were measured. Whilst point-based approaches can be adequate for small-scale 

structures of relatively few blocks (e.g. less than one hundred), a major disadvantage is 

laborious nature of both measuring discrete points and developing a geometric model from 

them within manual CAD-based design. 

 

Figure 2-4: Application of the point-approach on a masonry arch bridge (Morer et al., 2013). 
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Image-based approaches 

The image-based approach implies introducing an orthoimage of a masonry structure within a 

manual CAD-based framework and manually tracing the blocks and joints of the structure. 

Acary et al. (1999) pioneered the image-based approach with the structural analysis of a 

historic masonry structure from an orthorectified image with the NCSD. The pioneering study 

showed that the accurate geometric model led to a realistic failure mode of a full-scale building 

façade.  

The approach has since then primarily found widespread application for masonry arch bridges. 

For instance, Morer et al. (2011) carried out the structural analysis of masonry arches with 

various LA approaches. Geometric models of various arches of a multi-span arch bridge were 

developed by manually extracting the contours of the arches from the orthoimagery of TLS. 

Here a limitation to the study is made apparent in that the voussoirs were not extracted from 

the orthoimagery, however, obtained roughly by dividing the arch into n segments. Later on, 

Riveiro et al. (2011) extended the approach, by accurately representing the arch blocks. Both 

FEM and LA models resulted from this study. Subsequently, Solla et al. (2012) also accurately 

represented arches with voussoirs from both SfM photogrammetry and GPR. However, in this 

innovating study, the authors defined the internal profiles of the arches from GPR data and 

compared various scenarios. A later study also employed GPR for together with orthoimagery 

to develop accurate geometric models of arches within the LA to investigate the influence of 

geometric uncertainty. In a final study, an array of geometric models was developed, among 

which with the image-based approach. Through the specific study, it was shown that whilst 

2D block-based models and 3D continuum-based models showed good agreement for vertical 

loading, the 3D models (from mesh-based approach) were advantageous for complex loading 

cases which include transverse loading effects. 

Furthermore, apart from masonry bridges, the image-based approach has recently found 

application within cultural heritage masonry structures, albeit on a smaller scale. For instance, 

Napolitano et al. (2019c), developed accurate DEM geometric models of a baptistery from 

SfM photogrammetry. In a follow-up study (Napolitano et al., 2019b)  the same research team 

also investigated the importance of accurate geometry through comparison of simplified and 

accurate geometric models respectively. The study demonstrated that accurate geometric 

models were indeed advantageous for capturing structural behaviour.  
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As can be observed from the aforementioned studies, the main advantage of the image-based 

approach is the nature of the geometric data (i.e. orthoimages). Especially in the case such as 

SfM photogrammetry, orthoimagery (especially orthomosaic) is more straightforwardly and 

rapidly attainable (as demonstrated in Section 2.3.2) in comparison to discrete points whilst it 

also contains textural information. However, commonly with the point-based approach, a 

disadvantage is the dependency on manual CAD-based block segmentation. It is notable that 

in an attempt to overcome this difficulty, various computer vision techniques have been 

applied for automated-block segmentation, though not yet explicitly for numerical modelling 

as will be demonstrated in Chapter 4. Another inherent limitation of image-based approaches, 

in general, is also made apparent here which is that they are limited to describing the structure 

in two-dimensions since they employ two-dimensional metric information (i.e. of the 

orthoimagery) and have a constant, user-assigned thickness in the transverse direction. 

Although evidence suggests (of Section 2.4.2) for the structural analysis of regular masonry 

structure such as bridges, 2D and 3D models agree in the absence of transverse loading, two 

consequences are associated with this limitation: a) only one layer of masonry is described in 

the geometric model (i.e. only the spandrel walls and arch of a masonry arch bridge); and b) 

the geometric models have planar faces, due to constant transverse coordinates. 

The potential of computer vision for automating image-based approaches 

Over the last decade, various investigations have demonstrated that computer vision techniques 

can be employed for automating the procedure of block segmentation. For instance, Sithole 

(Sithole, 2008) presented the first development of a deliberate methodology for brick 

segmentation with point cloud processing techniques. Later on, Willis et al. (2010) employed 

IPTs (ITPs) for estimating the shape of masonry elements present in the facade of a Gothic 

building from a single image based on automatically detected radiometric variations to separate 

individual stones the façade of a historic masonry church. For masonry/mortar detection, the 

theoretical background of this method was a watershed-based binary with the segmentation of 

the façade image into stones (black) and mortar (white) using a merge criterion based on colour 

similarity. Later on, Oses et al. (2014) also presented an IPT-based block segmentation method, 

based on the detection of mortar lines independent of conventional edge detection methods 

(e.g. Canny, Prewitt etc.). Specifically, to delineate the mortar lines, a framework was 

developed using fine-grained visual categorisation within the open-source computer vision 

library, OpenCV by extracting a set of straight-line segments. With a specific focus on 
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numerical modelling however, without structural analysis, Riveiro et al. (2016) employed IPTs 

for block segmentation. Block segmentation was based on the intersection of the maximum 

intensity lines. On the other hand, Shen et al. (2016) also employed point cloud processing for 

block segmentation, through K-means clustering. Of the first investigations to successfully 

segment rubble masonry (Valero et al., 2018) was based on the 2D continuous wavelet 

transform with an IPT framework. The same research team (Forster et al., 2019) later extended 

this approach by using machine learning techniques, which make it of the most advanced and 

robust block segmentation methods reviewed (Figure 2-5), able to extract regular masonry or 

arbitrary shape without a high dependency on block-joint colour contrast such as in the case of 

IPTs. Finally, another recent study (Shen et al., 2019) recently employed IPTs for block 

segmentation, entailing principal component analysis in combination with rectangle fitting. 

 

 

Figure 2-5: Automated block segmentation point clouds with machine learning techniques (Forster et al., 2019). 

Despite the numerous investigations such as the previous that demonstrate the potential of 

employing computer vision for automated block segmentation, no study has yet evaluated the 

implementation of automated block segmentation specifically for structural analysis of regular 

masonry. Therefore, computer vision techniques have remained unexploited for the high-level 

numerical modelling of masonry such as the DEM. 
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2.5 Summary 

This Chapter firstly evaluated the suitability of DEM in its potential for the high-level structural 

analysis of masonry structures. The DEM indeed was found to be of the most powerful tools 

of structural analysis of masonry available. However, it was also found that the majority of 

state-of-the-art DEM studies employ simplified geometric models (i.e. ad-hoc or idealised 

simplified). Consequently, the efficiency of such numerical modelling approaches is 

compromised due to the limitations of laborious manual measurements and procedures related 

to developing a geometric model. Furthermore, the fact that the reliability of the geometrical 

properties is neglected means that uncertainty is transferred into the structural analysis itself. 

The reasons for which state-of-the-art DEM studies neglect the employment of accurate 

geometric models were given to: a) difficulties in geometric data acquisition; b) the complex 

geometric model development of the DEM (i.e. block-by-block); and c) the lack of 

comprehensive investigation on the effect of geometric uncertainty to justify the employment 

of accurate geometric models in the first place. To overcome these difficulties, firstly, various 

geospatial techniques were reviewed, in their suitability for providing geometric data for 

numerical modelling rapidly and reliably. Non-contact sensing techniques were found to be 

attractive for this, particularly the SfM photogrammetry due to its low operational costs and 

straightforwardly approach. Then, various approaches of geometric model development were 

reviewed, of which the image-based and cloud-based appear particularly suitable for the DEM. 

Based on these findings, the proposed methodological framework is proposed in Chapter 3. 

  



 

47 

 

Chapter 3. Methodological framework 

In light of the findings of Chapter 2, this Chapter proposes a three-stage methodological 

framework for the semi-automated and geometrically-accurate discrete element modelling of 

masonry structures. The first stage of the framework concerns structural surveying with various 

geospatial techniques. The second stage of the framework entails geometric model 

development from discrete points, orthoimage and point clouds. Specifically, three workflows 

are presented, the: point-based, image-based, and cloud-based respectively. The final stage 

entails numerical model development and structural analysis with the DEM. Stemming from 

the various geometric model development workflows, the methodological framework provides 

various approaches, as shown in Figure 3-1. These are the so-called, point-based, manual 

image-based, semi-automated image-based and cloud-based approaches, entitled 

“Point2DEM”, “manual Image2DEM”, “semi-automated Image2DEM”, and “Cloud2DEM” 

respectively.  

 

Figure 3-1: The methodological framework. 

manual automated 

Point-based surveying Cloud-based surveying 

 

Structural analysis  

Numerical model development and structural analysis workflow 

Cloud-based surveying 
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For the implementation of the methodological framework, a classification of masonry will be 

proposed, regardless of the material and according to the geometrical randomness solely, as 

such: a) regular masonry, in which masonry units are either orthogonal or regular-shaped; i.e. 

ashlars, bricks or voussoirs (Figure 3-2a); or b) irregular, in which masonry units are highly-

irregular as in (Figure 3-2b). According to this classification, the point-based and image-based 

approaches regard block-based numerical modelling of regular masonry, in the spirit of the 

micro-modelling strategy of Lourenco (1996). Moreover, the cloud-based approach regards 

block-based numerical modelling of rubble masonry, however in the spirit of the macro-

modelling strategy of Lourenco (1996). 

 

Figure 3-2: Classification of masonry into:(a) regular; and (b) rubble masonry (irrespective of material). 

Moreover, it is important to note that the point-based approach is recommended for structures 

of regular masonry of a small scale (e.g. less than 500 blocks). On the contrary, the manual 

image-based workflow is recommended for large-scale structures of regular masonry, where 

the blocks are non-distinguishable with image processing techniques (a definition of 

distinguishable is provided in Section 3.2.2). Moreover, the semi-automated image-based 

workflow is recommended for large-scale structures of regular masonry, however of 

distinguishable blocks. Finally, the cloud-based is recommended for rubble since the 

anisotropy of the rubble cannot be determined reliable and thus it must be fictitiously assigned. 
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3.1 Stage 1: Structural surveying 

The first stage of the three-stage methodological framework concerns the structural surveying 

of the masonry structure subject to structural analysis with various geospatial techniques. In 

this investigation, emphasis is given to the structural surveying with the SfM photogrammetry. 

As such, apart from the workflow of structural surveying, a Section is also included, explicitly 

detailing the reasoning for the selection of the employed software and its implementation of 

the SfM photogrammetry pipeline. Then, given that the methodological framework is 

employable with the geometric data of TLS, a workflow of structural surveying with TLS is 

also included. Finally, with regards to the point-based techniques, a workflow of structural 

surveying is not provided however the interested reader is referred to Morer et al. (2013) of 

Section 2.3.1, where the process of obtaining discrete points of masonry structure specifically 

for numerical modelling is detailed (with a total station). 

3.1.1 The SfM photogrammetry pipeline in Metashape 

Various low-cost commercial and open-source software that adopts the SfM photogrammetry 

were considered for this investigation. Table 3-1 reports some commonly found software 

within the context of the 3D documentation of masonry structures. The reasoning for 

employing Metashape in this investigation was: a) its user-friendly, quasi “black-box” 

workflow, which facilitates implementation; and b) it has a demonstrated effectivity due to its 

employment in vast the majority of investigations on masonry, as was demonstrated in Section 

2.3.2.  

Table 3-1: SfM photogrammetry software. 

Software Source Type 

Metashape  (Agisoft, 2019) Commercial 

ContextCapture (Bentley, 2020) 

 

Commercial 

MicMac (ENSG, 2020) Open-source 

Colmap (Schonberger, 2020) Open-source 
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Due to its commercial nature, Metashape employs a black-box implementation of the SfM 

photogrammetry pipeline and thus its underlying processes are not explicitly described. 

However, previous research (Peppa, 2018) has highlighted the possible underlying functions 

of the sparse point cloud and dense point cloud reconstruction phases, as will be demonstrated 

below. 

Sparse point cloud reconstruction 

According to (Deseilligny and Clery, 2011; Fonstad et al., 2013; Woodget et al., 2015; Peppa, 

2018), Metashape most probably employs a combination of the well-known SIFT-RANSAC 

algorithms for image alignment and sparse point cloud reconstruction. In SIFT (Lowe, 2004), 

multiple-level image processing is carried out to interest points by the detection of local 

extremes created by the difference-of-Gaussian smoothing functions. The invariance of the 

feature detection scheme of SIFT makes it a desirable choice. 

Dense point cloud reconstruction 

According to (Remondino et al., 2014; Eltner and Schneider, 2015; Peppa, 2018), Metashape 

also most likely employs an SGM-like algorithm for dense point cloud reconstruction. The 

SGM algorithm was developed by Hirschmüller (2008) and as a main assumption has that for 

a stereo pair, neighbouring pixels are expected to have similar disparities. In the algorithm, all 

the pixels belonging to the epipolar line 4are searched. The potential correspondent disparity is 

 

 

4 Epipolar geometry is equivalent to the coplanarity condition which is the plane formed in a stereo model by the 

intersection of two optical rays together with their baseline between their camera perspective centres. 

PhotoModeler  (PhotoModelerTechnologies, 2019) Commercial 

PMVS2 (Furukawa and Ponce, 2007) Open-source 

VisualSfM (Snavely, 2008) Open-source 
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based on so-called cost assignment; costs calculated from pixel value differences of nearest 

neighbours. 

3.1.2 Structural surveying with SfM photogrammetry workflow 

In the following paragraphs, the employment of the SfM photogrammetry pipeline within 

Metashape for the structural surveying of masonry structures is detailed, according to Figure 

3-3.  

 

Figure 3-3: Structural surveying with SfM photogrammetry, employing Metashape. 

 Image acquisition 

During step one, the images to be employed in the SfM photogrammetry pipeline are captured. 

This consists of defining the image capture network, the GCP definition and capturing the 

images. The following paragraphs describe each process. 

Network definition: The network definition regards defining the locations at which the image 

shall be captured and is dependent upon the two factors: a) the inherent camera properties; and 

b) and the image network-dependent parameters. Concerning the inherent camera properties, 

two cameras were employed in this investigation, the first camera being a Sony IMX260 dual-

pixel, integrated into Samsung Galaxy S7 smartphone (herein termed smartphone for 

abbreviation) whilst the second camera was a consumer-grade digital single-lens reflex (DSLR) 

Canon EOS6D camera (herein called DSLR for abbreviation). The reasoning behind the choice 
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of this equipment was to assess the framework’s performance with both a low-cost and high-

quality consumer-grade sensor, often available to structural engineers, in a real-world scenario. 

The inherent camera properties of both the cameras employed are reported in Table 3-2, where 

𝑉𝑆𝑆 is the vertical sensor size, 𝐻𝑆𝑆 is the horizontal sensor size and 𝑓 is the nominal focal 

length. Furthermore, the horizontal viewing angle of the lens (𝛽ℎ) and vertical viewing angle 

of lens (𝛽𝑣) are calculated (Chen et al., 2019) from the following equation:  

𝛽𝑣 = 2 ×  𝑡𝑎𝑛−1(
𝑉𝑆𝑆

2×𝑓
) (3.1)  

𝛽ℎ = 2 ×  𝑡𝑎𝑛−1(
𝐻𝑆𝑆

2×𝑓
)  (3.2)  

Table 3-2: Characteristics of the camera sensors. 

Concerning the image network-dependent parameters, they are the camera’s tilt angle (𝛼𝑡) and 

distance from the structure, the so-called working distance (𝑊𝐷). Here the term, maximum 

ground sampling distance (𝐺𝑆𝐷𝑚𝑎𝑥) is introduced, calculated from the following equation, 

according to Chen et al. (2019): 

𝐺𝑆𝐷𝑚𝑎𝑥 =
𝑊𝐷×𝐻𝑆𝑆×𝑐𝑜𝑠( 𝛽𝑣)

𝑓×𝐻𝑁×𝑐𝑜𝑠(𝛼𝑡+𝛽𝑣/2)
  (3.3)  

In non-contact sensing, the 𝐺𝑆𝐷𝑚𝑎𝑥 equals the distance between the centre of two consecutive 

pixels on the target surface and is a spatial resolution used to describe the quality of the 

produced orthoimagery. Effectively, the smaller 𝐺𝑆𝐷𝑚𝑎𝑥, the better the quality of the end-

product of the SfM-photogrammetry is. Concurrently, the field-of-view (𝐹𝑂𝑉) must also be 

taken into consideration while defining the image network, which effectively defines the 

quantity of the target surface area captured. This is also calculated according to Chen et al. 

(2019) as: 

Camera characteristic Unit Smartphone DSLR 

Horizontal sensor size (𝐻𝑆𝑆) mm 6.7 35.9 

Vertical sensor size (𝑉𝑆𝑆) mm 5.5 24 

Nominal focal length (𝑓) mm 4.2 24 

Horizontal pixel number (𝐻𝑁)  Pixels 4032  6240  

Vertical pixel number (𝑉𝑁) Pixels 3024 4160 

Horizontal viewing angle of lens (βh) ° 89.0 89.0  

Vertical viewing angle of lens (βv) ° 68.9 65.2 
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𝐹𝑂𝑉 =
𝑊𝐷2×𝐻𝑆𝑆

2×𝑓
× (

𝑐𝑜𝑠(𝛽𝑣/2)

𝑐𝑜𝑠(𝛼𝑡−𝛽𝑣/2)
+

𝑐𝑜𝑠(𝛽𝑣/2)

𝑐𝑜𝑠(𝛼𝑡+𝛽𝑣/2)
) × (𝑡𝑎𝑛(𝛼𝑡 + 𝛽𝑣/2) + 𝑡𝑎𝑛(𝛼𝑡 − 𝛽𝑣/2)) 

 (3.4) 

The combination of the 𝐹𝑂𝑉 and 𝐺𝑆𝐷𝑚𝑎𝑥 finally determines the definition of the image 

network for a given 𝑊𝐷 and (𝛼𝑡). Indicatively, to be able to identify suitable working distances 

during this investigation, various values 𝐺𝑆𝐷𝑚𝑎𝑥 and 𝐹𝑂𝑉 are plotted as a function of 𝑊𝐷 in 

Table 3-3 for 𝛼𝑡 equal to zero. 

Table 3-3: The variation of the field of view (𝐹𝑂𝑉) and ground-sampling-distance (𝐺𝑆𝐷𝑚𝑎𝑥) for the variation of 

the working distance (𝑊𝐷) for the employed camera sensors (𝛼𝑡 = 0°). 

Ground control point (GCP) definition: For the scaling and orientation of SfM photogrammetry 

point cloud, the control information of this investigation was provided through ground control 

points (GCPs), using indirect georeferencing. GCPs were surveyed with a Leica MS60 total 

station (by intersection) with a mm-level accuracy. The definition of the GCP position is 

strategically carried based on two criteria: a) equal distribution of GCPs upon the surveyed 

structures; and b) GCPs with locations that facilitated their surveying with the total station in 

a minimal effort. 

Image capture: The properties of the image capture were common with a previous doctoral 

investigation employing Metashape (Peppa, 2018). Specifically, fixed shutter speed and 

aperture were adopted while the ISO value was equal to 100 and the exposure interval 

(otherwise termed exposure value) was also equal to zero. Furthermore, the image overlap that 

produced at least a 60 % forward and a 60 % lateral overlap was considered suitable. 

  

WD m Smartphone DSLR 

 𝐹𝑂𝑉 (m2) 𝐺𝑆𝐷𝑚𝑎𝑥  (mm) 𝐹𝑂𝑉 (m2) 𝐺𝑆𝐷𝑚𝑎𝑥  (mm) 

0.50 0.57 0.09 0.29 0.19 

1.00 2.29 0.19 1.15 0.38 

1.50 5.16 0.28 2.58 0.57 

2.00 9.17 0.38 4.59 0.76 

2.50 14.33 0.47 7.17 0.95 

3.00 20.63 0.57 10.33 1.14 

3.50 28.09 0.66 14.05 1.33 

4.00 36.68 0.76 18.36 1.52 

4.50 46.43 0.85 23.23 1.72 

5.00 57.32 0.95 28.68 1.91 
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 Sparse point cloud reconstruction and georeferencing 

During step two, the image alignment is carried out, resulting in a sparse point cloud (tie points 

in 3D). Metashape provides multiple settings for image alignment of which the high alignment 

setting was chosen from a previous investigation (Peppa, 2018). After the image alignment, 

camera optimisation follows, together with outlier removal. For the outlier removal, the gradual 

selection tool is used to retain points with: a) a reconstruction uncertainty less than or equal to 

10: b) a projection uncertainty less than or equal to 10; and c) reproduction error less than or 

equal to 1 (Peppa, 2018). For remaining outliers, manual cropping is carried out. Finally, the 

georeferencing of the sparse point cloud is carried out by introducing the GCPs of the total 

station in a text format.  

 Dense point cloud reconstruction  

During step three, the dense point cloud is reconstructed. Metashape offers various options of 

smoothness and detail of which, the high-quality point cloud reconstruction setting in 

conjunction with the aggressive smoothness level were used (Peppa, 2018). After the dense 

point cloud is developed, the remaining noise is removed with the scissor tool of Metashape. 

 Orthomosaic development 

During step four, the orthomosaic is developed with Metashape. The use of orthomosaics for 

geometric model development is considered as advantageous due to their longstanding use in 

masonry (Tsilimantou et al., 2016; Chiabrando et al., 2017). In Metashape, a mesh is developed 

based on the dense point cloud, and then orthomosaic development can follow with a user-

defined resolution, termed 𝑅𝑒𝑠𝑜𝑟𝑡ℎ.. The selection of the mesh face number 𝑛𝑓𝑎𝑐𝑒𝑠 must be: a) 

large enough to accurately represent and accommodate the shape of the structures; yet b) small 

enough to not render the mesh computationally unmanageable. Furthermore, the selection of 

the orthomosaic resolution 𝑅𝑒𝑠𝑜𝑟𝑡ℎ. is such that enables to clearly define the discontinuities of 

the structure in the orthomosaic, analogous to the 𝐺𝑆𝐷𝑚𝑎𝑥 selection. This control is also carried 

out in Metashape. At this stage, a control the orthomosaic for noise, especially on the boundary 

of the surveyed structure is carried out. This is particularly important before employing the 

geometric model development workflows of Section 3.2, as to retain only structural members 

within the structural analysis. 
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3.1.3 Structural surveying with TLS workflow 

In the following paragraphs, the workflow of structural surveying of masonry structures with 

TLS is detailed in a step-wise fashion according to Figure 3-4.  

 

Figure 3-4: Structural surveying with TLS. 

 Setup 

During step one, planning is carried out including preparation of the TLS equipment and the 

control points. In this investigation, a Leica P40 was considered, of which the properties are 

detailed in Table 3-4. The selection of this equipment was based on its common employment 

for masonry and consideration as a high-level laser scanner within recent studies (Chen et al., 

2019). Regarding the control points, the scanner’s factory default 4.5 mm retroreflective targets 

were employed. It is notable that the control point placement must be strategically carried out 

so that for each scan station, there is an overlap with at least one other scan station of at least 

three control points.  

  

Point cloud 

acquisition 
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Table 3-4: Characteristics of the Leica P40 scanner. 

 Point cloud acquisition  

During step two, the dense point cloud data is acquired by carrying out the TLS survey through 

various scan stations. Scan stations are carefully planned with the objective is to capture all the 

surfaces of the structure, including the control points in a manageable time. For this task, 

various examples exist from previous investigations on masonry structures, such as for a 

masonry arch bridge surveyed by Arias et al. (2010). After the TLS survey, the Leica P40 

scanner’s factory default software Cyclone version 9.1 (Leica, 2019) is employed for co-

registering the TLS point cloud by which the various scan stations are aligned and joined, based 

on the retroreflective targets that are automatically detected within Cyclone. Here, the quality 

of the TLS is apparent in the RMSE alignment error of the targets. The accuracy of the TLS 

survey is the maximum RMSE error of all targets after co-registration, of which an acceptable 

value is considered to be equal to 5 mm or less than (Peppa, 2018).  

  

 Characteristic Value 

A
cc

u
ra

cy
 

Range accuracy 1.2 mm + 10 ppm over the full range 

Angular accuracy 8" horizontal; 8" vertical 

3D position accuracy 3 mm at 50 m; 6 mm at 100 m 

D
is
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n
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m

en
t 
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em
 

Scanning type: Time-of-flight enhanced by Waveform 

Digitising (WFD) technology 

Wavelength 1550nm (invisible) / 658nm (visible) 

Laser class 1 (in accordance with IEC 

60825:2014) 
Beam divergence < 0.23mrad (FWHM, full angle) 

Beam diameter at the front window ≤ 3.5 mm (FWHM) 

Range and reflectivity Minimum range of 0.4 m 

Scan rate Minimum range of 0.4 m 

Range noise * 0.4 mm RMS at 10 m, 0.5 mm RMS at 

50 m 

Field-of-view: horizontal/vertical Hor. :360° Vert.: 290° 

Data storage capacity 256 GB internal solid-state drive 

(SSD) or external USB device 

Im
ag

. 
S

y
st

em
 

Resolution 
4 megapixels per each 17°×17° colour 

image; 700 megapixels for panoramic 

image 

Pixel size 2.2 µm 
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 Point cloud processing and assessment 

During step three, the processing and assessment of the TLS point clouds are carried out with 

the open-source software CloudCompare (CloudCompare, 2019) which is useful to make the 

point clouds standardised and comparable. Firstly, to perform noise reduction, the Statistical 

Outlier Removal (SOR) tool (Radu Bogdan et al., 2007) is used. This finds the average distance 

ri(K)for each point pi (i=1…n), in the dataset, considering K-nearest neighbours (KNN). The 

sigma rule is used on the dataset which means that a point is treated as an outlier if the result 

is not within N standard-deviations from the mean. Secondly, for the case where TLS point 

clouds needed alignment with other point clouds (i.e. of SfM photogrammetry), the iterative 

closest point (ICP) alignment tool (Rusinkiewicz and Levoy, 2001) is adopted in 

CloudCompare. The ICP tool co-registers point clouds in a pair-wise manner. It effectively 

searches for pairs of nearest points in two-point clouds and calculates the transformation matrix 

based upon them. Thirdly, cleaning and cropping of the point cloud are carried out to remove 

noise and irrelevant points (e.g. non-structural elements such as vegetation, etc.) in 

CloudCompare. This is an important task since only the points relating to the structure being 

assessed should be considered in structural analysis. This is achieved with relative care as to 

solely retain stages of the masonry structure inside the final point cloud that are for structural 

analysis. Finally, to assess the TLS point clouds’ qualities, their surface density is calculated 

within CloudCompare. For instance, the surface point density can be calculated in pts/cm2 by 

using the surface density calculator of CloudCompare with circular radii of R equal to 0.005641 

m, corresponding to an area of 1 cm2.  

 Orthoimage development 

During step four, orthoimages of the intensity data are extracted using the raster image 

development function of CloudCompare. A requirement is that the point cloud be aligned with 

the plane of orthoimage development. Then, the orthoimage is developed by the projection of 

the selected face of the point cloud, with a user-defined resolution.  

 Mesh development 

During step five, which is optional, a watertight mesh can be constructed using the Poisson 

surface reconstruction algorithm of the point cloud. The mesh reconstructed with a plugin 

within CloudCompare based on the well-known Poisson reconstruction algorithm (Kazhdan 

and Hoppe, 2013). The settings of mesh construction were an octree (the term octrees refers to 
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the partitioning of the 3D space by recursively subdividing it into eight octants-octrees which 

are a 3D analogy of quadtrees), depth of 12, samples per node equal to 1.5, full depth equal to 

5, the point weight equal to 4.0 and the boundary set as free. 

3.2 Stage 2: Geometric model development workflow 

The second stage of the three-stage methodological framework entails geometric model 

development from the geometric data of structural surveying. The term geometric model refers 

to the geometry used in structural analysis, as previously mentioned in Chapter 2. Three 

workflows are presented in the following Sections for geometric model development, 

according to various type of geometrical data.  

3.2.1 Geometric model development with the point-based workflow 

The workflow of this Section concerns geometric model development from discrete points, 

such as those from a total station or direct measurement with a tape. This type of workflows is 

most commonly employed in the block-based numerical modelling studies, such as the 

aforementioned in Section 2.2.2. The processes of the workflow are shown in Figure 3-5.  

 

Figure 3-5: The point-based workflow of geometric model development. 

 Block vertex definition 

During step one, the block vertices are defined through a manual CAD-based vertex definition. 

This process consists of manually defining the blocks of the masonry structure by adopting the 

polyline command of AutoCAD (Autodesk, 2019) with the given discrete points of a CAD 

reproduction. The reasoning for the employment of CAD software such as AutoCAD 

(Autodesk, 2019) was given to both its popularity and facility of implementation. Due to the 
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nature of the numerical employed modelling method, the regions have to be convex, as will be 

detailed in the forthcoming Section 3.3.1 of structural analysis. The block vertices are then 

automatically extracted from the polylines with an existent Matlab script (Wischounig, 2020). 

Then the block vertices are stored in the herein termed block vertex arrays in a subsequent 

Matlab script of Section A.1.1. 

 Geometric model development 

During step two, the geometric model to be used for the structural analysis model is developed 

in a format suitable for the employed numerical method for structural analysis (e.g. FEM, LA, 

DEM). In this investigation, a geometric model compatible with the employed DEM is 

developed. Namely, blocks are developed adopting the polyhedron command of the software 

3DEC (Itasca, 2019a). The polyhedron development is based upon assigning the polyhedron 

nodes in clockwise order, for the two faces with the block vertex arrays of Section 3.2.1. This 

is an automated process within a developed Matlab script of Section A.1.2. 

3.2.2 Geometric model development with the image-based workflow 

In the following paragraphs, the image-based workflow is presented in which geometric model 

development entails the employment of orthoimages. The processes of the workflow are herein 

detailed in a step-by-step fashion (shown in Figure 3-6). 

 

Figure 3-6: The image-based workflow. 
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 Block segmentation 

During step one, the block segmentation is carried out. The objective of this process is to define 

each block’s vertices within the given orthoimage. Here the blocks are classified into two types: 

distinguishable and non-distinguishable. Namely, non-distinguishable (Figure 3-7) are the 

blocks which do not have a clear separation of blocks and mortar or dry joints, as for instance, 

in Figure 3-7. Though block segmentation may be carried out with naked-eye on this type of 

image, they not able to be segmented by colour-based image segmentation.  

 

Figure 3-7: Non-distinguishable blocks of a masonry structure. 

On the contrary, in the case where the blocks and mortar in the image are of a distinct colour 

(i.e. a block-joint colour contrast is existent), then the blocks are termed distinguishable. As a 

consequence, distinguishable blocks can be segmented with colour-based edge detection due 

to consistent block-joint colour contrast (as shown in Figure 3-8). It is however to be noted that 

the IPT-based approach is not fully-automated yet. This is given to difficulties such as the 

necessity of: a) cleaning noise of the orthoimagery prior to geometric model development; b) 

segmenting the structure for analysis for the orthoimagery; and c) simultaneously segmenting 

various types of masonry (i.e. distinguishable and non-distinguishable) which may be found on 

full-scale structure. 
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Figure 3-8: Distinguishable blocks of a masonry structure. 
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Manual CAD-based block segmentation: When the blocks are non-distinguishable then manual 

block segmentation must be carried out. This is by inserting the orthoimage into AutoCAD and 

defining the block vertices with superimposed points on the orthoimage. Following this, the 

points of each block are traced with a polyline, as with the point-based workflow (Section 

3.2.1).  

IPT-based block segmentation: When the blocks are distinguishable, block segmentation can 

be automated with the use of IPTs, employing functions of the well-known image processing 

toolbox of Matlab (Mathworks, 2019). IPT-based block segmentation consists of two phases, 

as detailed in the forthcoming paragraphs.  

The first phase of IPT-based segmentation entails the joint image development, of which the 

Matlab script is found in Section A.2.1. Effectively, this is the development of an image made 

of the centrelines of the joints and borders of the block, having an equal width in pixels. The 

processes of the joint image development are shown in Figure 3-9a-g, which consist of: a) pre-

processing of the greyscale orthomosaic (roifill function) to remove noise; b) edge detection of 

the pre-processed image (edge function) to highlight block edges; c) the mask creation (imdil 

function), to define the borders of the area occupied by the masonry structure; d) joint line 

detection with a Hough transformation (hough function), to make joints continuous; e) joint 

lines fusing with the mask (imfuse function); and f) joint line homogenisation and joint image 

development with watershed segmentation (watershed function).  



 

63 

 

 

Figure 3-9: Block segmentation with IPTs for mortared joints. Joint image development: (a) pre-processing of 

the greyscale image; (b) edge detection; (c) the mask creation; (d) joint line detection; (e) joint lines and block 

border; and (f) joint line homogenisation and joint image development with watershed segmentation (watershed 

function). Block vertex extraction: (g) desired block vertices; and (h) permissible block vertices. 

The second phase of IPT-based block segmentation concerns the block vertex definition, of 

which the Matlab script is also found in Section A.2.1. This effectively consists of extracting 

the block vertices from the joint image and assigning them to a corresponding data structure, 

the so-called 𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦. Specifically, where 𝑛_𝑏𝑙𝑜𝑐𝑘 is the total number of blocks, the 

𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦 is a data structure composed of 𝑛_𝑏𝑙𝑜𝑐𝑘𝑠 double arrays, with the x and y vertices 

occupying the first and second rows respectively. For a given block 𝑙, the length of the 

corresponding array is equal to the number of vertices of the block, 𝑛_𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 (e.g. 
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𝑛_𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 = 4, for a tetrahedron). The process of extracting the block vertices from the joint 

image commences by finding the crossing of the joint image with the image skeleton (imskel 

function) and branch-points (bwmorph function) functions. These are herein termed the 

desirable block vertices, located on the centreline of the discontinuity. All the desirable block 

vertices are then detected and stored in an array, termed the 𝑛𝑜𝑑𝑒 𝑎𝑟𝑟𝑎𝑦, having a total number 

of vertices equal to 𝑛_𝑛𝑜𝑑𝑒𝑠. To develop each block of the 𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦, firstly the boundaries 

of the joint image (boundary function) are calculated, termed the 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑎𝑟𝑟𝑎𝑦. This is a 

data structure of 𝑛_𝑏𝑙𝑜𝑐𝑘𝑠, herein termed permissible block vertices. The permissible block 

vertices correspond to the borders of the areas of the blocks of the joint image. Although the 

vertices of 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑎𝑟𝑟𝑎𝑦 are conveniently organised in a clockwise or anticlockwise order 

per block, they cannot be employed for block development due to being: a) superfluous (i.e. 

180); and b) not located on the centreline (i.e. if employed for geometric model development, 

there would be a gap between blocks).  

To define the vertices of the block array, two processes are carried out. For a given block 𝑙, 

the first process is a loop, as shown in lines 1-9 of Algorithm 1, which entails replacing values 

of the 𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦 with values of the 𝑛𝑜𝑑𝑒 𝑎𝑟𝑟𝑎𝑦, within a user-defined threshold of 

Euclidian distance, equal to threshold. The second process, as shown in lines 10-12 of 

Algorithm 1, entails ascertaining controlling that 𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦 values are unique and only 

belonging to the 𝑛𝑜𝑑𝑒 𝑎𝑟𝑟𝑎𝑦.  
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Algorithm 1: Assigning node array values to the boundary array and assigning unique node array values to block array 

1: 𝑏𝑙𝑜𝑐𝑘 ← 𝑙  

2:  for 𝑖 = 1: 𝑛_𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠  

3:   for 𝑗 = 1: 𝑛_𝑛𝑜𝑑𝑒𝑠  

4: if d(𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑎𝑟𝑟𝑎𝑦(𝑖, : , 𝑏𝑙𝑜𝑐𝑘), 𝑛𝑜𝑑𝑒 𝑎𝑟𝑟𝑎𝑦(𝑗, : )) <=threshold then 

5:  𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑎𝑟𝑟𝑎𝑦(𝑖, 1, 𝑏𝑙𝑜𝑐𝑘) ← 𝑛𝑜𝑑𝑒 𝑎𝑟𝑟𝑎𝑦(𝑗, 1) 

6:  𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑎𝑟𝑟𝑎𝑦(𝑖, 2, 𝑏𝑙𝑜𝑐𝑘) ← 𝑛𝑜𝑑𝑒 𝑎𝑟𝑟𝑎𝑦(𝑗, 2)  

7: end if 

8:   end for  

9:  end for  

10: if intersect (𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑎𝑟𝑟𝑎𝑦(: , : , 𝑏𝑙𝑜𝑐𝑘), 𝑛𝑜𝑑𝑒 𝑎𝑟𝑟𝑎𝑦) # 0  

11:  𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦 ← intersect(𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑎𝑟𝑟𝑎𝑦(: , : , 𝑏𝑙𝑜𝑐𝑘))  

12: end if  
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 Geometric model development 

During step two, the geometric models are developed from the data of the 𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦. Before 

this, the blocks of the manual CAD-based segmentation and the IPT-based segmentation must 

be scaled to their actual size 𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒𝑑, from equation (3.5) below.  

𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒𝑑  = (𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦) × 𝑅𝑒𝑠𝑜𝑟𝑡ℎ. (3.5)  

After the block scaling, geometric model development follows, identically to the process of 

Section 3.2.1 using the block array of the workflow. 

 Geometrical assessment 

During step three, the geometrical assessment is carried out of the developed geometric models. 

However, before this, alignment of the developed (i.e. assessed) geometric models is necessary 

with a that of a reference geometric model (with the use of user-defined reference point). It is 

additionally important to note that the reference geometric models are previously developed, 

either from the image-based or point-based workflows. Alignment is subsequently carried out 

by translating all the coordinates of the 𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒𝑑 in the x and z-axis direction equal 

to 𝑑𝑥𝑎𝑙𝑖𝑔𝑛 𝑑𝑧𝑎𝑙𝑖𝑔𝑛, from equations (3.6) and (3.7) below. Only translation is considered 

necessary to align the geometric models as it is anticipated employed orthomosaic has already 

been subject to scaling and orientation during the structural surveying workflow. The blocks 

of the 𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦𝑎𝑙𝑖𝑔𝑛𝑒𝑑, found in (3.8), are aligned.  

𝑑𝑥𝑎𝑙𝑖𝑔𝑛 = 𝑥𝑜𝑟𝑡ℎ. − 𝑥𝑔𝑒𝑜𝑚.𝑚𝑜𝑑𝑒𝑙. (3.6) 

𝑑𝑧𝑎𝑙𝑖𝑔𝑛 = 𝑧𝑜𝑟𝑡ℎ. − 𝑧𝑔𝑒𝑜𝑚.𝑚𝑜𝑑𝑒𝑙.  (3.7) 

⌊
𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦𝑎𝑙𝑖𝑔𝑛𝑒𝑑(: ,1)

𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦𝑎𝑙𝑖𝑔𝑛𝑒𝑑(: ,2)
⌋ = ⌊

𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒𝑑(: ,1) − 𝑑𝑥𝑎𝑙𝑖𝑔𝑛

𝑏𝑙𝑜𝑐𝑘 𝑎𝑟𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒𝑑(: ,2) − 𝑑𝑧𝑎𝑙𝑖𝑔𝑛
⌋  (3.8)  

To calculate the geometric uncertainty, three metrics are considered absolute uncertainty (𝐴𝑈), 

the relative uncertainty (𝑅𝑈), and normalised uncertainty (𝑁𝑈) with the following equations 

(3.9), (3.10) and (3.11) as shown below. 

𝐴𝑈 =  𝑥𝑟𝑒𝑓 − 𝑥  (3.9)  
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𝑅𝑈 =  
(𝑥𝑟𝑒𝑓−𝑥)

𝑥𝑟𝑒𝑓 
× 100 (3.10)  

𝑁𝑈 =  (𝑥𝑟𝑒𝑓 − 𝑥)/𝑚𝑎𝑥 (𝑥𝑟𝑒𝑓) (3.11)  

Where 𝑥𝑟𝑒𝑓and 𝑥 are geometrical measures of the reference and assessed geometric models, 

respectively whilst max (𝑥𝑟𝑒𝑓) is the maximum value of the assessed group of geometrical 

properties. 

Two types of geometric model properties are considered here according to Figure 3-10, the 

variable and invariable geometrical properties. The invariable geometry properties are 

considered those that describe the structure as a continuum (e.g. an arch’s span, thickness and 

rise. The variable geometrical properties are those that describe of the blocks and joints, such 

as the: a) block centroid location; b) block volume; c) joint length; and d) joint inclination 

(herein termed joint dip) angle. It is noteworthy that the joint length is defined as the distance 

between the two extremities of the joint while the joint dip is defined as the angle of the joint 

with the x-axis, between zero and 90 degrees.  

 

Figure 3-10: Properties of geometrical assessment of image-based geometric models. 

3.2.3 Geometric model development with the cloud-based workflow 

In the following paragraphs, the cloud-based workflow is presented in which geometric model 

development entails the employment of point cloud. Conversely to the previously reported 

workflows which regard numerical modelling of regular masonry, the cloud-based workflow 

regards rubble masonry. It is important to reaffirm that the regular masonry refers to masonry 

that has a clearly defined anisotropy; in this case, the blocks can be segmented with image-

processing, as demonstrated in Section 3.2.2. Whilst the employment of point cloud processing 

is possible for segmenting regular masonry, it is deemed signficantly more complex than image 

processing and thus only employed for rubble, as a manner of ficitisoully defining the random 

Variable 

 

Invariable 
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nature of the masonry Whilst the employment of point cloud processing is possible for 

segmenting regular masonry, it is deemed significantly more complex than image processing 

and thus only employed for rubble, as a manner of fictitiously defining the random nature of 

the masonry. The processes of the cloud-based workflow are herein detailed in a step-by-step 

fashion (shown in Figure 3-11). 

 

Figure 3-11: The cloud-based workflow. 

 Point cloud voxelization  

During step one, voxelization of the dense point cloud is carried out. The developed 

voxelization algorithm herein presented is a point-based type, theoretically similar to a previous 

masonry modelling approach (Hinks et al., 2012). It involves the down-sampling of the point 

cloud into a sum of equidistant points that have a common global axis orientation. The first 

process of point cloud voxelization consists of the selection of the voxel size, 𝐺𝑟𝑖𝑑. This 

defines the actual voxel dimension so its appropriate choice is necessary for the correct 

accuracy and manageability of the structural analysis. Specifically, as will be further on 

demonstrated, this value must be controlled as it defines the number of blocks which above a 

certain threshold can make the numerical simulation computationally unmanageable. 

Indicatively, in Chapter 6, maximum block thresholds are stated for given computational 

resources. After voxel size selection, the next process of voxelization consists of finding the 

bounding box of the dense point cloud. The bounding box is composed of minimum and 

maximum spatial coordinates (𝑥𝑚𝑎𝑥, 𝑥𝑚𝑖𝑛), (𝑦𝑚𝑎𝑥, 𝑦𝑚𝑖𝑛), (𝑧𝑚𝑎𝑥, 𝑧𝑚𝑖𝑛) of the dense point 

cloud in meters. Then the bounding box is subdivided into a grid with the user-defined voxel 

size equal to Grid for the x, y, and z-axis, respectively. The number of voxels for each axis (𝑁𝑥, 

𝑁𝑦, 𝑁𝑧) is defined by the following equations (3.12), (3.13) and (3.14). Ceil is the ceiling 

function used and Grid, the voxel size in meters. 
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𝑁𝑥 =  𝑐𝑒𝑖𝑙(
(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛)

𝐺𝑟𝑖𝑑
) (3.12)  

𝑁𝑦 =  𝑐𝑒𝑖𝑙(
(𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛)

𝐺𝑟𝑖𝑑
) (3.13)  

𝑁𝑧 =  𝑐𝑒𝑖𝑙(
(𝑧𝑚𝑎𝑥−𝑧𝑚𝑖𝑛)

𝐺𝑟𝑖𝑑
) (3.14)  

Due to the number of voxels being an integer due to the rounding of the ceiling function (3.12), 

(3.13) and (3.14) the voxel size and actual voxel dimensions cannot coincide. Thus the actual 

voxel dimensions for the x, y and z axes are defined (𝛥𝑥, 𝛥𝑦, 𝛥𝑧) respectively by the equations 

(3.15), (3.16) and (3.17): 

𝛥𝑥 =  
(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛)

𝑁𝑥
 (3.15)  

𝛥𝑦 =  
(𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛)

𝑁𝑦
 (3.16) 

𝛥𝑧 =  
(𝑧𝑚𝑎𝑥−𝑧𝑚𝑖𝑛)

𝑁𝑧
 (3.17)  

Now, similar to the approach of (Hinks et al., 2012), the final processes of voxelization are 

described. First of all, the dense point cloud P, must be defined according to Volodine (2007) 

as an unordered collection of n points {𝑃𝑖}𝑖=1
𝑛  in 3D Euclidean space, resulting from the 

scanning of an object and representing the surface of that object. Within the voxelization, the 

columns representing the x, y and z axes of this dense point cloud 𝑃𝑥 𝑃𝑦 and 𝑃𝑧 are divided by 

their corresponding actual voxel dimension and rounded using the round function as in (3.18), 

(3.19) and (3.20) 𝐷𝑖𝑚𝑥, 𝐷𝑖𝑚𝑦, and 𝐷𝑖𝑚𝑧 are then horizontally concatenated and compose the 

rounded point cloud 𝐷𝑖𝑚, as in (3.21). This is effectively a dimensionless array that indicates 

which voxel grid each point belongs with an integer index for x, y, and z axes. As there are 

multiple points for each voxel, recurring points are removed by finding the unique rows of the 

rounded point cloud 𝐷𝑖𝑚 using the unique function. This results in the so-called dimensionless 

voxelized point cloud 𝐷𝑉𝐶, with only one occasion of each voxel as in (3.22). Then the so-

called empty voxelized point cloud 𝐸𝑉𝐶, is found which is the dimensionless voxelized point 

cloud multiplied by the respective actual voxel dimensions, (𝛥𝑥, 𝛥𝑦, 𝛥𝑧), as in (3.23).  

𝐷𝑖𝑚𝑥 =  𝑟𝑜𝑢𝑛𝑑(
(𝑃𝑥)

𝛥𝑥
) (3.18) 
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𝐷𝑖𝑚𝑦 =  𝑟𝑜𝑢𝑛𝑑(
(𝑃𝑦)

𝛥𝑦
) (3.19)  

𝐷𝑖𝑚𝑧 =  𝑟𝑜𝑢𝑛𝑑(
(𝑃𝑧)

𝛥𝑧
) (3.20)  

The rounded point cloud is composed of the results of (3.18), (3.19) and (3.20) horizontally 

concatenated:  

𝐷𝑖𝑚 = [𝐷𝑖𝑚𝑥, 𝐷𝑖𝑚𝑦 , 𝐷𝑖𝑚𝑧] (3.21)  

The dimensionless voxelized point cloud is found from the following equation: 

𝐷𝑉𝐶 =  𝑢𝑛𝑖𝑞𝑢𝑒 [𝐷𝑖𝑚𝑥, 𝐷𝑖𝑚𝑦, 𝐷𝑖𝑚𝑧] (3.22)  

The empty voxelized point cloud 𝐸𝑉𝐶, is equal to the dimensionless voxelized point cloud, 

𝐷𝑉𝐶, multiplied by the corresponding actual voxel dimension as in the following equation:  

𝐸𝑉𝐶 =  [𝐷𝑖𝑚𝑥 × 𝛥𝑥, 𝐷𝑖𝑚𝑦 × 𝛥𝑦, 𝐷𝑖𝑚𝑧 × 𝛥𝑧] (3.23)  

The empty voxelized point cloud, 𝐸𝑉𝐶 is the final product of voxelization and is essentially a 

point cloud which describes the dense point cloud as a sum of the active voxels. The term active 

voxel specified that it is occupied by at least on point of the dense point cloud.  

If the voxel size (𝐺𝑟𝑖𝑑) is smaller than the available point cloud surface density, then there will 

be voids where the gridline is not occupied by active points. It is useful for the mean surface 

densities of the dense point cloud to be measured before voxelization to find the smallest 

permissible voxel size with the given dense point cloud. This can be done by measuring the 

population within CloudCompare with the density measure function, as discussed in Section 

3.1.3.  

 Voxelized point cloud filling 

During step two, the empty voxelized point cloud is filled with points. This is the key step of 

the workflow since the internal geometry of the three-dimensional structure is not hollow and 

thus internal points of the empty voxelized point cloud need to be defined. Similar to 

Castellazzi et al. (2015), the empty voxelized point cloud is treated as an assembly of 

orthoimages with common pixel size and dimension and characterised by a specific height z. 
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To fill the entirety of the masonry structure’s domain, a so-called raster image approach is 

adopted. Namely, for each level (i.e. heights of voxels) of the empty voxelized point cloud, a 

corresponding raster image corresponding to the x-y axes plane is extracted and 

morphologically processed. Effectively, for each raster image (i.e. for every level of voxels), 

all the inactive pixels found to be contained inside the perimeter of the masonry structure are 

converted into active pixels. Then,  the filled raster images are stacked together, resulting in 

the filled voxelized point cloud. It is noteworthy that the raster image approach can be applied 

to any type of point cloud, whilst the described procedures are fully automated and incorporated 

into the Matlab script of Section A.3.1. The perimeter of the empty voxel cloud needed to be 

continuous, so that its contained area may later be filled. If not continuous, it could be easily 

modified to be. By using the raster image approach, the tedious 3D surface becomes a 2D 

problem.  

 Geometric model development 

During step three, the cloud-based geometric model is developed. Each block of the geometric 

model is defined as an 8-noded polyhedron, based upon assigning the polyhedron nodes in 

clockwise order, for two parallel faces of each voxel of the cloud. This is an automatic 

procedure within the same Matlab script of Section A.3.1. 

 Geometrical assessment  

During step four, the accuracy of the geometric models is assessed. The level of geometrical 

accuracy (and the consequent geometric features included in the model) is directly correlated 

to the voxel size. The employed voxel size governs the amount of detail with which geometrical 

features of the structure can be described. For this investigation, a satisfactory geometrical 

representation is considered when obtaining: a) an accurate structural volume, to accurately 

represent the mass of the structure; and b) accurate cross-sections, to provide a representative 

structural behaviour. Geometrical assessment is carried out by comparing the geometrical 

properties of the geometric models with that of a reference mesh and comparing: a) the 

volumetric difference of the geometric model with the mesh; and b) the cloud-to-mesh distance 

of the geometric model with the reference mesh in CloudCompare with the dense point cloud 

before voxelization. Specifically, the cloud-to-mesh (C2M) is a way of geometrically assessing 

a point cloud by measuring the distance between it and a reference mesh. In this way, a mean 

scalar value determines the overall accuracy of the geometric model’s cross-sections. Finally, 
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it is notable that during the voxelization, there is no translation or rotation of the point cloud is 

involved and thus for comparison between the voxelized point clouds and reference mesh, 

alignment is not required.  
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 Geometrical model refinement  

During step five, the geometric models are optionally refined. A disadvantage of this workflow 

is made apparent in this step. Namely, to obtain a geometric model of high geometrical 

accuracy (e.g. with less than 5% geometrical error), the adopted voxel size may cause the 

numerical simulation to be either unmanageable or non-executable. Furthermore, geometric 

models of larger voxel size are often of a high geometrical error and must be refined to be 

considered geometrically accurate. A procedure of geometric model refinement is herein 

presented to increase the volumetric accuracy of the voxel models. The idea of this process is 

to first calculate the volumetric error and then subtract it from the geometric model, by reducing 

the actual voxel dimensions. The voxel dimensions are corrected by multiplying the actual 

voxel dimensions (𝛥𝑥, 𝛥𝑦, 𝛥𝑧) by the so-called volume adjustment coefficient (𝑉𝐴𝐶), as 

obtained from equation (3.24). Finally, to control the geometric refinement, the refined voxel 

model’s volume can be obtained from equation (3.25). 

𝑉𝐴𝐶 =  √
(𝑊𝑎𝑡𝑒𝑟𝑡𝑖𝑔ℎ𝑡 𝑚𝑒𝑠ℎ 𝑣𝑜𝑙𝑢𝑚𝑒)

(𝑉𝑜𝑥𝑒𝑙𝑖𝑧𝑒𝑑 𝑚𝑜𝑑𝑒𝑙 𝑣𝑜𝑙𝑢𝑚𝑒)

3
 (3.24)  

𝑅𝑒𝑓𝑖𝑛𝑒𝑑 𝑣𝑜𝑥𝑒𝑙𝑖𝑧𝑒𝑑 𝑚𝑜𝑑𝑒𝑙 𝑣𝑜𝑙𝑢𝑚𝑒 = (𝑉𝑜𝑥𝑒𝑙𝑖𝑧𝑒𝑑 𝑚𝑜𝑑𝑒𝑙 𝑣𝑜𝑙𝑢𝑚𝑒) × 𝑉𝐴𝐶3 (3.25)  

3.3 Stage 3: Structural analysis 

The third stage of the three-stage methodological framework concerns the structural analysis 

of masonry structures, departing from a given geometric model. This Section commences with 

the detailing of the theoretical formulation of the DEM within the software 3DEC. Then a step-

by-step workflow is provided for structural analysis on a given geometric model with 3DEC. 

3.3.1 The discrete element method in 3DEC 

Various commercial and open-source software packages, as is evident in Table 3-5 were 

considered for this investigation which all belong to the DEM. Although a variety of other 

software can provide elegant solutions for problems of masonry, the commercial software 

package 3DEC was favoured. The reasoning for its selection was: a) it employs a user-friendly, 

quasi “black-box” workflow, which facilitates implementation; b) its effectivity has been 

demonstrated in vast the majority of investigations on masonry with the DEM (as was found 

from Section 2.2.2); c) as opposed to UDEC, 3DEC enables the three-dimensional structural 

analysis, which is particularly advantageous for masonry structures of a highly complex 
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geometry; and d) as opposed to YADE, PFC it employs polyhedral and polygonal elements, 

which better-suited for blocks of masonry structures (rather than particles). 

Table 3-5: Discrete element method software. 

In the next paragraphs, the numerical formulation of the DEM within 3DEC is presented. To 

pursue this aim, the following items are detailed: a) the physical entities and the data structure; 

b) contact identification and detection; c) the calculation cycle; d) mechanical damping; e) 

numerical stability; and f) mass scaling. The interested reader is also referred to the software 

manual of 3DEC (Itasca, 2019a) as well as published studies and reviews (Jing, 2003; Zhu et 

al., 2007; Zhu et al., 2008; Bobet et al., 2009; Lisjak and Grasselli, 2014).  

 The physical entities and the data structure  

The core physical entities of 3DEC are the blocks and contacts which are linked to the data 

structure by pointers. It is important to note that the data structure is, in turn, a single main 

array that holds real, integers and mixed numbers of which the basic function is to rapidly 

retrieve data for the mechanical calculations of the simulations carried out in 3DEC. Since the 

data structure solely employs computational random-access memory (RAM), it becomes 

apparent that to obtain manageable simulation times within 3DEC, the RAM size is crucial. 

Blocks: Blocks are the fundamental geometric entities for the distinct element calculation. In 

3DEC, blocks are either polygonal or polyhedral. A limitation of 3DEC is made apparent here 

in that it can only simulate convex blocks. While concave blocks can be simulated, they must, 

however, be developed as an assembly of kinematically constrained convex blocks throughout 

Software Source Type Numerical 

method 

Block dimensions 

and type 

3DEC (Itasca, 2019a) Commercial DEM 3D Polyhedral 

UDEC (Itasca, 2019c) Commercial DEM 2D Polyhedral 

PFC (Itasca, 2019b) Commercial DEM 3D Spherical 

YADE (Šmilauer et al., 2010) Open-source DEM 3D Spherical 
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the simulation. Consequently, this presents a major challenge in the geometric model 

development process. Within 3DEC, the polyhedral and polygonal blocks are represented by 

the terms polyhedron and polygon respectively. Concerning the deformability of the blocks, 

both deformable and rigid blocks can be employed in 3DEC, but not in the same system. While 

all blocks have six degrees-of-freedom (three translational and three rotational) at the centroid, 

deformable blocks have a further three translational degrees of freedom at each vertex (or 

node), due to the subdivision in tetrahedra. Finally, it is to be noted that the block faces (i.e. 

planar polygons) are termed faces and the nodes making up the polygons, vertices. Within the 

data structure, a circular list corresponds to the vertices each face, organised in clockwise or 

anti-clockwise order.  

In the case of deformable blocks, some additional physical entities exist. First of all, the faces 

are further discretised into tetrahedral finite-difference zones while mechanical changes (e.g., 

stress/strain) are calculated within each zone, in accordance with the finite element 

discretisation. Moreover, further than vertices, deformable blacks entail gridpoints which are 

associated with the corners of the tetrahedral finite-difference zones (or subzones). Four 

gridpoints are associated with each zone with a set of 𝑥, 𝑦, 𝑧 coordinates, specifying the exact 

location of the finite-difference zones.  

Contacts: When two blocks come into contact, an element is assigned which is defined as a 

contact. This corresponds to the physical contact between the two blocks, which has a 

corresponding data structure composed of relative information of physical contact including 

forces, stresses and displacement. Furthermore, there are subdivisions of the initial contacts 

into smaller elements, termed sub-contacts. The geometrical location to which the contact 

belongs to will be detailed further (in the so-called common-plane (CPL) algorithm). Presently 

it is to be noted that, if a block face is in contact with the common-plane, then it is automatically 

discretised into sub-contacts. For the case of rigid blocks which are of more interest to this 

investigation, faces are triangulated to create the sub-contacts.  
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 Contact identification and detection 

During the calculation cycle5, one of the main tasks is that of identifying the existence and 

classifying the contacts type between blocks which is achieved by the so-called cell mapping 

and searching which is detailed in the following paragraphs accordingly. 

Contact neighbour identification by cell mapping and searching: The system of blocks is 

subdivided into an imaginary set of 3D cells in which the addresses of blocks occupying it are 

stored. The process of identification of neighbouring blocks commences by controlling each 

cell for the existence of multiple addresses. Two problems are made apparent here relating to 

the size of the cell: a) if the cell size is smaller than the block, the identification process will 

not find any neighbours; and b) if the cell size is too big, too many neighbours will be found. 

Both these problems are overcome through selecting the average bounding box (termed 

bounding envelope) of the blocks. Tests and remapping for contact neighbours are carried out 

recursively during each calculation cycle. To identify contacts as neighbours, a variable for 

contact identification 𝑢𝑎𝑐𝑐., is also employed as such: 

𝑢𝑎𝑐𝑐. = 𝑢𝑎𝑐𝑐. + 𝑚𝑎𝑥 {𝑎𝑏𝑠(𝑑𝑢)} (3.26)  

Where 𝐶𝑡𝑜𝑙  is a user-defined contact tolerance valuable, the variable for contact identification 

is also limited as such: 

𝑢𝑎𝑐𝑐. ≥ 𝐶𝑡𝑜𝑙 (3.27)  

Contact detection: If a given contact is identified, its type must be classified. Since a contact’s 

type significantly influences its mechanical response, this is crucial for the application of the 

correct calculation procedure. Contacts are classified according to the number of block vertices 

touching the so-called common-plane (in Figure 3-12, an illustration of an edge-to-edge contact 

is shown) which is detailed in the following paragraph. Also, characteristic types of contacts 

are additionally listed in Table 3-6. 

  

 

 

5 The calculation cycle is detailed in the following paragraphs, on page 78. 
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Table 3-6: Contact types in 3DEC. 

 

Figure 3-12: An example of the rare case of edge-to-edge contact (Itasca, 2019a). 

The task of contact detection, if performed using a direct test, is a particularly onerous 

computational procedure, especially in 3D. In 3DEC, direct contact is overcome with the notion 

of the common plane (CPL) which is a numerical device, conceived analogous to a metal plate 

between two blocks (Figure 3-13). The logic of the numerical device is as such: the pressing 

the blocks together (presupposing that the blocks are both convex), requires that they come into 

contact at a single point and angle, as if an imaginary metal plate were between them. This 

imaginary metal plate represents the notion of the CPL. 

Number of vertices touching 

the common plane 

Contact Type 

Block A  Block B  

0  0 null 

1  1 vertex-vertex 

1  2 vertex-edge 

1 >2 vertex-face 

2  1 edge-vertex 

2  2 edge-edge 

2  >2 edge-face 

>2  1 face-vertex 

>2  2 face-edge 

>2  >2 face-face 
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Figure 3-13: Illustration of the notion of the common-plane (symbolised CPL) (Itasca, 2019a). 

The problem of rapid and robust contact type classification is solved by finding the vertex-face 

contacts between each block and its relative common-plane, whilst the algorithm which carries 

out this process is the termed common-plane algorithm. For non-overlapping blocks, the 

algorithm aims to maximize the gap between the CPL and the closest vertex whilst for 

overlapping blocks, it aims to minimize the overlap between the CPL and the vertex with the 

greatest overlap. The position of the CPL is initially estimated at the midpoint between the two 

blocks whilst the actual position is calculated through iteration. Although there are reported 

cases where iterations are more computationally expensive than direct contact detection, the 

common-plane algorithm is almost always advantageous (Itasca, 2019a). The exact equations 

of the common-plane algorithm are found in Itasca (2019a) whilst an indicative illustration of 

the CPL is founding in Figure 3-14. 
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Figure 3-14: Possible combinations of the common-plane (symbolised CPL) (Itasca, 2019a). 

 The calculation cycle 

Simulation is carried out in 3DEC, through the so-called calculation cycle per each timestep, 

as illustrated in Figure 3-15. For a given simulation of a physical problem, several calculation 

cycles are usually needed to reach a solution, which is termed convergence. The calculation 

cycle is composed of four cyclic processes: a) the application of the equation motions per block 

centroid; b) block centroid acceleration, velocity and displacement calculation through the 

integration of the law of motion; c) contact forces updating with the sub-contact force-

displacement law; and d) block centroid force recalculation. It's noted that for simplification, 

only the calculation cycle for the case of rigid blocks is presented, though for the case 

deformable blocks, the calculation is similar. 

   

Figure 3-15: The calculation cycle of 3DEC. 
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Application of equations of motion per block: These are two equations, the equation of 

translation and rotation. The following is the equation of translation for a rigid block: 

�̈�𝑖 + 𝑎 × �̇�𝑖 =
𝐹𝑖

𝑚
+ 𝑔𝑖 (3.28)  

Where �̈�𝑖 and �̇�𝑖 are the block acceleration and velocity respectively, 𝑎 is the mass-

proportionate damping constant, 𝐹𝑖 is the sum of contact and joint forces acting on the block, 

𝑚 is the block mass, 𝑔𝑖 is the gravity acceleration vector, and the index 𝑖 corresponds to values 

of 1 to 3 of the global axes. 

The following equation describes the equation of rotation (motion is referred to the global axes 

and because velocities are small, the non-linear term is dropped):  

𝜔𝑖̇ + 𝑎 × 𝜔𝑖 =
𝑀𝑖

𝐼
 (3.29)  

Where 𝜔𝑖̇  is the angular acceleration, 𝜔𝑖 the velocity of the blocks, 𝑎 is the mass-proportionate 

damping constant, 𝑀𝑖 is the sum of torque and 𝐼 is the moment of inertia of the block 

Block acceleration, velocity, and displacement calculation: A central finite-difference time 

integration method is applied to integrate the aforementioned equations of motions. At a time 

𝑡 (in terms of the values at mid-intervals), the translational and rotational velocities are: 

�̇�𝑖(𝑡) =
1

2
× [�̇�𝑖 [𝑡 − 

𝛥𝑡

2
] + �̇�𝑖 [𝑡 +  

𝛥𝑡

2
]]   (3.30)  

𝜔𝑖(𝑡) =
1

2
× [𝜔𝑖 [𝑡 −  

𝛥𝑡

2
] + 𝜔𝑖 [𝑡 +  

𝛥𝑡

2
]] (3.31)  

Furthermore, block accelerations are:  

�̈�𝑖(𝑡) =
1

𝛥𝑡
× [�̇�𝑖 [𝑡 −  

𝛥𝑡

2
] + �̇�𝑖 [𝑡 +  

𝛥𝑡

2
]]  (3.32) 

 �̇�𝑖(𝑡) =
1

𝛥𝑡
× [�̇�𝑖 [𝑡 −  

𝛥𝑡

2
] + �̇�𝑖 [𝑡 +  

𝛥𝑡

2
]] (3.33)  

Finally, the block displacements are:  

𝑥𝑖  (𝑡 + 𝛥𝑡)  = 𝑥𝑖(𝑡) + 𝛥𝑥𝑖 (3.34)  
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𝑥𝑖
𝑣  (𝑡 + 𝛥𝑡) = 𝑥𝑖

𝑣(𝑡) + 𝛥𝑥𝑖 + 𝑒𝑖𝑗𝑘 × 𝛥𝜗𝑗 × [𝑥𝑘
𝑣(𝑡) − 𝑥𝑘 (𝑡)]  (3.35)  

Where 𝑒𝑖𝑗𝑘 is the permutation tensor,  and vertices position are symbolised with 𝑣. It's also 

notable that the indices 𝑖, 𝑗 and 𝑘 correspond to values from 1 to 3 and refer to the global axes, 

while 𝑡 is the variable of time, 𝛥𝑡 is the time interval, 𝛥𝑥𝑖 is the translational increment and 

𝛥𝜗𝑖 is the rotational increment which are both given from the following: 

𝛥𝑥𝑖 = �̇�𝑖 × [𝑡 +  
𝛥𝑡

2
] ×  𝛥𝑡 (3.36)  

𝛥𝜗𝑖 = �̇�𝑖 × [𝑡 +  
𝛥𝑡

2
] ×  𝛥𝑡  (3.37)  

Contact force update: Considering a two-block system of blocks A and B, if the two blocks A 

and B are in contact, then the contact velocity, 𝑉𝑖 (defined as the velocity of block B relative to 

block A at the sub-contact location) is defined by: 

𝑉𝑖 = �̇�𝑖
𝐵 + 𝑒𝑖𝑗𝑘 × 𝜔𝑗

𝐵 × (𝐶𝑘 − 𝐵𝑘) − �̇�𝑖
𝐴 − 𝑒𝑖𝑗𝑘 ×  𝜔𝑗

𝐴 × (𝐶𝑘 − 𝐴𝑘) (3.38)  

Where 𝐶𝑘 is the location of the CPL, 𝑒𝑖𝑗𝑘 is the permutation tensor, the indices 𝑖 , 𝑗 and 𝑘 

correspond to values of 1 to 3 of the global axes and 𝜔𝑗 is the rotational velocity. From the 

contact velocity, where 𝑛𝑖 is the contact normal vector, the absolute, normal, and shear 

displacement increments 𝛥𝑈𝑖, 𝛥𝑈𝑖
𝑛, 𝛥𝑈𝑖

𝑠 are calculated from the equations:  

𝛥𝑈𝑖 = 𝑉𝑖 × 𝛥𝑡  (3.39)  

𝛥𝑈𝑖
𝑛 = 𝛥𝑈𝑖 × 𝑛𝑖  (3.40)  

𝛥𝑈𝑖
𝑠 = 𝛥𝑈𝑖 × 𝛥𝑈𝑗 × 𝑛𝑖 × 𝑛𝑗  (3.41) 

Thereafter, from the displacement increments, the contact force increments 𝛥𝐹𝑛, 𝛥𝐹𝑖
𝑠 are 

calculated from: 

𝛥𝐹𝑛 = −𝐾𝑛 × 𝛥𝑈𝑛 × 𝐴𝑐   (3.42)  

𝛥𝐹𝑖
𝑠 = −𝐾𝑠 × 𝛥𝑈𝑖

𝑠 × 𝐴𝑐 (3.43)  

Finally, the normal and shear contact forces 𝐹𝑛, 𝐹𝑠 are calculated as such: 
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𝐹𝑛 = 𝐹𝑛 + 𝛥𝐹𝑛  (3.44)  

𝐹𝑖
𝑠 = 𝐹𝑖

𝑠 + 𝛥𝐹𝑖
𝑠 (3.45)  

Block force calculation: Once the sub-contact forces are calculated, they are added to the forces 

and moments which are already acting on the centroids of the blocks (e.g. gravity etc.). For a 

two-block system, the sub-contact force 𝐹𝑖 to be added to the block would be essentially the 

total force acting on block A from B, as follows: 

𝐹𝑖 = −(𝐹𝑛 × 𝑛𝑖 + 𝐹𝑖
𝑠) (3.46)  

Thus for a given block A, where 𝑐𝑗  is the position vector of the sub-contact, the sums of force 

𝐹𝑖
𝐴 and moment 𝑀𝑖

𝐴 are therefore updated as such: 

𝐹𝑖
𝐴 = 𝐹𝑖

𝐴 − 𝐹𝑖 (3.47)  

𝑀𝑖
𝐴 = 𝑀𝑖

𝐴 − 𝑒𝑖𝑗𝑘 × (𝑐𝑗 − 𝐴𝑗) × 𝐹𝑘  (3.48)  

 Mechanical Damping 

Mechanical damping is employed to primarily simulate the actual physical damping of the 

system (and consequently lead to convergence) and secondarily to ensure numerical stability. 

3DEC provides damping types for both static and dynamic problems. For this investigation, 

velocity-proportionate damping is employed, similar to the so-called dynamic relaxation of 

Otter et al. (1966), however with some alterations. Namely, despite the effectivity of this 

velocity-proportionate damping, its direct application is found to cause three problems with 

3DEC: a) it introduces erroneous forces; b) modal analysis is necessary for the definition of 

the optimum proportionality constant; and c) the application of the damping is erroneously 

global, (e.g. to every node of the problem). To overcome these difficulties, 3DEC provides the 

following two forms of conventional dynamic relaxation.  

The first damping type is termed adaptive global damping, in which the viscosity constant of 

the viscous damping forces is continuously adjusted during the simulation. This is through 

controlling the power absorbed by damping, 𝑃, relative to the rate of change of kinetic energy, 

�̇�𝑘 according to the following ratio, 𝑅: 
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𝑅 =
∑ 𝑃

∑ �̇�𝑘
 (3.49)  

The second damping type is termed local damping, in which an additional numerical term is 

added to the blocks’ motion equations. This is the so-called damping force and is proportional 

to the magnitude of the unbalanced force. In this case, the orientation of the damping force is 

such that decreases block acceleration and increases block deceleration, leading to continuous 

energy dissipation. According to Cundall (Cundall, 1987) the three stated problems of 

conventional dynamic relaxation velocity-proportional damping are overcome with local 

damping due to: a) body force diminishing for steady-state conditions; b) the damping constant 

is independent of properties or boundary conditions and dimensionless in magnitude; and c) 

variable amount of damping is applied for each point. 

 Numerical Stability 

Due to the nature of the explicit time integration method, 3DEC is conditionally stable. This 

means that in the time-stepping solution, the magnitude of the timestep 𝛥𝑡 influences the 

numerical stability of the problem. Thus, to ensure numerical stability, the timestep must satisfy 

a criterion governed by both the node-defined timestep, 𝛥𝑡𝑛 system-defined timestep 𝛥𝑡𝑏, as 

found in the following equations: 

𝛥𝑡𝑛 = 2 × 𝑚𝑖𝑛 (
𝑚𝑖

𝑘𝑖
)1/2 (3.50)  

𝛥𝑡𝑏 = 2 × (𝑓𝑟𝑎𝑐) × (
𝑚𝑚𝑖𝑛

𝑘𝑚𝑎𝑥
)1/2  (3.51)  

𝛥𝑡 = 𝑚𝑖𝑛 {𝛥𝑡𝑛, 𝛥𝑡𝑏}  (3.52) 

Where 𝑚𝑖 and 𝑘𝑖 are the mass and stiffness associated with a blocks node, 𝑖 and 𝑚𝑚𝑖𝑛 is the 

mass of the smallest block and 𝑘𝑚𝑎𝑥 is maximum stiffness of the system.  

 Mass scaling 

An inherent problem of the DEM is made apparent here (which applies for any high-level 

numerical modelling approach), which is the computational burden. Within 3DEC, for the 

optimisation of computational resources, a numerical device is employed termed mass scaling. 

Effectively, this is an approach to increase of the timestep’s value to accelerate the simulation 

by decreasing the total number of timesteps until convergence. From equations (3.50) and 
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(3.51), an attractive solution to increasing the timestep’s value is by reducing the mass of the 

system. Thus, with mass scaling, an artificial reduction of the density of all the systems blocks 

is carried out. It must be noted that this is only effective for non-uniform models, without 

notable improvement of a uniform model (i.e. in a problem of densities of the same magnitude). 

3.3.2 Numerical model development and structural analysis workflow 

This Section proposes a workflow of structural analysis of masonry structures using 3DEC, 

commencing from a given geometric model. Specifically, the processes of the workflow of 

numerical model development and structural analysis with 3DEC are detailed in a step-by-step 

fashion, according to Figure 3-16. The first four steps regard numerical model development 

while the final step regards (which is also the result of the methodological framework) 

structural analysis. 

 

Figure 3-16: Numerical model development and structural analysis workflow. 

 Blocks and joints 

During step one, the definition of the block and joint type is carried out. Since these two 

properties significantly affect both the predicted structural behaviour and computational 

resources needed, strategic selection should be carried out per each masonry structure. It is 

noteworthy that, while the constitutive models of both the blocks and joints defined here, the 

material property definition is carried out in another following step. 

Blocks type selection: Within 3DEC, the masonry units are represented as either rigid or 

deformable blocks. With rigid blocks, all deformability of the system is theoretically lumped 

at the joints. However, due to the fact of overlapping of contacts, a small amount of structural 

plasticity is observed, even for rigid blocks. For deformable blocks, the block themselves can 

deform accommodating further structural deformation. The selection of block type is based on: 
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a) the type of problem, whether dynamic or static; b) the computational resources available; 

and c) the number of blocks needed to be simulated (Sarhosis et al., 2016d). In comparison 

with rigid blocks, deformable blocks present a challenge of a higher computational burden due 

to the need for additional physical entities within the calculation cycle (i.e. the tetrahedral 

finite-difference zone). In this investigation, rigid blocks were considered advantageous due to 

their lesser computational burden and compatibility with the nature of the addressed problems. 

Blocks constitutive models: For the modelling of deformable blocks in 3DEC, various block 

constitutive models are available. Since most of the investigations with 3DEC on masonry have 

been carried out with the default block constitutive model (Çaktı et al., 2016; Pulatsu et al., 

2016; Bui et al., 2017; Forgacs et al., 2017; Forgács et al., 2018; Pulatsu et al., 2018) the 3DEC, 

it was also selected for this investigation. It can be noted that in the particular block constitutive 

model, strain increments are generated by stress increments according to the linear and 

reversible law of Hooke. 

Joint constitutive models: Joints can be either dry or mortared which are both represented 

within the block-based modelling strategy as zero-thickness interfaces, corresponding to the 

centreline of the actual masonry joints. The definition of the joint constitutive models consists 

of defining the stress-displacement constitutive laws that govern the contacts between the 

blocks (Itasca, 2019a). Though more complex contact constitutive models are available such 

as that of Pulatsu et al. (2019b), the joint constitutive model adopted in this investigation is the 

3DEC default, Coulomb friction law (Figure 3-17). This was also adopted based on its 

widespread employment in the majority of masonry studies with 3DEC (Çaktı et al., 2016; 

Pulatsu et al., 2016; Bui et al., 2017; Forgacs et al., 2017; Forgács et al., 2018; Pulatsu et al., 

2018). 
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Figure 3-17: Joint constitutive model adopted: shear (a) and normal direction (b). 

Within the specific joint constitutive model, both shear and tensile failure are considered, whilst 

joint dilatation can also be included. According to the adopted joint constitutive model, the 

joints’ behaviour is governed by the joint normal and shear stiffnesses, 𝐾𝑛 and 𝐾𝑠  in the elastic 

range. Damage to the joints consists of either tensile or shear failure. The factory default joint 

constitutive model adopts both a residual cohesive and tensile strength equal to zero, whilst the 

residual friction is equal to the initial friction angle. For undamaged joints, the tensile normal 

force is limited to 𝑇𝑚𝑎𝑥 and the shear force is limited to 𝐹𝑚𝑎𝑥
𝑠 , as found in the following 

equations: 

𝑇𝑚𝑎𝑥 = −𝑇 × 𝐴𝑐  (3.53)  

𝐹𝑚𝑎𝑥
𝑠 = 𝑐 × 𝐴𝑐 + 𝐹𝑛 × 𝑡𝑎𝑛 𝜑  (3.54)  

Where 𝑇 is joint tensile strength the 𝐴𝑐 is the sub-contact area, 𝑐 is joint cohesive strength and 

𝜑 is the joint friction angle. Tensile or shear failure of the sub-contact triggers the joint tensile 

and cohesive strength to become equal to zero. and consequently, the forces 𝑇𝑚𝑎𝑥 and 𝐹𝑚𝑎𝑥
𝑠  to 

become: 

𝑇𝑚𝑎𝑥 = 0  (3.55)  
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𝐹𝑚𝑎𝑥
𝑠 = 𝐹𝑛 × 𝑡𝑎𝑛 𝜑  (3.56)  

For the case of tensile failure, the forces 𝑇𝑚𝑎𝑥 and 𝐹𝑚𝑎𝑥
𝑠  are:  

𝑇𝑚𝑎𝑥 = 0  (3.57)  

𝐹𝑚𝑎𝑥
𝑠 = 0  (3.58)  

For the case of shear failure without tensile failure, there is slip at the joint and the joint shear 

force 𝐹𝑖
𝑠 becomes: 

𝐹𝑖
𝑠 = 𝐹𝑖

𝑠 ×
𝐹𝑚𝑎𝑥

𝑠

𝐹𝑠   (3.59)  

Where 𝐹𝑠 is the shear force magnitude, as such: 

𝐹𝑠 = (𝐹𝑖
𝑠 × 𝐹𝑖

𝑠)1/2  (3.60)  

Upon shear failure, the joint normal force must be corrected to account for dilation taking place 

because of slip. The joint normal displacement due to dilation, 𝛥𝑈𝑛(𝑑𝑖𝑙) from calculated from:  

𝛥𝑈𝑛(𝑑𝑖𝑙) = 𝛥𝑈𝑠 × 𝑡𝑎𝑛 𝜓 (3.61)  

Where 𝜓 is the dilation angle and the magnitude of the joint shear displacement 𝛥𝑈𝑠 are given 

from: 

𝛥𝑈𝑠 = (𝛥𝑈𝑖
𝑠 × 𝛥𝑈𝑖

𝑠)1/2   (3.62)  

Finally, the joint normal force is given as such: 

𝐹𝑛 = 𝐹𝑛 + 𝐾𝑛 × 𝐴𝑐 × 𝛥𝑈𝑛(𝑑𝑖𝑙) (3.63)  

 Boundary conditions 

During step two, the boundary conditions of the structure are imposed by defining the fixity of 

the geometric model. In 3DEC, this is carried out by kinematically restraining the degrees of 

freedom of blocks, in two manners: a) by assigning a zero velocity to the blocks that are to be 

fixed along the x, y, and z-axes; and b) by assigning the command fix to the blocks that are to 

be fixed. 
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 Loading protocol  

During step three, the loading protocol of the model is defined, which consist of three main 

aspects: a) load application; b) monitored point definition; and c) unbalanced force monitoring, 

which is detailed in the forthcoming paragraphs accordingly. 

Load application: Various load applications are considered for masonry structures in this 

paragraph, among which: a) a quasi-static point load; b) a two-dimensional tilt plane analysis; 

and c) a three-dimensional tilt plane analysis. 

For a quasi-static point load, a loading element is placed in the required loading position. The 

load is applied by gradually altering the loading element’s velocity in increments. The applied 

load 𝑃𝑙 is calculated by retrieving the contact forces between the loading element and the 

structure. Starting from a value of 𝑃𝑙 equal to 0 (no loading), the application of constant velocity 

leads to the increase of the load until the maximum value is reached 𝑃𝑙,𝑚𝑎𝑥 which is the collapse 

load.  

On the other hand, for a two-dimensional tilt plane analysis, the rotational angle of the plane 

(𝜃𝑡)  is applied in the form of a horizontal acceleration of equal to 𝜆ℎ × g (see equation (3.64)) 

and altering the vertical acceleration of gravity from g to a magnitude of 𝜆𝑣 × g (see equation 

(3.65)). The horizontal and vertical collapse multipliers 𝜆ℎ and 𝜆𝑣 were obtained from the 

following:  

𝜆ℎ = 𝑠𝑖𝑛( 𝜃𝑡) (3.64)  

𝜆𝑣 = 𝑐𝑜𝑠( 𝜃𝑡)  (3.65)  

For a three-dimensional tilt plane analysis, the azimuth of theoretical rotation must also be 

defined. This is effectively the direction of the loading imposed on the structure. Tilt-plane 

loading is thus defined by the following definitions: 

𝑔ℎ𝑥 = 𝑔 · 𝜆ℎ  ·  𝑐𝑜𝑠 𝜓  (3.66)  

𝑔ℎ𝑦 = 𝑔 · 𝜆ℎ  ·  𝑠𝑖𝑛 𝜓 (3.67)  

𝑔𝑣𝑧 = 𝑔 · 𝜆𝑣   (3.68)  
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In particular, equations (3.66), (3.67) and (3.68) describe the x-axis horizontal component, y-

axis horizontal component, and vertical component of gravity, respectively. So, for any given 

azimuth of rotation ψ, the rotational angle (𝜃𝑡) is proportional to the horizontal component of 

gravity applied on the structure. The resulting destabilisation is common with that of a tilt-

table, parallel to the azimuth of rotation (ψ). In any case of a tilt plane analysis, starting from a 

value of θt equal to 0 (no inclination), step-by-step, increments are added to the inclination 

angle (𝜃𝑡) until the maximum value is reached 𝜃𝑡,𝑚𝑎𝑥, which is the critical inclination angle. 

Finally, to facilitate result interpretation, the critical inclination angle multiplier 𝜆ℎ,𝑚𝑎𝑥 is also 

employed as an index of load-bearing capacity. 

Monitored point selection and displacement monitoring: During the simulation, the 

displacements of selected points are monitored (termed monitoring points). The strategic 

selection of these monitored points is paramount to ensure reliable information about structural 

behaviour, including cases of global and local failure. Furthermore, any given monitored points 

A, B and C the displacement corresponding to the structure’s collapse load, termed the critical 

horizontal displacements 𝑈ℎ,𝑚𝑎𝑥
𝐴 , 𝑈ℎ,𝑚𝑎𝑥

𝐵  and 𝑈ℎ,𝑚𝑎𝑥
𝐶  are a metric of quantifying the structures 

deformation capacity. 

Unbalanced force monitoring: During structural analysis, the unbalanced inertial force (Itasca, 

2019a) is a metric employed to evaluate the mechanical static equilibrium state of the model 

(and subsequent occurrence of the joint slip or plastic flow). Static equilibrium of the model is 

achieved when either the net nodal force vectors at each block centroid or gridpoint are equal 

to zero and this is monitored in form of: a) the maximum nodal force vector termed the 

“unbalanced” or “out-of-balance” force; alternatively, b) the ratio of the unbalanced force 

towards the representative forces of the system, termed “unbalanced force ratio”. The 

unbalanced force will never be equal to zero, yet when a small value (concerning the system’s 

forces) is reached after multiple consequent calculation cycles, then the equilibrium is 

achieved. Conversely, when the unbalanced force tends to a constant nonzero value, and the 

unbalanced force ratio is relatively high (e.g. 0.1), this is an indication of the either: a) joint 

slip occurrence; or b) block failure and plastic flow occurrence within the model. During the 

structural analysis of this investigation, an unbalanced force ratio equal to 1e-4 is employed 

which effectively means that during the simulation, loading can only proceed when the 

unbalanced force ratio is smaller to or equal to 1e-4.  
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 Material properties 

During step four, the material properties of the numerical model are defined. For rigid blocks 

and the block constitutive model, the only user-defined block material property is the density 

𝜌𝑏. For deformable blocks, the Young modulus 𝐸𝑏and shear modulus 𝐺𝑏 are also needed. When 

using dry-mortared joints, the joint material properties are the joint normal and shear stiffnesses 

𝐾𝑛, 𝐾𝑠 and the joint friction angle, 𝜑. When using mortared-joint, the joint tensile and cohesive 

strengths 𝑇, 𝑐 are also included in the numerical model. 

Material properties are defined in two manners: a) directly from small-scale experiments with 

materials of analysed masonry structure itself; b) from the so-called iterative calibration 

procedure in which by the load-displacement curve and failure mode of the numerical model 

are calibrated with existing experimental data; and c) from existent numerical investigations 

with common masonry and employed numerical method.  

With regards to the derivation of material properties, some relations have been formulated in 

literature. For the case of mortared blocks, where 𝐸𝑏, 𝐸𝑚, 𝐺𝑏 and 𝐺𝑚 are the brick and mortars’ 

Young and shear moduli and ℎ𝑚is the mortar thickness, the joint initial values of the stiffnesses 

are defined as such (Lourenco, 1996):  

𝐾𝑛 =
𝐸𝑏×𝐸𝑚

ℎ𝑚×(𝐸𝑏−𝐸𝑚)
 (3.69)  

𝐾𝑠 =
𝐺𝑏×𝐺𝑚

ℎ𝑚×(𝐺𝑏−𝐺𝑚)
 (3.70)  

These values often form the first of the iterative calibration procedure. For the case of dry-

jointed masonry structures, since the mortar is inexistent, the initial values have to be retrieved 

from previous investigations or estimated at an initial value. However, for dry-jointed masonry 

structures, the joint stiffnesses can be related by the following, according to Sarhosis et al. 

(2015): 

𝐾𝑠 = 𝐾𝑛/2.38 (3.71)  
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 Structural analysis 

During step five, structural analysis is carried out which concerns assessing the structural 

capacity of the developed numerical model through various metrics of the structural behaviour. 

These are herein defined as well as the measures of structural behaviour uncertainty.  

Structural behaviour indices: The metrics of structural behaviour proposed in this investigation 

were divided into two, the so-called invariable and variable structural behaviour indices. The 

variable structural behaviour indices are the: a) collapse load/ load multiplier; b) the load per 

hinge/ crack formation; and c) the structural stiffness at the first hinge/crack formation. These 

are calculated according to the previous loading protocol and load-displacement curves. The 

variable structural behaviour indices are the: a) joint forces, stresses and displacements; and a) 

block forces, stresses and displacements. These are calculated with a FISH script, such as that 

of Section A.1.3. In Figure 3-18 all the proposed measures of structural analysis are presented. 

 

Figure 3-18: Proposed structural behaviour indices. 

Structural behaviour uncertainty: In the case of comparing multiple numerical models from 

various sources (i.e. from various geospatial techniques or of varying numerical properties), 

relative structural behaviour discrepancies are calculated. This is done by structural analysis of 

each numerical model and comparison with its corresponding reference. Where 𝑦𝑟𝑒𝑓 and 𝑦 are 

structural behaviour indices of the reference and assessed numerical model respectively, the 

relative uncertainty (𝑅𝑈), absolute uncertainty (𝐴𝑈) and normalised uncertainty (𝑁𝑈) are 

calculated with the following formulae: 
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𝑅𝑈 =  
(𝑦𝑟𝑒𝑓−𝑦)

𝑦𝑟𝑒𝑓 
× 100 (3.72)  

𝐴𝑈 =  𝑦𝑟𝑒𝑓 − 𝑦  (3.73)  

𝑁𝑈 =  (𝑦𝑟𝑒𝑓 − 𝑦)/𝑚𝑎𝑥 (𝑦𝑟𝑒𝑓) (3.74) 

3.4 Summary  

Chapter 3 has presented the three-stage methodological framework entailing the structural 

surveying, geometric model development and structural analysis of masonry structures. The 

first stage of the framework concerned structural surveying with various geospatial techniques. 

The second stage of the framework entailed geometric model development through, three 

workflows, the: point-based, image-based, and cloud-based workflows respectively. This was 

the core component of the methodological framework which permits the semi-automated and 

geometrically accurate numerical modelling. The final stage entails structural analysis with the 

DEM, whilst employing a given geometric model. In the forthcoming chapters, the three 

distinct approaches (of Figure 3-1) will be implemented on relative case studies. 
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Chapter 4. Quantifying the effect of geometric uncertainty on 

the robustness of structural analysis6 

In the previous Chapter, the three-stage methodological framework was presented. As 

discussed, various geospatial techniques and approaches can be employed for the structural 

analysis of regular masonry structures. However as found in Chapter 2, a lack of 

comprehensive understanding remains on the effect of geometric uncertainty and as a 

consequence, the justification of the employment of accurate geometric models still lacks 

clarification.  

Specifically, it was demonstrated in Section 2.2.3 that the employment of ad-hoc geometric 

models can significantly affect the structural behaviour. Concurrently, recent evidence also 

suggests that geometric uncertainty between geospatial techniques can be equally important. 

For instance, Morer et al. (2013) developed geometric models of masonry arches from a total 

station and SfM photogrammetry. An error of the arch span equal to 2.32% was associated with 

an error in collapse load and the critical load position of 4% and 6% respectively. Furthermore, 

Riveiro et al. (2013) found the collapse load and critical load position varied by up to 19% 

between geometric models of arches developed by SfM photogrammetry and GPR. These 

studies demonstrate that even when employing accurate geometric models, geometric 

uncertainty exists and can significantly affect the structural behaviour, especially the collapse 

load and critical load position (i.e. the ultimate limit states). However, a lack of comprehensive 

understanding remains on the effect of geometric uncertainty for both the serviceability (i.e. 

in-service loads, stiffness and internal forces) and ultimate limit states of masonry structures. 

Moreover, the critical types and quantities of geometric uncertainty, significantly affecting the 

structural behaviour of masonry structures, remain unknown.  

 

 

6 The study in this Chapter has been submitted to the following research journal paper:  

Kassotakis, N., Sarhosis, V., Peppa, M.V. and Mills, J. (2020b). Quantifying the effect of geometric uncertainty 

on the structural behaviour of arches developed from tape measurement and Structure-from-Motion (SfM) 

photogrammetry. Engineering Structures, - Doi: under review – response from reviewers: minor corrections 
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This Chapter quantifies the effect of geometric uncertainty on the structural behaviour of 

geometric models developed from SfM photogrammetry and direct measurements (with tape 

measurements). To pursue this aim, the manual image-based-approach (with SfM 

photogrammetry) and the point-based approach (with tape measurements) of the 

methodological framework are implemented according to Figure 4-1. Firstly, the structural 

surveying of 25 arch specimens carried out with SfM photogrammetry is reported including 

imagery acquisitions with the Samsung S7 smartphone camera and the procedures leading up 

to the acquirement of an orthomosaic within Metashape. It is noteworthy that the structural 

surveying with tape measurements was carried out in a previous investigation (Stockdale et al., 

2018), is also described here. Next, geometric models of the 25 arch specimens are developed 

from tape measurements and SfM photogrammetry. The geometric uncertainty between the 

geometric models of SfM photogrammetry and tape measurements is calculated here. The 

variables of geometric uncertainty are the: a) joint inclination angle, joint midpoint location 

and joint length; and b) block volume and block centroid location. It should be noted that the 

determination of the exact reason behind the geometric uncertainty is a difficult task, which 

exceeds the scope of this investigation; which is to merely document the existing geometric 

uncertainty and the resulting structural behaviour uncertainty. Following the numerical model 

development, structural analysis follows and the structural behaviour uncertainty between the 

geometric model of SfM photogrammetry and tape measurements is calculated. The variables 

of structural behaviour uncertainty investigated are the: a) stiffness; b) load multipliers; and c) 

normal forces between joints at each hinge formation (i.e. the 1st,2nd,3rd, and 4th). Finally, a 

correlation between the geometric uncertainty and structural behaviour uncertainty is 

investigated. 
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Figure 4-1: Implementation of the methodological framework in Chapter 4. The point-based and manual image-

based approaches, “Point2DEM” and “manual Image2DEM” respectively. 

4.1 Case study one: The experimental testing of 25 arch specimens7 

The experimental testing of 25 arch specimens carried out at Newcastle University by 

Stockdale et al. (2018). It was employed as a case study due to the arches’ discontinuous nature. 

Tilt-table analyses were carried out on each arch specimen (termed arch hinge-sets in Stockdale 

et al. (2018)) to investigate the influence of geometry upon their structural behaviour. The arch 

was constructed of 25 wooden blocks in a method shown in Figure 4-2a-d.  

 

 

7   The experimental testing and structural surveying data with direct measurement herein presented were captured 

within a previous investigation of Stockdale et al. (2018).  

 

Numerical model development and structural analysis workflow 

Structural analysis  

manual 
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Figure 4-2: Construction of initial arch assembly (Stockdale et al., 2018): (a) block cutting; (b) block 

measurement and denomination; (c) block alignment; and (d) initial arch assembly.  

After the construction of the initial arch assembly, 25 arch specimens were developed, 

consisting of 3 free-moving blocks and 4 open joints. This was by various permutations of 

joined blocks and open joints according to Table 4-1). Indicatively, arch specimen number one 

is shown in Figure 4-3c-d with the variable and invariable geometrical properties.  
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Figure 4-3: Construction of 25 arch specimens. Initial arch assembly: (a) in Newcastle University structures lab 

(Stockdale et al., 2018); and (b) blocks and joints. Arch specimen number one: (c) variable geometrical 

properties; and (d) invariable geometrical properties.   
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Table 4-1: Joints per arch specimens (J1, J2, J3, J4) corresponding to the joints of the initial arch assembly (Jo1, 

Jo2, Jo3,…, Jo26) (Stockdale et al., 2018). 

4.2 Stage 1: Structural surveying  

4.2.1 Structural surveying with tape measurements 

During the experimental testing, the initial arch assembly was measured (and not the 25 arch 

specimens per se). Specifically, the structural surveying with tape measurements consisted of 

measurements of the invariable geometrical properties and variable properties of the 25 free-

moving blocks and open joints. In Table 4-2 the invariable geometrical properties (span, rise, 

thickness as shown in Figure 4-3c) are reported. These were also common for the arch 

specimens. In Table 4-3 and Table 4-4 the joint and block properties (as shown in respectively) 

are reported also reported.  

  

Arch 

specimen 
Joint 1 (J1) Joint 2 (J2) Joint 3 (J3) Joint 4 (J4) 

1 Jo1 Jo8 Jo17 Jo26 

2 Jo1 Jo8 Jo17 Jo25 

3 Jo1 Jo8 Jo16 Jo24 

4 Jo1 Jo8 Jo16 Jo23 

5 Jo1 Jo8 Jo16 Jo22 

6 Jo2 Jo8 Jo17 Jo22 

7 Jo2 Jo9 Jo17 Jo23 

8 Jo2 Jo9 Jo17 Jo24 

9 Jo2 Jo9 Jo17 Jo25 

10 Jo2 Jo9 Jo18 Jo26 

11 Jo3 Jo10 Jo18 Jo26 

12 Jo3 Jo10 Jo18 Jo25 

13 Jo3 Jo10 Jo17 Jo24 

14 Jo3 Jo9 Jo17 Jo23 

15 Jo3 Jo9 Jo18 Jo22 

16 Jo4 Jo10 Jo18 Jo22 

17 Jo4 Jo10 Jo19 Jo23 

18 Jo4 Jo10 Jo19 Jo24 

19 Jo4 Jo11 Jo19 Jo25 

20 Jo4 Jo11 Jo19 Jo26 

21 Jo5 Jo12 Jo20 Jo26 

22 Jo5 Jo11 Jo20 Jo25 

23 Jo5 Jo11 Jo20 Jo24 

24 Jo5 Jo11 Jo19 Jo23 

25 Jo5 Jo11 Jo19 Jo22 
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Table 4-2: Invariable geometrical properties of the initial arch assembly (Stockdale et al., 2018). 

Table 4-3: Joint properties of the initial arch assembly (Stockdale et al., 2018).  

  

Arch Shape Span (cm) Rise to Span Ratio Width (cm) Thickness (cm) 

Semi-Circular 66.70 1:2 9.96 5.63 

Joint  Dip (°)  Dip 

dir. (°) 

Joint 

midpoint 

x (cm) 

Joint 

midpoint 

z (cm) 

Joint 

length 

(cm) 

1 9.60 90.00 2.91 3.92 5.88 

2 13.94 90.00 3.75 8.12 5.65 

3 21.75 90.00 5.03 12.05 5.65 

4 28.15 90.00 6.81 15.77 5.64 

5 34.72 90.00 8.91 19.31 5.65 

6 42.76 90.00 11.49 22.54 5.65 

7 49.36 90.00 14.51 25.37 5.64 

8 55.61 90.00 17.76 27.91 5.64 

9 61.53 90.00 21.31 30.02 5.64 

10 68.37 90.00 25.06 31.88 5.65 

11 75.15 90.00 28.95 33.14 5.63 

12 80.35 90.00 32.96 34.05 5.64 

13 86.68 90.00 36.99 34.51 5.64 

14 86.58 270.00 41.08 34.53 5.64 

15 79.50 270.00 45.14 34.03 5.64 

16 73.17 270.00 49.11 33.04 5.64 

17 67.44 270.00 52.97 31.66 5.64 

18 60.88 270.00 56.67 29.90 5.64 

19 54.21 270.00 60.11 27.68 5.64 

20 48.05 270.00 63.28 25.13 5.64 

21 41.74 270.00 66.15 22.25 5.64 

22 35.43 270.00 68.68 19.08 5.64 

23 29.12 270.00 70.85 15.65 5.64 

24 22.81 270.00 72.62 12.00 5.64 

25 16.50 270.00 73.99 8.17 5.64 

26 10.19 270.00 74.93 4.22 5.64 
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Table 4-4: Block properties of the initial arch assembly (Stockdale et al., 2018). 

4.2.2 Structural surveying with SfM photogrammetry 

The following paragraphs report the results of the structural surveying carried out with the 

Samsung S7 smartphone sensor (SM-G930F) and Metashape is reported, according to the 

flowchart of 3.1.2. All the times reported are with computational resources of a consumer-

grade workstation with an Intel(R) Xeon(R) CPU @ 3.00 GHz processor with 64 GB memory.  

Image acquisition 

Image capture consisted of four vertical and two oblique (-45 and 45 degrees) image capture 

sets at six different heights above floor level. Due to the requirements of the 𝐺𝑆𝐷𝑚𝑎𝑥 , a 𝑊𝐷 

of 0.5 m from the face of the arch was calculated from Table 3-3 as suitable. The processing 

details of the Metashape project created are listed in Table 4-5. Given that a high image overlap 

alongside depth variation within the scene was are an important consideration to ensure that 

Block  Block 

centr. x 

(cm) 

Block 

centr. z 

(cm) 

Volume 

(cm3) 

1 3.32 6.11 229.22 

2 4.31 10.12 230.34 

3 5.85 13.94 229.47 

4 7.79 17.58 229.18 

5 10.13 20.98 230.50 

6 12.95 24.01 230.62 

7 16.09 26.70 229.59 

8 19.50 29.02 230.46 

9 23.16 31.02 233.03 

10 26.98 32.58 227.49 

11 30.94 33.66 229.18 

12 34.97 34.36 226.21 

13 39.03 34.60 227.42 

14 43.12 34.36 228.34 

15 47.15 33.60 228.00 

16 51.06 32.41 227.83 

17 54.85 30.85 228.43 

18 58.43 28.85 228.12 

19 61.74 26.46 226.66 

20 64.76 23.74 226.21 

21 67.47 20.71 226.21 

22 69.82 17.40 226.21 

23 71.80 13.85 226.21 

24 73.38 10.11 226.21 

25 74.53 6.21 226.21 
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systematic errors will be removed from SfM outputs, the number of optical rays per tie point 

of Table 4-5 shows a relatively strong and sufficient imaging configuration. 

Table 4-5: Processing details of Metashape project using the smartphone sensor (SM-G930F). 

 

Figure 4-4: Structural surveying with SfM photogrammetry: (a) camera sensor; and (b) image capture network. 

The self-calibration properties of the images captured with are found in Table 4-6, where: 𝑓 is 

the focal length; 𝐶𝑥 and 𝐶𝑦 are the principle point’s position on the x and y-axis respectively; 

𝐵1 is the affinity; 𝐵2 is the non-orthogonality; 𝐾1, 𝐾2 and 𝐾3 are the radial distortion 

parameters; and 𝑃1 and 𝑃2 are the decentring distortion parameters. 

Table 4-6: Self-calibration properties of smartphone sensor (SM-G930F) from Metashape (pixels). 

Sparse point cloud reconstruction and georeferencing 

The sparse point cloud is shown in Figure 4-6a which was reconstructed according to Section 

3.1.2 as detailed in Table 4-7. After the sparse point cloud reconstruction, georeferencing was 

carried out by introducing the GCPs to Metashape in a text format. A total of 12 GCPs were 

surveyed with a Leica MS60 total station (measured by intersection) with a maximum RMSE 

error equal to 3 mm. Eight points were employed as control points and the remaining four as 

Predefined 

𝑊𝐷 (m) 

No of images 

of the region 

of interest 

Estimated 𝐺𝑆𝐷𝑚𝑎𝑥 

(mm/pix) 

Optical rays per 

point 

0.5 166 0.138 3.2 

 𝑓 𝐶𝑥 𝐶𝑦  𝐵1  𝐵2  𝐾1  𝐾2  𝐾3  𝑃1  𝑃2  

Value 3.1x103 -15.51 68.57 -0.15 2.25 -0.07 0.54 -2.08 2.57 2.1x10-3 

Error 0.68 0.44 0.54 0.64 0.38 0 0.01 0.03 0.03 4.7x10-5 
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checkpoints, with the respective errors reported in Table 4-8. The georeferencing errors within 

Metashape are reported in Table 4-9. 

Table 4-7: Sparse point cloud reconstruction properties from Metashape: smartphone. 

Table 4-8: Ground control point locations measured with the Leica DS60 total station. 

  

Parameter  

Points 18,762 of 227,318 

Key points No 

RMS reprojection error 0.36 

Max reprojection error 1.00 

Mean key point size 3.37 

Average tie point multiplicity 3.20 

Accuracy High 

Generic preselection Yes 

Key point limit 400,000 

Tie point limit 10,000 

Matching time 11 minutes 54 seconds 

Alignment time 2 minutes 3 seconds 

Optimisation parameters 𝑓, 𝐶𝑥, 𝐶𝑦, 𝐵1 , 𝐵2, 𝐾1, 𝐾2, 𝐾3, 𝑃1, 𝑃2  

Optimisation time 4 seconds 

 Target 

ID 

X(mm) Y(mm) Z(mm) RMSE error 

(mm) 

C
o

n
tr

o
l 

p
o

in
ts

 

11 -105.30 28.30 0.00 3.00 

12 877.00 35.80 -5.50 3.00 

13 27.40 -15.00 19.00 0.00 

14 16.20 77.90 16.60 1.00 

18 743.90 81.60 13.10 1.00 

19 -1.40 26.60 26.50 2.00 

20 50.30 36.60 9.90 0.00 

23 772.50 38.90 19.30 3.00 

24 721.40 43.10 12.00 1.00 

C
h

ec
k

 p
o

in
ts

 2 43.60 178.80 -1.00 3.00 

3 385.30 -116.80 -2.00 3.00 

4 379.20 180.20 -3.00 3.00 

5 722.40 -114.80 -4.00 3.00 
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Table 4-9: Georeferencing errors of targets from Metashape: smartphone. 

Dense point cloud reconstruction 

The dense point cloud reconstructed is shown in Figure 4-6b. From the options of smoothness 

and detail within Metashape, the high-quality point cloud reconstruction setting was used in 

conjunction with the aggressive smoothness level. Table 4-10 reports the properties of the 

dense point cloud reconstruction. 

Table 4-10: Dense point cloud reconstruction properties: smartphone. 

Orthomosaic development 

The 3D model and orthomosaic of the arch are shown in Figure 4-6c-d respectively. The 3D 

model was based on a mesh of 30,000 faces and the orthomosaic resolution equal to 0.14 mm. 

In Table 4-11, the properties of the mesh and orthomosaic development are listed. 

  

 Target 

ID 
X error (mm) Y error 

(mm) 

Z error 

(mm) 

Total error 

(mm) 

Image error 

(pix) 

C
o

n
tr

o
l 

p
o

in
ts

 

11 1.81 1.23 -1.02 2.42 0.68  

12 -0.17 -0.72 -1.24 1.44 0.79  

13 -1.63 -1.62 1.09 2.55 0.65  

14 3.51 3.41 0.92 4.98 0.33  

18 0.06 -0.09 -0.09 0.14 0.19  

19 -0.07 -0.24 0.32 0.40 0.00  

20 0.68 1.24 -0.03 1.41 0.22  

23 -4.25 -3.45 0.37 5.49 0.39  

24 2.14 1.93 0.78 2.99 0.49 

Mean 1.81 1.23 -1.02 2.42 0.68  

C
h

ec
k

 p
o

in
ts

 2 2.57 1.19 -3.09 4.19 0.62  

3 0.07 0.68 -0.31 0.75 0.41  

4 1.16 0.12 -3.29 3.49 1.00  

5 -0.90 0.03 0.13 0.91 0.36 

Mean 1.48 0.69 2.26 2.79 0.72 

Parameter  

Points 3,567,246 

Point cloud reconstruction time  High 

Filtering mode  Aggressive 

Processing time of depth maps generation parameters  1 hour 32 minutes 

Processing time of dense cloud generation parameters  12 minutes 8 seconds 
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Table 4-11: Mesh and orthomosaic properties: smartphone. 

 

Figure 4-5: Structural surveying with SfM photogrammetry and smartphone camera: (a) sparse point cloud; (b) 

dense point cloud; (c) 3D model; and (d) orthomosaic. 

4.3 Stage 2: Geometric model development 

The following paragraphs report the results of the implementation of the image-based and 

point-based geometric model development workflows with tape measurements and SfM 

photogrammetry, respectively. After, the geometric models were aligned (as shown in Figure 

4-6b-d) and geometric assessment followed, according to the workflow of 3.2.2. Concerning 

 Parameter  

M
es

h
 

Faces  29,999  

Vertices  15,265 

Surface type  Arbitrary 

Source data  Dense cloud  

Interpolation Enabled 

Strict volumetric masks No 

Processing time  3 minutes 26 seconds 

O
rt

h
o

m
o

sa
ic

 Size  12,816 x 4,528 

Coordinate system  Local Coordinates (m) 

Blending mode  Mosaic  

Surface type Mesh  

Processing time 3 minutes 5 seconds 
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the geometric assessment, the invariable geometrical properties were the arch specimens’ spans 

and rises while the variable geometrical properties were: a) the joint length, joint midpoint 

location and joint dip (joint inclination angle); b) the block volume and block centroid location 

(as shown in Figure 4-8d). For all the calculations of the geometric uncertainty, the normalised 

uncertainty (𝑁𝑈) of (3.11) was used, where 𝑥𝑟𝑒𝑓and 𝑥 were the geometrical properties of the 

geometric model from tape measurements and SfM photogrammetry respectively (i.e. the 

geometric models of the tape measurements were the reference, while the SfM photogrammetry 

models were assessed). Additionally, max (𝑥𝑟𝑒𝑓) of (3.11) refers to the maximum value of the 

property group (i.e. the arch span for the normalized uncertainty of the block centroid x-axis 

properties). It is additionally important to note that only the block and joint vertices of the 

initial arch (i.e. the arch made of free moving blocks of Figure 4-2a) were measured with both 

tape measurements and SfM photogrammetry. The properties each of the arch specimens (i.e. 

block volume, block centroid, joint dip, joint length and joint midpoint) were subsequently 

calculated as a function of the measured vertices 

4.3.1 Geometric models from tape measurements 

Geometric models from tape measurements were developed according to the point-based 

workflow of 3.2.1 using the discrete points. Specifically, as in the experiment, a geometric 

model of the initial arch assembly was developed as an assembly of un-joined blocks, as shown 

in Figure 4-6b using the vertices of Table 4-3 (the discrete points shown in Figure 4-6a). Then, 

the geometric models of each specimen were developed by joining the blocks and leaving un-

joined joints according to Table 4-1, per arch specimen. A FISH script was employed for this, 

which is reported in Section A.1.4. 

4.3.2 Geometric models from SfM photogrammetry 

Geometric model development 

Geometric models of the SfM photogrammetry were developed following the image-based 

workflow of 3.2.2 employing the manual CAD-based block segmentation, as shown in Figure 

4-6c. As with the geometric models of tape measurements, firstly a geometric model of the 

initial arch assembly was developed as shown in Figure 4-6d, then each arch specimens were 

developed with the same FISH script of Section A.1.4.  
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Figure 4-6: Tape measurements: (a) discrete points and marked blocks; and (b) geometric model (initial arch 

assembly). SfM photogrammetry: (c) manual CAD-based block segmentation; and (d) geometric model (initial 

arch assembly).  

Geometric uncertainty between SfM and tape measurement models 

The span and rise normalised uncertainties were equal to 0.6 and 1.5% respectively, for all the 

arch specimens. Although it is well-understood that the span and rise affect structural 

behaviour, they do not concern this investigation since they remain constant. In Figure 4-7a-d 

and Figure 4-8a-d, the magnitude and distribution of the normalised geometric uncertainty are 

plotted for all the joint and block parameters, per arch specimen (of which the statistical 

measures are found in Table B- 1 of Section B.1). Figure 4-7a-d and Figure 4-8a-d, suggest 

that the quantity of the geometric uncertainty was: a) significant for all the joints and block 

properties; and b) most significant for the joint length and block volume with minima-maxima 

intervals of (-4 to 8%) and (4 to 9%). Furthermore, the mostly positive normalized uncertainty 

of joint lengths and block volumes (shown in Figure 4-7b and Figure 4-8a), suggests that the 

geometric models of the SfM photogrammetry (i.e. assessed) were slightly overestimated, 

compared to those of tape measurements (i.e. reference). It is important to note that the nature 

of the geometric uncertainty is not of concern in this investigation, but only the quantity. 

Additionally, the cause of geometric uncertainty may have been due to: a) gross errors of tape 
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measurement; b) errors of SfM photogrammetry measurement; and c) errors in alignment 

(scaling and orientation) of the geometric models. Finally, with regards to the consistency of 

joints errors of Figure 4-7a-d, this is because, during the experimental testing, only the block 

and joint vertices of the initial arch assembly were measured, as aforementioned (and not the 

25 arch specimens per se). Since each arch specimen was measured as a four-block assembly 

using the blocks and joints of the initial arch assembly, multiple arch specimens shared 

common joints, leading to consistency in some of the joint errors. 

 

Figure 4-7: Normalised geometric uncertainty of: (a) joint dip; (b) joint length; (c) joint midpoint x; and (d) joint 

midpoint z. 
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Figure 4-8: Normalised geometric uncertainty of: (a) block volume; (b) block centroid x; and (c) block centroid 

z. 

Control of  SfM photogrammetry with TLS geometric models 

To obtain a better understanding of the accuracy of the SfM photogrammetry geometric 

models, they were additionally compared to those of a TLS survey. In specific, a further 25 

geoemetric models were developed with the manual image-based approach (as shown in Figure 

4-9), however not for structural analysis and only for further geometrical assessment of the 

SfM photogrammetey models. 
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Figure 4-9: TLS data obtained for the control of SfM photogrammetry models. 

In a similar manner to the previous paragraph, the span and rise normalised uncertainties were 

found to be equal to 3 and 1.7% respectively, for all the arch specimens Moreover, in Figure 

4-10a-d and Figure 4-11a-d, the magnitude and distribution of the normalised geometric 

uncertainty are plotted for all the joint and block parameters, per arch specimen. Figure 4-10a-

d and Figure 4-11a-d suggest that between the SfM photogrammetry and TLS geometric 

models, the quantity of the geometric uncertainty was: a) less significant for the joint lengths 

and block volumes; and b) most significant for all the joints midpoint and block centroid  

properties) with minima-maxima intervals of (6.8 to 12%) and (7 to 11.5%). The findings show 

that the SfM geometric models had a good metric agreement with the TLS, however, were not 

as well-aligned, as with geometric models of tape measurements. 
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Figure 4-10: Normalised geometric uncertainty (between SfM photogrammetry and TLS) of: (a) joint dip; (b) 

joint length; (c) joint midpoint x; and (d) joint midpoint z. 
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Figure 4-11: Normalised geometric uncertainty (between SfM photogrammetry and TLS) of: (a) block volume; 

(b) block centroid x; and (c) block centroid z. 

4.4 Stage 3: Structural analysis with the discrete element method 

As discussed in Section 3.3.2, geometric models are only geometrical entities. The geometric 

model, once employed by a numerical method and assigned numerical properties (e.g. material 

properties, boundary conditions etc.) becomes a numerical model. The following paragraphs 

detail the numerical model development with 3DEC according to 3.3.2. Then the subsequent 

structural analysis follows employing geometric models developed from SfM photogrammetry 

and tape measurements.  
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4.4.1 Numerical model development and structural analysis with 3DEC 

Numerical model development 

Numerical model development was carried out following the workflow of Section 3.3.2. 

Concerning the boundary conditions, the base blocks of the numerical models were fixed, as 

in the experiment by applying a zero velocity to their centroid (i.e. limiting all degrees of 

freedom parallel to the x, y and z-axes) within the 3DEC. The loading of the arch was according 

to the experimental tilt-table analysis (Dejong, 2009), applied in the numerical model, also 

according to Section 3.3.2. The material properties were obtained from a calibration procedure 

of the same Section 3.3.2. Specifically, using the geometric models of tape measurements by 

calibrating: a) the collapse load multiplier (synonymous with the 4th load multiplier); and b) 

the failure mode of the experimental-numerical model. Table 4-12 reports the calibration of the 

collapse loads of the numerical simulation of 10 arch specimens with the respective 

experimental. The errors between the experimental and numerical models are considered 

acceptable. In Figure 4-12a-b, the calibration of the experimental and numerical failure mode 

of arch specimen number six is shown. This failure mode was common for all arch specimens 

(a four-hinge mechanism). Table 4-13 reports the obtained properties that employed for all 

numerical models herein presented.  

Table 4-12: Calibration of experimental (Stockdale et al., 2018) and numerical collapse loads (with the geometric 

models from tape measurements). 

Arch specimen  Collapse load multiplier (𝜆ℎ4) % Error 

Experimental Numerical 

1 0.32 0.29 9.38 

2 0.32 0.29 9.38 

3 0.32 0.28 12.50 

4 0.32 0.30 6.25 

5 0.31 0.31 0.00 

6 0.43 0.41 4.65 

7 0.42 0.41 2.38 

8 0.42 0.39 7.14 

9 0.42 0.39 7.14 

10 0.40 0.39 2.50 
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Figure 4-12: Calibration of failure modes of arch specimen number six: (a) experimental; and (b) numerical. 

Table 4-13: Material properties of numerical models. 

Structural behaviour indices 

For the structural analysis, various metrics were employed for the structural health monitoring 

of the arch specimens, during loading, according to the proposed structural analysis procedure 

in Section 3.3.2. To assess the load at which hinge formation occurred, load multipliers were 

calculated at each hinge formation, symbolised 𝜆ℎ1, 𝜆ℎ2, 𝜆ℎ3and 𝜆ℎ4 respectively (as shown in 

Figure 4-13a-d). Hinge formation was detected by monitoring the displacement of the joints 

with the FISH script of Section A.1.3. During the loading phase, damage due to loading until 

the 1st, 2nd and 3rd load multipliers (𝜆ℎ1, 𝜆ℎ2, 𝜆ℎ3) was recoverable (i.e. removal of load results 

in the initial undamaged state). These load multipliers thus accordingly regard the serviceability 

limit states of the arch specimens. Moreover, the horizontal stiffness of the arch specimens at 

the first crack (herein termed stiffness) was calculated by calculating the ratio of the 1st load 

multiplier (𝜆ℎ1) toward the horizontal displacement of the block B2 (𝑈𝑥,𝐵2), as shown in 

equation (4.1). This also regards the serviceability limit states. Finally, the 4th load multiplier 

(𝜆ℎ4) is synonymous with the collapse load and regards the ultimate limit state of the arch 

specimens.  

𝑆𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠 =  
(𝜆ℎ1)

𝑈𝑥,𝐵2 
 (4.1)  

Mechanical property Symbol Unit Model 

Values  Density ρ Kg/m3 500 

Joint normal stiffness  Kn GPa/m 0.15 

Joint normal stiffness  Ks  GPa/m Kn /2.38 

Joint cohesive strength C MPa 0.0 

Joint tensile strength T  MPa 0.0 

Joint friction φ ° 25.0 
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To assess the joint forces of the arch specimens at each hinge formation, the joint forces 

(maximum normal sub-contact forces) at each joint were calculated, symbolised 𝐹1
𝑛, 𝐹2

𝑛, 𝐹3
𝑛, 

𝐹4
𝑛 (as shown in Figure 4-13e.). All the above metrics were calculated with automated 

processes introduced into 3DEC within the FISH script of A.1.3. To calculate the structural 

behaviour uncertainty, the normalised uncertainty (𝑁𝑈) of (3.74) was employed, where 𝑦𝑟𝑒𝑓 

and 𝑦 are structural behaviour indices of the geometric model from SfM photogrammetry and 

tape measurements. Also, max (𝑦𝑟𝑒𝑓) of (3.74) refers to the maximum value of the property 

type, in order to normalize the uncertainty (i.e. the collapse load multiplier of arch specimen 

number 25 for the case of load multipliers). 
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 Figure 4-13: Structural behaviour indices. The load multiplier at each hinge formation: (a) 1st load multiplier 

(𝜆ℎ1); (b) 2nd load multiplier (𝜆ℎ2); (c) 3rd load multiplier (𝜆ℎ3); and (d) 4th load multiplier (𝜆ℎ4synonymous with 

collapse load). The joint forces 𝐹1
𝑛, 𝐹2

𝑛, 𝐹3
𝑛, 𝐹4

𝑛 at joints J1, J2, J3 and J4 respectively (e). 

4.4.2 Influence of geometrical uncertainty on the load multipliers and stiffness  

In Figure 4-14a-e, the magnitude and distribution of all the load multipliers and the stiffness 

can be seen, of the geometric models from SfM photogrammetry and tape measurements. In 

Figure 4-14f the normalised uncertainty of all the load multipliers and stiffness is plotted to 

illustrate the variance between the curves of Figure 4-14a-e (statistical measures found in Table 

B- 2 of Section B.1). Figure 4-14a-f suggests that the effect of the geometric uncertainty was: 

a) existent and accumulative for all the load multipliers; b) most significant on the 4th load 

multiplier (collapse load), i.e. the ultimate limit states, with a minima-maxima interval of (-1 
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to 10%). Figure 4-14a-f further suggests that the effect of the geometric uncertainty was and 

even more significant on the stiffness than the load multipliers, with a minima-maxima interval 

of (2 to 46%). These findings contribute to previous investigation’s findings (Morer et al., 

2013; Riveiro et al., 2013), that geometric uncertainty significantly affects not only the ultimate 

limit states (i.e. collapse load 𝜆ℎ4) but also has a significant influence on the serviceability limit 

states (i.e. 𝜆ℎ1, 𝜆ℎ2, 𝜆ℎ3and stiffness).  
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Figure 4-14: Influence of geometric uncertainty on: (a-d) load multipliers and (e) stiffness. Normalised 

uncertainty of load multipliers and stiffness (f). 

4.4.3 Influence of geometrical uncertainty on the joint forces  

In Figure 4-15a-d, the magnitude and distribution of the structural behaviour uncertainty for 

the joint forces can be seen, at each hinge formation, per arch specimen (statistical measures 

found in Table B- 3 of Section B.1). The curves of Figure 4-15a-d suggest that the effect of 

geometric uncertainty: a) was significant on the joint forces and disproportionate to the 
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geometric uncertainty, with a minima-maxima interval of normalised uncertainty was 

calculated at (-15 to 22%) at each hinge formation; and b) remained quasi-constant and present 

for the all the loading phase. This is another addition to the findings of 4.4.2, that geometrical 

uncertainty significantly influences the joint forces, for both the serviceability and ultimate 

limit states. 

 

Figure 4-15: Influence of geometric uncertainty on joint forces: (a) first hinge formation (𝜆 = 𝜆ℎ1); (b) second 

hinge formation (𝜆 = 𝜆ℎ2); (c) third hinge formation (𝜆 = 𝜆ℎ3); and d) fourth hinge formation (𝜆 = 𝜆ℎ4). 
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4.4.4 Correlation of geometric and structural behaviour uncertainty 

Various combinations of the correlation between the geometrical and structural behaviour 

properties were investigated, as can be found in Table B- 4 and Table B- 5 of Section B.1. 

From these tables, a correlation was found for the normalised uncertainty of the joint inclination 

angle of the first joint, (i.e. joint dip J1) and the normalised uncertainty of the 4th load multiplier 

𝜆ℎ4 (i.e. collapse load). Indeed, as is also evident from Figure 4-16, a linear trend is visible 

between the two uncertainties which shows that as the normalised uncertainty of joint dip J1 

decreases from zero, the normalised uncertainty of the 4th load multiplier 𝜆ℎ4 increases. Though 

other causes of structural behaviour uncertainty cannot be ruled out, this suggests that the most 

probable cause of load multiplier at the formation of the fourth hinge, uncertainty was the joint 

dip. This is in agreement with a previous investigation (Makris and Alexakis, 2013; Nikolić, 

2017; Gáspár et al., 2018) that stereotomy significantly influences the collapse load of arches. 

This finding suggests that, while developing a geometric model, particular care must be taken 

to obtain the accurate joint and block (especially joint inclination angle) to ascertain robustness 

on the predicted collapse load. 

 

Figure 4-16: Correlation between geometric and structural behaviour uncertainty: Joint dip J1 - load multiplier 

λh4
 (collapse load) correlation matrix. 
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4.5 Summary 

In this Chapter, the methodological framework was implemented on an experimental structure 

resembling a regular masonry structure. Geometric models of 25 experimental arch specimens 

were developed from SfM photogrammetry and compared to those of tape measurements (of 

structural surveying of a previous investigation). The variables of geometric uncertainty 

investigated were the: a) joint inclination angle, joint midpoint location and joint length; and 

b) the block volume and block centroid location After the calculation of geometric uncertainty 

between the geometric models of SfM photogrammetry and tape measurements, a tilt-plane 

analysis was numerically simulated with the DEM and the structural behaviour uncertainty 

between was also calculated. The variables of structural behaviour uncertainty included: 

stiffnesses (at the first hinge formation), loads multipliers, and normal forces (i.e. between 

joints). 

Due to given differences between the geometric models derived from SfM photogrammetry 

and tape measurements (-4 to 9%), differences in: a) collapse load (-1 to 10%); b) stiffness (-2 

to 46%); and c) normal forces (-15 to 22%) were found. These findings suggest that the 

employment of accurate geometric models (and consequently geospatial techniques) is 

important to obtain accurate geometric models and in-turn increase the robustness of the 

structural analysis. Furthermore, the geometrical uncertainty of the joints, and in specific, the 

joint inclination angle (i.e. joint dip) was found to directly influence the 4th load multiplier (i.e. 

collapse load), with a linear trend. This finding suggests that, while developing the geometric 

model, particular care must be taken to obtain the accurate geometrical properties of the joints 

to ascertain the robustness of the structural analysis.  

Therefore, from the above findings, the importance of employing accurate geometric models 

to ensure the robustness of the structural analysis of regular masonry structures has been 

demonstrated. Additionally, through the employment of “manual Image2DEM”, this study 

paves the way for the efficient and methodical structural analysis of large-scale regular 

masonry structures using discrete element modelling. 

 

  



 

121 

 

Chapter 5. A novel approach for the semi-automated 

numerical modelling of regular masonry “semi-automated 

Image2DEM”  

In the previous Chapter, the methodological framework was implemented on an experimental 

arch structure, demonstrating the importance of accurate geometry for the robust numerical 

modelling of regular masonry. However, as found in Section 4.5, despite this evident benefit, 

manual CAD-based block segmentation can be tedious due to its manual nature, and unfeasible 

for large-scale masonry structures.  

This Chapter evaluates the employment of IPTs for the semi-automated and robust discrete 

element modelling of regular masonry structures. To pursue this aim, both the manual and 

semi-automated image-based approaches (with manual CAD-based and IPT-based block 

segmentation) of the methodological framework are implemented according to Figure 5-1. 

Firstly, the structural surveying of 25 experimentally tested arch specimens is carried out with 

SfM photogrammetry. Imagery acquisitions obtained with high-quality consumer-camera and 

the procedures leading up to the orthomosaic development within Metashape are detailed. 

Next, manual CAD-based and IPT-based geometric models of 25 arch specimens are developed 

from the structural surveying with SfM photogrammetry, employing the manual and semi-

automated image-based workflows, respectively. The geometric uncertainty between the 

geometric models is calculated here, employing the same variables of geometric uncertainty as 

in Chapter 4. Thereafter, numerical model development and structural analysis are carried out, 

and the differences in structural behaviour between the manual CAD-based and IPT-based 

models are calculated, commonly with Chapter 4. Finally, a correlation is also investigated 

between geometric and structural behaviour uncertainty.  
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Figure 5-1: Implementation of the methodological workflow in Chapter 5. The manual and semi-automated 

image-based approaches, “manual Image2DEM” and “semi-automated Image2DEM” respectively.  

5.1 Stage 1: Structural surveying 

The following paragraphs report the results of the structural surveying carried with a digital 

single-lens reflex (DSLR) Canon EOS6D camera (shown in Figure 5-2) and Metashape, 

according to the flowchart of 3.1.2. The camera shall be herein be termed DSLR camera for 

abbreviation. It’s noteworthy that the reason for employing the DSLR camera was to ensure 

the obtaining of a better quality orthoimage than that of the smartphone facilitating IPT-based 

block segmentation. Furthermore, all the times reported are with computational resources of a 

consumer-grade workstation with an Intel(R) Xeon(R) CPU @ 3.00 GHz processor and 64 GB 

memory.  

  

 

Structural analysis  

Numerical model development and structural analysis workflow 

manual automated 
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5.1.1 Structural surveying with SfM photogrammetry  

Image acquisition  

Image acquisition was defined according to the requirements of the 𝐺𝑆𝐷𝑚𝑎𝑥 , to comparable 

to the joint-width of the arch (i.e. sub-mm). To achieve this, a 𝑊𝐷 equal to 0.5 m from the face 

of the arch was calculated from Table 3-3 as suitable and The processing properties of the 

Metashape project created are listed in Table 5-1. 

Table 5-1: Processing properties of Metashape project using the DSLR camera. 

 

Figure 5-2: Structural surveying with SfM photogrammetry: (a) DSLR camera; and (b) image capture network. 

The self-calibration properties of the images captured with are found in Table 5-2, where: 𝑓 is 

the focal length; 𝐶𝑥 and 𝐶𝑦 are the principle point’s position on the x and y-axis respectively; 

𝐵1 is the affinity; 𝐵2 is the non-orthogonality; 𝐾1, 𝐾2 and 𝐾3 are the radial distortion 

parameters; and 𝑃1 and 𝑃2 are the decentring distortion parameters. 

Table 5-2: Self-calibration properties of smartphone sensor (SM-G930F) from Metashape (pixels). 

  

Predefined 

𝑊𝐷 (m) 

No of images 

of the region 

of interest 

Estimated 𝐺𝑆𝐷𝑚𝑎𝑥 

(mm/pix) 

Optical rays 

per point 

0.5 166 0.138 3.0 

 𝑓 𝐶𝑥 𝐶𝑦  𝐵1  𝐵2  𝐾1  𝐾2  𝐾3  𝑃1  𝑃2  

Value 4.2x103 -11.71 3.01 6.9 -0.99 -0.15 0.12 -0.03 2.1x10-3 2.1x10-3 

Error 0.12 0.13 0.15 0.08 0.06 5.3x10-5 1.7x10-5 1.7x10-5 8x10-5 5.7x10-5 
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Sparse point cloud reconstruction and georeferencing  

Sparse point cloud reconstruction was carried out according to Section 3.1.2 and is shown in 

Figure 5-3a and detailed in Table 5-3. After sparse point cloud reconstruction, the 

georeferencing followed by introducing the GCPs to Metashape in a text format. Concerning 

georeferencing, the same 12 GCPs surveyed with a Total Station (with their respective errors 

reported in Table 4-8) were employed. The properties of the georeferencing with Metashape 

are reported in Table 5-4. 

Table 5-3: Sparse point cloud reconstruction properties from Metashape with DSLR camera. 

Table 5-4: Georeferencing errors of targets from Metashape with DSLR camera. 

Parameter  

Points 142,091 

RMS reprojection error 0.16 (0.67 pix) 

Mean key point size 3.86 pix 

Average tie point multiplicity 2.97 

Accuracy High 

Generic preselection Yes 

Key point limit 400,000 

Tie point limit 10,000 

Adaptive camera model fitting Yes 

Matching time 19 minutes 49 seconds 

Alignment time 1 minute 29 seconds 

Optimisation parameters f, Cx, Cy, B1 

, B2, K1, K2, K3, P1, P2  Optimisation time 6 seconds 

 Target ID X error 

(mm) 

Y error 

(mm) 

Z error 

(mm) 

Total error 

(mm) 

Image  error 

(pix) 

C
o

n
tr

o
l 

p
o

in
ts

 

11 1.04 1.49 -0.89 2.02 0.28 

12 -0.30 -0.71 -1.22 1.44 0.14 

13 -2.34 -1.72 1.11 3.11 0.19 

14 3.27 3.38 0.99 4.80 0.09 

18 -0.55 0.04 0.03 0.55 0.13 

19 2.30 -0.40 -0.29 2.36 0.04 

20 0.58 1.27 0.05 1.39 0.15 

23 -4.00 -3.33 0.22 5.21 0.32 

24 1.04 1.49 -0.89 2.02 0.28 

Total 2.22 1.94 0.76 3.04 0.18 

C
h

ec
k

 p
o

in
ts

 2 1.78 1.85 -2.67 3.70 0.28 

3 -0.31 0.61 -1.15 1.34 0.23 

4 0.86 0.63 -3.20 3.38 0.35 

5 -0.95 0.06 -0.49 1.07 0.40 

Total 1.11 1.02 2.18 2.65 0.31 
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Dense point reconstruction  

The reconstructed dense point cloud is shown in Figure 5-3a and detailed in Table 5-5. From 

the options of smoothness and detail within Metashape, the high-quality point cloud 

reconstruction setting was used in conjunction with the aggressive smoothness level.  

Table 5-5: Dense point cloud reconstruction properties: DSLR camera. 

Orthomosaic development  

The 3D model of the arch is shown in Figure 5-3c while the orthomosaic is shown in Figure 

5-3d which was based on a mesh of 30,000 faces. Concerning the orthomosaic, its resolution 

was equal to 0.14 mm whilst the definability of the discontinuities was controlled in 

Metashape. The properties of the mesh and orthomosaic development are reported in Table 

5-6. 

Table 5-6: Mesh and orthomosaic properties with the DSLR camera. 

Parameter  

Points 10,199,073 

Point cloud reconstruction time  High 

Filtering mode  Aggressive 

Processing time of depth maps generation parameters  2 hours 58 minutes 

Processing time of dense cloud generation parameters  32 minutes 48 seconds 

 Parameter  

M
es

h
 

Faces  30,000 

 
Vertices  15,105 

Surface type  Arbitrary 

Source data  Sparse point cloud  

Interpolation Enabled 

Strict volumetric masks No 

Processing time  3 seconds 

O
rt

h
o

m
o

sa
ic

 Size  9,981 x 5,099 

Coordinate system  Local Coordinates (m) 

Blending mode  Mosaic  

Surface type Mesh  

Processing time 3 minutes 5 seconds 
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Figure 5-3: Structural surveying with SfM photogrammetry and DSLR camera: (a) sparse point cloud; (b) dense 

point cloud; (c) 3D model; and (d) orthomosaic. 

5.2 Stage 2: Geometric model development 

The following paragraphs report the results of the implementation of the manual and semi-

automated image-based workflows respectively, resulting in manual CAD-based and IPT-

based geometric models, respectively. After geometric model development, the alignment of 

the geometric models was also carried out, as in Chapter 4 (with a common reference point and 

common axis convention, as shown in Figure 5-5b-d). Then, the geometric uncertainty between 

the geometric models of manual CAD-based and IPT-based block segmentation was 

calculated. Concerning the geometric uncertainties, the same geometrical properties of Chapter 

4 were subject to geometrical assessment according to the workflow of Section 3.3.2 which 

were: the invariable geometrical properties (arch specimens’ span and rises); and the variable 

geometrical properties calculated (the joint length, joint midpoint location and joint dip (joint 

inclination angle), the block volume and block centroid location). To calculate the geometric 

uncertainty, the normalised uncertainty (𝑁𝑈) of (3.11) was used, where 𝑥𝑟𝑒𝑓and 𝑥 are 

geometrical properties of the geometric model from the manual CAD-based and IPT-based 

geometric models respectively. Additionally, max (𝑥𝑟𝑒𝑓) of (3.11) refers to the maximum 

value of the property group (i.e. the arch span for the normalized uncertainty of the block 
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centroid x-axis properties). It is additionally important to note that as in the previous Chapter, 

only the block and joint vertices of the initial arch (i.e. the arch made of free moving blocks of 

Figure 4-2a) were measured. The properties each of the arch specimens (i.e. block volume, 

block centroid, joint dip, joint length and joint midpoint) were subsequently calculated as a 

function of the measured vertices. 

5.2.1 Geometric models of manual CAD-based block segmentation  

Geometric models of the manual CAD-based block segmentation were developed following 

the image-based workflow of 3.2.2 commonly with Chapter 4, as shown in Figure 5-5a. Again 

as with the geometric models of Chapter 4, firstly a geometric model of the initial arch 

assembly was developed as shown in Figure 5-5b, then each arch specimens were developed 

with the same FISH script of Section A.1.4.  

5.2.2 Geometric models of IPT-based block segmentation 

Geometric model development  

To carry out the IPT-based block segmentation, the two-phases procedure of Section 3.2.2 was 

carried out. The results of the joint image development are shown in Figure 5-4a-g, which 

consist of: a) pre-processing of the greyscale orthomosaic (roifill function) to remove noise; b) 

edge detection of the pre-processed image (edge function) to highlight block edges; c) the mask 

creation (imdil function), to define the borders of the area occupied by the masonry structure; 

d) joint line detection with a Hough transformation (hough function), to make joints 

continuous; e) joint lines fusing with the mask (imfuse function); and f) joint line 

homogenisation and joint image development with watershed segmentation (watershed 

function). These are termed the permissible borders are shown in Figure 5-4h.  
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Figure 5-4: Block segmentation with image processing. Joint image development: (a) pre-processing of the 

greyscale image; (b) edge detection; (c) the mask creation; (d) joint line detection; (e) joint lines and block 

border; and f) joint line homogenisation and joint image development with watershed segmentation (watershed 

function). Block vertex extraction: (g) desired block vertices; and permissible block vertices. 

The results of the second phase of the IPT-based block segmentation which are block vertices, 

as shown in Figure 5-5c. Thereafter, geometric models of the IPT-based block segmentation 

were developed in the same fashion as Chapter 4, as shown in Figure 5-5d. 
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Figure 5-5: Manual image-based workflow: (a) manual CAD-based block segmentation; and (b) geometric model. 

Semi-automated image-based workflow: (c) IPT-based block segmentation; and (d) geometric model.  

Geometric assessment  

Concerning the geometric assessment of the IPT-based geometric models, the same procedure 

was followed, as in Chapter 4. The span and rise normalised uncertainties were equal to 4.61 

and 2.46% respectively, for all the arch specimens. Again, only the geometric uncertainty of 

the blocks and joints is the only concern in this investigation. In Figure 5-6a-d and Figure 5-7a-

d, the magnitude and distribution of the normalised geometric uncertainty is plotted for all the 

joint and block parameters, per arch specimen (statistical measures found in Table B- 6 of 

Section B.2). Figure 5-6a-d and Figure 5-7a-d, suggests that the quantity of the geometric 

uncertainty was: a) significant for all the joints and block properties; and b) most significant 

for the block volume with minima-maxima interval of (-5 to 10%). The cause of geometric 

uncertainty is attributed to the IPT block segmentation. Finally, with regards to the consistency 

of joints errors of Figure 5-6 a-d, this is again attributed the fact that during the experimental 

testing, only the block and joint vertices of the initial arch assembly were measured, as 

aforementioned in the previous Chapter (and not the 25 arch specimens per se). Since each 

arch specimen was measured as a four-block assembly using the blocks and joints of the initial 
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arch assembly, multiple arch specimens shared common joints, leading to consistency in some 

of the joint errors. 

 

 

Figure 5-6: Normalised geometric uncertainty of: (a) joint dip; (b) joint length; (c) joint midpoint x; and (d) joint 

midpoint z. 
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Figure 5-7: Normalised geometric uncertainty of: (a) block volume; (b) block centroid x; and (c) block centroid 

z. 

5.3  Stage 3: Structural analysis with the discrete element method  

The following paragraphs detail the numerical model development with 3DEC according to 

Section 3.3.2. Then the subsequent structural analysis follows employing geometric models 

developed from the manual CAD-based and IPT-based block segmentation. 

5.3.1 Numerical model development and structural analysis with 3DEC 

The numerical models were developed with the same material properties, boundary conditions 

and loading protocol of Chapter 4. Furthermore, the same structural behaviour indices of 

Chapter 4 were employed during the structural analysis. The following paragraphs report the 

results of the structural behaviour uncertainty due to geometric uncertainty between the IPT-

based and manual CAD-based geometric models.  
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5.3.2 Influence of geometric uncertainty on the load multipliers and stiffness  

In Figure 5-8a-e, the magnitude and distribution of all the load multipliers and the stiffness can 

be seen, of the geometric models from IPT and manual CAD-based framework (statistical 

measures found in Table B- 7 of Section B.2). In Figure 5-8f the normalised uncertainty of all 

the load multipliers and stiffness is plotted to illustrate the variance between the curves of 

Figure 4-14a-e. Figure 5-8a-f suggests that the effect of the geometric uncertainty was: a) 

existent and accumulative for all the load multipliers; b) most significant on the 4th load 

multiplier (collapse load), i.e. the ultimate limit states, with a minima-maxima interval of (-7.5 

to 2%). Figure 5-8a-f further suggests that the effect of the geometric uncertainty was and even 

more significant on the stiffness than the load multipliers, with a minima-maxima interval of 

(-2.5 to 25%). These findings contribute to both the previous Chapter’s and other 

investigation’s findings (Morer et al., 2013; Riveiro et al., 2013), that geometric uncertainty 

significantly affects not only the ultimate limit states (i.e. collapse load 𝜆ℎ4) but the 

serviceability limit states (i.e. 𝜆ℎ1, 𝜆ℎ2, 𝜆ℎ3and stiffness).  
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Figure 5-8: Influence of geometric uncertainty on: (a-d) load multipliers; and (e) stiffness. Normalised 

uncertainty of load multipliers and stiffness (f). 

5.3.3 Influence of geometric uncertainty on the joint forces  

In Figure 5-9a-d, the magnitude and distribution of the structural behaviour uncertainty for the 

joint forces can be seen, at each hinge formation, per arch specimen (statistical measures found 

in Table B- 3 of Section B.2). The curves of Figure 5-9a-d suggest that the effect of geometric 

uncertainty: a) was significant on the joint forces and disproportionate to the geometric 



 

134 

 

uncertainty, with a minima-maxima interval of normalised uncertainty was calculated at (-10 

to 70%) at each hinge formation; and b) remained quasi-constant and present for the all the 

loading phase. This is another addition to the findings of Chapter 4, that even seemingly 

minuscule geometrical uncertainty significantly influences the joint forces, for both the 

serviceability and ultimate limit states. 

 

Figure 5-9: Influence of geometric uncertainty on joint forces: (a) first hinge formation (𝜆 = 𝜆ℎ1); (b) second 

hinge formation (𝜆 = 𝜆ℎ2); (c) third hinge formation (𝜆 = 𝜆ℎ3); and (d) fourth hinge formation (𝜆 = 𝜆ℎ4) 

5.3.4 Correlation of geometric and structural behaviour uncertainty  

Various combinations of the correlation between the geometrical and structural behaviour 

properties were investigated, as can be found in Table B- 9 and Table B- 10. of Section B.2. 

As in the previous Chapter, a correlation (even stronger than the previous Chapter’s 

correlation) was found between the normalised uncertainty of the joint inclination angle of the 

first joint, (i.e. joint dip J1) and the normalised uncertainty of the 4th load multiplier 𝜆ℎ4 (i.e. 

collapse load). Indeed as also evident from Figure 5-10, a linear trend is visible between the 

two uncertainties which shows that as the normalised uncertainty of joint dip J1 decreases from 
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zero, the normalised uncertainty of the 4th load multiplier 𝜆ℎ4 increases. Though other causes 

of structural behaviour uncertainty cannot be ruled out, this suggests that the most probable 

cause of load multiplier at the formation of the fourth hinge, uncertainty was the joint dip. This 

reinforces the findings of the previous Chapter, that while developing the geometric model, 

particular care must be taken to obtain the accurate joint and block (especially joint inclination 

angle) to ascertain robustness on the predicted collapse load. 

 

Figure 5-10: Correlation between geometric and structural behaviour uncertainty: Joint dip J1 - load multiplier 

λh4
 (collapse load) correlation matrix. 

5.4 Summary 

In this Chapter, the manual and semi-automated image-based approaches of the methodological 

framework were implemented on an experimental structure, resembling a regular masonry 

structure. After structural surveying with from SfM photogrammetry, geometric models of 25 

experimental arch specimens were developed from both IPT- and manual CAD-based block 

segmentation. A tilt-plane analysis was numerically simulated with the DEM demonstrated that 

the obtained stiffness (at the first hinge formation) and load multipliers (at each hinge 

formation) of the IPT-based geometric models was comparable the manual CAD-based. 
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Specifically, the IPT-based and manual CAD-based geometric models showed a good 

agreement in terms of geometry, differences of (-5 to 10%). Moreover, concerning the 

structural behaviour, the load multipliers of the geometric models also showed a good 

agreement, with differences of up to 7%. Stiffnesses, however, showed partial agreement, with 

differences of up to 7% for 10 specimens and 24% for 15 specimens. These findings primarily 

demonstrate the potential of the employing IPTs to accurately capture both the geometry and 

structural behaviour of masonry structures, especially regarding the ultimate limit states (i.e. 

collapse load 𝜆ℎ4). However, these findings also suggest that the effect of geometric uncertainty 

can be seemingly insignificant upon the ultimate limit states (i.e. collapse load 𝜆ℎ4) yet notable 

on the serviceability limit states (i.e. stiffness, in this case). Therefore, differences in 

serviceability limit states should be accounted for, even for seemingly accurate geometric 

models. Finally, the geometrical uncertainty of the joints, and in specific, the joint inclination 

angle (i.e. joint dip) was again found to directly influence the 4th load multiplier (i.e. collapse 

load), with a linear trend. This reinforces the findings of the previous Chapter that whilst 

developing a geometric model, particular care must be taken to obtain reliable geometrical 

properties of the joints to ascertain the robustness of the collapse load.  

Therefore, from the above findings, the potential of the methodological framework to perform 

semi-automated and robust discrete element modelling of regular masonry structures has been 

demonstrated. Given that the IPT-based framework was only applied on a small-scale 

experimental structure, a pilot study is herein demonstrated on a full-scale multiring masonry 

arch, carried out by the Author to demonstrate the future potential of the approach. 
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Figure 5-11: Block segmentation with image processing on a real-world structure. Joint image development: (a) 

pre-processing of the greyscale image; (b) edge detection; (c) the mask creation; (d) joint line detection; (e) joint 

lines and block border; and f) joint line homogenisation and joint image development with watershed 

segmentation (watershed function). Block vertex extraction: (g) desired block vertices; and permissible block 

vertices. 

From this Chapter’s findings and the pilot study of Figure 5-11, it is evident that the 

employment of “semi-automated Image2DEM” paves the way for the automated structural 

analysis of real-world regular masonry structures using discrete element modelling.  
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Chapter 6. A novel approach for the semi-automated 

numerical modelling of rubble masonry “Cloud2DEM”8 

In the previous Chapters, the image-based and point-based approaches were employed which 

regarded the numerical modelling of regular masonry structures. However, as discussed in 

Section 2.4, for the case of rubble masonry, where the blocks are not distinguishable and the 

geometry of the structure is complex, on cloud-based approaches are advantageous.  

Until the present moment, the most common assessment methods of rubble masonry have been 

the continuum FEM models (i.e. smeared crack models) and FELA, which as demonstrated, 

are oversimplified. Of the few studies that exist for rubble within the DEM until now have been 

carried out with a simplified geometry. For instance, de Felice (2011) developed pioneering 

2D DEM models of rubble masonry walls. Varying morphologies were developed according 

to a previous investigation characterizing rubble masonry, to evaluate their out-of-plane 

structural capacity. It was shown that the morphology of the stones in the wall significantly 

influenced the stiffness, load-bearing and deformation capacity of the walls. In a further study, 

2D models base were developed (Pulatsu et al., 2016) with the DEM were used to investigate 

the out-of-plane capacity of rubble masonry walls with different cross-sections The 

investigation found a notable drop in ultimate load-bearing capacity of rubble masonry walls 

due to internal cavities and irregularly shaped blocks, as compared to panels of regular-shaped 

blocks. Shrive (2015) developed 2D models to study the structural stability of a historical 

rubble fortification. Geometric models of the rubble masonry were comprised of circular and 

polygonal elements randomly assembled. From studies such as the above, the DEM’s potential 

 

 

8 The study in this Chapter has been published in the following research papers: 

Kassotakis, N., Sarhosis, V., Mills, J., D'Altri, A., Miranda, S. and Castellazzi, G. (2018). From point clouds to 

geometry generation for the detailed micro-modelling of masonry structures. Conference: 10th IMC - International 

Masonry Conference, Politecnico di Milano - International Masonry Society - IMS. Milan, Italy. pp. 1-14 

Kassotakis, N., Sarhosis, V., Riveiro, B., Conde, B., Mills, J., D'Altri, A., Miranda, S. and Castellazzi, G. (2020c). 

Three-dimensional discrete element modelling of rubble masonry structures from dense point clouds. Automation 

in Construction,  Doi: 10.1016/j.autcon.2020.103365 
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is unequivocally demonstrated for capturing the complex structural behaviour of rubble 

masonry. However, since very detailed metrical geometric information is essential, the DEM 

is not commonly employed.  

This Chapter evaluates the potential of employing voxelization for the semi-automated and 

geometrically-accurate structural analysis of rubble masonry. To pursue this aim, the cloud-

based approach of the methodological framework is implemented on a full-scale rubble 

masonry structure, according to Figure 6-1. The Chapter commences with the description of 

the selected case study and then proceeds to implement the methodological framework in a 

stage-wise fashion. Firstly, the structural surveying with a TLS survey of the structure is 

detailed from a previous study (Prizeman et al., 2017). Next, geometric models are developed 

of a variable block size and orientation. Finally, numerical model development and structural 

analysis are carried out. Concerning the structural analysis, for the course voxel model of a 50 

cm voxel size, an initiatory study was carried out to investigate the effect of: a) joint strength 

properties; b) the geometric uncertainty is investigated on the structural behaviour. Also, the 

effect of voxel size was investigated on the structural behaviour, numerical model properties 

and simulation times. Furthermore, for the 30 cm voxel models, the effect of voxel orientation 

is also investigated on the structural capacity. 

 

Figure 6-1: Implementation of the methodological framework in Chapter 6. The cloud-based approach 

“Cloud2DEM”. 

 
Numerical model development and structural analysis workflow 

Structural analysis  
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6.1 Case study two: The southwest leaning tower of Caerphilly Castle9 

The case study which was used to evaluate the proposed framework is the leaning tower of the 

Caerphilly Castle, located in South Wales, the UK. Constructed in the 13th Century, Caerphilly 

is the second largest castle in the UK and one of the largest in Europe (Renn, 2002). The 

southwest tower shown in Figure 6-3. is 17 m tall and 9 m in diameter (Renn, 2002). It is 

reported to have been leaning for several centuries and stands at a current angle of 

approximately 10 degrees off vertical. The tower was constructed of rubble masonry, with a 

rough texture and indefinable joints. The most probable cause of leaning of the Caerphilly 

tower is attributed to the lack of foundation strength and stiffness which was induced by 

dewatering in the 18th Century.  

 

 

9 The structural surveying data herein presented was captured by a previous investigation of Prizeman et al. (2017)  
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Figure 6-2: Caerphilly Castle (Renn, 2002). View of the face of the southeast leaning tower. 

Over the last two decades, the structural analysis of leaning towers such as Caerphilly has 

attracted the attention of many researchers (Hambly, 1985; Abruzzese et al., 2009; Marchi et 

al., 2011; Milani et al., 2017). For instance, early analytical approaches to investigate the safety 

of leaning towers (Heyman, 1992), have provided information on the critical inclination angle 

of leaning towers, however, rely upon oversimplified material assumptions (rigid masonry 

without tensile strength and regular geometries). Such approaches cannot be applied to the 

present case study since the tower is highly irregular in shape, with openings, voids, and a non-

rectangular base. Recently, FEM and LA have been successfully applied to perform structural 

analysis on leaning towers with complex geometry (Castellazzi et al., 2017; Prizeman et al., 

2017; D'Altri et al., 2018b). However, as found in Section 2.2, the FEM cannot always 

accurately describe the discontinuous nature of rubble masonry (Dejong, 2009), while the LA 

can, but still relies upon simplified assumptions and is not able to provide information about 

the in-service condition of the structure under consideration.  
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6.2 Stage 1: Structural surveying  

The following paragraphs details the structural surveying carried out with a terrestrial laser 

scanner as part of a previous investigation (Prizeman et al., 2017), with a similar workflow to 

that of 3.1.3. 

6.2.1 Structural surveying with TLS  

Figure 6-5b shows the dense point cloud obtained from a survey to document the structural 

health condition of the tower (Prizeman et al., 2017). In this instance, a FARO Focus 3D ×130 

terrestrial laser scanner was used to acquire 27 scans of the entire castle. The characteristics of 

the scan were (Prizeman et al., 2017):  

• Scan resolution of 1/5 of 28.2 MPts with 4x quality; 

• Point distance of 7.67mm/10m;  

• Mean registration errors of 6.6 mm;  

• Maximum error of 15.5 mm; 

• A minimum overlap of 12.4%; 

• Registration was carried out with FARO Scene software version 5.3. 

Cleaning and cropping of the point cloud were carried out to remove noise and irrelevant points 

(e.g. non-structural elements such as vegetation, etc.), with CloudCompare according to 

Section 3.1.3. This was an important task to ensure that the points relating to the structure only, 

were being considered in structural analysis. Figure 6-3e-f shows the process of segmenting 

the tower from the rest of the using CloudCompare (in form of a mesh).  
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Figure 6-3: Caerphilly Castle: (a) view of the southwest leaning tower; (b) dense point cloud of the leaning tower; 

(c) location within Google Earth; (d) satellite image view within Google Earth; (e) mesh and (f) cropped mesh. 
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6.3  Stage 2: Geometric model development  

The following paragraphs report the results of the implementation of the cloud-based geometric 

model development workflows the TLS point cloud. Various geometric models of Caerphilly 

tower were developed, such as those shown in Figure 6-4 with voxel sizes of 30, 40 and 50 cm. 

It is noteworthy that the geometric models will be herein interchangeably termed voxel models 

due to their construction being of voxels. 

 

Figure 6-4: Voxel models of the tower developed using voxel sizes of: (a) 30 cm; (b) 40 cm; and (c) 50 cm 

Though another three models with a voxel size of 25, 20 and 10 cm were additionally 

developed, structural analysis was not undertaken since they were found to be computationally 

unmanageable with the available computational resources. This inability to simulate smaller 

voxel size models was a result of the unmanageable number of free-moving blocks and total 

contacts. Also, as will be demonstrated further on, all the developed voxel models necessitated 

model refinement due to the existence of significant geometric errors. Moreover, with the 30 

cm voxel size (which showed the best compromise between structural capacity estimation, 

geometric accuracy and computational time), a further two voxel models were developed with 

a voxel orientation equal to 30 and 60 degrees. 

6.3.1 Geometric model development with the cloud-based workflow 

Point cloud voxelization, void filling and geometric model development 

The workflow commenced with the dense point cloud of Figure 6-5a with a calculated point 

surface density, equal to 855 points/m2 (within CloudCompare according to Section 3.1.3). 

After the process of voxelization (shown in Figure 6-5b), the point surface density of the 

(a) (b) (c) 
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voxelized point cloud was significantly reduced compared to the initial dense point cloud. 

Figure 6-5c shows the instance of the point surface density of the 50 cm voxel model 15 

points/m2. Based upon experimentation with the above dense point cloud, the smallest voxel 

size permissible for the above dense point was equal to 1 cm.  

After the voxelization, the filling was carried out, according to the raster image approach of 

Section 3.2.3. Figure 6-5d-e shows the raster images of the empty and filled voxelized point 

clouds for a horizontal section of the tower. This section was at an arbitrary height equal to 

3.75 m. It must be noted that in Figure 6-5d-e, the active pixels or active voxels are shown in 

white colour. To fill the whole domain, the raster image corresponding to each of the voxelized 

point cloud heights was morphologically opened and closed. All these procedures were 

automated and incorporated into the Matlab script A.3.1. Finally, the geometric model (i.e. 

voxel model) is developed based on the filled point cloud. Indicatively, Figure 6-5f shows a 

voxel model with a voxel size of 50 cm, consisting of 9,407 blocks. 
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Figure 6-5: Voxelization: (a) dense point cloud; (b) voxelization process; (c) empty voxelized point cloud. Void 

filling: (d) empty; and (e) filled raster image for z equal to 3.75 m of the voxelized point cloud. 50 cm voxel model 

(f) 
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Geometrical assessment, and numerical model refinement 

The geometrical assessment of the voxel models was carried out according to Section 3.2.3 by 

comparison of their geometrical properties with those of the reference mesh (as shown in 

Figure 6-6a). The specific reference mesh was constructed using the Poisson surface 

reconstruction algorithm of the dense point cloud. Also, the cloud-to-mesh distance of the mesh 

with 50 cm voxel model is indicatively shown in Figure 6-6b. Finally, the volumetric error, 

cloud-to-mesh error and the coefficient for adjusting the voxel dimension, (𝑉𝐴𝐶) (calculated 

from (3.24)) are reported in the forthcoming paragraphs for the voxel models of varying size.  

 

Figure 6-6: Geometric assessment: (a) watertight mesh; and (b) cloud-to-mesh distance of the 50 cm voxel model 

with the watertight mesh (in meters). 

Table 6-1 reports the volumetric differences and cloud-to-mesh distances of all the developed 

voxel models. From Table 6-1, it is clear that the voxel size influences the geometrical accuracy 

of the voxel models. Based upon relative error with the reference watertight mesh, the 

volumetric accuracy exponentially increased for the decrease in voxel size. It was found that is 

for voxel sizes below and equal to 25 cm (that correspond to an error of equal to 5.3%) voxel 

models without refinement could be considered acceptable. All voxel sizes above 25 cm needed 

numerical model refinement. The difference in mean cloud-to-mesh distance of the voxel 

models and refined voxel models shows that even though the models are volumetrically 

accurate, the model refinement can induce error to the cross-sections of the structure.  
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Table 6-1: Geometrical assessment of the voxel models. 

6.4 Stage 3: Structural analysis with the discrete element method 

The following paragraphs detail the numerical model development with 3DEC according to 

Section 3.3.2. Then the subsequent structural analysis follows employing the various voxel 

models developed. Firstly, for the 0.5 voxel models which were the most computationally 

manageable, an initiatory study was carried out to determine the effect of the joint strength and 

geometric uncertainty on the structural behaviour. Thereafter, a sensitivity study was carried 

out on of the effect block size (for voxel sizes of 50, 40 and 30 cm). Finally, for the 30 cm 

voxel model which showed the best compromise between structural capacity, geometric error 

and simulation times, the effect of voxel orientation was also investigated on the structural 

capacity. 

6.4.1 Numerical model development and structural analysis with 3DEC  

Numerical model development 

For the development of the numerical model, representative material properties for low strength 

masonry were adopted from previous research studies, as presented in Table 6-2. Blocks were 

modelled as rigid elements having a density equal to 1900 Kg/m3. The frictional resistance 

between blocks was equal to 25 degrees while the joint tensile and cohesive resistance at the 

joints ranged from 0.25 to 0.35 MPa to represent old and deteriorated low bond strength 

masonry.  

  Voxel Size  VAC Volume 

(m3) 

Volumetric error 

(%) 

Mean absolute C2M 

distance (cm) 

St. dev. of absolute 

C2M distance (cm) 

V
o

x
el m

o
d

els 

0.50 m 1 1028 19.50 0.1 20.4 

0.40 m 1 980 13.95 0 16.4 

0.30 m 1 933 8.46 0.1 12.1 

0.25 m 1 911 5.88 0.2 10.1 

0.20 m 1 886 2.98 0.1 8 

0.10 m 1 836 -2.80 0 3.7 

R
efin

ed
 v

o
x

el m
o

d
els 

0.50 m 0.943 862 0.19 8.2 27.3 

0.40 m 0.958 862 0.21 11.5 20.6 

0.30 m 0.974 862 -0.04 9 13.9 

0.25 m 0.981 860 -0.08 6.2 11.2 

0.20 m 0.990 859 -0.15 3.3 8.4 

0.10 m 1.009 859 0.19 3.5 4.8 
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Table 6-2: Mechanical properties of the zero-thickness interface in the 50 cm voxel model of Caerphilly tower.  

A simplified assumption of planar support was taken to ensure a structural failure solely 

attributed to material degradation (i.e. not support failure). Since the original base of the voxel 

models was not flat, an additional base was added. The height of the base was determined by  

examining the lowest course of bricks within the tower’s cloud, prior to voxelization, whilst 

the overall process of base addition was carried out fully automatically within the voxelization 

algorithm by extending the dimensionless point cloud in the z-axis. Figure 6-7a-c shows the 

original voxel model, the additional base and the final numerical model used for structural 

analysis.  

After adding the base, a level plane, Πο was defined as the boundary of fixed and free-moving 

blocks. This is shown in Figure 6-7d (at the lowest course of the blocks of the original 

numerical model) and defines the boundary between the fixed and free-moving blocks. Below 

this level, blocks were fixed against movement in all directions (the dark grey zone shown in 

Figure 6-7e), while above this level the blocks were considered to represent the rubble masonry 

and were free to move (the silver zone shown in Figure 6-7e). By adding this additional base 

and ensuring planar support, failure of the structure is by material degradation only, and not 

support failure. 

Parameter Symbol Unit Model Values  

Joint normal stiffness  Kn GPa/m 20 

Joint shear stiffness  Ks  GPa/m 15 

Joint cohesive strength C MPa 0.25-0.35 

Joint tensile strength T  MPa 0.25-0.35 

Joint friction φ ° 25 
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Figure 6-7: View of the numerical model of the tower developed using DEM: (a) original numerical model derived 

from point clouds; (b) base added to assist with the numerical simulations; (c) final model developed (note that 

green colour refers to an additional base while gold colour relates to the original 50 cm voxel model). Boundary 

conditions of tower visualised in the (d) point cloud, and (e) voxel model (i.e. geometric model). 

In the numerical model, a tilt plane analysis was performed to quantify the maximum rotation 

angle (𝜃𝑡) of the tilt plane, according to Section 3.3.2. The maximum value of this angle 

measured was effectively the measure of structural capacity. In particular, the rotational angle 

was estimated by applying a horizontal acceleration of equal to 𝜆ℎ × g and altering the vertical 

acceleration of gravity from g to a magnitude of 𝜆𝑣 × g. The horizontal and vertical collapse 

multipliers 𝜆ℎ  and 𝜆𝑣 were obtained from the equations (3.64) and (3.65) of Chapter 3. Figure 

6-8a shows a view of the tower with the gravitational acceleration components annotated. 

Figure 6-8b shows the plan of the tower base and azimuth (ψ) of theoretical rotation (i.e. 

horizontal direction in which the rotation takes place). The quadrant between the x and y-axis 

has previously been found to contain the range of azimuths of the structure’s existent 
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inclination (D'Altri et al., 2018b). To optimise the employed computational resources, 

structural analysis was only carried out for this quadrant (i.e. only for ψ equal to 0, 15, 30, 45, 

60, 75 and 90 degrees).  

Structural behaviour indices 

Starting from a value of 𝜃𝑡 equal to 0 (no inclination), the theoretical inclination angle 𝜃𝑡 was 

increased incrementally. During, the simulation, the inclination angle multiplier 𝜆ℎ 

(corresponding to 𝜃𝑡) was also recorded. The critical inclination angle 𝜃𝑡,𝑚𝑎𝑥 and multiplier 

𝜆ℎ,𝑚𝑎𝑥 were employed to assess the load-bearing capacity of the structure, corresponding to 

the inclination angle multiplier at which the structure could not arrive at equilibrium at the end 

of a given loading cycle (corresponding to 𝜃𝑡,𝑚𝑎𝑥). This was calculated by monitoring both the 

total unbalanced force of the model and the so-called inclination angle multiplier-displacement 

curves of strategically selected monitored points. The monitored points at Points A, B and C, 

shown in Figure 6-8c were strategically selected, being situated: a) on the azimuth of theoretical 

rotation of ψ equal to 60 °; and b) at various heights (top, mid-height and bottom). This 

selection of the monitored points was to ensure reliable information about the structure’s 

behaviour was provided for global and local failure, in the principal direction of loading. It is 

noteworthy that further than the critical inclination angle multiplier 𝜆ℎ,𝑚𝑎𝑥 , the critical 

horizontal displacements 𝑈ℎ,𝑚𝑎𝑥
𝐴 , 𝑈ℎ,𝑚𝑎𝑥

𝐵  and 𝑈ℎ,𝑚𝑎𝑥
𝐶  of the monitored points A, B and C were 

employed as a metric of quantifying the tower’s deformation capacity. 
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Figure 6-8: The tower with gravitational acceleration components annotated (the green vertices denote the 

gravitational acceleration components for a theoretical inclination angle of θt): (a) view; and (b) plan of the tower 

base with the azimuth of inclination (ψ). Monitored points A, B and C at the top, mid-height, and base of the tower 

(c). 

  



 

153 

 

6.4.2 Influence of the joint tensile and cohesive strength on the structural capacity of the 

tower  

For the 50 cm voxel model, the influence of the joint strength properties (cohesive and tensile 

strength) upon the structural capacity was investigated. Twenty-one simulations were 

performed in which the joint tensile and cohesive strength ranged between 0.25 and 0.35 MPa. 

Figure 6-9 shows the relationship between the critical inclination angle (𝜃𝑡,𝑚𝑎𝑥) and azimuth 

angle of the theoretical rotation for all the varying inelastic joint properties for the refined 

voxelized 50 cm voxel model. From the analyses of the results, it was shown that an increase 

in the inelastic joint parameter increases the rotational angle.   

  

Figure 6-9: Influence of joint cohesive (symbolised c) and tensile strength (symbolised T) on the critical 

inclination angle (θt,max) of the refined voxelized 50 cm voxel model.  

The failure modes observed in all numerical simulations was the same. Indicatively, the failure 

mode for the 50 cm voxel model for an azimuth of theoretical rotation ψ equal to 60° is shown 

in Figure 6-10. In the tower, cracks initially developed at the junction of the remaining up-right 

body and base of the tower, gradually progressing towards the base, leading to collapse as the 

tower rotated and separated from its base. Similar failure modes were observed in a previous 

study (D'Altri et al., 2018b). 

MPa 
MPa 

MPa 

MPa 
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Figure 6-10: Failure mode of 50 cm voxel model (azimuth of theoretical rotation ψ equal to 60°), the blue markers 

denoting joint tensile failure.  

6.4.3 Influence of the geometrical uncertainty on the critical inclination angle  

To assess the influence of geometrical uncertainty, twenty-one numerical analyses were 

executed with a 50 cm voxel model, yet without refinement as plotted in Figure 6-11. 

Moreover, in Figure 6-12, the normalised uncertainty in the structural capacity for the voxel 

models without refinement various values of joint strength. The failure modes were the same 

as those of observed in Figure 6-10. From Figure 6-12, two observations regarding the 

sensitivity of the structural capacity on geometrical accuracy can be made: a) the structural 

behaviour uncertainty was significant (12.5%) due to the given geometric uncertainty; and b) 

the structural behaviour uncertainty varied for the azimuth of loading which suggested that the 

influence of geometrical uncertainty was not equally distributed. 
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Figure 6-11: Influence of joint cohesive (symbolised c) and tensile strength (symbolised T) on the critical 

inclination angle (θt,max) of the non-refined 50 cm voxel model. 
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Figure 6-12: Normalised uncertainty of structural behaviour of 50 cm voxel model for joint tensile strength, T 

equal and joint cohesive strength, c equal to: (a) 0.20 MPa; (b) 0.25 MPa; (c) 0.30 MPa; and (d) 0.35 MPa. 

6.4.4 Sensitivity study on the voxel size  

Influence of the voxel size on structural capacity 

The influence of the voxel size upon the structural capacity was investigated for T equal to C, 

equal to 0.25 MPa, which were deemed appropriate from the initiatory studies of Section 6.4.2. 

This entailed a further 14 numerical simulations which were carried out with the 40 cm and 30 

cm voxel models. Figure 6-13 shows the relationship between the critical inclination angle 

(𝜃𝑡,𝑚𝑎𝑥) and the azimuth angle (ψ) of the theoretical rotation for the towers constructed using 

voxel sizes of 50, 40 and 30 cm, respectively. The relative displacement between the curves of 

Figure 6-13 shows that a decrease in voxel size decreases the structural capacity of the models.  
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Figure 6-13: Influence of voxel size upon critical inclination angle (θt,max) for joint tensile, strength, T equal to 

0.25 MPa and joint cohesive strength, c equal to 0.25 MPa. 

Furthermore, for an azimuth of inclination (ψ) equal to 60°, the influence of the voxel size upon 

the structures’ load-bearing capacity, deformation capacity was investigated. Table 6-3 reports 

the results of the structural analysis of the 50, 40 and 30 cm voxel models for an azimuth of 

inclination (ψ) equal to 60°. From Table 6-3, its evident that the decrease of voxel size is 

associated with: a) decrease in load-bearing capacity (i.e. the critical inclination angle 

multiplier); b) decrease in the deformation capacity (i.e. the critical horizontal displacements 

of monitored points A, B and C). This is in agreement with a previous experimental 

investigation (Petry and Beyer, 2014)and a numerical investigation on the out-of-plane loading 

of masonry structures with the DEM (Godio et al., 2018), that block size significantly 

influences the structural capacity. The reasoning behind this that effectively, the joints form 

planes of weakness in the structure. As the voxel size decreases, the number of joints 

significantly increases, resulting in a consequent reduction of the structural capacity. It is 

hypothesised that this reduction would become negligible for a voxel size lower than a certain 

threshold, yet this should be examined in further investigation. Due to computational resource 
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limitations, it was not possible to simulate models of free moving voxels with voxel sizes 

smaller than 30 cm. 

In Figure 6-10a-b, Figure 6-10c-d and Figure 6-10e-f respectively. The failure modes and 

inclination angle multiplier-displacement curves are shown for the 30, 40 and 50 cm voxel 

models for an azimuth of inclination (ψ) equal to 60° It's noteworthy that the blue, green and 

red cuboids located on the joints signify joint tensile failure, current joint slipping and past 

slipping respectively. Furthermore, the displacement contours of the blocks are plotted 

demonstrating the magnitude of displacement due to inclination. From Figure 6-10a, Figure 

6-10c, Figure 6-10e, it is evident that failure modes of the models were common and consisted 

of perimetrical cracks developed at the junction of the remaining up-right body and base of the 

tower progressing towards the base. With the application of any further inclination, the 

remaining up-right body detached and began to rotate freely (simultaneously breaking up into 

pieces. Similar failure modes were observed in a previous study (D'Altri et al., 2018b). 

Table 6-3: Influence of voxel size on structural capacity. 

Voxel size 

(cm) 

𝜆ℎ,𝑚𝑎𝑥   𝑈ℎ,𝑚𝑎𝑥 
𝐴 (mm) 𝑈ℎ,𝑚𝑎𝑥 

𝐵 (mm) 𝑈ℎ,𝑚𝑎𝑥 
𝐶 (mm) 

50 cm 0.18 6 3.8 1.8 

40 cm 0.14 5.6 3.0 1.4 

30 cm 0.06 2.0 1.0 0.3 
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Figure 6-14: Failure modes and inclination angle multiplier-displacement curves (different scale) of: (a-b) 50 

cm; (c-d) 40 cm (e-f) 30 cm voxel size models (azimuth of inclination ψ equal to 60°). The blue markers denote 

joint tensile failure while the displacement contour is common and in meters.  
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Influence of the voxel size on numerical model properties simulation times 

To assess the cloud-based approach’s efficiency and computational demands, model 

characteristics such as block and contact numbers for different voxel model sizes were 

compared with the times needed for model development and simulation. Table 6-4 reports the 

block and contact numbers of each model developed. Table 6-5 shows the computational times 

needed using an Intel(R) Xeon(R) CPU @ 3.00 GHz processor and 64 GB memory RAM. 

Model development refers to the time needed for converting the dense point cloud into a voxel 

model and (including adding the base) while equilibrium refers to the time needed to equilibrate 

the voxel model and failure refers to the time needed to load to failure from equilibrium for an 

azimuth of theoretical rotation ψ equal to 0. From Table 6-4 and Table 6-5 the following 

observations can be made: a) concerning the geometric model properties and computational 

times, all the quantities were inversely and exponentially proportional to the voxel size; b) the 

larger the size of the voxel, the faster the numerical simulation is; c) the best compromise 

between structural capacity estimation, geometric accuracy and computational time was 

represented with the 30 cm voxel size. 

Table 6-4: Numerical model properties: Number of contacts and blocks of Caerphilly tower for varying voxel 

size. 

Table 6-5: Numerical model processing times.  

6.4.5 Influence of the voxel orientation on the structural capacity of the tower 

For the voxel size of 30 cm, the influence of the voxel orientation upon the structures’ load-

bearing capacity, deformation capacity and failure mode were investigated. Concerning Figure 

Voxel Size Blocks Face-face contacts Edge-edge contacts Vertex-vertex contacts Total free contacts 

50 cm 13,385 37,395 71,734 46,427 155,556 

40 cm  22,532 63,608 122,835 79,853 266,296 

30 cm  47,827 136,636 265,964 173,849 576,449 

25 cm  74,969 215,498 421,024 275,969 912,491 

20 cm  111,821 846,850 1,053,624 651,740 2,552,214 

10 cm  844,343 2,482,088 4,913,220 3,250,455  10,645,763 

Voxel size Numerical model 

development  

Equilibrium Failure  Total time 

50 cm 00:01:00 00:08:00 01:00:00 01:09:00 

40 cm  00:03:00 00:15:00 04:01:00 04:18:00 

30 cm  00:06:00 00:49:00 05:20:00 07:15:00 

25 cm 00:11:00 - - - 

20 cm  00:22:00 - - - 

10 cm  01:50:00 - - - 
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6-15, the horizontal voxel principal directions were altered by rotation of the dense point cloud, 

before voxelization. Two simulations were performed whereby the dense point cloud was 

rotated by 30 and 60 degrees before voxelization around the z-axis and loaded for ψ equal to 

60°. Table 6-6reports the results of the structural analysis of the models with a voxel rotation. 

From Table 6-6, it is evident that, in comparison with the original 30 cm voxel size model of 

Table 6-3, the models with a voxel rotation demonstrated: a) comparable load-bearing 

capacities (i.e. the critical inclination angle multiplier); and b) comparable deformation 

capacities (i.e. the critical horizontal displacements of monitored points A, B and C). 

Furthermore, the failure modes and inclination angle multiplier-displacement curves of the 

models with the voxel rotation are shown in Figure 6-15a-b and Figure 6-15c-d respectively. 

Comparing the differences between Figure 6-10e-f and Figure 6-15, it is evident that the failure 

modes and inclination angle multiplier-displacements curves between the models with voxel 

rotation and original 30 cm voxel size model show a good agreement.  

Table 6-6: Influence of voxel orientation on structural capacity. 

Voxel rotation 𝜆ℎ,𝑚𝑎𝑥  𝑈ℎ,𝑚𝑎𝑥 
𝐴 (mm) 𝑈ℎ,𝑚𝑎𝑥 

𝐵 (mm) 𝑈ℎ,𝑚𝑎𝑥 
𝐶 (mm) 

30° 0.06 2.0 1.0 0.4 

60° 0.08 2.4 1.0 0.4 
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Figure 6-15: Failure modes and inclination angle multiplier-displacement curves of 30 cm voxel size with: (a-b) 

30° voxel rotation; and (c-d) 60° voxel rotation. The blue markers denote joint tensile failure while the 

displacement contours are common and in meters.  
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6.5 Summary 

In this Chapter, the methodological framework was implemented on a full-scale rubble 

masonry structure. Various voxel models (i.e. geometric models of voxels) were developed 

with the cloud-based-workflow employing various voxel sizes and orientations. A tilt-plane 

analysis was numerically simulated with the DEM. For the course voxel model of a 50 cm 

voxel size, an initiatory study was carried out to investigate the effect of: a) joint strength 

properties; b) the geometric uncertainty was investigated on the structural behaviour. Next, the 

effect of voxel size was investigated on the structural behaviour, numerical model properties 

and simulation times. Finally, for the 30 cm voxel models which were found to be the best 

compromise between simulation times, geometric accurate and structural capacity, the effect 

of voxel orientation was also investigated on the structural capacity. 

For the course voxel model of 50 cm, the variation in the joint strength properties, a linear 

variation in the structural capacity was found. Furthermore, the geometrical uncertainty of the 

models was found to cause uncertainty of up to 12.5%. This finding suggests that, while 

developing the voxel model, particular care must be taken to employing both the correct joint 

strength properties and the accurate geometrical representation of the structure to ascertain the 

robustness of the structural analysis. Concerning the study on the effect of voxel size, as the 

voxel size decreases, the structural capacity and volumetric error decrease yet the 

computational time required to perform structural analysis increases dramatically and could 

lead to models that cannot be handled with standard workstations. For the case study 

investigated (i.e. the Caerphilly tower), for a course voxel size of 50 cm, structural analysis 

was carried out in a manageable computational time of 71 minutes for a geometric model with 

9,000 blocks, 100,000 contacts. The best compromise between, geometric accuracy and 

computational time were achieved with a voxel size of 30 cm, which is also close to the size of 

the masonry stones observed on the structure. However, such models resulted in a less 

manageable computational time of approximately 238 minutes. Finally, the examination of the 

influence of the voxel orientation on the 30 cm model demonstrated that voxel orientation did 

not significantly affect the structural behaviour. 
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Therefore, from the above findings, the potential of the methodological framework to perform 

semi-automated and robust discrete element modelling of rubble masonry structures has been 

demonstrated. Through the employment of “Cloud2DEM”, this study paves the way for the 

automated structural analysis of rubble masonry structures using discrete element modelling.  
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Chapter 7. Conclusions and future research 

This Chapter firstly examines this research’s conclusion and primary outcomes. Next, the 

investigation’s course is evaluated by examining how its aim and objectives were addressed. 

Finally, the limitations are highlighted and recommendations for future research are made. 

7.1 Conclusion 

The research questions found in this thesis regarded the interface of structural engineering, 

geospatial engineering and computer vision. Firstly, this research intended to answer the 

question of the importance of geometrical accuracy in the structural analysis of masonry 

structures. Then, the potential of non-contact sensing techniques for improving the overall 

efficiency and robustness of high-level modelling such as the DEM was examined. Finally, the 

potential conjuncture of structural engineering and geospatial engineering through the 

employment of computer vision was assessed. Through the various approaches proposed and 

studies carried out, it was indeed found that geometry is an extremely important factor which 

must be considered by carrying out structural analysis. Then, it was demonstrated that the 

employment of modern geospatial techniques can be an effective manner for improving the 

efficiency and reliability of the structural analysis. As such, it was additionally demonstrated 

that low-cost, structural surveying techniques such as SfM photogrammetry can serve for 

accurately obtaining and reconstructing extremely complex geometries. Finally, the potential 

of employing computer vision was also highlighted to improve structural engineering though 

automatically converting the geometric data into accurate numerical models. All in all, 

concluding the above finding have the potential to significantly improve the structural analysis 

of masonry structure. 

7.2 Primary outcomes 

This research aimed to develop a methodological framework to improve the efficiency and 

robustness of the structural analysis of masonry structures using discrete element modelling. 

In pursuing this aim, various points were addressed and approaches were developed as 

summarised below. 
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a.) Quantifying the effect of geometric uncertainty on the robustness of structural analysis 

To employ geometrically-accurate approaches of numerical modelling, a clear justification 

until now lacked. As found in Section 2.2.3, despite the evidence that geometric uncertainty 

introduces uncertainty in the structural analysis, until now, the understanding of the effect of 

geometric uncertainty was limited to the ultimate limit states. Furthermore, this was only for 

the uncertainty of invariable geometrical properties (i.e. arch span, rise) and invariable 

structural behaviour indices (i.e. collapse load and load position). In this investigation, for the 

first time, a comprehensive insight into the effect of geometric uncertainty was provided. The 

current state of knowledge was extended for the serviceability limit states, whilst uncertainty 

was also accounted for, on a block-based level (e.g. joint forces, block displacements). Through 

this contribution, practising engineers and researchers employing high-level numerical 

methods such as the DEM can be aware of the potential influence of geometric uncertainty on 

the robustness of the structural analysis. 

b.) The manual image-based approach “manual Image2DEM” 

With the manual image-based approach, the structural engineer can capture images of the 

masonry structures, in situ with a low-cost camera and carry out  

geometrically-accurate discrete element modelling of regular masonry structures. Although 

approaches for image-based numerical modelling exist, methodical frameworks entailing the 

geometrical and structural behaviour uncertainty assessment lacked. Effectively, never until 

now, has the process of geometric and structural behaviour assessment been formalised. 

Therefore, the manual image-based approach paves the groundwork for the methodical discrete 

element modelling of regular masonry structures. It is also envisioned that, due to its low-cost 

and straightforwardness, it can additionally expedite the employment of the DEM for the 

structural analysis of regular masonry structures. It is important to note that whilst blocks of 

the employed orthoimagery can be either distinguishable or non-distinguishable, it may 

become unmanageable for structures with many blocks (i.e. over one thousand blocks). 

c.) The semi-automated image-based approach “semi-automated Image2DEM” 

With the semi-automated image-based approach, the structural engineer can capture images in 

situ with a DSLR camera of the structure and carry out geometrically-accurate discrete element 

modelling of regular masonry structures in a manageable time, providing that the blocks of the 
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orthoimage are distinguishable. Whilst computer vision techniques have been successfully 

used for block segmentation on many occasions, block-based modelling of regular masonry 

has not until now been automated. In fact, in the author’s knowledge, this is the first approach 

in literature which permits the semi-automated discrete modelling of regular masonry 

structures. Through this contribution, the ground is laid for the automated discrete element 

modelling of regular masonry structures using discrete element modelling which would be of 

immense importance for structures such as masonry arch bridges. For instance, as reported in 

Section 2.1.2, the current most common assessment of methods of masonry arches and bridges 

are through FEM and LA block-based models which are either too computationally expensive 

or oversimplified.  Through this investigation, avenues are opened for practising engineers and 

researchers to replace the former methods with the DEM whilst asset managers can additionally 

benefit from the high-level structural analysis the DEM provides. Finally, it is to be noted that 

this approach can be employed with other numerical modelling approaches of the block-based 

strategy (i.e. such as the LA block-based models, FEM block-based models, DDA, NSCD, 

FDEM) by simply replacing the DEM in Stage 3 of the framework.  

d.) The cloud-based approach “Cloud2DEM” 

With the cloud-based approach, the structural engineer can acquire a point cloud (whether in 

TLS or SfM photogrammetry) and carry out semi-automated geometrically-accurate discrete 

element modelling of rubble masonry structures. Although voxelization has been previously 

employed for masonry with the FEM continuum models, it has never been employed for 

discontinuum numerical methods such as the DEM. It is envisioned that it, through this 

contribution, the ground is laid for the automated discrete element modelling of rubble masonry 

structures, such as the tower of this study. For instance, as found in the introduction of Chapter 

6, the current assessment methods of rubble masonry are mostly limited to the continuum FEM 

models (i.e. smeared crack models) and FELA, which as demonstrated, can be oversimplified. 

Through this investigation, avenues are opened for practising engineers and researchers to 

replace the former methods with the DEM whilst asset managers can additionally benefit from 

the high-level structural analysis the DEM provides.  
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7.3 Reviewing research objectives 

As stated in Chapter 1, this investigation aimed to develop a methodological framework to 

improve the efficiency and robustness of the structural analysis of masonry structures using 

discrete element modelling. This aim was achieved by the accomplishment of the main 

objectives as such:  

1.) To evaluate the suitability of the DEM for the structural analysis of masonry structures. 

This objective was addressed in Chapter 2 through the reviewing of the state-of-the-art 

numerical modelling approaches in Section 2.1 and Section 2.2. Whilst the most commonly 

employed numerical methods are the LA and FEM, these were found to be either 

oversimplified or ineffective for masonry. There are emerging FEM block-based models, that 

however lack application and have not yet been employed for large scale masonry structures. 

The DEM, on the other hand, has been employed on a multitude of occasions for block-based 

modelling demonstrating its potential for capturing the in-service and collapse behaviour of 

masonry, owing to its numerical formulation. However, a major limitation of the DEM found 

was the fact that the majority of state-of-the-art studies employ either ad-hoc, simplified 

geometric models. Therefore, as a consequence of this, both the efficiency and robustness of 

the structural analysis is reduced. The non-employment of accurate geometric models was 

given to three main reasons: a) difficulty in geometric data acquisition; b) lack of a methodical 

framework for developing geometric models; and c) lack of comprehensive investigation that 

justifies the employment of accurate geometric model. 
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2.) To both examine the suitability of SfM photogrammetry for rapidly providing accurate 

geometric data and approaches for automatically developing geometric models for the 

DEM from such data. 

This objective was addressed in Chapter 2. Firstly, concerning structural surveying, various 

geospatial techniques were reviewed in Section 2.2. Through reviewing various investigations, 

it was found that SfM photogrammetry can provide geometric data of a similar level of 

accuracy with benchmark point-based techniques such as a total station whilst at a similar 

resolution of benchmark non-contact sensing techniques, terrestrial laser scanner. Additionally, 

the SfM photogrammetry pipeline was also found to be advantageous due to its low operational 

costs and straightforward approach. Secondly, concerning geometric model development, 

various approaches were reviewed, in Section 2.4, distinguished according to the modelling 

strategies. Through the reviewing of various studies, the potential of image-based and cloud-

based workflows was particularly highlighted to automatically develop geometric models for 

the DEM. 

3.) To propose and develop a methodological framework for the structural analysis of 

masonry structures from discrete points, orthoimages and point clouds with the discrete 

element method. 

This objective was addressed in Chapter 3 in which the three-stage methodological framework 

was proposed and is associated with research outcomes b.), c.) and d.). The first stage of the 

methodological framework entailed structural surveying with various geospatial techniques. It 

explained the numerical formulation of the SfM photogrammetry pipeline and details the steps 

of its employment for structural surveying. Then the bridging of geometric data from various 

geospatial techniques (discrete points, orthoimages and point clouds) was addressed. Finally, 

the numerical formulation of the DEM was explained, as were the steps for its employment 

detailed for the structural analysis of masonry. Three approaches stemmed from the 

methodological framework according to the type of geometric data employed, the point-based, 

image-based, and cloud-based approaches. It is noteworthy that for the study of Chapter 4, an 

additional approach (termed point-based approach, “Point2DEM”) employing discrete points 

was proposed added, however, this does not form part of the core investigation and is not 

considered a main approach. 
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4.) To quantify the effect of geometric uncertainty on the robustness of the structural analysis 

of regular masonry structures. 

This objective was addressed in Chapter 4 and corresponds to the research outcomes a.) and 

b.). Specifically, with the implementation of the manual image-based approach on 25 arch 

specimens, geometric models were developed from SfM photogrammetry and tape 

measurements, respectively. The geometric and structural behaviour uncertainty was 

calculated between the varying approaches (and consequent varying geospatial techniques). 

The investigation on the effect of geometric uncertainty between geometric models from SfM 

photogrammetry and tape measurements showed that even seemingly minor differences in 

geometry can cause significant differences in the structural behaviour. Effectively, the 

employment of geospatial techniques of a varying accuracy (i.e. traditional geospatial 

techniques) led to the compromising of the robustness of the structural analysis. Therefore, 

geometric uncertainty should be accounted for robust structural analysis. Moreover, while most 

past researchers have only emphasised the geometry uncertainty of the invariable geometrical 

properties (e.g. arch span, rise) the geometrical uncertainty of the joints, and in specific, the 

joint inclination angle (i.e. joint dip) was found to significantly influence the structural 

behaviour. Therefore, to accurately capture structural behaviour masonry structures, accurate 

geometric models should be employed for geometric model development and particular 

attention to the geometrical accuracy of the joints should be ensured to minimize the 

uncertainty of the robustness of the structural analysis.  

5.)  To demonstrate the framework’s potential to perform semi-automated and robust discrete 

element modelling of regular masonry structures through the employment of image 

processing techniques (IPTs).  

This objective was addressed in Chapter 5 and corresponds to the research outcome c.), with 

the implementation of the semi-automated image-based approach on the same 25 arch 

specimens of Chapter 4. Effectively, the investigation of the employment of IPTs demonstrated 

that when high-quality orthomosaic with distinguishable blocks is employed, a semi-automated 

structural analysis can be carried out. Additionally, the structural analysis was also found to be 

robust, owing to the good agreement of both geometric model and structural behaviour with 

accurate geometric models of manual CAD-based block segmentation.  
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6.) To demonstrate the framework’s potential to perform semi-automated and robust discrete 

element modelling of rubble masonry structures through the employment of voxelization.  

This objective was addressed in Chapter 6 and corresponds to the research outcome d.). In 

specific, the cloud-based approach was implemented on a full-scale rubble structure. The 

potential of the employment of voxelization was demonstrated in the performing of 

unprecedented structural analyses with the DEM, within a manageable time, and of a highly 

complex rubble masonry structure. A crucial factor in the workflow was the voxel size which 

was directly correlated to the geometrical uncertainty, computational times, and structural 

capacity of the workflow.  

7.4 Limitations and future research 

Whilst the effectivity of this research was demonstrated in the previous Sections, limitations 

were also observed. The following limitations were found which can be associated with the 

previous contributions as such: 

1.) Quantifying the effect of geometric uncertainty on the robustness of structural analysis 

Through the application of “manual Image2DEM”, it was found that accurate geometric 

models should be employed, to ascertain the robustness of the structural analysis. However, 

this was only demonstrated for small-scale structures. Given that the size of masonry blocks 

plays a significant role in masonry (as found in Chapter 6), additional numerical and 

experimental investigations are scheduled to assess the validity of this investigation’s findings 

on a large-scale structure, which however were not carried out due to limitations of time. 

Additionally, in this study, the loading was only quasi-static. The effect of geometric 

uncertainty should be investigated for the case of dynamic loading, such an earthquake. 

Moreover, it should be noted that the structural analysis of masonry buildings is affected by 

many uncertainties and characterized by issues related to the very nature of the material. Whilst 

the proposed framework found that provide accurate geometric models are necessary, issues 

such as the aforementioned should also be accounted for, to avoid leading to unrealistic 

conclusions. Finally, while this study examined the effect of geometric uncertainty between 

varying geospatial techniques, a future investigation should also examine the difference 

between ad-hoc and geometrically-accurate geometric models to further consolidate the 

evidence on the importance of geometry. 
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2.) Enhancing “semi-automated Image2DEM” with machine learning techniques 

Through the application of the “semi-automated Image2DEM”, the potential of employing 

IPTs was demonstrated for providing, accurate geometric models and permitting both semi-

automated and robust discrete element modelling. However, whilst ITPs were demonstrated as 

effective on the specific dry-jointed masonry structure of this study, their dependency on a 

block-joint colour contrast means that the current approach lacks in transferability and 

robustness. In the current study, this limitation was overcome by employing orthoimage of a 

relatively small (i.e. 0.1 mm in comparison with 5 mm of (Napolitano et al., 2019c)) 𝐺𝑆𝐷𝑚𝑎𝑥, 

which can be computationally unmanageable. A recommendation to overcome this such 

limitation is by replacing the employment of IPTs with machine learning techniques, as in 

Forster et al. (2019) which have a lesser dependency on the block-joint colour contrast. A 

second inherent limitation of the image-based models is discussed here, as apparent in Section 

2.4.2, which is related to their two-dimensional nature. One way to overcome the limitation is 

through geometrical modifications within the DEM software, and specifically through the 

segmenting the blocks along the transverse direction into varying domains (i.e. by sequentially 

segmenting an image-based geometric model into segments). A second way can be through the 

employment of z-axis data of the orthoimagery structure.  

3.) Enhancing “Cloud2DEM” with Voronois, GPR and a monitoring strategy  

Through the application of the “Cloud2DEM approach”, it was found that techniques such as 

voxelization (i.e. spatial enumeration) are effective for geometrically describing highly-

irregular rubble structures with discontinuum methods such as the DEM. However, to increase 

the robustness of the structural analysis of the proposed approach, further investigation would 

be beneficial on the effect of the mechanical properties of the interface, the size of the block 

and orientation of the blocks, and computation resource optimisation techniques. Furthermore, 

since rubble masonry possesses voids and flaws, a future investigation should also be carried 

out to simulate this by removing voxels in critical locations. Additionally, due to the orthogonal 

nature of the voxel blocks, it is thought that the discontinuities may predispose failure in the 

principal directions of the blocks. To overcome these difficulties, future investigation is 

scheduled for employing other approaches of spatial enumeration, such as Voronoi blocks, in 

(Sarhosis and Lemos, 2018; Pulatsu et al., 2019b; Sarhosis et al., 2019) to: a) better 
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approximate the random nature of masonry; and b) avoid the predisposition of failure in the 

principal directions of the voxel blocks.  

Of major importance is also the definition of the internal geometry of the masonry. It is well-

known that headers10 for instance, can highly affect the structural response of multi-leaf, 

typically stone masonry, especially the out-of-plane behavior. Additionally, cracks, 

unconnected wall panels, defects are well known to affect the structural response of a historic 

building. At the present moment, the experienced contribution of a structural engineer is still 

necessary for the definition of the internal geometry (i.e. cracks, headers and defects). Future 

research should examine a systematic and automated definition of the internal geometry 

masonry structure, for example by employing GPR, as in Solla et al. (2012).  

Finally, another interesting aspect to be incorporated into the methodological framework would 

be the addition of structural monitoring. Given that important heritage monuments often need 

to be monitored for the case that structural defects develop or if the structure approaches a limit 

state, the framework can be used (i.e. the structural surveying and analysis data) to monitor the 

development of new cracks or the movement (e.g. the rotation of the southwest leaning tower 

of Caerphilly Castle) and manageable time and cost-effective way. Future research could 

employ methodological framework (i.e. especially the structural surveying stages) for 

monitoring, such as the multi-temporal monitoring strategies employed for geomorphological 

monitoring, in the spirit of Peppa (2018). 

  

 

 

10 Headers are bricks or stones which lie with their greatest length at right angles to the face of a masonry panel. 

In case of stone masonry, a header is sometimes known as through stone, whilst the course of brick work in which 

all the bricks are laid as headers is known as header course. 
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Appendix A Matlab and FISH scripts 

A.1 Quantifying the effect of geometric uncertainty on the robustness of structural 

analysis 

A.1.1 Block vertex extraction of “Point2DEM” Matlab script 

hold on 

for looper=1:lwpolylines(end,1,:,:) 

ranger=find(lwpolylines(:,1,:,:)==[looper]) 

s(looper).Area = 

polyarea(lwpolylines(ranger,2,:,:),lwpolylines(ranger,3,:,:)) 

s(looper).Boundary_DownsampleCH=[lwpolylines(ranger,2,:,:),lwpolylines(rang

er,3,:,:)] 

polyin=polyshape(s(looper).Boundary_DownsampleCH) 

[s(looper).Centroid_x,s(looper).Centroid_y] = centroid(polyin) 

plot(lwpolylines(ranger,2,:,:),lwpolylines(ranger,3,:,:),'-r') 

end 

  

  

%Filter out areas less/larger than threshold 

for looper=1:size(s,2) 

Area(looper,:)=s(looper).Area 

end 

  

[~, idx] = unique(round([s.Area].',5), 'rows', 'stable');  %stable optional 

if you don't care about the order. 

 Sunique = s(idx) 

  

 %Sort out blocks by x coordinates 

[x,region_table]=sort([Sunique.Centroid_x]); 

Sregion=Sunique(region_table); 

 %Number blocks 
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for looper=1:size(Sregion,2) 

Sunique(looper).Region=region_table(looper) 

end 

  

for 

looper=1:size(Sregion,2)text(Sunique(looper).Centroid_x,Sunique(looper).Cen

troid_y,horzcat('Region',mat2str(Sunique(looper).Region))) 

end 

  



 

196 

 

A.1.2 Block development of “Point2DEM” Matlab script 

as_built_x=reference_x*scale_factor 

as_built_y=reference_y*scale_factor 

dx1=as_built_x-idealised_x 

dy1=as_built_y-idealised_y 

 clearvars -except Project_name s Sregion lwpolylines Threshold_Area 

Scale_Factor region_table width1 width2 dx1 dy1 scale_factor 

Assessed_simulation_group Reference_simulation_group legend_ref legend_ass 

NumericalModelTitle=horzcat('Point2DEM',Project_name,'.txt') 

for i=1:size(Sregion,2) 

 if size(Sregion(i).Boundary_DownsampleCH)~=0 & 

Sregion(i).Area<=Threshold_Area % Building upon phase2 convergence 

 Extremes1=unique(Sregion(i).Boundary_DownsampleCH,'rows','stable') 

  Extremes1(:,1)=Extremes1(:,1)*scale_factor-dx1 

 Extremes1(:,2)=Extremes1(:,2)*scale_factor*1-dy1 

 s1(i).ExtremesFinal=Extremes1 

 idextr2=[1,2] 

 Extremes(idextr2,:)=Extremes1(idextr2,:) 

idextrema_null=[3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,

25,26,27,28,29,30] 

 Extremes(idextrema_null,:)=0 

   

 if size(Extremes1,1)>2 

 idextr3=[1,2,3] 

  

 Extremes(idextr3,:)=Extremes1(idextr3,:) 

 end 

 if size(Extremes1,1)>3 

 idextr4=[1,2,3,4] 

 Extremes(idextr4,:)=Extremes1(idextr4,:) 

 end 
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 if size(Extremes1,1)>4 

 idextr5=[1,2,3,4,5] 

 Extremes(idextr5,:)=Extremes1(idextr5,:) 

 end 

 if size(Extremes1,1)>5 

 idextr6=[1,2,3,4,5,6] 

 Extremes(idextr6,:)=Extremes1(idextr6,:) 

 end 

 if size(Extremes1,1)>6 

 idextr7=[1,2,3,4,5,6,7] 

 Extremes(idextr7,:)=Extremes1(idextr7,:) 

 end 

 if size(Extremes1,1)>7 

 idextr8=[1,2,3,4,5,6,7,8] 

 Extremes(idextr8,:)=Extremes1(idextr8,:) 

 end 

 if size(Extremes1,1)>8 

 idextr9=[1,2,3,4,5,6,7,8,9] 

 Extremes(idextr9,:)=Extremes1(idextr9,:) 

 end 

 if size(Extremes1,1)>9 

 idextr10=[1,2,3,4,5,6,7,8,9,10] 

 Extremes(idextr10,:)=Extremes1(idextr10,:) 

 end 

 if size(Extremes1,1)>10 

 idextr11=[1,2,3,4,5,6,7,8,9,10,11] 

 Extremes(idextr11,:)=Extremes1(idextr11,:) 

 end 

 if size(Extremes1,1)>11 
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 idextr12=[1,2,3,4,5,6,7,8,9,10,11,12] 

 Extremes(idextr12,:)=Extremes1(idextr12,:) 

 end 

 if size(Extremes1,1)>12 

 idextr13=[1,2,3,4,5,6,7,8,9,10,11,12,13] 

 Extremes(idextr13,:)=Extremes1(idextr13,:) 

 end 

 if size(Extremes1,1)>13 

 idextr14=[1,2,3,4,5,6,7,8,9,10,11,12,13,14] 

 Extremes(idextr14,:)=Extremes1(idextr14,:) 

 end 

 if size(Extremes1,1)>14 

 idextr15=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15] 

 Extremes(idextr15,:)=Extremes1(idextr15,:) 

 end 

 if size(Extremes1,1)>15 

 idextr16=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16] 

 Extremes(idextr16,:)=Extremes1(idextr16,:) 

 end 

 if size(Extremes1,1)>16 

 idextr17=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17] 

 Extremes(idextr17,:)=Extremes1(idextr17,:) 

 end 

 if size(Extremes1,1)>17 

 idextr18=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18] 

 Extremes(idextr18,:)=Extremes1(idextr18,:) 

 end 

 if size(Extremes1,1)>18 

 idextr19=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19] 
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 Extremes(idextr19,:)=Extremes1(idextr19,:) 

 end 

 if size(Extremes1,1)>19 

 idextr20=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20] 

 Extremes(idextr20,:)=Extremes1(idextr20,:) 

 end 

  

idextr21=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21] 

idextr22=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21, 22] 

idextr23=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21, 22, 23] 

idextr24=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21, 22, 23, 

24] 

idextr25=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21, 22, 23, 

24, 25] 

idextr26=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21, 22, 23, 

24, 25, 26] 

idextr27=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21, 22, 23, 

24, 25, 26, 27] 

idextr28=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21, 22, 23, 

24, 25, 26, 27 ,28] 

idextr29=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21, 22, 23, 

24, 25, 26, 27, 28, 29] 

idextr30=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21, 22, 23, 

24, 25, 26, 27, 28, 29, 30] 

  

  

 if size(Extremes1,1)>20 

 Extremes(idextr21,:)=Extremes1(idextr21,:) 

 end 

  

 if size(Extremes1,1)>21 

 Extremes(idextr22,:)=Extremes1(idextr22,:) 

 end 
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 if size(Extremes1,1)>22 

 Extremes(idextr23,:)=Extremes1(idextr23,:) 

 end 

  

 if size(Extremes1,1)>23 

 Extremes(idextr24,:)=Extremes1(idextr24,:) 

 end 

  

 if size(Extremes1,1)>24 

 Extremes(idextr25,:)=Extremes1(idextr25,:) 

 end 

  

 if size(Extremes1,1)>25 

 Extremes(idextr26,:)=Extremes1(idextr26,:) 

 end 

  

 if size(Extremes1,1)>26 

 Extremes(idextr27,:)=Extremes1(idextr27,:) 

 end 

  

 if size(Extremes1,1)>27 

 Extremes(idextr28,:)=Extremes1(idextr28,:) 

 end 

  

 if size(Extremes1,1)>28 

 Extremes(idextr29,:)=Extremes1(idextr29,:) 

 end 
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  if size(Extremes1,1)>29 

 Extremes(idextr30,:)=Extremes1(idextr30,:) 

 end 

  

 block_uni(i,:)=[Extremes(1,:) Extremes(2,:) Extremes(3,:) Extremes(4,:) 

Extremes(5,:) Extremes(6,:) Extremes(7,:) Extremes(8,:) Extremes(9,:) 

Extremes(10,:) Extremes(11,:) Extremes(12,:) Extremes(13,:) Extremes(14,:) 

Extremes(15,:) Extremes(16,:) Extremes(17,:) Extremes(18,:) Extremes(19,:) 

Extremes(20,:) Extremes(21,:) Extremes(22,:) Extremes(23,:) Extremes(24,:) 

Extremes(25,:) Extremes(26,:) Extremes(27,:) Extremes(28,:) Extremes(29,:) 

Extremes(30,:) ] 

  

 %region(i,:)=Sregion(i).Region 

 end 

end 

block_uni=unique(block_uni,'rows','stable') 

  

  

clear a1 a2 a3 xc yc zc bb1 bb2 bb3 sss  

  

a1=['polyhedron prism a%']; 

a2=['%b%']; 

a3=[',']; 

  

a4=['region%']; 

%region markers 

  

%face a 

idx=[1,3,5,7,9,11,13,15,17,19,21,23,25,27,29,31,33,35,37,39,41,43,45,47,49,

51,53,55,57,59,1,3,5,7,9,11,13,15,17,19,21,23,25,27,29,31,33,35,37,39,41,43

,45,47,49,51,53,55,57,59] 

xc=block_uni(:,idx) 
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idy=[2,4,6,8,10,12,14,16,18,20,22,24,26,28,30,32,34,36,38,40,42,44,46,48,50

,52,54,56,58,60, 

2,4,6,8,10,12,14,16,18,20,22,24,26,28,30,32,34,36,38,40,42,44,46,48,50,52,5

4,56,58,60] 

yc=block_uni(:,idy) 

  

zed_a=width1 % user defined depth 

zed_b=width2 % user defined depth 

  

for i=1:size(block_uni(:,1)) 

  

idza=[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,

27,28,29,30] 

idzb=[30,31,32,33,34,35,36,37,38,39,40,41,42,43,44,45,46,47,48,49,50,51,52,

53,54,55,56,57,58,59,60] 

zc(i,idza)=zed_a 

zc(i,idzb)=zed_b 

region(i,:)=i 

end 

  

b1=xc 

b2=zc 

b3=yc 

b4=region 

  

bb1 = num2cell(b1) 

bb2 = num2cell(b2) 

bb3 = num2cell(b3) 

bb4 = num2str(b4) 

  

aa1=repmat(a1,size(block_uni(:,2)),1) 

aa2=repmat(a2,size(block_uni(:,2)),1) 
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aa4=repmat(a4,size(block_uni(:,2)),1) 

  

  

sss = strcat(bb1,bb2,bb3) 

A = cell2mat(sss) 

A1=A(:,1:90) 

A2=A(:,90:180) 

  

  

B1 =  num2str(A1) 

B2 =  num2str(A2) 

BB1=strcat(aa1,B1) 

BB2=strcat(aa2,B2,aa4,bb4) 

  

firstrow='new' 

secondrow='plot block' 

BBFIN=strcat(BB1,BB2) 

  

print = BBFIN  % Write this to file. 

fid = fopen(NumericalModelTitle,'wt'); 

for ii = 1:size(A,1) 

fprintf(fid,'%c',print(ii,:)); 

fprintf(fid,'\n'); 

end 

fclose(fid) 

  

%%%Replace % 

  

Str = fileread(NumericalModelTitle); 
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Str2 = strrep(Str, '%', ' '); 

FID = fopen(NumericalModelTitle, 'w'); 

if FID < 0, error('Cannot open file'); end 

fwrite(FID, Str2, 'uchar'); 

fclose(FID); 

  

%%%Replace 0 0 1 % 

replacement11=horzcat('0 ',mat2str(width1),' 0')   

replacement12=horzcat('0',mat2str(width2),' 0')   

  

Str = fileread(NumericalModelTitle); 

Str2 = strrep(Str, replacement11, ' '); 

FID = fopen(NumericalModelTitle, 'w'); 

if FID < 0, error('Cannot open file'); end 

fwrite(FID, Str2, 'uchar'); 

fclose(FID); 

  

Str = fileread(NumericalModelTitle); 

Str2 = strrep(Str, replacement12, ' '); 

FID = fopen(NumericalModelTitle, 'w'); 

if FID < 0, error('Cannot open file'); end 

fwrite(FID, Str2, 'uchar'); 

fclose(FID); 

 

replacementb=horzcat(mat2str(width2),' 0 b 0')  

  

Str = fileread(NumericalModelTitle); 

Str2 = strrep(Str,replacementb, ' b '); 

FID = fopen(NumericalModelTitle, 'w'); 
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if FID < 0, error('Cannot open file'); end 

fwrite(FID, Str2, 'uchar'); 

fclose(FID); 
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A.1.3 Structural behaviour indices FISH script  

def CrackDetection 

;Contact Failure Detector 

 

Contacts@Slip_State1=0 

Contacts@Elastic_State2=0 

Contacts@Slipped_State3=0 ; All tensile failure contacts 

 

Ring1_Slipped_31=0 ;ring 1 tensile failure contacts 

 

 

Percent_Ring1_Slipped_31=0 

Percent_Ring2_Slipped_32=0 

Percent_Interring_Slipped_33=0 

 

cid=contact_head 

loop while cid 0 

scid=c_cx(cid) 

loop while scid # 0 

if cx_state(scid)==1 

Contacts@Slip_State1=Contacts@Slip_State1+1 

cx_extra(scid)=Contacts@Slip_State1 

Joints_Elastic_1(Contacts@Slip_State1,1)=c_group(cid) 

endif 

if cx_state(scid)==2 

Contacts@Elastic_State2=Contacts@Elastic_State2+1 

cx_ispare(scid)=Contacts@Elastic_State2 

 

Joints_@_Slip_2(Contacts@Elastic_State2,1)=c_group(cid) 
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endif 

 

if cx_state(scid)==3 

Contacts@Slipped_State3=Contacts@Slipped_State3+1 

c_extra(cid)=Contacts@Slipped_State3 

Joints_Slipped_3(Contacts@Slipped_State3,1)=c_group(cid) 

;;;Save hinges  

if Contacts@Slipped_State3>1 & lamda #0;& crit_dispc> 2e-5 

index1=Contacts@Slipped_State3 

index2=Contacts@Slipped_State3-1  

if Joints_Slipped_3(index1,1)# Joints_Slipped_3(index2,1)& Contact_Marker[lper,c_group(cid)]==0 

Contact_Marker[lper,c_group(cid)]=1 

hinge=hinge+1 

Load_Per_Hinge(lper,hinge)=lamda 

savedstate_name_hinge=Parameter+'SAV_DRY_JOINTED_ARCH__'+string(hinge)+'_hinge'+'_Looper'+string

(looper)+'.3dsav' 

command 

save @savedstate_name_hinge 

endcommand 

endif 

endif  

;;;Save first crack  

 

 

if Contacts@Slipped_State3=1 & Hinge_set_table(looper,3)==int(c_group(cid)); crit_dispc> 2e-6 

if save_crack=0 

hinge=1 

Load_First_Crack(lper,1)=lamda 

Load_Per_Hinge(lper,hinge)=lamda 

Contact_First_Crack(lper,1)=c_group(cid) 
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Stiffness(lper,1)=lamda/crit_dispc 

command 

;call MULTRING_FORCES_PER_REGION.3ddat 

save @savedstate_name_firstcrack 

;call DRYJOINTED_FORCES_PER_REGION.3ddat 

endcommand 

save_crack=1 

endif 

endif  

endif 

 

scid=cx_next(scid) 

endloop 

 

cid=c_next(cid) 

endloop 

 

 

 

if hinge#0 

if hinge_marker[hinge]==0 

if hinge==1 | hinge==2 | hinge==3 | hinge==4  

hinge_marker[hinge]=1 

Hinge_Load[hinge]=lamda 

index_registration_force_registration=hinge ; This index pritns forces according to hinge-formation 

;index_registration_force_registration=round(crit_dispc*10000000)/5; This records forces ever 0.5 of a 

milimeter in displacement 

;%if index_registration_force_registration==10| index_registration_force_registration==20| 

index_registration_force_registration==30| index_registration_force_registration==40| 

index_registration_force_registration==50 | index_registration_force_registration==60| 

index_registration_force_registration==70 | index_registration_force_registration==80| 

index_registration_force_registration==90 | index_registration_force_registration==100 
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;Force_Per_Cycle(index_registration_force_registration,lper)=lamda 

command 

call DRYJOINTED_FORCES_PER_REGION.3ddat 

endcommand 

endif 

endif 

endif 

end 

@CrackDetection 

 

def Contact_Forces_RingI 

;Force_Cycle(index_registration_force_registration)=lamda ; registration of force at cycle 

loop master(1,26) 

ci=contact_head 

 

loop while ci#0 

 ;if c_ispare(ci)==int(master) 

 ;if c_extra(ci,2)==master 

 if master==int(c_group(ci)) 

  scid=c_cx(ci) 

  loop while scid # 0 

  

SForce_RingI(master,1)=max(abs(SForce_RingI(master,1)),sqrt(cx_xsforce(scid)^2+cx_zsforce(scid)^2)) 

SForce_RingI(master,2)=master 

SForce_RingI(master,3)=lamda 

 

SDispl_RingI(master,1)=max(abs(SDispl_RingI(master,1)),sqrt(cx_xsdis(scid)^2+cx_zsdis(scid)^2)) 

SDispl_RingI(master,2)=master 
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SDispl_RingI(master,3)=lamda 

 

NForce_RingI(master,1)=max(abs(cx_nforce(scid)),NForce_RingI(master,1)) 

NForce_RingI(master,2)=master 

NForce_RingI(master,3)=lamda 

 

NDispl_RingI(master,1)=max(abs(NDispl_RingI(master,1)),cx_ndis(scid)) 

NDispl_RingI(master,2)=master 

NDispl_RingI(master,3)=lamda 

scid=cx_next(scid)  

  endloop 

  endif 

ci=c_next(ci)  

endloop 

endloop 

end 

@Contact_Forces_RingI 
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A.1.4 Geometric model development from tape measurements FISH script 

;Tape measurement voussoirs  

 

polyhedron prism a 0.001,0,0.0471974 0.010137,0.0000,0.0880243 0.0649418,0.0000,0.0744158 

0.0584794,0.0000,0.0374769 b 0.001,0.0989,0.0471974 0.010137,0.0989,0.0880243 

0.0649418,0.0989,0.0744158 0.0584794,0.0989,0.0374769 

polyhedron prism a 0.010137,0.0000,0.0880243 0.0240769,0.0000,0.131012 0.0765092,0.0000,0.110087 

0.0649418,0.0000,0.0744158 b 0.010137,0.0989,0.0880243 0.0240769,0.0989,0.131012 

0.0765092,0.0989,0.110087 0.0649418,0.0989,0.0744158 

polyhedron prism a 0.0240769,0.0000,0.131012 0.0431957,0.0000,0.171014 0.0929148,0.0000,0.144412 

0.0765092,0.0000,0.110087 b 0.0240769,0.0989,0.131012 0.0431957,0.0989,0.171014 

0.0929148,0.0989,0.144412 0.0765092,0.0989,0.110087 

polyhedron prism a 0.0431957,0.0000,0.171014 0.0658802,0.0000,0.209141 0.1123,0.0000,0.176993 

0.0929148,0.0000,0.144412 b 0.0431957,0.0989,0.171014 0.0658802,0.0989,0.209141 0.1123,0.0989,0.176993 

0.0929148,0.0989,0.144412 

polyhedron prism a 0.0658802,0.0000,0.209141 0.0942037,0.0000,0.244549 0.135666,0.0000,0.206204 

0.1123,0.0000,0.176993 b 0.0658802,0.0989,0.209141 0.0942037,0.0989,0.244549 0.135666,0.0989,0.206204 

0.1123,0.0989,0.176993 

polyhedron prism a 0.0942037,0.0000,0.244549 0.126788,0.0000,0.275074 0.163503,0.0000,0.232283 

0.135666,0.0000,0.206204 b 0.0942037,0.0989,0.244549 0.126788,0.0989,0.275074 0.163503,0.0989,0.232283 

0.135666,0.0989,0.206204 

polyhedron prism a 0.126788,0.0000,0.275074 0.161619,0.0000,0.302414 0.193509,0.0000,0.255835 

0.163503,0.0000,0.232283 b 0.126788,0.0989,0.275074 0.161619,0.0989,0.302414 0.193509,0.0989,0.255835 

0.163503,0.0989,0.232283 

polyhedron prism a 0.161619,0.0000,0.302414 0.199707,0.0000,0.324997 0.226586,0.0000,0.275447 

0.193509,0.0000,0.255835 b 0.161619,0.0989,0.302414 0.199707,0.0989,0.324997 0.226586,0.0989,0.275447 

0.193509,0.0989,0.255835 

polyhedron prism a 0.199707,0.0000,0.324997 0.240233,0.0000,0.345021 0.261063,0.0000,0.292482 

0.226586,0.0000,0.275447 b 0.199707,0.0989,0.324997 0.240233,0.0989,0.345021 0.261063,0.0989,0.292482 

0.226586,0.0989,0.275447 

polyhedron prism a 0.240233,0.0000,0.345021 0.282239,0.0000,0.358677 0.296679,0.0000,0.304218 

0.261063,0.0000,0.292482 b 0.240233,0.0989,0.345021 0.282239,0.0989,0.358677 0.296679,0.0989,0.304218 

0.261063,0.0989,0.292482 

polyhedron prism a 0.282239,0.0000,0.358677 0.324864,0.0000,0.368358 0.334312,0.0000,0.312739 

0.296679,0.0000,0.304218 b 0.282239,0.0989,0.358677 0.324864,0.0989,0.368358 0.334312,0.0989,0.312739 

0.296679,0.0989,0.304218 

polyhedron prism a 0.324864,0.0000,0.368358 0.368294,0.0000,0.373296 0.371572,0.0000,0.316976 

0.334312,0.0000,0.312739 b 0.324864,0.0989,0.368358 0.368294,0.0989,0.373296 0.371572,0.0989,0.316976 

0.334312,0.0989,0.312739 

polyhedron prism a 0.368294,0.0000,0.373296 0.412436,0.0000,0.373431 0.409072,0.0000,0.317091 

0.371572,0.0000,0.316976 b 0.368294,0.0989,0.373296 0.412436,0.0989,0.373431 0.409072,0.0989,0.317091 

0.371572,0.0989,0.316976 
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polyhedron prism a 0.412436,0.0000,0.373431 0.456578,0.0000,0.368004 0.446291,0.0000,0.312514 

0.409072,0.0000,0.317091 b 0.412436,0.0989,0.373431 0.456578,0.0989,0.368004 0.446291,0.0989,0.312514 

0.409072,0.0989,0.317091 

polyhedron prism a 0.456578,0.0000,0.368004 0.499314,0.0000,0.357352 0.482979,0.0000,0.30337 

0.446291,0.0000,0.312514 b 0.456578,0.0989,0.368004 0.499314,0.0989,0.357352 0.482979,0.0989,0.30337 

0.446291,0.0989,0.312514 

polyhedron prism a 0.499314,0.0000,0.357352 0.540472,0.0000,0.342635 0.518836,0.0000,0.290548 

0.482979,0.0000,0.30337 b 0.499314,0.0989,0.357352 0.540472,0.0989,0.342635 0.518836,0.0989,0.290548 

0.482979,0.0989,0.30337 

polyhedron prism a 0.540472,0.0000,0.342635 0.580419,0.0000,0.323635 0.552946,0.0000,0.274325 

0.518836,0.0000,0.290548 b 0.540472,0.0989,0.342635 0.580419,0.0989,0.323635 0.552946,0.0989,0.274325 

0.518836,0.0989,0.290548 

polyhedron prism a 0.580419,0.0000,0.323635 0.617597,0.0000,0.299664 0.584598,0.0000,0.253917 

0.552946,0.0000,0.274325 b 0.580419,0.0989,0.323635 0.617597,0.0989,0.299664 0.584598,0.0989,0.253917 

0.552946,0.0989,0.274325 

polyhedron prism a 0.617597,0.0000,0.299664 0.651664,0.0000,0.272278 0.613951,0.0000,0.230321 

0.584598,0.0000,0.253917 b 0.617597,0.0989,0.299664 0.651664,0.0989,0.272278 0.613951,0.0989,0.230321 

0.584598,0.0989,0.253917 

polyhedron prism a 0.651664,0.0000,0.272278 0.682514,0.0000,0.241314 0.640418,0.0000,0.203755 

0.613951,0.0000,0.230321 b 0.651664,0.0989,0.272278 0.682514,0.0989,0.241314 0.640418,0.0989,0.203755 

0.613951,0.0989,0.230321 

polyhedron prism a 0.682514,0.0000,0.241314 0.709775,0.0000,0.207146 0.663806,0.0000,0.174442 

0.640418,0.0000,0.203755 b 0.682514,0.0989,0.241314 0.709775,0.0989,0.207146 0.663806,0.0989,0.174442 

0.640418,0.0989,0.203755 

polyhedron prism a 0.709775,0.0000,0.207146 0.733115,0.0000,0.170189 0.68383,0.0000,0.142736 

0.663806,0.0000,0.174442 b 0.709775,0.0989,0.207146 0.733115,0.0989,0.170189 0.68383,0.0989,0.142736 

0.663806,0.0989,0.174442 

polyhedron prism a 0.733115,0.0000,0.170189 0.752251,0.0000,0.130891 0.700248,0.0000,0.109021 

0.68383,0.0000,0.142736 b 0.733115,0.0989,0.170189 0.752251,0.0989,0.130891 0.700248,0.0989,0.109021 

0.68383,0.0989,0.142736 

polyhedron prism a 0.752251,0.0000,0.130891 0.766953,0.0000,0.0897273 0.71286,0.0000,0.0737053 

0.700248,0.0000,0.109021 b 0.752251,0.0989,0.130891 0.766953,0.0989,0.0897273 0.71286,0.0989,0.0737053 

0.700248,0.0989,0.109021 

polyhedron prism a 0.766953,0.0000,0.0897273 0.777041,0.0000,0.0471974 0.721515,0.0000,0.0372178 

0.71286,0.0000,0.0737053 b 0.766953,0.0989,0.0897273 0.777041,0.0989,0.0471974 

0.721515,0.0989,0.0372178 0.71286,0.0989,0.0737053 

 

def Voxel_Marker 

 

bi=block_head 

bn=0 
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rn=0 

loop while bi#0 

rn=rn+1 

rrn=27-rn 

bn=bn+1 ; number blocks 

;bc=b_next(bi) 

xi=b_x(bi) 

yi=b_y(bi) 

zi=b_z(bi) 

 

command 

hide 

seek bl @bi 

mark reg @rrn 

mark sreg @rrn 

group block @rrn 

endcommand 

b_extra(bi)=rrn 

bi=b_next(bi) 

;bv=b_vol(bi)+bv 

endloop 

 

bnend=bn 

;bv_ol=bv 

end 

@Voxel_Marker 

hide 
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;Fixed Voussoris 1 and 27 

polyhedron prism a 0.001,0,0.0471974 0.001,0.0000,0 0.0584794,0.0000,0 0.0584794,0.0000,0.0374769 b 

0.001,0.0989,0.0471974 0.001,0.0989,0 0.0584794,0.0989,0 0.0584794,0.0989,0.0374769 

mark reg 1 

group block 1 

hide 

 

polyhedron prism a 0.777041,0.0000,0 0.777041,0.0000,0.0471974 0.721515,0.0000,0.0372178 

0.721515,0.0000,0 b 0.777041,0.0989,0 0.777041,0.0989,0.0471974 0.721515,0.0989,0.0372178 

0.721515,0.0989,0 

 

mark reg 27 

group block 27 

fix reg 1 27 

seek 

 

def Contact_Marker 

 

ci=contact_head 

bn=0 

loop while ci#0 

rn=rn+1 

 

if c_b1(ci)#c_b2(ci) 

 

marker=min(b_extra(c_b1(ci)),b_extra(c_b2(ci))) 

 

if marker==0 & c_x(ci)>0.35 

marker=26 

endif 

if marker==0 & c_x(ci)<0.35 
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marker=1 

endif 

 

c_ispare(ci)=marker 

c_group(ci)=marker 

c_extra(ci,2)=marker 

endif 

ci=c_next(ci) 

 

endloop 

 

end 

@Contact_Marker 

 

;plot block colorby group 

;plot joint colorby cgroup type blockface 

seek 

join on 

 

Def Hinge_set_maker 

 

 

Hinge_set_table[1,1]=1 

Hinge_set_table[1,2]=8 

Hinge_set_table[1,3]=17 

Hinge_set_table[1,4]=26 

 

Hinge_set_table[2,1]=1 

Hinge_set_table[2,2]=8 
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Hinge_set_table[2,3]=17 

Hinge_set_table[2,4]=25 

 

Hinge_set_table[3,1]=1 

Hinge_set_table[3,2]=8 

Hinge_set_table[3,3]=16 

Hinge_set_table[3,4]=24 

 

Hinge_set_table[4,1]=1 

Hinge_set_table[4,2]=8 

Hinge_set_table[4,3]=16 

Hinge_set_table[4,4]=23 

 

Hinge_set_table[5,1]=1 

Hinge_set_table[5,2]=8 

Hinge_set_table[5,3]=16 

Hinge_set_table[5,4]=22 

 

Hinge_set_table[6,1]=2 

Hinge_set_table[6,2]=8 

Hinge_set_table[6,3]=17 

Hinge_set_table[6,4]=22 

 

Hinge_set_table[7,1]=2 

Hinge_set_table[7,2]=9 

Hinge_set_table[7,3]=17 

Hinge_set_table[7,4]=23 

 

Hinge_set_table[8,1]=2 
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Hinge_set_table[8,2]=9 

Hinge_set_table[8,3]=17 

Hinge_set_table[8,4]=24 

 

Hinge_set_table[9,1]=2 

Hinge_set_table[9,2]=9 

Hinge_set_table[9,3]=17 

Hinge_set_table[9,4]=25 

 

Hinge_set_table[10,1]=2 

Hinge_set_table[10,2]=9 

Hinge_set_table[10,3]=18 

Hinge_set_table[10,4]=26 

 

 

Hinge_set_table[11,1]=3 

Hinge_set_table[11,2]=10 

Hinge_set_table[11,3]=18 

Hinge_set_table[11,4]=26 

 

 

Hinge_set_table[12,1]=3 

Hinge_set_table[12,2]=10 

Hinge_set_table[12,3]=18 

Hinge_set_table[12,4]=25 

 

Hinge_set_table[13,1]=3 

Hinge_set_table[13,2]=10 

Hinge_set_table[13,3]=17 
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Hinge_set_table[13,4]=24 

 

Hinge_set_table[14,1]=3 

Hinge_set_table[14,2]=9 

Hinge_set_table[14,3]=17 

Hinge_set_table[14,4]=23 

 

Hinge_set_table[15,1]=3 

Hinge_set_table[15,2]=9 

Hinge_set_table[15,3]=18 

Hinge_set_table[15,4]=22 

 

Hinge_set_table[16,1]=4 

Hinge_set_table[16,2]=10 

Hinge_set_table[16,3]=18 

Hinge_set_table[16,4]=22 

 

Hinge_set_table[17,1]=4 

Hinge_set_table[17,2]=10 

Hinge_set_table[17,3]=19 

Hinge_set_table[17,4]=23 

 

Hinge_set_table[18,1]=4 

Hinge_set_table[18,2]=10 

Hinge_set_table[18,3]=19 

Hinge_set_table[18,4]=24 

 

Hinge_set_table[19,1]=4 

Hinge_set_table[19,2]=11 
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Hinge_set_table[19,3]=19 

Hinge_set_table[19,4]=25 

 

Hinge_set_table[20,1]=4 

Hinge_set_table[20,2]=11 

Hinge_set_table[20,3]=19 

Hinge_set_table[20,4]=26 

 

 

Hinge_set_table[21,1]=5 

Hinge_set_table[21,2]=12 

Hinge_set_table[21,3]=20 

Hinge_set_table[21,4]=26 

 

Hinge_set_table[22,1]=5 

Hinge_set_table[22,2]=11 

Hinge_set_table[22,3]=20 

Hinge_set_table[22,4]=25 

 

Hinge_set_table[23,1]=5 

Hinge_set_table[23,2]=11 

Hinge_set_table[23,3]=20 

Hinge_set_table[23,4]=24 

 

Hinge_set_table[24,1]=5 

Hinge_set_table[24,2]=11 

Hinge_set_table[24,3]=19 

Hinge_set_table[24,4]=23 
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Hinge_set_table[25,1]=5 

Hinge_set_table[25,2]=11 

Hinge_set_table[25,3]=19 

Hinge_set_table[25,4]=22 

 

loop HingeLooper(1,4) 

HingeGroup=Hinge_set_table[looper,HingeLooper] 

HingeGroup_anterior=HingeGroup-1 

HingeGroup_posterior=HingeGroup+1 

if HingeGroup==1 

command 

join off range jgroup @HingeGroup 

join on range jgroup @HingeGroup_posterior 

endcommand 

endif 

 

if HingeGroup>1 & HingeGroup<26 

command 

join off range jgroup @HingeGroup 

join on range jgroup @HingeGroup_anterior 

join on range jgroup @HingeGroup_posterior 

endcommand 

endif 

 

if HingeGroup==26 

command 

join off range jgroup @HingeGroup 

join on range jgroup @HingeGroup_anterior 

endcommand 
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endif 

endloop 

 

command 

fix reg 1 27 

endcommand 

; 

end 

@Hinge_set_maker  
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A.2 A novel approach for the semi-automated numerical modelling of regular masonry 

“semi-automated Image2DEM” 

A.2.1 Joint image development “semi-automated Image2DEM” Matlab script 

clear all, close all 

close all 

%%% Stage I: Image preprocessing (CHAT LEE'S PREPROCESSING) 

Project_Name='Orthophoto_DSLR_0.1mm_Preprocessed' 

Format='.png' 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

%(a) Read image and make greyscale 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

img=imread(horzcat(Project_Name,Format))% 

img=imread('Orthophoto_DSLR_0.1mm_Cropped2.png')%  

  

%Greyscale 

greyimg=rgb2gray(img); 

%imshow(greyimg) 

imshow(greyimg) 

imwrite(greyimg,'Gray_scale.png') 

%export_fig 'Gray_scale' -native -tiff  

  

  

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

%(b)Region of interest filler, outliers and histogram 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

var1=1 % User Pre-Processing Defined Value 5 predefined vlaeus 

var2=1 % 
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%Remove Outlier 

xoutlier = roifill(greyimg,imdilate(greyimg<var1,true(var2))); 

%imshow(xoutlier) 

%export_fig 'Outlier' -native -tiff  

imwrite(xoutlier,'Outlier.png') 

  

%Apply Median filter  

medimg=medfilt2(xoutlier); 

%imshow(medimg) 

%export_fig 'Median_Filter' -native -tiff  

imwrite(medimg,'Median_Filter.png') 

  

%Apply Low Pass filter 

lpimg=imgaussfilt3(medimg); 

%imshow(lpimg) 

%export_fig 'Low_Pass_Filter' -native -tiff 

imwrite(lpimg,'Low_Pass_Filter.png') 

  

%Equalise Histogram 

eqimg=histeq(medimg); 

%imshow(eqimg) 

%export_fig 'Equalzied_Histogram' -native -tiff 

imwrite(eqimg,'Equalzied_Histogram.png') 

  

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

%(c) Edge Detection, Morphologically processing 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

smoothfactor = 0.750 ; % User Edge Detection Defined Value  - Increase 

reduces detected edges 1.2 predefined values (Masonry_Panel 0.5, 
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[~, threshold] = edge(xoutlier, 'sobel'); 

edgeimg = edge(xoutlier,'sobel', threshold*smoothfactor); 

%imshow(edgeimg) 

imwrite(edgeimg,'Edge_Detection_Initial.png') 

%export_fig 'Edge_Detection_Initial' -native -tiff 

  

%Morphologically process edge-detected image 

se90 = strel('line', 15, 90); 

se0 = strel('line', 15, 0); 

  

BWsdil = imdilate(edgeimg, [se90 se0]); 

%imshow(BWsdil) 

seD = strel('diamond',5); 

BWfinal = imerode(BWsdil,seD); 

imshow(BWfinal) 

%export_fig 'Edge_Detection_Final' -native -tiff 

imwrite(BWfinal,'Edge_Detection_Final.png') 

  

  

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

%(d) Masks and hough transformation 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

  

%Small mask for hough 

  

mask= im2bw(eqimg,0.9);%PLAY WITH 0.32 VALUE FOR RESULTS (small-white; big-

black) 

seD = strel('diamond',1); 

mask=imerode(mask,seD); 
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%imshow(mask) 

%export_fig 'Small_mask' -native -tiff 

imwrite(mask,'Mask_Small.png') 

  

%Large mask for boundaries of numerical model 

mask2= im2bw(eqimg,0.9);%PLAY WITH 0.32 VALUE FOR RESULTS (small-white; 

big-black) 

seD = strel('diamond',10); 

mask2=imerode(mask2,seD); 

imshow(~mask2) 

%export_fig 'Large_mask' -native -tiff 

imwrite(mask2,'Mask_Large.png') 

%%% 

  

%Find joints with hough/ avoids noise 

[H,T,R] = hough(BWfinal) 

P  = houghpeaks(H,1000,'threshold',ceil(0.01*max(H(:)))); 

lines = houghlines(BWfinal,T,R,P,'FillGap',10,'MinLength',500); 

  

figure, imshow(mask), hold on 

max_len = 0; 

for k = 1:length(lines) 

xy = [lines(k).point1; lines(k).point2]; 

  

% Plot beginnings and ends of lines 

% Determine the lengths of line segment 

lines(k).len = norm(lines(k).point1 - lines(k).point2); 

  

plot(xy(:,1),xy(:,2),'LineWidth',2,'Color','white'); 
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%plot(xy(1,1),xy(1,2),'x','LineWidth',2,'Color','yellow'); 

%plot(xy(2,1),xy(2,2),'x','LineWidth',2,'Color','red'); 

end 

  

%Save plot of houghimage   

export_fig 'Hough_image' -native -tiff  

  

%Fuse houghimage with big mask 

I=imfuse(~imread('Hough_image.tif'),mask2) 

%imshow(I) 

imwrite(I,'Fused_Hough_and_Mask.tif') 

  

%Rough joints 

Rough_Joint_Image=im2bw(I,0.25) 

%imshow(Rough_Joint_Image) 

%export_fig 'Rough_joint_image' -native -tiff  

imwrite(Rough_Joint_Image,'Rough_Joint_Image.png') 

  

%Size filter/ Get rid of small areas 

L=bwlabeln(Rough_Joint_Image,8) 

%imshow(L) 

S=regionprops(L,'area') 

Blocks=ismember(L,find([S.Area]>= 200000)) 

%imshow(Blocks) 

imwrite(Blocks,'Blocks_clean.png') 

  

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

%(e) Watershed to homogenize joint width/ smooth joint 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

  

D = bwdist(Blocks); 

%imshow(D) 

DL = watershed(D); 

%imshow(DL) 

  

bgm = DL == 0; 

%imshow(bgm) 

Smooth_Joint_Image=bgm 

  

sel=strel('disk',5) 

Smooth_Joint_Image=imdilate(Smooth_Joint_Image,sel) 

%imshow(Smooth_Joint_Image) 

  

imshow(Smooth_Joint_Image) 

imwrite(~Smooth_Joint_Image,'Smooth_Joint_Image.png') 

  

title('Watershed Ridge Lines to Homogenize Joint Width)') 
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A.2.2 Block vertex extraction of “semi-automated Image2DEM” Matlab script 

%%%%Stage I: Joint-image pre-processing 

if Image_read==1 

piedras  = ~imread(input_image) 

else 

Image2Joint_IM2DEM 

piedras = BW7 

end 

  

%Image Cropping 

% imshow(piedras),title 'Mark corners of the cropping Window (from 

down_left to up_right)' 

% [xi1, zi1] = ginput (2) 

%  

% ci=xi1(1) 

% cf=xi1(2) 

% ff=zi1(1) 

% fi=zi1(2) 

%  

% piedras=piedras(fi:ff,ci:cf); 

%Image Resizing 

if Image_resize==1 

piedras=imresize(piedras,0.25) 

end 

%Image Binarisation 

imshow(piedras) 

BW1=im2bw(piedras,0.70) 

  

  

if Image_Segmentation==1 
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%resing only for cropping 

BW1=imresize(BW1,4) 

figure, imshow(BW1),title 'Mark polygon of image to be masked' 

hold on 

x=PolyDraw 

mask = roipoly(BW1,x(1,:),x(2,:)); 

flipmask=flip(mask) 

imshow(flipmask) 

im3 = BW1; 

BW1(~flipmask) = 0; 

imshow(BW1) 

BW1=imresize(BW1,0.250) 

  

BW1(:,size(BW1,2))=1 

BW1(size(BW1,1),:)=1 

  

BW1(:,size(BW1,2+1))=1 

BW1(size(BW1,1)+1,:)=1 

  

BW1(:,1)=1 

BW1(1,:)=1 

  

BW1(:,2)=1 

BW1(2,:)=1 

end 

  

%Image Morphological Processing 

if Morph==1  

if Mortar_Dilation~=0 
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BW2=BW1 

sel=strel('line',Mortar_Dilation,90) 

BW2=imdilate(BW2,sel) 

  

sel=strel('line',Mortar_Dilation,0) 

BW2=imdilate(BW2,sel) 

BW3=~BW2 

end 

if Block_Erosion~=0   

sel= strel('rectangle',[Block_Erosion,Block_Erosion]) 

BW2 = imerode(BW2,sel) 

  

sel= strel('diamond',Block_Erosion) 

BW2 = imerode(BW2,sel) 

BW3=~BW2 

end 

  

else 

BW3=~BW1 

end 

  

imwrite(BW1,'Processed_Image.png') 

 

%%%%Stage II: Boundary extraction 

 

id_del=[]   

s=regionprops(BW3,'Extrema','ConvexHull','Area','Centroid') 

[B,L,n,A] = bwboundaries(BW3,'noholes'); 
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for i=1:size(s,1) 

s(i).BoundaryInitial=B{i} 

s(i).Boundary(:,1)=s(i).BoundaryInitial(:,2) 

s(i).Boundary(:,2)=s(i).BoundaryInitial(:,1) 

if s(i).Area>size(BW3,1)*size(BW3,2)*0.15 | 

s(i).Area<size(BW3,1)*size(BW3,2)*0.0005 

id_del=horzcat(i,id_del) 

end  

end 

  

  

s(id_del)=[]; % these will be deleted due to large area 

colorstring = repmat('rgbymc',1,10^6); % these are the colors of the 

elements for plotting 

  

%ConvexHulls of blocks 

figure(11); 

Title211=('The calculated "ConvexHulls" of the blocks.') 

imshow(BW3) 

hold on 

for i=1:size(s,1) 

plot(s(i).ConvexHull(:,1), s(i).ConvexHull(:,2), 

colorstring(i),'LineWidth', 1) 

scatter(s(i).ConvexHull(:,1), s(i).ConvexHull(:,2),  colorstring(i)) 

text(s(i).Centroid(:,1)-10, 

s(i).Centroid(:,2)+3,horzcat('CH',mat2str(i)),'color','m') 

end 

title(Title211) 

  

%Boundaries of blocks 

figure(12); 
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Title212=('The "Boundaries" of the blocks.') 

imshow(BW3) 

hold on 

for i=1:size(s,1) 

plot(s(i).Boundary(:,1), s(i).Boundary(:,2), colorstring(i),'LineWidth', 1) 

scatter(s(i).Boundary(:,1), s(i).Boundary(:,2),  colorstring(i)) 

text(s(i).Centroid(:,1)-10, s(i).Centroid(:,2)-

3,horzcat('BND',mat2str(i)),'color','m') 

end 

export_fig 'Block_Boundaries' -native -tiff  

title(Title212) 

 

%%%%Stage III: Boundary dilation 

%Before convergence 

figure(21); 

Title211='The original "Boundaries" of the blocks.' 

imshow(BW3) 

hold on 

for i=1:size(s,1) 

plot(s(i).Boundary(:,1), s(i).Boundary(:,2),'or', 'LineWidth', 1) 

end 

title(Title211) 

  

Boundary_Dilation_Threshold=0.50 

  

for i=1:size(s,1) 

 for k=1:size(s(i).Boundary,1) 

  

s(i).Sign_x(k)=(s(i).Boundary(k,1)-

s(i).Centroid(1))/abs(s(i).Boundary(k,1)-s(i).Centroid(1)) 
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s(i).Sign_y(k)=(s(i).Boundary(k,2)-

s(i).Centroid(2))/abs(s(i).Boundary(k,2)-s(i).Centroid(2)) 

s(i).Boundary(k,1)= s(i).Boundary(k,1) 

+Boundary_Dilation_Threshold*s(i).Sign_x(k) 

s(i).Boundary(k,2)= s(i).Boundary(k,2) 

+Boundary_Dilation_Threshold*s(i).Sign_y(k) 

 end 

end 

  

%After convergence 

%Dilated boundaries of blocks 

figure(22); 

Title212=horzcat('The "Boundaries" of the blocks, dilated by 

',mat2str(Boundary_Dilation_Threshold),'pixels.') 

imshow(BW3) 

hold on 

for i=1:size(s,1) 

plot(s(i).Boundary(:,1), s(i).Boundary(:,2),'or', 'LineWidth', 1) 

end 

title(Title212) 

 

%%%%Stage IV: Boundary dilation 

%Before convergence 

figure(21); 

Title211='The original "Boundaries" of the blocks.' 

imshow(BW3) 

hold on 

for i=1:size(s,1) 

plot(s(i).Boundary(:,1), s(i).Boundary(:,2),'or', 'LineWidth', 1) 

end 

title(Title211) 
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Boundary_Dilation_Threshold=0.50 

  

for i=1:size(s,1) 

 for k=1:size(s(i).Boundary,1) 

  

s(i).Sign_x(k)=(s(i).Boundary(k,1)-

s(i).Centroid(1))/abs(s(i).Boundary(k,1)-s(i).Centroid(1)) 

s(i).Sign_y(k)=(s(i).Boundary(k,2)-

s(i).Centroid(2))/abs(s(i).Boundary(k,2)-s(i).Centroid(2)) 

s(i).Boundary(k,1)= s(i).Boundary(k,1) 

+Boundary_Dilation_Threshold*s(i).Sign_x(k) 

s(i).Boundary(k,2)= s(i).Boundary(k,2) 

+Boundary_Dilation_Threshold*s(i).Sign_y(k) 

 end 

end 

  

%After convergence 

%Dilated boundaries of blocks 

figure(22); 

Title212=horzcat('The "Boundaries" of the blocks, dilated by 

',mat2str(Boundary_Dilation_Threshold),'pixels.') 

imshow(BW3) 

hold on 

for i=1:size(s,1) 

plot(s(i).Boundary(:,1), s(i).Boundary(:,2),'or', 'LineWidth', 1) 

end 

title(Title212) 

 

%%%%Stage V: Boundary downsampling 

%This function downsamples and plots boundaries (very time consuming if not 

done!!!) 
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%This function downsalmples and plots ConvexHull (LINES) 

figure(31); 

Title211=horzcat('The downsampled "ConvexHull " to 

',mat2str(downsample_number),' vertices') 

imshow(BW3) 

hold on 

for i=1:size(s,1) 

s(i).ConvexHull_Downsample = 

downsample(s(i).ConvexHull,ceil(size(s(i).ConvexHull,1)/downsample_number)) 

plot(s(i).ConvexHull_Downsample(:,1), 

s(i).ConvexHull_Downsample(:,2),'color', colorstring(i),'linewidth',1) 

scatter(s(i).ConvexHull_Downsample(:,1), s(i).ConvexHull_Downsample(:,2), 

colorstring(i),'linewidth',1) 

end 

title(Title211) 

  

%This function downsalmples and plots ConvexHull (LINES) 

figure(32); 

Title212=horzcat('The downsampled "Boundary " to 

',mat2str(downsample_number),' vertices') 

imshow(BW3) 

hold on 

for i=1:size(s,1) 

s(i).Boundary_Downsample = 

downsample(s(i).Boundary,ceil(size(s(i).Boundary,1)/downsample_number)) 

plot(s(i).Boundary_Downsample(:,1), s(i).Boundary_Downsample(:,2),'color', 

colorstring(i),'linewidth',1) 

scatter(s(i).Boundary_Downsample(:,1), s(i).Boundary_Downsample(:,2), 

colorstring(i),'linewidth',1) 

end 

title(Title212) 

%%%%Stage VI: Node extraction 
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%Resulting Image Visualisation 

BW = ~BW3 

  

if Node_Dilation==1 

% sel=strel('line',Node_Dilation_Threshold,0) 

% BW=imdilate(BW,sel) 

% sel=strel('line',Node_Dilation_Threshold,90) 

% BW=imdilate(BW,sel) 

sel=strel('disk',5) 

BW=imdilate(BW,sel) 

imshow(BW) 

end 

  

if Node_Erosion==1 

% sel=strel('line',Node_Erosion_Threshold,0) 

% BW=imerode(BW,sel) 

% sel=strel('line',Node_Erosion_Threshold,90) 

% BW=imerode(BW,sel) 

sel=strel('square',6) 

BW=imerode(BW,sel) 

imshow(BW) 

end 

  

  

%Image Skeleton Extraction 

skelImage = bwmorph(BW, 'skel', inf); 

  

figure(41); 

Title411=horzcat('Image skeleton extraction.') 
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imshow(skelImage) 

export_fig 'Image_Skeleton' -native -tiff  

title(Title411) 

%Image Skeleton Extraction Crossings Extraction 

crossings = bwmorph(skelImage, 'branchpoints'); 

  

figure(42); 

Title412=horzcat('Image crossings extraction.') 

imshow(crossings) 

export_fig 'Image_Crossings' -native -tiff  

title(Title412) 

%Nodes Extraction 

Nodes=regionprops(crossings,'Extrema','ConvexHull','Area','Centroid') 

Nodes_Matrix=[] 

  

figure(43); 

Title413=horzcat('The "Nodes" extracted') 

imshow(BW) 

hold on 

for i=1:size(Nodes,1) 

counter=1+size(Nodes_Matrix,1) 

scatter(Nodes(i).Centroid(:,1), 

Nodes(i).Centroid(:,2),colorstring(i),'linewidth',3) 

Nodes_Matrix(counter,:)=Nodes(i).Centroid 

end 

export_fig 'Nodes_Intial' -native -tiff  

title(Title413) 

%With dilated blocks superimposed convergence 

  

figure(44); 
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Title414=horzcat('The "Nodes" extracted with superimposed "Boundaries"') 

imshow(BW) 

hold on 

for i=1:size(Nodes,1) 

counter=1+size(Nodes_Matrix,1) 

scatter(Nodes(i).Centroid(:,1), 

Nodes(i).Centroid(:,2),colorstring(i),'linewidth',3) 

Nodes_Matrix(counter,:)=Nodes(i).Centroid 

end 

  

for i=1:size(s,1) 

plot(s(i).Boundary(:,1), s(i).Boundary(:,2),'r', 'LineWidth', 1) 

end 

export_fig 'Nodes_Intial_Boundaries' -native -tiff  

title(Title414) 

 

%%%%Stage VII: Nodes_Unique 

%Find ConvexHull_Nodes and Nodes within Threshold 

counter=0 

  

%Unigue joints on x axis 

  

 for i=1:size(Nodes_Matrix,1) 

 for j=1:size(Nodes_Matrix,1)  

  

dx=abs(Nodes_Matrix(i,1)-Nodes_Matrix(j,1)) 

dy=abs(Nodes_Matrix(i,2)-Nodes_Matrix(j,2)) 

 

if dx<=Threshold_Node_Node & dy<=0 

Nodes_Matrix(i,1)=(Nodes_Matrix(i,1)+Nodes_Matrix(j,1))/2 
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Nodes_Matrix(i,2)=(Nodes_Matrix(i,2)+Nodes_Matrix(j,2))/2 

Nodes_Matrix(j,1)=(Nodes_Matrix(i,1)+Nodes_Matrix(j,1))/2 

Nodes_Matrix(j,2)=(Nodes_Matrix(i,2)+Nodes_Matrix(j,2))/2 

end 

   

  end 

 end 

 Nodes_Matrix=unique(Nodes_Matrix,'rows') 

  

%  %Unigue joints on y axis 

%   

%  for i=1:size(Nodes_Matrix,1) 

%  for j=1:size(Nodes_Matrix,1)  

% 

%dx=abs(Nodes_Matrix(i,1)-Nodes_Matrix(j,1)) 

%dy=abs(Nodes_Matrix(i,2)-Nodes_Matrix(j,2)) 

% 

%if dy<=Threshold_Node_Node & dx<=0 

%Nodes_Matrix(i,1)=(Nodes_Matrix(i,1)+Nodes_Matrix(j,1))/2 

%Nodes_Matrix(i,2)=(Nodes_Matrix(i,2)+Nodes_Matrix(j,2))/2 

%Nodes_Matrix(j,1)=(Nodes_Matrix(i,1)+Nodes_Matrix(j,1))/2 

%Nodes_Matrix(j,2)=(Nodes_Matrix(i,2)+Nodes_Matrix(j,2))/2 

%end 

% 

%end 

%  end 

%   

  

 %This makes bricks square again 
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 for i=1:size(Nodes_Matrix,1) 

 for j=1:size(Nodes_Matrix,1)  

  

dx=abs(Nodes_Matrix(i,1)-Nodes_Matrix(j,1)) 

dy=abs(Nodes_Matrix(i,2)-Nodes_Matrix(j,2)) 

 

if dy==1 

Nodes_Matrix(i,2)=Nodes_Matrix(j,2) 

end 

 

  end 

 end 

  

 %No Nearest Neighbors (by 0.5 pixels) 

  

 for i=1:size(Nodes_Matrix,1) 

 for j=1:size(Nodes_Matrix,1)  

  

dx=abs(Nodes_Matrix(i,1)-Nodes_Matrix(j,1)) 

dy=abs(Nodes_Matrix(i,2)-Nodes_Matrix(j,2)) 

 

if dy<=Threshold_Node_Node_Nearest_Neighbor & 

dx<=Threshold_Node_Node_Nearest_Neighbor 

Nodes_Matrix(i,1)=Nodes_Matrix(j,1) 

Nodes_Matrix(i,2)=Nodes_Matrix(j,2) 

end 

 

  end 

 end 
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 %This makes sure they are unique 

 Nodes_Matrix=unique(Nodes_Matrix,'rows') 

  

Nodes=[] 

  

figure(51); 

Title111=horzcat('Unique nodes with superimposed downsampled 

"Boundaries".') 

imshow(BW) 

hold on 

for i=1:size(Nodes_Matrix,1) 

counter=1+size(Nodes_Matrix,1) 

scatter(Nodes_Matrix(i,1), Nodes_Matrix(i,2),colorstring(i),'linewidth',3) 

Nodes(i,:)=Nodes_Matrix(i,:) 

end 

  

for i=1:size(s,1) 

s(i).Boundary_Downsample = 

downsample(s(i).Boundary,ceil(size(s(i).Boundary,1)/downsample_number)) 

plot(s(i).Boundary_Downsample(:,1), s(i).Boundary_Downsample(:,2),'color', 

colorstring(i),'linewidth',1) 

scatter(s(i).Boundary_Downsample(:,1), s(i).Boundary_Downsample(:,2), 

colorstring(i),'linewidth',1) 

end 

export_fig 'Nodes_Unique_Boundaries' -native -tiff  

title(Title111) 

 

%%%%Stage VI: Nodes_Boundary_Matching 

%Find ConvexHull_Downsample and Nodes within Threshold 

counter=0 
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for i=1:size(s,1) 

 for k=1:size(s(i).Boundary_Downsample,1) 

 for j=1:size(Nodes_Matrix,1)  

  

dx=abs(s(i).Boundary_Downsample(k,1)-Nodes_Matrix(j,1)) 

dy=abs(s(i).Boundary_Downsample(k,2)-Nodes_Matrix(j,2)) 

 

if dx<=Threshold_Node_Boundary & dy<=Threshold_Node_Boundary 

counter=size(s(i).Boundary_Downsample,1)+1 

s(i).Boundary_Downsample(counter,1)=Nodes_Matrix(j,1) 

s(i).Boundary_Downsample(counter,2)=Nodes_Matrix(j,2) 

end 

   

  end 

 end 

 end 

 

%%%%Stage VII: Nodes_Boundary_Unique 

%This function removes superfluosu vertices by mainting only the 

%intersection of convexHull_downsample-uniqyenodes 

  

if Plot_superimposed==1 

Project_Name='Orthophoto_DSLR_0.1mm_Preprocessed' 

Format='.png' 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

%(a) Read image and make greyscale 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%% 

BW3=imread(horzcat(Project_Name,Format))% 

img=imread('Orthophoto_DSLR_0.1mm_Cropped2.png')%  

end 

  

figure(61); 

imshow(BW3) 

hold on 

  

for i=1:size(s,1)  

  [Intersection,ia,ib] = intersect(s(i).Boundary_Downsample, 

Nodes_Matrix,'rows','legacy') 

  %scatter(s(i).Boundary_Downsample(:,1), s(i).Boundary_Downsample(:,2),  

colorstring(i), 'LineWidth', 1)   

  scatter(Intersection(:,1), Intersection(:,2),  colorstring(i), 

'LineWidth', 3)   

  s(i).Boundary_Downsample_Intersection=Intersection 

end 

%Visualisation 

  

figure(62); 

imshow(BW3) 

hold on 

  

for i=1:size(s,1) 

if size(s(i).Boundary_Downsample_Intersection,1)>2 

%Clear previous values 

s(i).Boundary_DownsampleCH=[] 

s(i).Boundary_DownsampleBD=[] 

s(i).Boundary_DownsampleALPHA=[] 
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K = 

convhull(s(i).Boundary_Downsample_Intersection(:,1),s(i).Boundary_Downsampl

e_Intersection(:,2)) 

s(i).Boundary_DownsampleCH(:,1)= s(i).Boundary_Downsample_Intersection(K,1) 

s(i).Boundary_DownsampleCH(:,2)= s(i).Boundary_Downsample_Intersection(K,2) 

  

plot(s(i).Boundary_Downsample_Intersection(K,1), 

s(i).Boundary_Downsample_Intersection(K,2), 'color', 'r','linewidth',3) 

%scatter(s(i).Boundary_Downsample_Intersection(K,1), 

s(i).Boundary_Downsample_Intersection(K,2),  

colorstring(i),'LineWidth',3+2*(-1)^i) 

  

end 

end 

export_fig 'Discrete elements' -native -tiff 

title('The ConvexHulls of the elements') 

  

% figure(63); 

% imshow(BW3) 

% hold on 

%  

% for i=1:size(s,1) 

% if size(s(i).Boundary_Downsample_Intersection,1)>2 

% L = 

boundary(s(i).Boundary_Downsample_Intersection(:,1),s(i).Boundary_Downsampl

e_Intersection(:,2)) 

% s(i).Boundary_DownsampleBD(:,1)= 

s(i).Boundary_Downsample_Intersection(L,1) 

% s(i).Boundary_DownsampleBD(:,2)= 

s(i).Boundary_Downsample_Intersection(L,2) 

%  

% plot(s(i).Boundary_DownsampleBD(:,1), s(i).Boundary_DownsampleBD(:,2), 

'color', colorstring(i),'linewidth',1) 

% %scatter(s(i).Boundary_DownsampleBD(:,1), 

s(i).Boundary_DownsampleBD(:,2),  colorstring(i)) 
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% end 

% end 

% title('The Boundaries of the elements') 

  

% figure(64); 

% imshow(BW3) 

% hold on 

%  

%  

% for i=1:size(s,1) 

% if size(s(i).Boundary_Downsample_Intersection,1)>2 

% M = 

alphaShape(s(i).Boundary_Downsample_Intersection(:,2),s(i).Boundary_Downsam

ple_Intersection(:,1)) 

% s(i).Boundary_DownsampleALPHA(:,1)= M.Points(:,1) 

% s(i).Boundary_DownsampleALPHA(:,2)= M.Points(:,2) 

% text(s(i).Centroid(:,1)-10, s(i).Centroid(:,2)-

20,horzcat('B',mat2str(i)),'color',colorstring(i)) 

%  

% scatter(s(i).Centroid(:,1), s(i).Centroid(:,2),  

colorstring(i),'LineWidth',3) 

% plot(M.Points(:,2), M.Points(:,1), 'color', colorstring(i),'linewidth',1) 

% %scatter(M.Points(:,2), M.Points(:,1),  colorstring(i)) 

% end 

% end 

% title('The Alpha-Shapes of the elements') 
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A.3 A novel approach for the semi-automated numerical modelling of rubble masonry 

“Cloud2DEM” 

A.3.1 “Cloud2DEM” Matlab script 

%This code basically take a dense point cloud and voxelizes, fills and 

writes it into a 3DEC model 

  

%Clean all 

clear 

reducloud= load('Caerphilly_Original.xyz') 

clearvars -except reducloud voxel_points voxel_arch 

%% Voxelization % Iniital Parameters 

%Point Cloud subject to Voxlisation 

cloud=reducloud 

%Volume Adjustment Coefficient 

Volume_Adjustment_Factor=1.00 

  

%Nominative Voxel Grid  

grid=0.50;  

% Chamar o projeito 

project='Caerphilly_' % Project Names 

  

savesuffix0=horzcat(num2str(grid),'m.xyz') 

savefile= horzcat(project,savesuffix0) 

%Record time 

time0=horzcat('time0',project)  

save time0 

  

%% Start voxelization 

voxel_arch=Voxels(reducloud, grid); 
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%% Fill point cloud  

tamano=voxel_arch.mno 

  

base=zeros([tamano(2) tamano(1) tamano(3)]); 

base(voxel_arch.indices)=1; 

  

%imshow(base(:,:,4)); 

% Fill superficial holes 

  

Hole_Fill_superficial=1 % (default value 4) increases voxels; care it 

doesn't add false voxels 

  

SE=strel('cuboid',[Hole_Fill_superficial Hole_Fill_superficial]); 

relleno_suave=imclose(base,SE); 

  

imshow(relleno_suave(:,:,15)); 

idx_empty=find(relleno_suave); 

   

  

% Relleno por dentro- Hole_Fill_internal and Hole_Fill_superficial are the 

% most imporant variable of filling. Make sure 

Hole_Fill_internal/Hole_Fill_superficial> 4 and that they don't add too 

many extra voxels.  

 

Hole_Fill_internal=round(size(base,3)/4)-2 % this greatly increases 

additional voxel points (default value 20) 

  

SE=strel('cuboid',[Hole_Fill_internal Hole_Fill_internal+2]); 

relleno_completo=imclose(base,SE); 
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imshow(relleno_completo(:,:,12)); 

  

%Sustraigo superficie exterior al relleno completo porque así creo una 

%imagen que es el interior (y evito zonas que se han rellenado por error 

resta=abs(relleno_completo-relleno_suave); 

imshow(resta(:,:,4)); 

  

% al quitar el envoltorio exterior he particionado en varios grupos de 

% voxeles conectados, así que me quedo con la clase de mayor area/volumen 

CC = bwconncomp(resta,6);  

  

numPixels = cellfun(@numel,CC.PixelIdxList); 

[biggest,idx] = max(numPixels); 

relleno_suave(CC.PixelIdxList{idx}) = 1; %los voxeles de la clase con más 

componentes conectados les doy valor 1 

  

imshow(relleno_suave(:,:,5)); 

  

idx_fill=find(relleno_suave); %indices de píxeles activos (despues de 

rellenar la imagen del exterior) 

% control of filling  

for i=1:size(relleno_suave,3) 

imshow(relleno_suave(:,:,i)) 

end 

%% Visualizo los vóxeles en el modelo "envoltorio" y en el modelo "con 

relleno" 

%Modelo de voxeles que se ha rellenado  

dims=[tamano(2) tamano(1) tamano(3)]; 

[vy vx vz] = ind2sub(dims, idx_fill); 

voxel_points=[vy vx vz] 
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%pcshow(voxel_points) %visualizo los voxeles como una nube de puntos 

hold on 

  

%compruebo con la nube del "envoltorio" del puente 

[vy_e vx_e vz_e] = ind2sub(dims, idx_empty); 

voxel_points_e=[vy_e vx_e vz_e] 

%pcshow(voxel_points)  

  

save ('voxel_points.xyz', 'voxel_points','-ascii') 

vx=voxel_points(:,1) 

vy=voxel_points(:,2) 

vz=voxel_points(:,3) 

  

%% Calculate 8 nodes for each voxel 

%Nodes in voxel coordinates 

nodes(:,1:3)=[vx vy vz]; 

nodes(:,4:6)=[(vx+1) vy vz]; 

nodes(:,7:9)=[(vx+1) vy (vz+1)]; 

nodes(:,10:12)=[vx vy (vz+1)]; 

nodes(:,13:15)=[vx (vy+1) vz]; 

nodes(:,16:18)=[(vx+1) (vy+1) vz]; 

nodes(:,19:21)=[(vx+1) (vy+1) (vz+1)]; 

nodes(:,22:24)=[vx (vy+1) (vz+1)]; 

  

%Nodes in metric units 

x_idx=[1;4;7;10;13;16;19;22]; 

y_idx=x_idx+1; 

z_idx=x_idx+2; 
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num_voxeles=ceil((max (cloud) - min(cloud)) / grid); 

paso=(max (cloud) - min(cloud))./num_voxeles; 

  

metric_nodes(:,x_idx)=Volume_Adjustment_Factor*nodes(:,x_idx)*paso(1); 

metric_nodes(:,y_idx)=Volume_Adjustment_Factor*nodes(:,y_idx)*paso(2); 

metric_nodes(:,z_idx)=Volume_Adjustment_Factor*nodes(:,z_idx)*paso(3); 

  

empty_final_pc(:,1)=Volume_Adjustment_Factor*paso(1)*voxel_points_e(:,1) 

empty_final_pc(:,2)=Volume_Adjustment_Factor*paso(2)*voxel_points_e(:,2) 

empty_final_pc(:,3)=Volume_Adjustment_Factor*paso(3)*voxel_points_e(:,3) 

  

final_pc(:,1)=Volume_Adjustment_Factor*paso(1)*voxel_points(:,1) 

final_pc(:,2)=Volume_Adjustment_Factor*paso(2)*voxel_points(:,2) 

final_pc(:,3)=Volume_Adjustment_Factor*paso(3)*voxel_points(:,3) 

  

figure 

hold on 

%pcshow(empty_final_pc,'red') 

%pcshow(final_pc,'yellow') 

save('Boundary_15.xyz', 'empty_final_pc','-ascii') 

save('Fill_15.xyz', 'final_pc','-ascii') 

  

xc = metric_nodes(:,x_idx) 

yc = metric_nodes(:,y_idx) 

zc = metric_nodes(:,z_idx) 

  

% para ahorrar tiempo se hace en grupos de set_step; con 

% mas de 10000 se hace lento el programa 
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nVoxels=size(voxel_points,1) 

set_step=10000 

sets=round(nVoxels/set_step)+1 

a1=['polyhedron prism a%']; 

a2=['%b%']; 

a3=[',']; 

  

  

for j=1:sets-1 

  m=(j-1)*set_step+1 

  if j < sets-1 

  set_stepm=j*set_step 

  elseif j==sets-1 % for the case of the last set of voxels 

  set_stepm=size(voxel_points,1) 

  set_step=size(voxel_points,1)-(j-1)*set_step 

  end 

  kmeter=1 

   

for k=m:set_stepm % MAYBE THIS LOOP CAN BE NESTED FOR MULTIPLES OF 10000 

NVOXELS 

 

b1(kmeter,:)=[metric_nodes(k,1),metric_nodes(k,4),metric_nodes(k,7),metric_

nodes(k,10),metric_nodes(k,13),metric_nodes(k,16),metric_nodes(k,19),metric

_nodes(k,22)]; 

b2(kmeter,:)=[metric_nodes(k,2),metric_nodes(k,5),metric_nodes(k,8),metric_

nodes(k,11),metric_nodes(k,14),metric_nodes(k,17),metric_nodes(k,20),metric

_nodes(k,23)]; 

b3(kmeter,:)=[metric_nodes(k,3),metric_nodes(k,6),metric_nodes(k,9),metric_

nodes(k,12),metric_nodes(k,15),metric_nodes(k,18),metric_nodes(k,21),metric

_nodes(k,24)]; 

  

kmeter=kmeter+1 

end 
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bb1 = num2cell(b1) 

bb2 = num2cell(b2) 

bb3 = num2cell(b3) 

  

aa1=repmat(a1,set_step,1) 

aa2=repmat(a2,set_step,1) 

sss = strcat(bb1,bb2,bb3) 

A = cell2mat(sss) 

A1=A(:,1:12) 

A2=A(:,13:24) 

  

  

B1 =  num2str(A1) 

B2 =  num2str(A2) 

BB1=strcat(aa1,B1) 

BB2=strcat(aa2,B2) 

  

  

suffix0='_part' 

filename= horzcat(project,suffix0) 

suffix1='grid' 

suffix2='.3ddat' 

%suffix=sprintf ( '%s %i', suffix1,grid,suffix2); 

  

fname = sprintf ( '%s %i', filename,j,suffix2); 

  

BBFIN=strcat(BB1,BB2) 

print = BBFIN  % Write this to file. 
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fid = fopen(fname,'wt'); 

for ii = 1:size(A,1) 

fprintf(fid,'%c',print(ii,:)); 

fprintf(fid,'\n'); 

end 

fclose(fid) 

  

%%%Replace % 

  

Str = fileread(fname); 

Str2 = strrep(Str, '%', ' '); 

FID = fopen(fname, 'w'); 

if FID < 0, error('Cannot open file'); end 

fwrite(FID, Str2, 'uchar'); 

fclose(FID); 

  

clearvars b1 b2 b3 aa1 aa2 sss A A1 A2  

end 

  

time1=horzcat('time1',project) % finish time 

save time1 
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Appendix B Data and results 

B.1 Quantifying the effect of geometric uncertainty on the robustness of structural 

analysis  

Table B- 1: SfM photogrammetry vs tape measurement. Geometric differences (𝑁𝑈). 

Table B- 2: SfM photogrammetry vs tape measurement. Stiffness at 1st hinge formation and load multipliers at each 

hinge formation differences (𝑁𝑈). 

Table B- 3: SfM photogrammetry vs tape measurement. Internal force differences between geometric models (𝑁𝑈). 

Table B- 4: SfM photogrammetry vs tape measurement. Correlation matrix of geometrical properties with stiffness 

at 1st hinge formation and load multipliers at each hinge formation. 

Aspect Joint dip  Joint midp. x  Joint midp. z  Joint length Block volume  Block centr. x Block centr. z  

Average 0 2 2 2 6 2 2 

Minimum error  -4 0 -1 -3 1 0 -1 

Maximum error 5 3 4 7 10 3 4 

Standard deviation  2 1 2 3 3 1 2 

Aspect Serviceability limit states Ultimate 

limit states  Stiffness λh1 λh2 λh3 λh4 

Average 14 1 4 4 6 

Minimum error  2 -1 2 2 1 

Maximum error  46 3 6 7 10 

Standard deviation 10 1 1 1 3 

Aspect 1st hinge formation 2nd hinge formation 3rd hinge formation 4th hinge formation 

 F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  

Average 3 0 4 3 3 0 4 3 3 0 4 4 3 0 4 3 

Minimum error  -14 -21 0 -15 -14 -21 0 -15 -14 -21 0 -15 -14 -21 0 -15 

Maximum error  22 5 10 13 22 5 10 13 22 5 10 13 22 8 10 13 

Standard deviation 11 7 3 9 11 7 3 9 11 7 3 9 11 8 3 10 

Correlation coefficient of uncertainty Stiffness λh1  λh2  λh3  λh4  

J1 dip 0.05 0.01 0.4 -0.05 -0.84 

J2 dip 0.52 0.14 0.45 0.45 0.06 

J3 dip 0.23 0.2 0.37 0.2 0.09 

J4 dip -0.22 0.37 0.24 0.15 -0.01 

J1 length 0.49 -0.19 0.1 0.29 0.26 

J2 length 0.9 0 0.31 0.64 0.43 

J3 length 0.8 0.02 0.12 0.53 0.29 

J4 length 0.21 0.58 0.18 0.2 -0.05 

J1 midpoint x 0.85 -0.1 0.24 0.62 0.52 

J2 midpoint x 0.52 0.18 0.41 0.63 0.32 

J3 midpoint x -0.76 -0.15 -0.44 -0.52 -0.04 

J4 midpoint x -0.28 -0.4 -0.03 -0.07 0.05 
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Table B- 5: SfM photogrammetry vs tape measurement. Correlation matrix of geometrical properties with joint 

forces at each hinge formation.  

 

  

J1 midpoint z -0.43 0.03 -0.04 -0.48 -0.47 

J2 midpoint z 0.48 -0.13 -0.17 0.36 0.74 

J3 midpoint z 0.01 0.21 0.38 0.14 0.15 

J4 midpoint z -0.05 -0.48 -0.35 -0.25 0.01 

B1 volume -0.22 -0.03 0.27 0.37 -0.22 

B2 volume  0.27 0.13 0.45 0.57 0.27 

B3 volume -0.34 0.21 -0.23 -0.08 -0.34 

B1 centroid x 0.27 -0.03 0.39 0.62 0.27 

B2 centroid x 0.35 0.05 0.32 0.62 0.35 

B3 centroid x 0.08 0.52 0.3 0.45 0.08 

B1 centroid z 0.4 -0.04 0.32 0.62 0.4 

B2 centroid z -0.21 -0.07 -0.37 -0.59 -0.21 

B3 centroid z -0.26 -0.34 -0.32 -0.56 -0.26 

Correlation 

coefficient of 

uncertainty 

1st hinge formation 2nd hinge formation 3rd hinge formation 4th hinge formation 

 F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  

J1 dip 0.12 0.33 0.24 -0.02 0.13 0.33 0.24 0.01 0.16 0.33 0.24 0.04 0.06 0.26 0.19 0 

J2 dip 0.33 0.59 0.2 0.03 0.34 0.59 0.2 0.03 0.33 0.59 0.2 0.04 0.29 0.69 0.37 0.03 

J3 dip -0.38 0.2 0.41 0.17 -0.38 0.2 0.41 0.15 -0.34 0.21 0.41 0.14 -0.2 0.16 0.45 0.27 

J4 dip 0.09 0.17 0.08 0.56 0.08 0.18 0.08 0.56 0.07 0.17 0.08 0.57 0.11 0.1 0.2 0.63 

J1 length -0.29 -0.19 0.01 0.01 -0.28 -0.2 0.01 0 -0.31 -0.21 0.01 -0.02 -0.32 -0.03 0.03 0 

J2 length -0.4 0.16 0.49 0.24 -0.39 0.16 0.49 0.2 -0.42 0.15 0.49 0.17 -0.35 0.19 0.52 0.19 

J3 length -0.52 -0.04 0.17 0.12 -0.51 -0.04 0.17 0.09 -0.53 -0.05 0.17 0.05 -0.32 0.02 0.23 0.15 

J4 length 0.09 0.1 -0.08 0.68 0.11 0.1 -0.08 0.67 0.12 0.1 -0.08 0.68 0.31 -0.05 -0.11 0.75 

J1 midpoint x -0.48 0.04 0.43 0.03 -0.48 0.04 0.43 -0.01 -0.51 0.03 0.43 -0.05 -0.39 0.15 0.53 0 

J2 midpoint x 0.17 0.51 0.27 0.07 0.17 0.52 0.27 0.06 0.15 0.51 0.27 0.05 0.23 0.63 0.45 0.05 

J3 midpoint x 0.29 -0.24 -0.51 -0.22 0.29 -0.25 -0.51 -0.2 0.29 -0.24 -0.51 -0.17 0.22 -0.29 -0.63 -0.18 

J4 midpoint x 0 0.06 0.07 -0.43 -0.03 0.06 0.07 -0.43 -0.05 0.06 0.07 -0.42 -0.25 0.06 0.2 -0.46 

J1 midpoint z 0.62 0.03 -0.28 -0.03 0.62 0.03 -0.28 0.01 0.65 0.04 -0.28 0.05 0.51 0.15 -0.35 0 

J2 midpoint z -0.36 -0.08 -0.1 0.17 -0.36 -0.09 -0.1 0.14 -0.4 -0.1 -0.1 0.09 -0.3 -0.06 -0.01 0.13 

J3 midpoint z 0.31 0.29 0.64 0.03 0.31 0.3 0.64 0.04 0.31 0.3 0.64 0.04 0.29 0.37 0.7 -0.03 

J4 midpoint z -0.18 -0.3 0.09 -0.47 -0.18 -0.31 0.09 -0.47 -0.18 -0.31 0.09 -0.48 -0.17 -0.03 -0.08 -0.52 

B1 volume -0.56 0.19 0.43 0.1 -0.56 0.18 0.43 0.08 -0.56 0.18 0.43 0.06 -0.45 -0.01 0.42 0.07 

B2 volume  -0.16 0.26 0.64 0.11 -0.15 0.27 0.64 0.09 -0.16 0.27 0.64 0.07 -0.06 0.35 0.7 0.1 

B3 volume -0.06 -0.1 -0.44 0.53 -0.04 -0.11 -0.44 0.53 -0.03 -0.11 -0.44 0.54 -0.03 -0.23 -0.49 0.54 

B1 centroid x -0.38 0.21 0.54 0.15 -0.38 0.21 0.54 0.12 -0.4 0.2 0.54 0.09 -0.33 0.26 0.59 0.11 

B2 centroid x -0.43 0.14 0.46 0.2 -0.42 0.14 0.46 0.17 -0.44 0.13 0.46 0.13 -0.31 0.18 0.52 0.18 

B3 centroid x -0.15 0.14 0.14 0.66 -0.13 0.14 0.14 0.64 -0.13 0.14 0.14 0.63 0.08 0.06 0.18 0.71 

B1 centroid z -0.38 0.16 0.5 0.11 -0.37 0.16 0.5 0.08 -0.39 0.16 0.5 0.04 -0.3 0.25 0.58 0.08 

B2 centroid z 0.37 -0.18 -0.47 -0.2 0.37 -0.18 -0.47 -0.17 0.38 -0.18 -0.47 -0.14 0.28 -0.23 -0.54 -0.18 

B3 centroid z 0.35 -0.09 -0.28 -0.43 0.34 -0.1 -0.28 -0.4 0.34 -0.09 -0.28 -0.37 0.06 -0.09 -0.34 -0.5 



 

256 

 

B.2 A novel approach for the semi-automated numerical modelling of regular masonry 

“semi-automated Image2DEM”  

Table B- 6: manual CAD-based vs IPT-based block segmentation. Geometric differences (𝑁𝑈). 

Table B- 7: manual CAD-based vs IPT-based block segmentation. Stiffness at 1st hinge formation and load 

multipliers at each hinge formation differences (𝑁𝑈). 

Table B- 8: manual CAD-based vs IPT-based block segmentation. Internal force differences between geometric 

models (𝑁𝑈). 

Table B- 9: manual CAD-based vs IPT-based block segmentation. Correlation matrix of geometrical properties with 

stiffness at 1st hinge formation and load multipliers at each hinge formation. 

Aspect Joint dip  Joint midp. x  Joint midp. z  Joint length Block volume  Block centr. x Block centr. z  

Average 0 2 3 4 0 0 0 

Minimum error  -1 0 0 1 0 0 0 

Maximum error 4 4 4 7 0 0 0 

Standard 

deviation  

1 1 1 2 0 0 0 

Aspect Serviceability limit states Ultimate 

limit states  Stiffness λh1  λh2  λh3  λh4  
Average 11 0 0 0 -1 

Minimum error  -3 -2 -2 -1 -8 

Maximum error  26 2 1 1 2 

Standard deviation 8 1 1 1 3 

Aspect 1st hinge formation 2nd hinge formation 3rd hinge formation 4th hinge formation 

 F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  

Average 10 4 2 4 10 4 2 4 9 3 2 4 9 3 2 4 

Minimum error  -11 -4 -3 2 -11 -4 -3 1 -11 -4 -3 2 -11 -4 -3 2 

Maximum error  70 40 12 14 70 34 12 14 63 18 12 14 63 18 12 14 

Standard deviation 17 8 3 3 17 7 3 3 16 4 3 3 16 4 3 3 

Correlation coefficient of 

uncertainty 
Stiffness λh1  λh2  λh3  λh4  

J1 dip 0.13 0.32 0.27 -0.11 -0.92 

J2 dip -0.42 -0.07 -0.28 0.06 0.42 

J3 dip 0.06 0.02 -0.22 -0.14 0.39 

J4 dip 0.05 -0.23 -0.69 0.11 0.13 

J1 length 0.75 0.48 0.18 0.29 -0.77 

J2 length 0.88 0.57 0.21 0.28 -0.48 

J3 length 0.76 0.5 0.2 0.21 -0.67 

J4 length 0.01 0.48 0.55 -0.45 -0.06 

J1 midpoint x 0.89 0.51 0.1 0.41 -0.47 

J2 midpoint x 0.83 0.65 0.28 0.3 -0.26 

J3 midpoint x -0.69 -0.53 -0.21 -0.21 0.73 

J4 midpoint x -0.05 -0.5 -0.37 0.5 0.01 

J1 midpoint z 0.75 0.44 0.06 0.38 -0.21 
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Table B- 10. manual CAD-based vs IPT-based block segmentation. Correlation matrix of geometrical properties 

with joint forces at each hinge formation.  

 

J2 midpoint z -0.73 -0.64 -0.33 -0.26 0.19 

J3 midpoint z 0.57 0.5 -0.01 0.03 -0.44 

J4 midpoint z -0.1 -0.27 0.28 0.38 -0.11 

B1 volume -0.46 0.59 0.25 0.36 -0.46 

B2 volume  -0.27 0.23 0.08 0.2 -0.27 

B3 volume 0.21 -0.39 -0.18 -0.06 0.21 

B1 centroid x 0.09 0.35 0 0.44 0.09 

B2 centroid x -0.19 0.55 0.14 0.28 -0.19 

B3 centroid x 0.13 -0.48 -0.12 -0.27 0.13 

B1 centroid z 0.13 -0.41 -0.06 -0.31 0.13 

B2 centroid z 0.24 -0.5 -0.07 -0.18 0.24 

B3 centroid z -0.25 0.5 0.15 0.12 -0.25 

Correlation 

coefficient of 

uncertainty 

1st hinge formation 2nd hinge formation 3rd hinge formation 4th hinge formation 

 F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  F1
n  F2

n  F3
n  F4

n  

J1 dip 0.87 0.47 0.2 0.27 0.87 0.47 0.2 0.27 0.87 0.47 0.2 0.27 0.87 0.47 0.2 0.27 

J2 dip -0.21 -0.32 -0.26 -0.16 -0.21 -0.32 -0.26 -0.16 -0.21 -0.32 -0.26 -0.16 -0.21 -0.32 -0.26 -0.16 

J3 dip -0.31 -0.14 0.11 0.08 -0.31 -0.14 0.11 0.08 -0.31 -0.14 0.11 0.08 -0.31 -0.14 0.11 0.08 

J4 dip 0.13 0.4 0.3 -0.01 0.13 0.4 0.3 -0.01 0.13 0.4 0.3 -0.01 0.13 0.4 0.3 -0.01 

J1 length 0.41 0.24 0.22 0.25 0.41 0.24 0.22 0.25 0.41 0.24 0.22 0.25 0.41 0.24 0.22 0.25 

J2 length 0.09 0.03 0.17 0.29 0.09 0.03 0.17 0.29 0.09 0.03 0.17 0.29 0.09 0.03 0.17 0.29 

J3 length 0.26 0.09 0.12 0.25 0.26 0.09 0.12 0.25 0.26 0.09 0.12 0.25 0.26 0.09 0.12 0.25 

J4 length -0.14 -0.24 -0.27 0.32 -0.14 -0.24 -0.27 0.32 -0.14 -0.24 -0.27 0.32 -0.14 -0.24 -0.27 0.32 

J1 midpoint x 0.01 0 0.13 0.17 0.01 0 0.13 0.17 0.01 0 0.13 0.17 0.01 0 0.13 0.17 

J2 midpoint x -0.16 -0.15 0.05 0.2 -0.16 -0.15 0.05 0.2 -0.16 -0.15 0.05 0.2 -0.16 -0.15 0.05 0.2 

J3 midpoint x -0.32 -0.09 -0.05 -0.22 -0.32 -0.09 -0.05 -0.22 -0.32 -0.09 -0.05 -0.22 -0.32 -0.09 -0.05 -0.22 

J4 midpoint x 0.09 0.14 0.25 -0.45 0.09 0.14 0.25 -0.45 0.09 0.14 0.25 -0.45 0.09 0.14 0.25 -0.45 

J1 midpoint z -0.27 -0.08 0.06 0.12 -0.27 -0.08 0.06 0.12 -0.27 -0.08 0.06 0.12 -0.27 -0.08 0.06 0.12 

J2 midpoint z 0.2 0.18 -0.02 -0.15 0.2 0.18 -0.02 -0.15 0.2 0.18 -0.02 -0.15 0.2 0.18 -0.02 -0.15 

J3 midpoint z 0.15 0 0.15 0.21 0.15 0 0.15 0.21 0.15 0 0.15 0.21 0.15 0 0.15 0.21 

J4 midpoint z -0.03 -0.21 0.01 -0.45 -0.03 -0.21 0.01 -0.45 -0.03 -0.21 0.01 -0.45 -0.03 -0.21 0.01 -0.45 

B1 volume 0.04 -0.02 0.14 0.2 0.04 -0.02 0.14 0.2 0.04 -0.02 0.14 0.2 0.04 -0.02 0.14 0.2 

B2 volume  0.14 -0.05 -0.45 0.06 0.14 -0.05 -0.45 0.06 0.14 -0.05 -0.45 0.06 0.14 -0.05 -0.45 0.06 

B3 volume 0 0.15 0.45 -0.03 0 0.15 0.45 -0.03 0 0.15 0.45 -0.03 0 0.15 0.45 -0.03 

B1 centroid x -0.53 -0.26 0.03 0.06 -0.53 -0.26 0.03 0.06 -0.53 -0.26 0.03 0.06 -0.53 -0.26 0.03 0.06 

B2 centroid x -0.17 -0.11 -0.07 0.34 -0.17 -0.11 -0.07 0.34 -0.17 -0.11 -0.07 0.34 -0.17 -0.11 -0.07 0.34 

B3 centroid x 0.14 0.07 0.03 -0.34 0.14 0.07 0.03 -0.34 0.14 0.07 0.03 -0.34 0.14 0.07 0.03 -0.34 

B1 centroid z 0.27 0.11 -0.11 -0.22 0.27 0.11 -0.11 -0.22 0.27 0.11 -0.11 -0.22 0.27 0.11 -0.11 -0.22 

B2 centroid z 0.1 0.07 -0.09 -0.32 0.1 0.07 -0.09 -0.32 0.1 0.07 -0.09 -0.32 0.1 0.07 -0.09 -0.32 

B3 centroid z -0.04 -0.03 0.13 0.32 -0.04 -0.03 0.13 0.32 -0.04 -0.03 0.13 0.32 -0.04 -0.03 0.13 0.32 
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