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Polyoxometalates (POMs) are very appealing compounds as these tran-
sition metal oxide nanoclusters exhibit the ability to store multiple electrons
in a reversible manner. Recently, POM-based energy storage devices, like re-
dox flow batteries (RFBs) and alkali-ion batteries, have been extensively em-
ployed, since they meet equally the need of higher energy demand and low
impact on the environment. However, POM-based technologies are still at
early stage of development, mostly because of the difficulties to understand
POM electronic behaviour.

In this PhD thesis, it has been presented a theoretical study of POMs in
different environments in order to understand the basic mechanisms behind
their behaviour. In the first part, a general overview of electronic structures
of POMs is given. Furthermore, the advantages and limits of POM-based
batteries are discussed in detail. In Chapter 2 the state-of-the-art theoretical
approaches used to study POMs are discussed, in particular, strong empha-
sis is given to the density functional theory (DFT), and both classical and
quantum molecular dynamics (MD). In the third Chapter, the redox prop-
erties of POMs are investigated by means of simulations in an implicit and
explicit environment. The implicit solvation is semiquantitative, and uncer-
tainties arise due to the limit of the model. Quantum MD simulations reveal
that an explicit environment can improve the calculated redox potentials of
POMs, providing useful insights into their molecular nature. A spectroscopic
study of x-ray absorption near-edge spectra (XANES) and extended x-ray ab-
sorption fine structure (EXAFS) is presented in Chapter 4. These techniques
alongside with first-principles calculations have shown to be powerful tools
to unveil the structure-property relationships of super reduced POMs. Chap-
ter 5 is devoted to the study of self-assembly process of POMs. Classical
MD simulations show that a rich network of hydrogen bonds mediates the
POM-POM interaction, and their agglomeration strongly depends on total
charge. Furthermore, first-principles calculations illustrate the effect of POM
agglomeration on their redox potential, and catalytic efficiency towards the
hydrogen evolution reaction.

The results from this study show that it is now possible to adopt a range of
computational approaches to understand the properties of POMs in different
physical contexts. Specifically, the advantages and limits of DFT have been
highlighted when computing the redox potentials of POMs, showing that
further accuracy and insights into their electronic structure can be achieved
by explicitly including the solvent molecules. For instance, it has been shown
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that the POM ability to undergo multiple redox reductions is due to possibil-
ity of delocalizing further electron density over all metallic atoms, regardless
of the POM type. This behaviour is linked to their molecular structure, which
undergoes an elongation of metal-oxygens bond lengths and formation of
metal-metal bonds when further electrons are added to POMs. Furthermore,
the inclusion of an explicit environment was shown to be an important factor
to understand other properties of POMs, like the profile of their x-ray spectra
or the self-assembly process. In the first case, QM/MM calculations shows
that the polariazation of POM electron density returns more realistic molec-
ular structures with respect to static DFT calculations, thus influencing the
sensitivity of their simulated x-ray spectra. On the other hand, MD simula-
tions revealed that the dynamical behaviour of POMs and the formation of
long-lived agglomerates depends on several factors, like the total charge of
POM, its counter ions, and solvent.
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Chapter 1

Introduction

1.1 Introduction to Polyoxometalates

Polyoxometalates (POMs) are large molecular clusters with highly symmet-
ric structure. They are mostly composed of d0 early transition metals (V5+,
Mo6+, V6+, W6+) sharing oxo ligands. Typically, each metal occupies the cen-
ter of an ideal six-fold coordinated octahedral with the oxygens located at
vertices. In reality, the polyhedra points towards a more likely C4v symme-
try. Due to their ability to aggregate, POM molecular structures go from rel-
atively small nano-clusters containing up to hundreds of atoms to approach-
ing the size of small protein molecules. [10] Thanks to their high nuclear-
ity, POMs have been employed for many different applications, for exam-
ple, as biomedical materials or catalysts. [11] However, despite all the efforts,
the underlying mechanism of POM self-assembly is still poorly understood,
and the prediction of formation of specific species is usually only dictated by
their thermochemistry. [12] Experimental data illustrates that an initial step
involves the protonation of terminal M=O metal oxygen bonds of a six- or
four-fold transition metal complex, leading to the formation of a hydroxo
ligand, and thus to a more electrophilic metal. [13, 14] A theoretical study
revealed that the energy barrier for the conversion from hydrated tetrahe-
dral anions to a hydrated hexacoordinated species is almost negligible 1-10
kcal/mol. [15] The hydrated complex can then be attacked by an oxo ligand
of another oxometalate anion, followed by a condensation reaction. [13] This
process leads to the formation of a dinuclear species (Fig. 1.1.1), which can
undergo further oligo-condensations leading to larger molecular clusters.

One of the first attempts to elucidate the mechanism of formation of POMs
has been performed by the groups of Poblet and Cronin, who combined the-
oretical calculations and mass spectrometry experiments. [12,15] They postu-
late that, once dinuclear species are formed, successive steps of protonation
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Figure 1.1.1: Schematic representation of formation of POMs via self-
assembly process.

and water condensation with subsequent aggregation occur, with this last
step being the most exothermic. [12]

POMs can be mainly classified in two families depending on whether
an internal cation, or heteroatom (X), is present or not: (i) isopolyanions
(IPAs) with formula [MxOy]n− (M = metal) without heteroatom X and (ii)
heteropolyanions (HPAs) with formula [XzMxOy]n− (with heteroatom X = P,
Si, Al, B, z < x). A polyhedral representation of these species is illustrated in
Fig. 1.1.2.

The most representative of the IPAs is the Lindqvist anion, [M6O19]n−

with M = W, Mo, or Nb. These clusters are often structurally less stable
than their HPA counterparts, they show high basicity, which makes them
ideal building blocks to construct larger POMs. [16] As result of this, these
ions are often only stable in their protonated forms. Another interesting ap-
plication comes from substituting the hexamatelates with organic ligands,
[(M′L)xM6−xO19−y]n− (M′ 6= M), in order to form versatile POM-organic hy-
brids. [17] Hexavandates have been hardly isolated, [13] however, single-
addenda vanadates, like [V10O28]6− and [V12O32]4−, have been experimen-
tally studied. Their experimental importance is due to their ability to un-
dergo fast multiple redox reactions, and therefore, they could actually be
used as high-performing electrodes in ion batteries. [16] Some of these ap-
plications are discussed in more detail in the next section. From a theoretical
perspective, all Lindqvist ions share the same electronic distributions. Essen-
tially, the LUMO orbital of fully oxidized species consists of non-bonding p
orbitals and d orbitals. [18] The HOMO-LUMO gap is relatively large, which
confirms their structural stability. [14]

The ions of the HPA family are the Anderson, Keggin, Wells-Dawson,
and Preyssler species, with respectively formula [XM6O24]n−, [XM12O40]n−,
[X2M18O62]n−, and [X5M30O110]n− , (this latter is for phosphotungastates).
[14] The most representative ions are the Keggin and Wells-Dawson, which
have largely been employed in several fields due to their electronic properties
and molecular stability. Here, we give a brief description of their electronic
and molecular properties, while their relative applications are discussed in
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(a) (b)

(c) (d)

Figure 1.1.2: Illustration of (a) Lindqvist, (b) Keggin, (c) Wells-Dawson,
and (d) Preyssler polyoxometalates. The pink polyhedrals are around the
metallic atoms.

more detail in the next section.
Keggin compounds have an electronic structure similar to that of Lindqvist

compounds, i.e., the character of inner doubly occupied orbitals are exclu-
sively due to oxygens (often called oxo band), [14] whereas their frontier or-
bitals are a mix of metallic d orbitals and antibonding oxygen p orbitals (Fig-
ure 1.1.3). Thanks to this composition, the electron reductions occuring in the
metallic orbitals generate the typical blue color of reduced POMs. In contrast
to simple transition metal complexes, reduced POMs hardly show significant
change in their molecular structure, since the strong electron-electron repul-
sion is lessened by delocalising the electrons over all metallic centres. This
is particularly true for highly symmetric anions such as the Lindqvist and
Keggin ions. Indeed, for Keggin polyanions the HOMO and LUMO orbitals
are distributed over all metallic centres. As result, the Keggin ions are able to
undergo multiple redox reactions, since further addition of electrons would
be delocalised over the whole cluster or at least over a large part of it. The
HOMO-LUMO gap is large enough so that these ions are stable under dif-
ferent chemical conditions. Indeed, conversely to the IPAs, Keggin ions are
stable in solution in their dehydrated forms.

By rotating of 60° the [M3O10] triads, it is possible to obtain the five iso-
mers of Keggin anions: the α and β isomers contain zero and one rotated
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Figure 1.1.3: (a) Molecular orbital diagram of an idealised octahedral Keg-
gin ion. (b) HOMO and LUMO orbitals of Keggin [PMo12O40]3− ion.

triad respectively, while the γ, δ, and ε contain respectively two, three, and
four rotated triads. The α isomer is the most stable, and it is normally the only
species isolated experimentally. These observations were also supported by
theoretical results, which showed that the order stability is as follow: α >

β > γ > δ > ε. [19] This energetic trend is extremely important, since it re-
duces a lot the number of simulations to be performed when studying POMs.
Indeed, if any of the other isomers was as stable as the α one, a theoretical
chemist would always need to consider the role of this for any property un-
der study. For example, if one is interested in the computation of the redox
potentials of a Keggin ion, the reduction on the other isomers should be also
taken into account, doubling the number of calculations.

It is, however, worth mentioning that further reductions can change the
stability of isomers according to the elemental composition of the Keggin
type. [20] Poblet et al. showed that the β isomer of Keggin ions becomes
more stable with respect to the α one after the second and third reduction.
However, there are no further gain in stability for additional reductions.

In the Wells-Dawson anions, each metal atom possesses an idealised D3h

symmetry. There exist two different regions, namely, the equatorial region
(or belt region) formed by two rings containing 6 metal atoms each, and
the two cap regions, which have 3 metal atoms per cap. Both Keggin and
Wells-Dawson ions are structurally similar, however, their electronic struc-
tures differ slightly. For instance, in contrast to the Keggin-type [PW12O40]3−,
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where the HOMO and LUMO orbitals are distributed over all metals, re-
gardless of the redox state of the POM, the frontier orbitals of Wells-Dawson
[P2W18O62]6− anions tend to be more localized over only certain metal atoms.
This is a consequence of the presence of two different molecular regions, and
it can be distinguished by observing the location of frontier orbitals. In Wells-
Dawson types, the LUMO is mainly composed of dxy and dyz orbitals of the
equatorial metals, whose energy becomes similar to that of the orbitals on the
capping atoms when reducing the POM, and therefore, making the capping
orbitals more likely to be filled. [20]

The Wells-Dawson anion has six isomers that are obtained by rotating the
cap regions and keeping at the same time the belt regions eclipsed or stag-
gered. As for the Keggin ions, the most stable form is the α isomer, whereas
the remaining isomers are more difficult to synthesize. [21]

1.2 POM-based Technologies

In recent decades, there has been a growing interest in the development of
new forms of energy storage materials due to the increasing worldwide en-
ergy demand. It is nowadays commonly accepted that the conventional pro-
duction plants, such as those from fossil fuels or nuclear power plants, can
not longer be the main source of energy due to their large contribution to
the worldwide pollution and increasing temperature. In this regard, in the
Paris Agreement (2016), the biggest economies in the world agreed to stop
the future increase of world temperature below the 2 °C . To this end, eco-
nomical investments have been devolving to a larger distribution of renew-
able resources. Renewable energies, like solar and wind sources, have largely
been employed as alternatives to fossil fuels throughout the world, however,
their intermittent nature cannot always meet the actual energy demand. For
instance, both wind and solar power strongly depend on the weather or ge-
ographical position of where power plants are located. To smooth out such
intermittency, there has been an increasing interest in new form of low-cost
electrical energy storages (EESs). [1, 22]

The EESs should be able to have high energy density, and at the same
time provide a quick response according to the energy demand. They also
need to have long-cycle life, i.e., the discharge time needs to be as high as
possible (usually up to hours or even more). Another crucial aspect is the
safety of EESs. Indeed, EESs are devices with high energy density, and the
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breakdown of their components can lead to a rapid explosive discharge of
energy. [23]

Following these technical considerations, different technologies have been
proposed for both stationary or more target applications. Among all of them,
electrochemical storages and batteries are probably the most versatile EESs
to meet equally the need of high energy demand and having a low impact on
the environment. The main mechanism of such devices is to store electrical
current in chemical energy when it is not needed, and vice versa, convert this
latter in current on demand. In the following, two types of most promising
electrochemical EES devices are discussed.

1.2.1 Redox Flow Batteries

Redox Flow Batteries (RFBs) are rechargeable batteries that convert electri-
cal energy into chemical energy, and vice versa. A typical RFB is composed
of large tanks containing the liquid electrolytes. A flow from the tanks to
the electrodes permits the reduction (discharge) of the redox couples, while
the reverse process (charge) converts chemical energy into electrical current.
Thanks to such structural composition, it is possible to address separately
the energy density and power density variables. Indeed, for stationary ap-
plications, it is possible to increase the energy density of a RFB by simply
increasing the size of its tanks. [2]

(b)(a)

Figure 1.2.1: Schematic representation of (a) all-vanadium RFB and (b)
LIB. These images were taken from Ref. [1, 2]

Currently, the best performing RFB is the all-vanadium redox flow bat-
tery (VRFB). [1] The VRFB exploits the fact that the vanadium can go through
several oxidation states in a reversible manner without loosing the stability
of the cell, which permits the production of high energy density. The main
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drawback of the VRFB is the slow kinetics of V2+/V3+ and VO2+/VO+
2 cou-

ples, which limits the flowing current and therefore the power density of the
battery. [9]

Further challenge is the relatively low volumetric energy density com-
pared to lithium ion/polymer and lead-acid batteries. For example, com-
mercial VRFB systems feature an energy density of 25 Wh L−1, which is lower
than that of conventional storage technologies such as lead-acid (100 Wh L−1)
and lithium ion/polymer (100 Wh L−1). [2] Therefore, larger volumes of elec-
trolyte need to be used to make RFBs competitive in the field of batteries. [1,2]
Another important aspect is the price of vanadium, which is strongly depen-
dent on the amount of steel produced, and it is relatively high compared
to lead and lithium. A solution is to utilize organic charge-storage materi-
als, which have an important cost benefit over metal-based RFBs. Many or-
ganic redox couples have been presented in the recent years, among these,
the anthraquinone derivatives are probably the most studied, since these
compounds are also used as organic cathode materials for lithium-ion bat-
teries. [2, 24] One disadvantage of organic redox couples is their long-term
stability. In contrast to metals, which form stable ions, organic compounds
tend to undergo side reactions when they are either oxidized or reduced.
Furthermore, most studies of organic-based RFBs have been restricted to lab-
oratory, and insights into scale-up with larger cell areas are currently not
available. [9]
Besides increasing the size of tanks, and thus consuming larger volume of

electrolyte, higher energy density can be obtained by increasing the number
of electrons per molecule involved in the discharge/charge. On the other
hand, the power density depends on the rate at which the chemical energy
can be converted into electrical current, [2] and therefore, fast electron trans-
fers can push forward the current power density limits.

In this regard, POMs have gained great interest, since they can undergo
multiple electron reductions, and thus they could ideally give very high en-
ergy density. Recently, Pratt et al. developed a POM-based RFB, with a
three-substituted W-based Keggin ion ([SiW9W3O42]4−) as electrolyte, in both
aqueous and non-aqueous solvents. [25]. This system was demonstrated to
produce a small capacity (4 mA h) at a low POM concentration (20 mM). [25]
A higher capacity (13.4 A h L−1) was reached by using higher concentration
of [CoW12O40]−6 as anolyte and catholyte. Note that the relationship between
Wh and Ah per 1 L of solution is: Ah = Wh/V with V operating voltage of the
cell. So, the operating voltage of the cell, which mainly depends on the redox
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couples, must be mentioned when expressing the capacity of a cell. While
the [CoW12O40]6− was well suited as anolyte, since the the tungsten atoms
undergo four electrons reduction at an average potential of -0.1 V vs. SHE,
the cobalt heteroatom transfers only one electron at 1.1 V vs. SHE. There-
fore, to balance the charges in the two tanks the catholyte volume had to be
four times larger than the anolyte volume. [26] It is must be underlined that,
in contrast to the [SiW9W3O42]4−, this system exploits the reduction of the
internal cobalt heteroatom. However, both of these systems are symmetric
RFBs, i.e. the same POM is reduced (catholyte) and oxidized (anolyte) in two
separate tanks.

To overcome the limit of the performance of a symmetric RFB, and the
difficulty to prepare specific substituted POMs such that the number of elec-
trons during reduction and oxidation are the same, Jochen et al. developed an
asymmetric POM-based RFB composed of SiW12O40 (SiW12) as anolyte and
the PV14O42 (PV14) as catholyte. SiW12 is a typical Keggin ion, while PV14 is
a modified Keggin type with the addition of two VO units in the cap regions
of the POM. The vanadium atoms of these units are defined as cap atoms to
distinguish them by the remaining atoms. They showed that the SiW12 and
PV14 can be reduced by respectively four and seven electrons, thus producing
a high capacity of 10.7 A h L−1. The authors claimed that the actual number
of electrons used during battery operation is two and four for respectively
SiW12 and PV14. This restriction is due to the fact that the third redox wave
of SiW12 irreversibly modifies the electrode which leads to its decomposition
and catalysis of the hydrogen evolution reaction. On the other hand, the au-
thor highlighted the difficulty to individuate the exact number of electrons
for the PV14 reduction, despite four electrons were assigned. An important
aspect is that SiW12 undergoes simply electron reductions, while 51V NMR
specta revealed that the reduction of PV14 is coupled to proton transfers, and
therefore, it is pH dependent. The 51V NMR analysis gave further insights
into its electronic behaviour illustrating that both cap atoms and the remain-
ing twelve vanadium atoms take part in the reduction. [9]

In addition, it has been shown that the electron transfer rate is four times
faster than in the common VRFB. [9] This translates into the possibility to
have higher power density (150 mW cm−2) than commercial VRFB power
densities (60-100 mW cm−2). [9] Inspired by the above work of Jochen et
al., and its promising efficiency compared to earlier attempts of POM-based
RFBs, we decide to theoretically investigate the SiW12 and PV14 POMs in
order to understand their electrochemical behaviour, and where possible to
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provide general guidelines to predict their properties. This work is presented
in Chapter 3, and a brief description of its objectives and theoretical methods
are given in the next sections.

Another example of POM-based RFB was provided by Cronin et al., who
demonstrated that the Wells-Dawson [P2W18O62]6− (P2W18) is able to store
up to 18 protons and electrons in acidic aqueous solution, returning an en-
ergy density of 225 W h l−1. [27] They showed that this high energy density
is due to the synergistic combination of two factors: the lowering of the pH,
and the increase of POM concentration. At pH = 7, the redox peaks in the
cyclic voltammogram are simple one-electron reductions, whereas when the
pH is lowered to 4, the peaks below 0 V become two-electron processes. On
the other hand, the increase of POM concentration leads to the formation of
agglomerates, which would facilitate the acceptance of a high number elec-
trons in solution. Inspired by these two observations, the authors showed
that POMs can be reduced by 18 electrons (protons) by further lowering the
pH to 1, and increasing the concentration from 2 mM to 100 mM. Thus, the
authors believe that this system will be able to yield a flow battery with an
energy density breaking the 1,000 Wh l−1 barrier, potentially allowing elec-
tric vehicles to be powered by POMs. Moreover, this will lead to new flexi-
ble energy devices with the ability to switch between hydrogen or electrical
power. [27]

Although these POM-based switchable batteries possess a great poten-
tial, their basic mechanism is still not clear. For instance, at low pH and high
concentration the cyclic voltammogram (CV) of P2W18 shows a more com-
plex scenario, with multiple peaks which are not easily assigned to the 18
electrons transferred to POMs. In addition, it is not clear what factors would
be responsible for the aggregation process in solution. Therefore, the under-
standing of all these features would grant access to the modulation of POM
properties in solution for experimental applications. For this reason, we de-
cided to use theoretical chemistry to help determining the key factors that
influence the self-assembly process, and at same time to define the connec-
tion between the aggregation and POM electrochemistry. The results from
this study are presented in Chapter 5.

1.2.2 Alkali-ion Batteries

Since the discovery of intercalation compounds (LixMO2, M= Co, Ni), the
Lithium-ion batteries (LIBs) have become the champion of all batteries for
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portable devices, or vehicle applications. [1, 28] Thanks to their high energy
and power density, LIBs have indeed shaped the new technological era in
which we now live, and this is the reason why the Nobel committee assigned
the chemistry prize to J. Goodenough and colleagues. [29]

A typical LIB is shown in Fig. 1.2.1. During the discharge (charge) Li+

ions go from one host electrode to another and they are reduced (oxidized).
The electrolyte is usually a liquid containing Li salt, while the cathode and
the anode are respectively made by Li-intercalation compounds and graphite.
Here, we briefly mention some of the most commonly used LIB, and com-
ment their advantages and limits.

LiCoO2 (LCO) cathode has been the first and most successful battery of
layered transition metal oxides. Its structure consists of alternating layers
of Co and Li sites which form a hexagonal symmetry. [28] LCO is a attrac-
tive cathod material because of its high specific capacity of 274 mAh g−1,
high discharge voltage, and sufficiently good cycle life. [1] The main limits of
LCO batteries are their high cost, low thermal stability, and the fast decay of
capacity at high current rates. Their cost strongly depends on the Co prize,
which is quite expensive. The thermal instability refers to the release of oxy-
gen when the cathode is overheated, resulting in a runway reaction that can
lead to a fast explosion. This is the major concern for the application of LIBs
in hybrid or electric vehicles. For example, repeated events of fire on board
of aircrafts, caused by LIBs, resulted in the grounding of all Boeing 787. [30]
LiNiO2 (LNO) has the same structure of LCO and similar capacity, however,
the lower cost of the Ni compared to Co is the main driving force of LNO
batteries. [28] However, the efficiency of LNO cathodes is limited because
Ni2+ ions substitute the Li+ ions during the synthesis and delithiation pro-
cess, which results in a block of the Li+ diffusion. [28] It has been shown that
the thermal stability and electrochemical performance of LCO and LNO can
be improved by adding a small amount of Al. This lead to the construction
of the LiNi0.8Co0.15Al0.05O2 (NCA) cathodes which are currently employed
in the electrical vehicles of Tesla company. [28]

Other attractive alternatives to the common LIBs are the sulfur-based LIBs
(Li-S). In Li-S, the sulfur (S8) is reduced to produce lithium sulfide by accept-
ing the lithium ions and electrons at the positive electrode (anode). These
have an extremely high theoretical capacity of about 1675 mAh g −1 (almost
ten times the capacity of common LIBs), and a low cost due to the abun-
dance of sulfur sources. [28] However, the S-based cathodes suffer from low
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potential vs. Li/Li+, dissolution of intermediate reaction products (polysul-
fides) in electrolyte, and significant volume change, which might destroy the
electrical contacts in the battery. [28] To mitigate these effects, sulfur can be
encapsulated in a hollow structure with excess internal void space. Alterna-
tively, Li2S in combination with carbon can be utilized as anode, and since
the fully lithiated Li2S does not expand, no void spaces are necessary in the
battery. [28]

The safety of above LIBs is endangered by the use of the liquid electrolyte.
Recently, solid-state batteries (SSBs), which uses a solid-state electrolyte (SE),
are becoming the best option to satisfy the requirement for high energy den-
sity in a safer way. The cathode materials for SSBs are the same as those
currently employed in the commercial LIBs, for example, LCO, LNO and
NCA, since these reach high energy and power densities. [31] Several types
of SSBs exist, here, we only focus on some of the commercially used. Lithium
Superionic Conductors (LISICONs) was one of the first reported SSBs, with
chemical formula Li4±xSI1−xXO4 (X = P, Al, and Ge). [31] LISICONs are stable
with water and their thermal stability make them efficient at high tempera-
tures. The main drawback is associated to their low ionic conductivity at
room temperature, which however can be improved by a strategic substitu-
tion of the elements. [31] Common materials are also the perovskites ABO3

(A = Li, Ca, Sr, La, and B = Al, Ti). In these materials the Li ions hop from one
site to another through the face sharing dodecahedra. Their ionic conductiv-
ity depends on many factors, like the nature of ions, their size, and content
of vacancies. One of the most promising system is the LLTO (LixLayγTiO3,
with x and γ varying), which shows an high conductivity at room tempera-
ture owing to the large radius and higher valence of La. [32] Generally, the
low ionic conductivity is due to the change of composition of the interfacial
layer between the electrode and the solid electrolyte, representing one of the
big challenges associated to SSBs. [33] Other alternatives to LIBs have been
proposed, such as alloys, inter-metallic materials, or even Na-ion batteries
(NIBs). [1] These batteries are much cheaper than the expensive Lithium-
based materials but their performances are still too poor compared to LIBs.
However, it is worth noting that research on these alternatives lags behind
that of LIBs by about 15 years or more because of the interest in developing
only the more powerful LIBs.

As outlined in the previous sections, POM can undergo multiple electron
reductions, and therefore, they have become promising electrode active ma-
terials for supercapacitors, either LIB or NIB. [34–36] Recently, Yoshikawa et
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al. showed that a LIB using Keggin anions [PMo12O40]3− (PMo12) can achieve
a high capacity of about 270 mA h g−1, which is comparable or even higher
than that in common LIBs (for example the LCO and LNO). [8] This high ca-
pacity is due to the ability of the [PMo12O40]3− to be reduced by 24 e− in a
reversible manner, which translates into the reduction of each of the twelve
Mo atom from Mo6+ to Mo4+. In operando Mo K-edge extended x-ray ab-
sorption fine structure (EXAFS) and X-ray absorption near edge (XANES)
measurements on this POM molecular cluster battery (MCB) revealed that
the electronic rearrangements is followed by a simultaneous formation of
Mo-Mo bonds which go from 3.6 Å to 2.6 Å, and an elongation of Mo=O
bond lengths (from 1.6 Å to 2.0 Å), resulting in a slight shrinkage of PMo12

molecular size. To better understand the structural changes, Irle et al. per-
formed a theoretical study in which they showed that a linear relationship
exists between the number of Mo-Mo and the electrons transferred to the
POM. [37] In addition, their electronic analysis revealed the existence of a
three-center two-electron bond at the center of each triangular Mo site, and it
was found that Mo-Mo bonds mix with Mo-O antibonds, delocalizing elec-
trons partially away from the Mo atoms to the O atoms, which in turn more
likely interact with the Li+ ions.

However, in their work ,more than the formal number of Li+ were added
to the POM to properly observe twelve Mo-Mo bonds. This is due to the cur-
rent limits of many GGA functionals, which tend to overdelocalise electron
density, and therefore might fail to properly describe highly charged systems
like POMs. Furthermore, the POM-based battery of Yoshikawa et al. suffer
from poor capacity retention due to the structural instabilities of the fully re-
duced [PMo12O40]27− during the operating time of the batteries. [8] This sug-
gests that an explicit description of the solvent environment around them is
likely to be important to properly treat the highly anionic nature of POMs.
Therefore, in order to shed light on the key factors controlling the reduction
of PMo12, we performed a theoretical study, which is presented in Chapter
4. Furthermore, from this investigation, we expect to provide a theoretical
protocol that can be used to link the molecular and electronic properties of
any highly charged state of any POM type.

Currently, most of the studies focused on the modulation of POM-based
batteries to improve their energy density, while there has not been much ef-
fort to study the electron transfer rates, which are responsible for the power
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density of the battery. This is largely due to the high number of electrons in-
volved in the reactions that make difficult the computation of accurate elec-
tron transfer rates both experimentally and theoretically. [16] Although there
exist many possible theories, like the Marcus theory, the large number of
electrons require that all possible intermediate steps of the reduction must
be taken into account, which poses a strong barrier to the actual computa-
tion. [38] Alternatively, strong approximations must be taken to simplify the
redox scenario. A brief discussion of the key factors controlling the rates is
given in the next section. In this thesis, we did not focus on the investiga-
tion of the electron transfer rates, however, it will be worth mentioning few
experimental examples. Friedl et al. investigated the electron transfer rates
for a NIB using Lindqvist-type Na6[V10O28] as anode. Na6[V10O28] presents a
high capacity of 240 mA h g−1 with a capacity retention of 87%. [16] As for the
[PMo12O40]3−, the reason for such a high performance is due to the reduction
of POM by 10 electrons. By performing chronoamperometry experiments
they showed that the electron transfer rate is thirty times faster than in the
common olivine LiFePO4 batteries, [16] and therefore, a high power density
can be reached with this material.

1.3 Theoretical Overview

Theoretical studies of POMs started more than two decades ago, however,
as happened for many other compounds, the number of studies on POMs
started to grow exponentially with concomitant growth of applying compu-
tational chemistry to real physical problems and complex systems in the early
2000s.

In this section we present a brief summary of the current theoretical ap-
proaches to study the properties of POMs. In particular, we discuss the differ-
ences between several methods, and their limits when dealing with specific
arguments. In addition, we outline the current challenges that need to be
addressed to allow the use of more sophisticated methods, with particular
attention for large scale simulations.

1.3.1 Theoretical Approaches and Challenges in Modelling

POMs

The state-of-the-art approach in the modelling of POMs is density functional
theory (DFT). As for many other large systems, DFT is the most sensible
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choice because of its good accuracy and low computational cost. To give an
idea of the speed of DFT compared to wavefunction theories, we can analyse
how these theories scale with the number of atoms (N) under study, which
affects the computational time and its corresponding resources (memory and
number of processors). The scaling of DFT is generally governed by several
factors but it can be approximately estimated as ≈ N3. The origin of this
scaling with N has to do with the diagonalization of Kohn-Sham equations
(2.3.45), where the one-electron functions are expanded over a fixed basis set
of size, say Q. Typically, the size of the basis set Q is larger than the number
of electrons, and therefore the proper scaling is ≈ Q3. [39] In contrast, wave-
function methods typically scale with higher powers of N compared to the
DFT, for instance, coupled cluster single-double (CCSD), and coupled cluster
single-double-triple (CCSDT) scale respectively as ≈ N6 and ≈ N8. [39] The
problem associated with these scalings is particularly pronounced due to the
fact that, depending on the specific system under study, a very large basis
set must be used to obtain converged results. Therefore, the relatively low
scaling factor and the inclusion of nondynamical and dynamical correlation
effects (see 2.3) into the DFT functionals has made this theory the most re-
liable option to study both medium and large systems. On these grounds,
DFT is the only feasible option to study large systems like POMs, and this
has been used throughout.

As outlined in the text, the main drawback of DFT is the choice of the
exchange-correlation functional EDFTxc (xc functional). In practice, better re-
sults are generally obtained by including Hartree-Fock exchange in the EDFTxc ,
however, there is not a universal receipt about which EDFTxc would give the
best answer for a specific problem. The reason is due to the fact that the exact
form of the EDFTxc functional is not known yet, and therefore, approximations
must be used (see Section 2.3) This lead to the exploration and parametriza-
tion of different families of EDFTxc , which are not always valid for any type
of systems. Among these, pure GGAs and hybdrid-GGAs are the most com-
monly used functionals, thanks to their low computational cost and perfor-
mance. In this regard, both pure GGA and hybrid-GGA functionals return
good equilibrium geometries in most cases, showing very subtle differences.
However, care must be taken in some situations, such as for open-shell sys-
tems. In this latter case Buhl et al. showed that GGAs perform relatively
good for first-row transition metals, whereas a slight improvement is ob-
tained by hybrid-GGAs when going down the periodic table. [40, 41] In that
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work, they found that the for second- and third-row transition-metal com-
plexes, the standard deviation of optimized bond lengths decreases in the
following order of functionals: LSDA > BLYP > BP86 > B3LYP ≈ TPSSh >
PBE0. A reason of this improvement is due the inclusion of exact exchange
into the xc functionals, which should reduce in principle larger delocalisation
errors present in heavy atoms.

On the other hand, care must be taken when describing the electronic
structure of POMs. For example, for anions, the excess of electrons on local-
ized or strong donor sites can lead to a wrong evaluation of electron affinity
(EA) and frontier orbitals due to a strong self-interaction error (SIE). Indeed,
a net negative charge gives a large upward bump in the Kohn-Sham potential
so that the last electron of the compound is completely unbound. [42] One of
the reason of the large SIE is due to the behaviour of the Kohn-Sham po-
tential at large distances. The Kohn-Sham potential is written as the sum of
three contributions: the external, the Coulomb, and the exchange-correlation
(EDFTxc ) potential (Eq. 2.3.43). Far from a nucleus, the Coulomb potential de-
cays as N/r, where N is the number of electrons, and therefore, the exact
Kohn-Sham potential should decay as -1/r. For a neutral atom, N equals
the atomic number Z, and the Kohn-Sham potential approaches -1/r exactly.
However, almost all local and gradient-corrected functional approximations
to EDFTxc decay incorrectly at large distances, typically exponentially. This has
a small effect on the electron density, but might lead to a very wrong de-
scription of HOMO and LUMO orbitals, with errors in the range of several
eV. [43,44] This effect is particularly evident for localized anionic or strongly
electron donating sites. [43] As result, the EA, HOMO and LUMO energies
turn out to be dependent on the type of EDFTxc used. [43, 44] There is no gen-
eral rule other than assessing the goodness of xc-functionals by testing it, but
two cases are indicators of EDFTxc limits. The presence of a positive HOMO
indicates that the xc-functional is not correct to describe it, and/or a virtual
orbital has a lower energy than the HOMO, which indicates that a lower en-
ergy solution to the SCF problem exists. [44] However, Burke et al. showed
that even if the FMOs are ill-described, it does not necessarily mean that the
total energy of the system is wrong. [43]

Returning to POMs, since these are normally barely charged molecules, it
means that large deviations can be obtained in the description of both HOMO
and LUMO orbitals. In this regard, most of the early and even recent calcu-
lations on POMs were performed on barely charged states. These works in-
directly established the influence of EDFTxc on the HOMO/LUMO orbitals by
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computing the redox potentials of POMs, rather than focusing on the direct
values of their frontier orbitals. [11, 20] For instance, for a singly-substituted
Wells-Dawson ion, Poblet et al. showed that GGA functionals put an extra
electron over the belt region instead of correctly localizing it in the cap re-
gion. [45] This aspect influences not only the HOMO and LUMO position
(energy) but also their computed redox potentials. Further tests with hybrid-
GGAs revealed that the inclusion of 20 % exact exchange (B3LYP functional)
gives the best results in comparison to the experimental data. A practical so-
lution to overcome a large SIE is to add enough counter ions such that the full
system (POM plus the counter ions) is neutral. In this direction, Kremleva
et al. presented theoretical studies on a tri-Mn-substituted W-based Keggin
ion, which was recently employed in an aqueous RFB. [46, 47], with the ex-
plicit addition of enough counter ions (Li+) such that each final system was
neutral. However, even in that work, significant deviations were found for
neutral POMs [48] due to large (de)localization errors.

Alongside the use of an accurate xc-functional, the choice of the basis set
(BS) is important. The double-zeta atomic BSs suffices to reproduce good
POM geometries, however, at least a triple-zeta BS must be used if other spe-
cific properties, such orbitals or thermochemistry, are investigated. [45, 48]
Unfortunately, since the large molecular size of POMs, larger BSs than triple-
zeta turn out to be prohibitive for specific simulations, such as in ab initio
molecular dynamics (AIMD) calculations. Another crucial element to effec-
tively describe both electronic and redox properties of POMs is the inclusion
of solvent effects. [49] This can be done in two ways: using an implicit, or ex-
plicit solvation model. The first type is easily done by any modern quantum
chemistry codes, which treats the solvent as continuum dieletric (COSMO,
CPCM, or SMD) which accounts for the polarization effects between the
POM electron density and the solvent. Lopez et al. illustrated that the inclu-
sion of an implicit solvent slightly improves the computed geometries, while
it has largely positive effect on the electron density. [14] Indeed, non-bulk
and bulk interactions between the POM electron density and the electrostatic
potential, generated by the solvent, improves the realistic description of the
density itself. A more detailed discussion of this is given in Section 2.7. A
clear example of the importance of the solvent is illustrated by the proto-
nated forms of W-based Keggin ions. Gas-phase calculations suggest that
the protons would preferentially bind the terminal oxygens rather than the
bridging oxygens. However, the inclusion of the implicit solvation in the
same calculations reverse the gas-phase results, indicating that the bridging
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oxygens are more basic than the terminal ones. [14]
The other alternative to include the solvent effect is offered by molecular

dynamics (MD) simulations. Several authors reported classical MD studies
of POMs to study the effect of an explicit environment on their molecular as
well as electronic properties. [14, 50–52] The MD results gives important in-
sights into the understanding of POM aggregation process. A general trend
is that the higher is the POM charge, the higher is the POM solvation, and
therefore less aggregation is observed. [51,53] One of the major issue for these
simulations is given by the definition of a general force field (FF) for POMs.
MD runs are often applied to (bio)organic systems, whose FFs were the first
to be developed. Unfortunately, the development of FFs for even simple in-
organic systems is quite difficult, since the large number of oxidation states
that these compounds can reach. In this regard, several authors have at-
tempted to generate common FFs that works for Keggin-type POMs, [54–56]
however, in most cases these FFs are not free-access or not implemented in
common MD packages, and therefore, an ad-hoc FF development remains
still the first valid option to simulate POMs dynamics. Another important is-
sue is represented by the large number of local-minimum energy states. For
example, during a canonical ensemble simulation our system can get trapped
in one of these minima, and it will never reach the final conformation. The
transfer from one conformation to another (rare event) can be elegantly solved
by using the so-called enhanced or bias sampling techniques. One of these tech-
niques is the umbrella sampling. Umbrella sampling yields a set of biased
probability distributions, and to generate the free energy profile for the entire
pathway, the results of the various windows are combined and unbiased. [7]
This approach was, for instance, used by Parrinello et al. to investigate the
influence of the distal pocket conformation on the structure and vibrations of
the heme-CO bond in myoglobin. [57] They showed that, since the CO stretch
frequency and the strength of heme-CO interaction depends on the orienta-
tion and tautomerization state of an hystidine residue of the heme, a biased
approach is necessary to allow a correct description of heme-CO system. [57]

More accurate methods such as quantum mechanical/molecular mechan-
ics (QM/MM) or AIMD can be used to study POMs in solution. [47, 48] In
these simulations, the evaluation of forces and energy is usually the bottle-
neck of the runs. For example, in QM/MM simulations only the POM and/or
the counter ions are included in the QM region in order to have good accu-
racy in the little times. This choice is justified by the fact that many of the
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interesting properties of POMs are extrapolated from their electron density,
and therefore, if this latter is well described, we could expect to obtain ac-
curate results. This means that all we need is to treat the POM quantum
mechanically, while the solvent molecules are modelled by classical mechan-
ics. If this is not sufficient, then the scenario becomes more complex because
of the difficulty to reach converged results when including solvent molecules
in the QM region. Therefore, further convergence tests must be performed
to account for not only the correct types of solvation but also for the correct
molecular shape of POMs.

In addition, a proper embedding approach that accounts for QM-MM in-
teraction needs to be used: an electrostatic embedding works well for most
common applications. [48] In contrast, for AIMD simulations the full system
must be treated quantum mechanically, and its application to POMs is cur-
rently limited to the use of few solvent molecules because of the already large
POMs size.

It must be mentioned that ab initio wavefunction methods, such as com-
plete active space self consistent field (CASSCF) or complete active space
second-order perturbation theory, (CASPT2) have been also applied to POMs.
[58] Despite their computational cost, these methods can provide better ac-
curacy due to the fact that correlation effects are not approximated but these
are already included in the theories.

1.4 Thesis Outline

In the previous sections, we outlined the continuing great interest in the de-
velopment of POM-based technologies due to their extraordinary electronic
properties. However, these technologies are still at an early stage, mostly be-
cause of the difficulties to understand POM electronic behaviour. Therefore,
further improvements are needed to make them competitive with respect to
the modern commercial energy devices.

Computational chemistry offers a way to understand and tackle the com-
mon challenges in any real-world system. Motivated by the urge of solving
the current POM-related questions, in this PhD thesis, we present theoretical
studies of POMs in different environments in order to understand the basic
mechanisms behind their behaviour, and where possible to offer a guideline
to systematically improve POM-based devices.

In the previous section, a brief introduction to the current theoretical meth-
ods employed to study POMs has been given. A more detailed discussion of
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such approaches is given in Chapter 2. There, the advantages and limits of
theoretical methods can be grasped when dealing with large systems like
POMs.

In Chapter 3, we study two POMs, i.e. SiW12 and PV14. As previously
mentioned, these two POMs have been used in asymmetric RFBs. [9] The
ability of these two POMs to undergo multiple reduction allows the battery
to reach high capacity in a reversible way, and therefore, make the POM-
based RFB very competitive compared to the commercially used LIBs. How-
ever, while the number of electrons involved in the reduction of SiW12 is
known with certainty, it is not clear how many electrons are involved in the
reduction of PV14. Their number is important, because they are related to
their corresponding redox potentials, and thus to the operating voltage of
the battery.

To this end, we investigate the redox properties of POMs by computing
their redox potentials in two ways: (i) using an implicit solvent model, and
(ii) explicit solvation. We show that the deviations of redox potentials are
within the uncertainties predicted by the implicit model. Further improve-
ment can be obtained by an explicit solvation, however, large deviations are
observed when a large number of electrons are involved in the reduction pro-
cess. Jochen et al. did not investigate the evolution of the molecular structure
of POMs at high charge states. This is extremely important, because it al-
lows to understand the connection between their structure and electrochem-
istry. The explicit treatment of the solvent offers a way to understand the
effect of the solvent molecules on POM molecular geometry and on the en-
ergy required for the reductions. Our simulations show that the structure of
SiW12 is not affected by the two-electron reduction, whereas the PV14 geom-
etry undergoes a change after the simultaneous four proton-coupled electron
transfer.

In Chapter 4, we discuss the electronic properties of the super-reduced
phosphomolybdate PMo12

3−. This has shown to give the highest capac-
ity ever measured for a POM-based battery. [8] Despite this, it is not clear
what molecular factors control the super reduction. Therefore, we inves-
tigated the structures of POM at low and high charge state by performing
both static DFT and QM/MM simulations. Our results confirm the forma-
tion of metal-metal bonds in the fully reduced state, however, in contrast to
previous findings, [37] these latter do not increase linearly with number of
electrons transferred to the POM. Furthermore, a good agreement between
experimental findings and x-ray spectroscopy simulations, namely XANES
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and EXAFS simulations, illustrates that it is possible to grasp the subtle struc-
tural changes of POMs from these simulations. For example, these show that
the reduction of PMo12

3− by 24 e− occurs in a stepwise way.
Chapter 5 is devoted to investigate the self-assembly process of Wells-

Dawson type P2W18, which was recently employed in a POM-based RFB
by Cronin et al. We show that POM agglomeration strongly depends on
their total charge, namely, inorganic micro-phases are formed at low charge,
whereas the solvation increases as the POM charge increases. This study also
highlights the importance of a rich network of hydrogen bonds, which medi-
ate the POM-POM interaction. In addition, first-principles results illustrate
the effect of POM agglomeration on their redox potential, and catalytic effi-
ciency towards the hydrogen evolution reaction.

Concluding remarks and an outlook on future studies are presented in the
last Chapter. In the first part, final outcomes obtained in the previous chap-
ters are linked together, giving a clearer picture of the whole thesis work. In
doing so, we hope that the reader might gain a better understanding of what
approaches best describe the properties of POMs according to the desired
functionality. Furthermore, we give a summary discussion of the future sim-
ulations to be performed in order to further expand the analysis of different
POM types as well as to overcome the current limits of the used approaches.
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Chapter 2

Theory and Methodology

2.1 The Many-body Problem

The motion of a system of N particles (N-body) in quantum mechanics is
obtained by solving the time-dependent non-relativistic Schrödinger equation
(SE). However, in most quantum mechanical applications, one is interested in
the electronic structure of atoms and molecules without taking into account
their time dependence. In these cases, the time variable is neglected, and the
SE can be simply expressed as

Ĥψ = Eψ (2.1.1)

where E is the total energy of the system, ψ = ψ(x1, x2, ..., xn), (x stands for
both 3N spatial and N spin coordinates) is the wavefunction. The Ĥ is the
Hamiltonian operator, whose expression is the following
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Here, the first and second term represent respectively the kinetic energy of
the N electrons and M nuclei. The third and fourth terms are respectively the
electron-electron repulsive potential and attractive potential between elec-
tron and nuclei, while the last term indicates the repulsive interactions be-
tween nuclei. Note that atomic units are used throughout the thesis.

The SE can be further simplified if we distinguish the electron motion
from those of the nuclei. The mass of the lightest nuclei, i.e., of the pro-
ton, is thousand times heavier than the electron mass, therefore, the electron
moves much faster than the nuclei, and the first ones see these latter as if they
were fixed in the space. This assumption is the basis of the famous Born-
Oppenheimer (BO) approximation. The two motions can then be separated,



22 Chapter 2. Theory and Methodology

and Eq. 2.1.2 is reduced to the electronic Hamiltonian
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= T̂ + V̂ne + V̂ee .

(2.1.3)

The nuclear-electron term (V̂ne) is often called external potential as we shall
see later. The wavefunction ψ is not an observable, but its physical inter-
pretation can be understood by the Born interpretation, which states that its
square |φ|2 gives the probability of finding a particle at given place (or hav-
ing a specific momentum). The wavefunction must respect some boundary
conditions, such as being well-behaved everywhere, i.e, it is single-valued,
continuous, and finite. This last condition is enforced by requiring that the
wavefunctions are orthonormal 〈ψi|ψj〉 = δij . In addition, the wavefunctions
are antisymmetric, since electrons are fermions. This means that the inter-
change of two coordinates leads to a change of sign of the wavefunction

ψ(x1, x2, ..., xn) = −ψ(x2, x1, ..., xn) . (2.1.4)

For any observable A, its expectation values is given by

〈Â〉 =
〈ψ|Â|ψ〉
〈ψ|ψ〉

(2.1.5)

So, for example, if the ψ is normalized, the kinetic and potential energy can
be measured as

T [ψ] = 〈T̂ 〉 =

∫
ψ∗T̂ψdx , V [ψ] = 〈V̂ 〉 =

∫
ψ∗V̂ ψdx (2.1.6)

where the square brackets indicates that theψ determines the T and V, namely,
we say that T [ψ] and V [ψ] are functionals of ψ. In contrast to the concept of
function, which relates a number to another number, a functional maps a
function into a number.

The access to the total energy can then be obtained by the variational prin-
ciple, which states that the total energy, computed via Eq. 2.1.5, is an upper
bound of the real energy of the ground state

〈ψ|Ê|ψ〉
〈ψ|ψ〉

= E[ψ] ≥ E0 . (2.1.7)
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Eq. 2.1.7 is central in the solution of the electronic problem, indeed, it ele-
gantly offers a strategy to obtain the ground state energy: the E[ψ] functional
needs to be minimized with respect to all possible N-electron wave functions

E0 = min
ψ
E[ψ] = min

ψ
〈ψ|T̂ + V̂ne + V̂ee|ψ〉 . (2.1.8)

The search can be performed with the method of Lagrange multipliers re-
specting the constraint that the wavefunction is normalized 〈ψ|ψ〉 = 1. The
variational procedure is at basis of modern electronic calculations to solve
Eq. 2.1.1.

2.2 The Hartree-Fock Approximation

Before discussing the concepts behind the Hartree-Fock (HF) approximation, it
is worth explaining the spin orbitals functions. A spin orbital wavefunction is
the product between the spatial and the spin function

χ(x) = φ(r)σ(s) , s = α, or β . (2.2.1)

As the spatial function takes 3N coordinates, the spin function takes only
spin up (α) or spin down (β). The spin functions are orthonormal between
each other, therefore, if the spatial functions are also orthonormal, so are also
their corresponding spin orbitals.

As discussed in the previous section, the variational principle offers a way
to solve Eq. 2.1.1 by minimizing the energy with respect to N-electron wave
function. Unfortunately, the exact wavefunction of the ground state is not
known but trial wavefunctions respecting the conditions outlined above can
be used as an approximation to the real ψ. One of the simplest approxima-
tion is the Slater determinant (SD), which is a product of antisymmetric spin
orbitals χ(x)

ψSD(x1, x2, ..., xn) =
1√
N !

∣∣∣∣∣∣∣∣∣∣
χi(x1) χj(x1) ... χn(x1)

χi(x2) χj(x2) ... χn(x2)
...

χi(xn) χj(xn) ... χn(xn)

∣∣∣∣∣∣∣∣∣∣
. (2.2.2)

The SD is composed in such way that along columns there is the same spin
orbital, while on the rows the same electron. The (

√
N !)−1/2 is a normaliza-

tion constant. It is convenient to use a short-hand notation for the ψSD, which
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includes the normalization factor and only shows the diagonal elements of
the matrix

ψSD(x1, x2, ..., xn) = |χi(x1)χj(x2)χn(xn)〉 . (2.2.3)

Recalling the variational principle, we can use the SD as our wavefunction
to search the lowest energy values. Minimizing the total energy under the
normalization constraint means

δEHF = 〈ψSD|Ĥ|ψSD〉 . (2.2.4)

The procedure of minimization leads to the final results that HF energy is

EHF =
N∑
i

hi +
1

2

N∑
i

N∑
j

(Jij −Kij) (2.2.5)

where

hi =

∫
χ∗i (x)

[
− 1

2
∇2 − Za

ria

]
χi(x)dx

Jij =

∫
|χi(x1)|2 1

r12

|χi(x2)|2dx1dx2

Kij =

∫
χ∗i (x1)χ∗j(x1)

1

r12

χi(x2)χj(x2)dx1dx2 ,

(2.2.6)

and the first term in Eq. 2.2.6 is the kinetic energy and the electron-nucleus
contribution, while Jij and Kij are respectively the Coulomb and exchange
integral, and they account for the electron-electron interactions. The mini-
mization of Eq. 2.2.5 under the orthonormalization constraints leads to the
single-electron Hartree-Fock (HF) equations

f̂iχi = εiχi (2.2.7)

where the εi corresponds to the energies of different electronic states. There-
fore, the main idea behind the HF method is to reduce the complicated N-
variables SE into N single-electron equations. The f̂ operator is named Fock
operator

f̂i = −1

2
∇2 +

nuclei∑
a

Za
ria

+ VHF (2.2.8)

where the VHF is the Hartree-Fock potential. It represents the mean potential
felt by the ith electron due to the N-1 remaining electrons. The advantage
of such formulation is that the two-electron operators in Eq. 2.1.3 are now
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reduced to a one-electron operator VHF

VHF =
N∑
i

(Ĵi − K̂i) . (2.2.9)

The VHF then contains all electron-electron interaction, i.e, the classical Coulomb
repulsion term, and the non classical exchange integral, which is the result of
the antisymmetric behaviour of Slater determinant

Ĵif(x) =
N∑
i

∫
|χi(x2)|2 1

r12

f(x1)dx2

K̂if(x) =
N∑
i

∫
χ∗i (x2)

1

r12

χi(x1)f(x1)dx2 .

(2.2.10)

Eq. 2.2.6 can not be solved analytically, on the contrary, it is solved using
a self-consistent field (SCF) procedure. [59] In practice, one guesses a certain
wavefunction so that integrals of the Fock operator are constructed, then a
better wavefunction is obtained by the solution of Eq. 2.2.6, and this new
wavefunction is used to construct the new Fock matrix. This procedure is
repeated until a certain threshold of convergence is reached. The HF method
is not employed in any relevant chemical applications, however, its ideas are
at the basis of all modern quantum chemistry theories and codes. Indeed,
as outlined in section 2.3, density functional methods also use an SCF proce-
dure.

Another important aspect of HF theory is that the unphysical self-interaction
of one electron with itself is elegantly sorted. [39, 59] This can be seen in the
one electron system (hydrogen atom), where the Coulomb and the exchange
integral in Eq. 2.2.6 are equal, and they then cancel out in Eq. 2.2.5.

2.3 Density Functional Theory

2.3.1 Electron Density

The wave function methods, like HF, provides useful insights into the de-
scription of electronic configurations through the use of the molecular or-
bitals (MOs) concept. However, one of the disadvantages of wave function
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methods is that we have to deal with a quantity that can not be experimen-
tally observed, which leaves the computational chemist to adopt intuitive ap-
proximations to describe the real state of studied system. One example is the
concept of frontier molecular orbitals (FMOs) analysis. Indeed, chemists of-
ten describe the molecular behaviour by using only valence electrons, which
works for many organic cases, but it can not be sufficient for inorganic com-
pounds where the contribution from inner electrons might be important.

An alternative way of describing physical systems is given by invoking
the electron density concept. From early quantum mechanics laws, the Born
interpretation of wavefunction states that the probability of finding a particle
at a specific position is proportional to the square of its wavefunction. This
postulate lays the foundations to the use of the electron density as variable
in modern quantum chemistry. For an electron, such probability is indeed
given by its electron density. For a N electron system, the electron density of
finding any of the N electron within the volume element dr1 with arbitrary
spin while the other N-1 electron have arbitrary position and spin can be
expressed as

ρ(r) = N

∫
...

∫
|φ(x1, x2, ..., xN)|2ds1dx2...dxN (2.3.1)

where the x variable represents both spatial and spin variables x = (r, σ(s)).
The great advantage of using the electron density as variable is that it is a
physical observable, for example, it can be measured by x-ray experiments.
In addition, ρ(r) possesses many properties which fully describe any physical
system. Firstly, it is always a non negative function, and its integration gives
the total number of electrons in the system∫

ρ(r)dr1 = N . (2.3.2)

Since the nuclei are treated as positive point charges, they exert an attractive
force that lets ρ(r) reach local maxima on each atomic position (these are
actually cusps because of the singularity in the Vne term in the Hamiltonian),
and it is recognized that the cusps are strictly related to the nuclear charge Z
as follow

lim
rA→0

[
∂ρ̄(r)

∂rA
− 2ZAρ(r)

]
= 0 , (2.3.3)

where ρ̄(r) is the spherical average of the electron density.
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2.3.2 Density Matrices and Holes

The usual Hamiltonian operator of Eq. 2.1.2 is the sum of one-electron opera-
tors and a two-electron operators, and its expectation value can be simplified
by integrating the φ∗φ product over the N-2 coordinates (the Hamiltonian is
spin independent). This procedure gives rise to the concept of reduced den-
sity matrices. In particular, an important element in the development of the
density functional theory is the pair density (or 2nd order reduced diagonal spin-
summed density matrix)

ρ2(x1, x2) = N(N − 1)

∫
...

∫
|φ(x1, x2, ..., xN)|2dx3...dxN . (2.3.4)

Eq. 2.3.4 gives the probability of finding a pair of two electrons of arbitrary
spins within a dr1dr2 volume element while all the remaining N-2 electrons
move around them. The use of the pair density allows us to better under-
stand the consequences of the antisymmetry wave function and the Coulom-
bic repulsion among electrons. To this end, let us introduce the 2nd order
reduced density matrix γ(x

′
1x
′
2, x1x2)

γ2(x
′

1x
′

2, x1x2) =

N(N − 1)

∫
...

∫
φ∗(x

′

1, x
′

2, ..., xN)φ(x1, x2, ..., xN)dx3...dxN .

(2.3.5)
Eq. 2.3.5 is nothing more than the full matrix form of Eq. 2.3.4. This density
is antisymmetric with respect to the change of two coordinates

γ2(x
′

1x
′

2, x1x2) = −γ2(x
′

1x
′

2, x2x1) (2.3.6)

and its diagonal form, i.e, when x′1 = x1 and x′2 = x2, leads to the pair density
ρ2(x1, x2). In the particular case where x1 = x2, the antisymmetric condition
returns the following expression

ρ(x1, x1) = −ρ(x1, x1) (2.3.7)

which means that ρ(x1, x1) = 0, and thus the probability of finding two elec-
trons with the same spatial and spin coordinates is zero. This condition de-
rives directly from the Pauli exclusion principle , and it is usually referred
to as exchange (or Fermi) correlation. For example, the exchange correlation
is also included in Hartree-Fock theory due to the use of an antisymmetric
Slater determinant. We now show that HF does not account for any Coulomb
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correlation, which, on the contrary, is included in the density functional the-
ories.

Let us compute the pair density for a two-electron system with spin or-
bitals χ1(x1) = φ(r1)σ1(s1) and χ2(x2) = φ(r2)σ2(s2). This is equal to the quadra-
ture of its SD

ρHF2 (x1, x2) = [|χ1(x1)χ2(x2)
〉
]2 (2.3.8)

which in expanded form is

ρHF2 (x1, x2) = χ1(x1)2χ2(x2)2

+ χ1(x2)2χ2(x1)2

− 2χ1(x1)χ2(x2)χ1(x2)χ2(x1) .

(2.3.9)

The integration over the spins returns the probability of finding one electron
at r1 while the second one is simultaneously at r2. Since the spin functions
are orthonormal σ1(s1)σ2(s2) = δ12, in case the two electrons have different
spin, the last term in Eq. 2.3.9 will be zero, and ρHF2 (r1,r2) = ρ2(r1)ρ2(r2), i.e., it
is simply the product of the electron densities of the independent electrons.
On the contrary, when σ1(s1) = σ2(s2), the last term of Eq. 2.3.9 will not
vanish, and the motion of the two electron is not totally uncorrelated from
each other. Therefore, we have shown that within HF theory the motion
of electrons with antiparallel spins is completely correlated because of the
exchange correlation, whereas electrons with same spins do not possess any
Coulombic correlation , i.e., in this last case the pair density would not vanish
even if the two electrons had the same coordinates.

On the basis of the results obtained so far, we can intuitively think of the
actual pair density as a quantity that is between the two extremes, i.e, the
simple product of independent electron densities plus a factor that accounts
for all the correlation corrections

ρ2(x1, x2) = ρ1(x1)ρ2(x2)[1 + f(x1, x2)] . (2.3.10)

The f(x1, x2) is called correlation factor, and it essentially incorporates all the
non classical effects. By introducing the conditional probability we show the
actual effect of the f(x1, x2) on the pair density. From probability theory, the
conditional probability is the probability of finding any electron at x2 if there
is already one known to be at x1 ( P (A|B) = P (A ∩ B)/P (A), with A and B
two events )

P (x1, x2) =
ρ2(x1, x2)

ρ1(x1)
. (2.3.11)
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Eq. 2.3.11 integrates to N-1 electrons∫
P (x1, x2)dx2 = N − 1 . (2.3.12)

Inserting the definition of pair density given in Eq. 2.3.10 into Eq. 2.3.12, and
recalling that the

∫
ρ2(x2)dx2 = N , it can be shown the following important

integral condition applies∫
ρ2(x2)f(x1, x2)dx2 = −1 . (2.3.13)

This condition is often called "sum rule", and its integrand exchange-correlation
hole ∫

hxc(x1, x2)dx2 = −1 . (2.3.14)

Eq. 2.3.14 shows that the integration of hxc has exactly the charge of one
electron, and therefore, it indicates that there is a depletion of electron density
at x2. Such loss of electron density is due to the exchange and correlation
effects, which are now incorporated in the definition of pair density, and this
can more explicitly be expressed as

ρ2(x1, x2) = ρ1(x1)ρ2(x2) + ρ1(x1)hxc(x1, x2) . (2.3.15)

In the following sections we will illustrate the importance that hxc(x1, x2) had
in the strategic development of better approximated exchange-correlation
functionals.

2.3.3 Exchange and Correlation Holes

We now show the effect of the exchange-correlation hole on the N-body
Hamiltonian. Since no actual differences are generated for the kinetic en-
ergy and electron-nuclear potential when computing the expectation value
of Eq. 2.1.8, we can focus only on the electron-electron interaction. This latter
term can be expressed as

Vee =

〈
ψ

∣∣∣∣ N∑
i

N∑
j>i

1

rij

∣∣∣∣ψ〉 =
1

2

∫ ∫
ρ2(r1, r2)

r12

dr1dr2 (2.3.16)
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where we made use of the spinless pair density. If one inserts the expression
of pair density given in Eq. 2.3.15 into Eq. 2.3.16, we obtain

Vee =
1

2

∫ ∫
ρ(r1)ρ(r2)

r12

dr1dr2 +
1

2

∫ ∫
ρ(r1)hxc(r1, r2)

r12

dr1dr2 . (2.3.17)

The first term is the classical Coulomb repulsion, while the last term incor-
porates all the exchange and correlation effects. To give a practical example,
let us analyse a system with a single electron, i.e., the hydrogen atom. In
this case, the Coulomb term does not vanish because the two electrons are
indistinguishable (self-interaction error (SIE)). However, if we knew the exact
expression of the exchange-correlation hole, and recalling that hxc(r1, r2) ≤ 0,
the second term is subtracted to the J[ρ] returning the correct answer that
Vee = 0. We can now see the great importance of the exchange-correlation
hole, indeed, if its expression was known, the electron motion would be cor-
rectly described. As outlined later, unfortunately the exact expression of the
hxc is not known, and approximated formulations need to be built.

It is customary to think of the exchange-correlation holes as the sum of
the independent contribution of the exchange and correlation hole

hxc(r1, r2) = hx(r1, r2) + hc(r1, r2) (2.3.18)

where the first term reflects the effect of the use of antisymmetric wavefunc-
tion, while the second term is due to the Coulombic repulsion. Thus, the last
term of Eq. 2.3.17 can be formulated as (the use of Exc is motivated by the
connection with the exchange-correlation functional in section 2.3.5)

Exc =
1

2

∫ ∫
ρ(r1)hx(r1, r2)

r12

dr1dr2 +
1

2

∫ ∫
ρ(r1)hc(r1, r2)

r12

dr1dr2 . (2.3.19)

The electron-electron potential can be concisely written as

Vee[ρ] = J [ρ] + Ex[ρ] + Ec[ρ] (2.3.20)

where the second and third term represent respectively the potential energy
due to the exchange and correlation effect. Let us now analyse the properties
of the exchange and correlation holes. As for the exchange-correlation hole,
it can be shown that the exchange hole respects the sum rule∫

hx(r1, r2)dr2 = −1 (2.3.21)
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This condition reflects the fact that the conditional probability integrates to
N-1 instead of N, since there is already one electron at position r1. In addition,
in the case of two electrons with same spin, the exchange hole has to be equal
to minus electron density when r2 tends to r1∫

hx(r1, r2 → r1)dr2 = −ρ(r1) (2.3.22)

This condition is a direct consequence of the Pauli exclusion principle. A fur-
ther property to be mentioned is that the it is negative everywhere: hx(r1, r2) <

0. As consequence of Eq. 2.3.22 and 2.3.14, the correlation hole must respect
the following integral condition∫

hc(r1, r2)dr2 = 0 . (2.3.23)

This conditions tells us that, since electrons with antiparallel spins can oc-
cupy the same position, the probability of having a density depletion must
be zero. An important consequence is that when r2 → r1, the probability of
finding two electrons with different spins at the same position is not zero,
and therefore, the hc(r1, r2) does not have a prefixed value. However, elec-
trons with same spins can not occupy the same position, which is the reason
why the electron density has cusps at nuclei positions. In contrast to the
hx(r1, r2), these physical cases allow hc to assume either positive or negative
values.

2.3.4 Hohenberg and Kohn Theorems

Despite the first models of Thomas, Fermi, and Dirac, DFT did not have a ro-
bust theoretical formulation until Hohenberg and Kohn postulated their two
theorems, which are the pillars of DFT as we know it today. [60, 61] The first
theorem states that all we need to describe any physical system is to know its
electronic density ρ(r), while the second one illustrates the way to compute
ρ(r). In the following we discuss the two theorems and the consequences of
their statements.

For any multi-particle system the number of particles N and its potential
v(r) entirely defines its Hamiltonian. The first Hohenberg and Kohn theorem
states that for "a multi-particle system the potential is uniquely described, within
a trivial additive constant, by the electronic density". [60, 61] This statement is a
direct consequence of the fact that the v(r) fixes the Hamiltonian, and in turn
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this latter gives the ground state density ρ(r). The proof of the theorem is dis-
armingly simple, and makes use of the reductio ad absurdum. Let us assume
that two different potentials v(r) and v′(r), which differ by more than a posi-
tive constant, produce the same ground state density ρ(r) of non-degenerate
N-particle system. As such, the two potentials define two different Hamilto-
nians H and H ′, whose wavefunctions ψ and ψ′ are also different. Taking the
ψ′ wavefunction as basis to compute the ground state energy of H system,
E0, we have from the variational principle

E0 < 〈ψ
′|H|ψ′〉 = 〈ψ′ |H ′ |ψ′〉+ 〈ψ′ |H −H ′ |ψ′〉 (2.3.24)

where the 〈ψ′|H ′|ψ′〉 has been added and subtracted to the 〈ψ′ |H|ψ′〉 term.
Since the two Hamiltionians only differ by their external potential, Eq. 2.3.24
becomes

E0 < E
′

0 +

∫
ρ(r)(v − v′)dr . (2.3.25)

The same procedure can be applied by taking the ψ wavefunction as basis for
the energy of the H ′ system, E′0, which gives

E
′

0 < E0 +

∫
ρ(r)(v − v′)dr . (2.3.26)

The addition of Eq. 2.3.25 to Eq. 2.3.26 then returns

E0 + E
′

0 < E
′

0 + E0 (2.3.27)

which is absurd, and therefore, the two potentials are equal and give the
same ρ(r) for the ground state. Thus, the ground state density determines N
and the v(r), and all properties of the system. This means that it is possible
to express the energy of N-particle systems as functional of the ρ(r)

E0[ρ] = T [ρ] + Vee[ρ] + Vne[ρ]

= FHK [ρ] + Vne[ρ]
(2.3.28)

where the Hohenberg-Kohn functional FHK [ρ] is introduced. The FHK [ρ] con-
tains all the information relative to the electrons dynamics, i.e., the kinetic
energy T [ρ], and the electron-electron interaction Vee[ρ], and it can explicitly
be expressed as

FHK [ρ] = T [ρ] + J [ρ] + Encl[ρ] . (2.3.29)

The J [ρ] is the classical Coulomb interaction, while the Encl[ρ] represents all
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non classical interactions arising from the electron motion, such as electron
self-interaction, exchange and Coulomb correlation. The Encl[ρ] expression
is yet unknown, and its determination remains the main challenge in the
development of DFT theories.

The second Hohenberg-Kohn theorem states that for a trial density ρ′(r),
provided that ρ′(r) ≥ 0 and

∫
ρ
′
(r)dr = N , the ground state energy can be obtained

from the minimization principle, [60, 61]

E0 ≤ E[ρ
′
(r)] , (2.3.30)

where E[ρ
′
(r)] is the energy functional. The variational principle is normally

applied by requiring that the ground-state density returns the total number
of particles in the system ∫

ρ(r)dr = N . (2.3.31)

The constraint can be incorporated by employing the Lagrange multipliers
method, which then requires that

δ
{
E[ρ]− µ

[ ∫
ρ(r)dr −N

]}
= 0 (2.3.32)

with µ Lagrange multiplier. This expression gives the Euler-Lagrange equa-
tion

µ =
∂E[ρ]

∂ρ(r)
= Vne[ρ] +

∂FHK [ρ]

∂ρ(r)
. (2.3.33)

The quantity µ is the chemical potential, and it is a fundamental property to
describe bonding, since it is related to the electronegativity of atoms. If we
knew the exact expression of FHK [ρ], Eq. 2.3.33 would give the exact ground
state electron density.

The variational principle provides the way to compute the ground state
energy as it occurs in HF theory. We will see in the next chapter that the actual
computation of the energy is performed through as self-consistent field ap-
proach. However, despite its elegant formulation, DFT as formulated so far
hides many limitations. Firstly, the theory would be exact only if the FHK [ρ]

expression was known exactly. In addition, the employment of the varia-
tion principle theoretically limits DFT application only to the ground state
energies, and for this reason, further theoretical implications must be taken
into account to describe excited states. Another direct consequence of the
Hohenberg-Kohn theorems is that only v-representable densities are eligible
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for DFT calculations. This concept refers to the use of densities which are as-
sociated with an antisymmetric wave function and a Hamilton operator with
an external potential. Unfortunately, it occurs that common systems, like the
Hamiltoninan with ground-state wavefunctions more than doubly degener-
ate, do not satisfy the v representability requirement. Despite its theoretical
importance, this aspect is less important in practical applications, where the
less stringent N -representability condition is used. This latter only requires
that a density must be related to an asymmetric wavefunction, which is nor-
mally the case for any reasonable density.

The formulation of Hohenberg and Kohn theorems leaves one open ques-
tion: "how can the ground state wavefunction be obtained from its corre-
sponding density ?". The answer to such question is given by the Levy
constrained-search approach. From the variational principle the ground state
energy is

E0 = 〈ψ0|H|ψ0〉 ≤ 〈ψρ|H|ψρ〉 (2.3.34)

where the ψ0 is the ground state wavefunction, while ψρ is an antisymmetric
wavefunction computed from the trial density ρ. Since the external potential
only depends on the density, then we have

〈ψ0|T + Vee|ψ0〉+

∫
Vneρ0(r)dr ≤ 〈ψρ|T + Vee|ψρ〉+

∫
Vneρ0(r)dr (2.3.35)

or more concisely

〈ψ0|T + Vee|ψ0〉 ≤ 〈ψρ|T + Vee|ψρ〉 . (2.3.36)

Thus, among all wavefunctions, the one that minimizes the 〈ψρ|T + Vee|ψρ〉,
it also gives the ground state ρ. If the density belongs to the v-representable
class, then the right-hand side of Eq. 2.3.36 is equal to the FHK [ρ0] in Eq.
2.3.29

E0 = min
ρ0→N

(
FHK [ρ0] +

∫
Vneρ0(r)dr

)
. (2.3.37)

Eq. 2.3.37 is a further proof of the first theorem of Hohenberg and Kohn, and
it also eliminates the requirement of non-degenerate ground state. It must be
noted that, although its less stringent formulation, as for the Hohenberg and
Kohn, the application of the constrained-search method finds no practical
use in common computational algorithms. [62]
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2.3.5 Kohn-Sham Approach

The practical approach to determine the ground state density and its energy
comes from the Kohn-Sham (KS) idea of accounting the kinetic energy, corre-
lation and exchange effects in an indirect way. [60] Kohn and Sham invoked
a fictitious reference system due to non-interacting electrons, [60, 63] whose
Hamiltonian can be simply expressed as

Ĥs =
N∑
i

−1

2
∇2 +

N∑
i

Vne(r) (2.3.38)

where the first term is the kinetic energy operator, while the second term
is the external potential due to the nuclei configuration on each particle.
Here the subscript "s" indicates the non-interacting system. For such sys-
tem, there exists an antisymmetric determinantal ground-state wavefunction
ψs that gives the kinetic energy and the ground-state density

Ts = 〈φs|
N∑
i

−1

2
∇2
i |φs〉 (2.3.39)

ρ(r) =
N∑
i

∑
s

|φi(r, s)|2 . (2.3.40)

Despite Ts[ρ] is defined for any density ρ, it is, of course, not the correct en-
ergy functional for the real interacting system. To account for corrections to
the energy functional, Kohn and Sham expressed the Hohenberg and Kohn
functional as

F [ρ] = Ts[ρ] + J [ρ] + Exc[ρ] (2.3.41)

with
Exc[ρ] = T [ρ]− Ts[ρ] + Vee[ρ]− J [ρ] . (2.3.42)

Note that the F [ρ] is theoretically equal to the FHK [ρ] defined in Eq. 2.3.29,
if the density of the non-interacting system is v-representable, however, this
difference is not important from a practical prospective. The quantity Exc[ρ]

is the exchange-correlation functional and, besides the exchange and correlation
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effects, it also accounts for the kinetic energy correction. Thus, the Euler-
Lagrange equation 2.3.33 becomes

µ = veff (r) +
∂Ts[ρ]

∂ρ

= Vne +
∂J [ρ]

∂ρ
+
∂Exc[ρ]

∂ρ
+
∂Ts[ρ]

∂ρ

(2.3.43)

where the veff is the KS effective potential, and the last term of Eq. 2.3.43 is
defined as exchange-correlation potential

vxc(r) =
∂Exc[ρ]

∂ρ
. (2.3.44)

Eq. 2.3.43 is exactly applied to a non-interacting system under the external
potential Vne = veff . Therefore, for a given veff , the solution of one-electron
SE is [

− 1

2
∇2 + veff (r)

]
φi = εiφi , (2.3.45)

and gives the density ρ(r) (Eq. 2.3.40). The KS idea is to solve the electronic
problem in a self-consistent way. A trial ρ(r) is guessed to build the veff (r)
from Eq. 2.3.43, then Eq. 2.3.45 is solved to generate a new density into Eq.
2.3.40, this new density is used to better approximate the veff (r), and this
process is repeated until the density does not reach the convergence within
a certain threshold. The ground state energy can be computed by Eq. 2.3.28
from knowing Eq. 2.3.41.

Once again, it is important to emphasize that if the Exc[ρ] was known,
the Kohn-Sham procedure would lead to the exact ground state energy. This
provides a main difference with Hartree-Fock theory, whose formulation is
approximated by definition because of the use of single Slater determinant
as wavefunction. In contrast, the way the Kohn-Sham approach has been
proposed so far is free from approximations, and it is therefore exact. The
approximation comes into play only when an explicit formulation of the
exchange-correlation functional has to be built. And, the central objective
of modern density functional theories is to actually provide better approx-
imations to the Exc[ρ] so that the uncertainties related to this are as little as
possible. In the next sections, we give further details on Exc[ρ] functionals
highlighting also their role in the present context.
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2.3.6 The Adiabatic Connection

In the previous section, we saw that the KS method provides a self-consistent
way to solve the many-body problem by approximating the exact exchange-
correlation functional. There is no clear procedure that can help us to reach
this final goal, however, there are some conditions that the approximated
exchange-correlation functionals need to obey in order to properly describe
the physical behaviour of atoms and molecules. In this regard, the concept
of exchange-correlation hole outlined in section 2.3.3 can be considered as a
tool to assess the reliability of Exc.

In KS formalism the exchange-correlation functional is given by Eq. 2.3.42,
and recalling the role of the exchange-correlation hole in Eq. 2.3.17, one can
understand that the information on the difference of kinetic energy between
the non-interacting and real system must be incorporated into the hxc(r1,r2).
To explain this, let us connect the non-interacting and real system by a cou-
pling constant λ so that the Hamiltonian can be expressed as

Ĥλ = T̂ + V̂ λ
ne + λ

N∑
i

N∑
j>i

1

rij
. (2.3.46)

The λ has the role to switch between the non-interacting system, λ = 0, to
the full-interacting system, λ = 1. This method is often called the adiabatic
connection. Let us now compute the change in energy for this Hamiltonian.
The differentiation of energy gives

∂E

∂λ
=

〈
φ

∣∣∣∣∂Hλ

∂λ

∣∣∣∣φ〉 (2.3.47)

Eλ=1 = Eλ=0 +

∫ 1

0

〈
φ|V λ

ne +
N∑
i

N∑
j>i

1

rij
|φ
〉
dλ . (2.3.48)

This result is the well-known Hellmann-Feynman theorem. Using the hole for-
malism, Eq. 2.3.48 can be formulated as

Eλ=1 = Eλ=0 +

∫
ρ(r)V λ=1

ne +

∫ ∫
ρ(r1)ρ(r2)

r12

dr1dr2

+
1

2

∫ ∫
ρ(r1)hλxc(r1, r2)

r12

dr1dr2dλ

(2.3.49)



38 Chapter 2. Theory and Methodology

Note that the density is independent from λ. Recalling that for λ = 0 (s
subscript refers to the non-interacting electrons), the Kohn-Sham energy is

Eλ=0 = Ts +

∫
ρ(r)Vsdr (2.3.50)

and defining the coupling-strength integrated exchange-hole h̄xc as

h̄xc =

∫ 1

0

hxc(r1, r2)dλ , (2.3.51)

we arrive to the final expression for the energy of the real system

Eλ=1 = Ts +

∫
ρ(r)Veff +

∫ ∫
ρ(r1)ρ(r2)

r12

dr1dr2

+
1

2

∫ ∫
ρ(r1)h̄xc(r1, r2)

r12

dr1dr2 .
(2.3.52)

One can now see that the exchange-correlation functional, which contains
all the non classical effects, can be expressed in terms of h̄xc. A direct com-
parison with Eq. 2.3.17 illustrates that the correlation energy due to the ki-
netic energy is now included in the coupled exchange-correlation hole, h̄xc.
Within this formalism, only the kinetic energy of non-interacting electrons
must be computed, which is a relatively simple task. Whereas, a further de-
gree of complexity is added to the exchange-correlation functional, since it
also needs to account for the kinetic correlation corrections.

In practice, exchange-correlation functionals are developed in way that
the integral conditions on the exchange-correlation hole are fulfilled. De-
spite the sum rules dictate the way to improve Exc[ρ] functionals, these con-
ditions are not so stringent, and it turns out that some empirical exchange-
correlation functionals provide good approximations to the real Exc even if
they largely violate the sum rules.

2.3.7 Local Density Approximation

One of the earliest exchange-correlation functional comes from the local den-
sity approximation (LDA). The LDA is the basis of most modern functionals,
since it is possible to know exactly or at least with high accuracy the exchange
and correlation energies. In the LDA, the main idea is to treat the real system
as an uniform electron gas, and the exchange-correlation functional can be



2.3. Density Functional Theory 39

written as
ELDA
xc =

∫
ρ(r)εxc(ρ(r))dr . (2.3.53)

The corresponding exchange-correlation potential can then ben computed
from Eq. 2.3.44

vxc(r) = εxc(ρ(r)) + ρ(r)
∂εxc(ρ)

∂ρ
. (2.3.54)

The εxc(ρ(r)) can be further divided into the exchange and correlation contri-
bution:

εxc(ρ(r)) = εx(ρ(r)) + εc(ρ(r)) . (2.3.55)

This approximation is particularly useful, since the exact exchange energy
for a uniform electron gas had already been computed by Dirac in the 1930s

εx = −Cxρ(r)1/3 , Cx =
3

4

(
3

π

)1/3

. (2.3.56)

Unfortunately, there is not analytical expression for the correlation energy,
however, its accurate values are available thanks to quantum Monte Carlo
(MC) simulations. [64] Further accuracy can be obtained by accounting for
the spins polarization, which is particularly important for unrestricted sys-
tems. In this case the LDA energy functionals are computed for both spins
ρα(r) and ρβ(r), and the LDA takes the name of local spin density approximation
(LSDA), and the exchange-correlation is

ELSDA
xc [ρα, ρβ] =

∫
ρ(r)εxc(ρα(r), ρβ(r))dr (2.3.57)

Eq. 2.3.57 differs from Eq. 2.3.53 only for the introduction of the densities for
the different spins, while the exchange and correlation terms are the same
for both ρα(r) and ρβ(r). Despite their crude approximation the local ap-
proximations (more generally the LSDA) work surprisingly well for many
systems, whose density does not vary significantly, as for example in met-
als or single atoms. For instance, Lopez et al. showed that LDA functionals
produce relatively good POM geometries due to their similar structure to ex-
tended metallic solids. [65] In this perspective, Wen et al. carried out LDA
calculations to reveal the interaction between graphene and W-based Keggin
POM, [66] showing that accurate binding energies can be extracted with this
functional. More generally, the reason is due to the fact that in these systems
the LDA exchange-correlation hole meets the integral conditions outlined in
section 2.3.3, and therefore, hLDAxc is very close to the real exchange-correlation
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hole.

2.3.8 Generalized Gradient Approximation

From the previous section we see that the addition of corrections from tak-
ing into account both α and β densities improves the LDA energy. This idea
paves the way to a strategic procedure to improve the approximation of the
Exc, and it is at basis of a concept coined by J. Perdew, i.e., the so-called Jacob’s
ladder. [3] This is shown in Fig. 2.3.1. Following this idea, the logic further
step in the improvement of density functionals is the inclusion of the gradient
of the electron density. If we image to expand the electron density in Taylor
series and stop to the gradient term, the resulting exchange-correlation func-
tional looks like

EGEA
xc =

∫
ρ(r)εxc(ρ(r))dr +

∫
bxc(ρ)

|∇ρ(r)|2

ρ4/3
dr , (2.3.58)

where bxc is a parameter. This expression is called Generalized Expansion
Approximation (GEA). It can be proven that the GEA provides the good Exc
for slow-varying density systems. However, the real density quite never
behaves in this way, and the GEA performs even worse than the LDA ap-
proaches. The actual reason of GEA failure is largely due to the fact that the
exchange-correlation hole related to Eq. 2.3.58 violate two of the three sum
rules outlined in the section 2.3.3.

generalized RPA

HEAVEN OF CHEMICAL ACCURACY

hyper-GGA

meta-GGA

GGA

LSDρ

ᐁρ

εx

unoccupied {φi}

s or ᐁ2ρ

HARTREE WORLD

Figure 2.3.1: Jacob’s ladder for DFT functioanals as described in Ref. [3]

In order to respect the hole constraints, the GEA exchange-correlation
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functionals are truncated. These new types of functionals are named Gen-
eralized Gradient Approximations (GGA), and take the following form

EGGA
xc =

∫
εxc(ρ(r), Fxc(s))dr , s =

|∇ρ(r)|
ρ4/3

(2.3.59)

where the Fxc is the reduced density gradient, and s is a measure of the inhomo-
geneity of the system. From Fig. 2.3.2, one can visually grasp the difference
due to the truncation. It can be seen that the hGEAx becomes positive at high
value of z, while this is avoided in the GGA by truncating it so that the sum
rules are respected. Also, since the truncation of the GGA slices out some
hole region, the GGA hole becomes more negative than the GEA at small
z because its normalization integral needs to be -1. The s variable assumes

Figure 2.3.2: Spherically averaged exchange hole density hx (here indi-
cated as nx) as function of dimensionless separation, z = 2kFu (u = r-r’),
for s = 1 in LSD (circles), GEA (crosses), and GGA(solid line). This image
was taken from Ref. [4]

large values for large gradients, as for example, near the nuclei, while it gets
small values in bonding regions, where gradient is small. It is important to
understand that there is not exact form for the Fxc, however, two main for-
mulations are currently supported. The first class is related to first works
of Becke (B88), [67] and they make use of empirical parameters to be fitted,
while the second types do not need any parameters. Among these latter the
PBE functional is one of most famous ones. [4] It is worth mentioning that the
form of the reduced gradients is not easy to understand in terms of physical
observations.
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Lopez et al. showed that GGA functionals provide an accurate descrip-
tion of electron density as well as of reduction potentials for pure and sub-
stituted Keggin POM. [14, 49] Similarly, GGAs predict good geometries and
redox potentials for pure Wells-Dawson POMs. [20] However, they showed
that, since GGA functionals tend to overdelocalize electron density by nature,
they cannot correctly describe extra electrons in substituted Wells-Dawson
POMs. Therefore, the redox potentials computed with GGAs are far from
reproducing the experimental data. [45] In contrast to Wells-Dawson types,
Kremleva et al. showed that redox potentials of a tri-Mn-substituted W-based
Keggin ion are better described by PBE compared to hybrid-GGA functionals
(discussed below). However, the author claims that the reason of this good
performance is due to fortuitous error cancellation. [46] From the above ar-
guments, it can be understood that, despite GGAs might give accurate re-
sponses, it is advisable to test them against more accurate functionals.

2.3.9 Hybrid Functionals

A direct look to the adiabatic connection method, Eq. 2.3.48, suggests that
the correct exchange-correlation functional can be obtained by computing it
over all intermediate λ states

Exc =

∫ 1

0

Eλ
ncldλ . (2.3.60)

This task is not simple due to the fact that we can only approximate the ex-
change and correlation energies at end points (λ = 0, and 1). However, at λ =
0, we know exactly the exchange energy, since this is purely due to the non-
interacting electrons, and at the same time we are able to approximate the
Exc at λ = 1 by any DFT functionals, such as those from LDA or GGA meth-
ods. Eq. 2.3.60 can then be computed by assuming that the Eλncl has some
empirical dependence on λ. A better understanding can be grasped from a
geometric representation, as illustrated in Fig. 2.3.3. In this picture, the cor-
rect exchange-correlation functional corresponds to the exact EHFxc (black box
on the bottom) plus a fraction of the difference between the EDFTxc and EHFxc .

Exc = EHF
x + z(EDFT

xc − EHF
x ) . (2.3.61)

Usually, such fraction is expressed through a = 1 − z, and Eq. 2.3.61 turns
into

Exc = (1− a)EDFT
xc + aEHF

x . (2.3.62)
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Exc
DFT

Figure 2.3.3: Geometric interpretation of Eq. 2.3.60. The integral is equal
to the the exact HF exchange-correlation functional plus a fraction, z, of
the difference between the big box (black plus green) and the one on the
bottom (black). [5]

In the simplest approximation, a = 0.5. If the ELDAxc is used, Eq. 2.3.62 is
the so-called half-and-half (HH) functional derived by Becke in the 1993. [68]
Despite the crude approximation, the HH functional has an error of about 6
kcal/mol, which is relatively low for many chemical purposes. As such, one
might wonder whether the addition of further parameters can lead to better
results. These motivations lead to the development of a plethora of empiri-
cal exchange-correlation functionals during the 90’s and early 2000’s. Here,
we just mention the B3LYP, [68] which has become by far the most popular
exchange-correlation functional in quantum chemistry. In the B3LYP, the first
letter refers to the use of B88 exchange-functional, [68] while the three stands
for the number of parameters to be fitted. The LYP part instead indicates that
the LYP correlation functional is employed. [69] Its full expression is defined
as

EB3LY P
xc = (1− a)ELSDA

x + aEHF
x + b∆EB88

x + cELY P
c + (1− c)ELSDA

c (2.3.63)

The large popularity of the B3LYP is due to the fact that its absolute error is
reduced to only 2-3 kcal/mol (a = 0.2) when computing many properties.
[5, 68] Other authors developed hydrid functionals that are not "dependent"
on empirical parameters, and the fraction of EHFxc is chosen on the basis of
purely theoretical arguments. One example is given by PBE0, [70] which
accounts for a = 25% of EHFx (despite a is not optimized, it still enters as
parameter in the formulation of the hybrid functional)

EPBE0
xc = EGGA

x + 0.25(EHF
x − EGGA

x ) (2.3.64)
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It is worth noting that the a = 20-25% of HF exchange-correlation functional
seems to be the panacea for hybrid exchange-correlation functionals in many
applications.

In constrast to GGAs, hybdrid-GGAs tend to localise more electron den-
sity because of exact HF exchange. This also applies to POMs. For example,
Aparicio et al. showed that B3LYP is the best functional to compute elec-
tron (de)localization and redox potentials of mono-substituted P2MW17 com-
pounds. [45] Better performances of B3LYP over the PBE were also observed
for redox potentials of Keggin ions in solution. [47]

On the basis of the comments from the previous section, and the above
arguments, it is clear that different levels of accuracy are given by different
functionals depending on the property under investigation. Therefore, we
decided to use both pure GGA and hybrid-GGA functionals throughout this
work. Specifically, we employed both types of functionals whenever an ac-
curate description of electron density, and its related properties (like redox
potentials), was needed. For instance, this is the case for all static DFT calcu-
lations reported in the next chapters. On the other hand, we only employed
PBE when performing QM/MM studies in solution. This choice is motivated
by the low computational cost of PBE compared to hybrid-GGAs, which be-
come almost prohibitive for large systems like POMs in solution. [39, 48]

2.3.10 Self-Interaction Error

As shown so far, the main challenge in DFT is the computation of the exchange-
correlation functional. As such, different exchange-correlation functionals
can lead to different answers for a same physical problem. In addition to this,
the theory presents another substantial issue, i.e., the so-called sel-interaction
error (SIE). If we take the hydrogen atom as example, which contains one
electron, we can clearly see the flaws of DFT approaches due to the SIE. The
KS energy is

E[ρ] = F [ρ] + Vne[ρ] = Ts[ρ] + J [ρ] + Exc[ρ] + Vne[ρ] . (2.3.65)

For one-electron system in the HF approach, the Coulomb term J[ρ] cancels
out with the exchange integral so that there is not any unphysical self interac-
tion. This is no longer true within the KS-DFT approach, since the exchange-
correlation functional is only approximated, and therefore, the difference be-
tween J[ρ] and Exc[ρ] will not vanish. The necessary requirement to exclude
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the self-interaction is obtained by enforcing the condition that the electron-
electron term in the Hamiltonian must be zero for a single electron

Vee[ρ] = J [ρ] + Exc[ρ] = 0 . (2.3.66)

This idea was firstly applied by Perdew and Zunger, [71], who proposed
a correction to the SIE in their self-interaction corrected DFT (SIC-DFT) ap-
proach. Within this approach the resulting external potential is dependent on
the molecular orbitals, which leads to non-orthogonal orbitals. The orbital-
dependence of the external potential is hardly implemented in quantum chem-
istry codes, and this is the reason why SIC-DFT theories did not take off in
modern quantum chemistry codes. In addition, SIC-DFT functionals often
perform worse than the common functionals for the standard tests, like ther-
mochemistry and geometries.
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Figure 2.3.4: Schematic representation of energy vs number of electrons
per H atom, including also the stretched molecules H+

2 and H−2 .

The SIE specifically refers to a one-electron problem. In the case of a
many-electron system, it is better replacing the SIE idea with the delocaliza-
tion error (DE). The DE concept comes from the fractional charge approach
developed by Perdew et al., who showed that the energy of system with N
electrons varies linearly with fractional electron charge δq, but it has deriva-
tive discontinuity at integers values(Fig. 2.3.4). [62] Unfortunately, common
DFT functionals have continuous derivatives, and two situations can occur. If
the approximate functional has a convex behaviour, it will give too low ener-
gies, and/or tend to delocalise charge distribution over integers (delocalised
error). For this reason, the DE can be defined as the negative deviation of
the E(N) curve from the exact linearity condition for fractional charges. Vice
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versa, functionals with concave energy, like HF, will give higher energy, and
predict too localized charge distribution (localized error).

Large DE deviations are already obtained for small systems. For example,
for stretched H+

2 (one electron) both LDA and GGA functionals give more
negative binding energy with large error of 50-60 kcal/mol. [72] The origin
of such strong SIE is due to the incapability of approximate functionals to
correctly delocalise the exchange-correlation hole as the molecule stretches,
and therefore, half an electron is localized over each proton.

Furthermore, if a third proton is added far way to the largely stretched
H+

2 . From a chemical point of view, we should have one hydrogen atom and
two protons, however, functionals, like the GGAs, take into consideration the
possibility to put a third of an electron on each proton. This will further drop
the energy, and give rise to a too delocalised electron density.

Early DFT computations on POMs were carried by not neutralising their
charge, and therefore, a strong SIE (or DE) is to be expected for these calcu-
lations. [20, 45, 49] One easy solution is to add as many counter ions as the
total charge of POM. In this regard, Kremleva et al. showed that the distri-
bution of a relatively small number of counter ions does not influence the
electronic structure and relative energies of POMs. [46, 47] Therefore, we de-
cided to carry out our simulations by neutralising the POM charge with a
sufficient number of counter ions. This was not possible for the redox poten-
tials in solution (Chapter 3) because of the formalism of free energy sampling
techniques.

2.4 Basis Sets

One of the approximations made in any quantum chemistry method is the
use of a basis set (BS). A BS refers to a set of functions used to approximate
any wavefunction in quantum chemistry methods like HF or DFT. It is worth
noting that the expansion of wavefunction with a BS would not be an approx-
imation, if the BS is complete, i.e., it contains an infinite number of functions.
However, this is impossible in actual calculations, and the electronic wave-
function is approximated by a finite number of functions constituting BS. The
accuracy of a BS depends on several factors, for instance, the smaller is the BS,
the poorer is the representation. The type of basis functions also influences
its performance. These factors are extremely important due to their role into
the computation of integrals, and therefore into the speed of computation.
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The most commonly used types of BS are two: the Slater Type Orbitals
(STOs) and Gaussian Type Orbitals (GTOs). STOs can be expressed in terms
of polar coordinates as

χz,n,l,m(r, θ, φ) = NYl,mr
n−1exp(−ζr) ,, (2.4.1)

where N is a normalization constant, Yl,m are the spherical harmonics, and
rn−1 is the radial part. The exponential dependence on the distance between
the nucleus and electron stems from the exact solution of the hydrogen atom.
GTO has a similar expression,

χz,n,l,m(r, θ, φ) = NYl,mr
2n−2−lexp(−ζr2) . (2.4.2)

The gaussian shape of Eq. 2.4.2 makes GTOs less accurate than STO. At
nucleus GTO has zero slope, in contrast to STO which has a discontinu-
ous derivative (cusp), and GTOs consequently have problems representing
the proper behaviour near the nucleus. Another problem is that GTOs fall
off too rapidly far from the nucleus with respect to STOs, and the ends of
the wavefunction are then poorly represented. In general, a high number of
GTOs need to reach the same accuracy of STO representation. Despite these
differences, GTOs are mainly used in modern calculations, since they offer a
fast computation of one- and two-elctron integrals over STOs. Therefore, to
better represent the cusp in the electron density of at nuclei, and at the same
time have fast computations, the current GTOs are constructed from a fixed
linear-combinations of Gaussian functions, contracted GTOs (CGTO).

As mentioned above, the number of functions used determines the accu-
racy of BS. The smallest number of functions possible is referred to as mini-
mum basis set. This employs only the functions corresponding to all electrons
of a neutral atom. For example, for the hydrogen this means a single s func-
tion, whereas for the first row elements it is two s-functions (1s and 2s) plus
p functions (2px, 2py, 2pz). The minimum basis set is in most cases not suf-
ficient. A further improvement is obtained by doubling the minimum basis
functions, producing a Double Zeta (DZ) basis set. A DZ consists of two s-
functions for hydrogen, four s-function plus two sets o p-functions for the
first row elements, and six s-function plus four sets of p-functions for sec-
ond row elements. A higher number of functions can be added producing
the Triple Zeta (TZ), or even the Quadruple Zeta (QZ) basis set, containing
respectively three and four times as many functions as the minimum basis.
Usually, the addition of core orbitals would rarely be considered, and in this
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case only the terms of valence orbitals are increased, turning DZ, TZ, and
QZ into the so-called split valence basis (VDZ, VTZ, and VQZ). Additional
improvements can be obtained by adding polarizing functions, which are ex-
tremely important into the description of the chemical bonding. Examples
are the additions of p orbitals to the hydrogen, and d-orbitals to p func-
tions. [5] A single set single set of polarization functions to the DZ gives the
Double Zeta plus Polarization (DZP) type basis, while if two sets of polariza-
tion functions are added to a TZ basis, a Triple Zeta plus Double Polarization
(TZ2P) type basis is generated.

Different family of BS exists, the Pople family is probably the most famous
one. This is indicated as k-nlmG basis set, with k indicating how many GTOs
are used for the core orbitals, while the nml indexes give how many functions
the valence orbitals are split into, and how many GTOs are used for their
representation. For example, for 6-31G the core orbitals are a contraction of
six GTOs, the inner part of the valence orbitals is a contraction of three GTOs
and the outer part of the valence is represented by one GTO.

Throughout this work, we employed the R. Ahlrich basis set, namely,
the def2-SVP (double zeta) and def2-TZVP (triple zeta) basis sets. [73] These
are contracted split valence basis sets containing polarization functions for
both s- p- and d-orbitals. These basis sets are more reliable than the split-
valence Pople basis sets for DFT calculations as shown in Ref. [73] Lopez et
al. showed that a double zeta BS is sufficient to reproduce accurate electronic
and molecular structures of different POM types, however, a triple zeta is
needed to accurately describe specific properties such as NMR shifts. [14] On
the other hand, Bonchio et al. found that there is a little difference in en-
ergy between the two basis sets when studying a substituted W-based Keg-
gin ion. [74] These discrepancies in the literature, and the high computational
cost associated with the use of larger basis sets makes the identification of the
fastest and most accurate BS for POM applications difficult, and therefore, it
is recommended to test different BSs for each POM type.

The above BSs work for many purposes, however, the number of core
electrons of heavy elements can be quite high, and so will be the relative
computational cost. Besides the number of core electrons, the inclusion of
relativistic effects further increase the computational time. An easy solu-
tion is offered by the Effective Core Potentials (ECP) (or Pseudopotential). The
construction of ECP is quite laborious, however, the key idea is to compute
the all-electron wafunction for an atom from the Dirac-Fock equation, [75]
and then replace the core potential by a potential parameterized which is
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expanded into a suitable set of analytical functions (spherical Bessel or Gaus-
sian functions). The parameters of the approximated wavefunction are then
fitted such that it matches the original all-electron wavefunction. For tran-
sition metals, the (n + 1)s-, (n + 1)p- and (n)d-orbitals usually constitute the
valence orbitals, while all other remaining orbitals are treated by ECP. This
approximation gives reasonable results, however, a larger (lower) number
of electrons can be added (subtracted) to this set. Returning to POMs, since
these molecules contain many heavy transition metals, it is clear that the use
of ECP would help to speed the calculations. Therefore, as outlined in the
next sections, we employed the family of ECPs alongside the Ahlrich basis
set to describe the innermost and valence electrons of POMs. [73, 75]

2.5 Molecular Dynamics in a Nutshell

In this section, we give a brief introduction to the broad topic of classical
molecular dynamics (MD). MD successfully describes complex systems by
extracting their macroscopic information from the dynamics of their micro-
scopic components (atoms and molecules). In contrast to the quantum me-
chanical methods, classical MD neglects the electronic motion, and treats any
atom (electron plus nucleus) as hard spheres obeying the Newton equation of
motion. Specifically, the electronic features are implicitly taken into account
by assigning structural parameters, atomic charges, or even dipoles to atoms
and bonds so that it is possible to distinguish atoms in different chemical
environments.

These assumptions allow the study of large systems (over ten thousands
of atoms) over long time scales (normally up to microseconds), and thus,
macroscopic observables can be obtained as statistical average of their value
along the simulation. In the next sections, we will discuss the principles of
MD, and illustrate how these simulations can be used to theoretically inves-
tigate the properties of POMs.

2.5.1 Classical Statistical Mechanics

From quantum mechanics, we know that any observable O can be obtained
as 〈O〉 = 〈ψ|Ô|ψ〉. In classical mechanics, the analogous quantity can be ob-
tained by averaging O over all phase space. In the microcanonical ensemble
(also called NVE ensemble), where the constraints, that the number of par-
ticles, N, the volume V, and the energy of the system E, are constant, this
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average is expressed as

〈O〉 =

∫
O(q, p)e−E/kBTdqNdpN∫

e−E/kBTdqNdpN
,

Q =

∫
e−E/kBTdqNdpN

(2.5.1)

where q and p are respectively the coordinates and the momentum of a N-
particle system, kB is the Boltzman constant, and Q is the partition func-
tion. The integration of Eq. 2.5.1 is performed over dqNdpN , which is called
phase space and it represents all possible configurations that can be taken by
a molecular system. Note that we will focus only on the NVE ensemble,
however, the same arguments are valid for other ensembles.

Eq. 2.5.1 is the main tool to connect the microscopic behaviour of a sys-
tem to its macroscopic response. More correctly, the exponent of the partition
function should be replaced by its Hamiltoninan (H = T + V), however, the
kinetic and the potential energy can be separated. For non-interacting parti-
cles the Hamiltonian is purely kinetic, and system is considered as an ideal
gas. Therefore, the interesting component is the potential part, whose form is
approximated by force field types as described in the Section 2.5.4. All other
thermodynamic functions can be computed fromQ, for example, the internal
energy U and Helmholtz free energy (A = U - TS) are expressed as

U = kBT
2

(
δQ

δT

)
V

,

A = −kBT lnQ .
(2.5.2)

Other macroscopic observables, such as enthalpy H, entropy S, pressure P
and heat capacity at constant volume may be calculated as derivatives of the
thermodynamic functions in Eq. 2.5.2. In practice, Eq. 2.5.1 is unusable
because all possible microstates should be known. However, the ergodicity
principle states that the average value of a function of coordinates and mo-
menta of a many-body system can be either computed by time averaging or
ensemble averaging

〈O〉 = lim
t→∞

1

t

∫ t

0

Odt = lim
N→∞

1

N

N∑
i

Oi . (2.5.3)

This has an important practical consequence, that is, in the limit of suffi-
ciently long dynamics, the integral can be replaced by a sum, and the ob-
servable O can be simply computed by summing its value at each time (a
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frame of the MD), and then divided by the length of the simulation. This is
what is actually done by any common MD program. As result of this, for in-
stance, the Helmholtz free energy can be now calculated as an average over
a corresponding microscopic quantity

A = kBT ln

(
1

N

N∑
i

e−E/kBT
)

= kBT ln〈e−E/kBT 〉N . (2.5.4)

Each average value has its relative statistical uncertainty, which is the square
root of the variance σ2:

σ(O) =

√√√√ 1

N

N∑
i

(Oi − 〈O〉)2 . (2.5.5)

From Eq. 2.5.5 one can see that increasing the sample size reduces the stan-
dard deviation, however, the calculated average might be affected by strong
systematic errors if the configuration is not close to the true system. Provided
the initial configuration is reasonable, Eq. 2.5.5 is also a measure of how well
a MD simulation converges to the desired results, i.e. if its value is small
enough the dynamics has reached the equilibrium. The ergodic hypothesis
makes MD simulations an actual powerful tool that connect the microscopic
behaviour to macroscopic results, however, it hides two major issues. The
simulations have a finite time length, which is dictated by the real compu-
tational resources, and secondly, the potential energy used to describe any
physical system is only approximated. The first problem is strictly related
to the computational resources at disposal. In this regard, the current CPUs
(central processing units) usage might be the rate-determining step for long
simulations, and therefore, new technologies are needed. One example is
given by running long MD runs on graphics processing units (GPUs), which
perform better than common CPUs. [76] Another intuitive consequence of
the ergodic principle is as follow. If we run two sufficiently long simulations
of the same system but with different initial structural configurations, it turns
out that the final states of these two runs lead to different final structures but
this is in contrast with what Eq. 2.5.3 says. This is normally called phase-
space sampling (equilibration) issue, where the simulated potential energy
profile is limited only to certain region of the phase-space close to its initial
structure.

The sampling problem is currently one of the major challenge in MD sim-
ulations. For example, its effect is significant for biomolecules, like proteins,
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which often possess intricate energy profiles with deep local minima that
limit the exploration of the full energy landscape. [7] Several solutions have
been proposed, and they can all be grouped in the so-called enhanced sam-
pling techniques. Further description of these latter can be found in Ref. [7]
Electronic structure calculations have shown that POM structures are not af-
fected by redox reductions unless in super-reduced states. [37, 48] This be-
haviour and the rigidity associated with their molecular shapes allow POMs
to preserve their initial conformation. [14, 53, 77] From a theoretical prospec-
tive, this means that, unlike proteins, there might be just few or even one
energy minima when modelling a single POM, and therefore, the use of en-
hanced samplings is not necessary. In contrast, this might become important
when dealing with more POMs in solution, like when studying their aggre-
gation process. For example, in Chapter 5, we discuss the agglomeration of
Wells-Dawson POMs, and we expect that these methods can give us more
insights into the understanding of the key factors controlling their agglomer-
ation.

Besides the enhanced sampling algorithms, another alternative is repre-
sented by using quantum mechanical MD. Essentially, two main techniques
exist: the QM/MM methods (see next section), and full ab initio MD. These
methods solve only half of the sampling issue. Indeed, their advantage is
to correctly describe potential energy surfaces, since the interatomic interac-
tions are computed directly from the electronic structure "on the fly", thereby
allowing chemical bonding breaking and forming events. However, the time
length of the simulations is significantly limited (up to pico seconds) due
to the incredible computational cost required by the current resources. Re-
turning to POMs, we made use of one of these methods, i.e. QM/MM,
to accurately follow the change of their electronic and molecular structure
as explained in Section 2.6. This has a great advantage over a full AIMD,
since it allows the explicit treatment of a sufficiently large number of solvent
molecules.

2.5.2 Canonical and Isothermal-Isobaric Ensemble

The above arguments have been discussed for a microcanonical ensemble
(NVE), whose number of particles N, volume V, and total energy E are con-
served. Although MD simulations can reproduce a microcanonical ensemble,
the evolution of any real physical system often occurs at a certain constant
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temperature or pressure, and therefore, it is recommended to reproduce MD
simulations that respect such conditions.

In the NVE ensemble, the instant value of the temperature is given by the
average of the kinetic energy as

〈Tkin〉 =
1

2
(3atoms −Nconstraints)kBT . (2.5.6)

Since the kinetic energy is the difference between the total energy (almost
constant) and the potential energy, which depends on the positions of atoms,
the kinetic energy will vary significantly, and so will the temperature. In
contrast, the canonical ensemble (NVT) allows to perform MD simulations
by keeping the temperature fixed. One way to do this is to scale the atomic
velocities by a certain factor such that the temperature corresponds to the
desired value (v-scaling). This approach, however, might lead to instabili-
ties, and the simulations might not longer correspond to a canonical ensem-
ble. Alternatively, the system may be coupled to a "thermal bath", which
gradually adds (removes) energy to (from) the system with a suitable time
constant, often called a thermostat (Berendsen thermostat). [78] However, de-
spite it simplicity and efficiency with which it relaxes a system to some target
temperature, it does not generate a correct canonical ensemble. For this rea-
son, most NVT simulations are performed with the Nosé-Hoover method
which correctly produces a canonical ensemble. [79] Throughout this work,
we used this last method to keep the temperature fixed. More specifically,
we performed NVT simulations by heating any system up to 1000 K, fol-
lowed by a slow temperature decrease down to 300 K. This approach helps
the system to relax, and thus reach the equilibrium. Another important
ensemble is the isothermal-isobaric ensemble (NPT), within which both tem-
perature and pressure are kept fixed. The above arguments for keeping the
temperature constant are also valid for the pressure. In practice, the Nosé-
Hoover method can be used to reach a desired pressure. [79] The trajectory
from the NPT ensemble is often used as final product for the computations of
all relative properties. The reason is that it corresponds most closely to exper-
imental conditions, which are subject to constant temperature and pressure.
The NPT ensemble has been used as final product for all MD simulations
presented later on.
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2.5.3 The MD Engine

The momentum pi and the position ri of a particle of mass mi are classically
described by the Newton equation

Fi = mir̈i (2.5.7)

or can equally be expressed by the Hamiltonian equations of motion (EOM)ṙi = pi/mi

pi = −∇U = fi
(2.5.8)

In MD, these 3N equations (or equivalently 6N) are numerically solved for
each particle at each time step. Before discussing the common algorithms
to solve the equation of motions, it is worth discussing the requirements for
an ideal algorithm. Firstly, the EOM are reversible in time, therefore, once
solved the trajectory of a system by changing the sign of position and mo-
mentum, we should be able to trace back their dynamics. Secondly, the mo-
tion of particles in Eq. 2.5.8 depends upon the spatial derivative of the po-
tential. This might be appear as an obvious statement but, since in MD sim-
ulations the potentials are approximated in different ways (see next section),
it means that trajectories of a same system treated by two different poten-
tials might differ from each other. Therefore, care must be taken in the choice
of the potential form. For example, the potential energy must be a contin-
uous function of particle position, and this latter does not have to vary too
drastically with time. Another important criterion is that the algorithm must
be symplectic, i.e., it must preserve the energy (Hamiltonian) of the system
throughout the simulation. For example, many high order numerical ap-
proaches such as the Runge-Kutta methods are not symplectic and therefore
generate large energy deviation from one step to the successive one. [7] On
the other hand, lower order methods, like the Verlet and the Leapfrog algo-
rithms, respect the aforementioned requirements, and they are the common
choice for many modern MD programs.

In practice, the user chooses a sufficiently small time step δt (normally
δt ≤ 0.4 fs) and specific boundary conditions, and the algorithm returns the
position and the velocities at each successive time (t + δt). Let us now take
a closer look at the Verlet algorithm. The addition of the Taylor series of the
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position time-stepped forward r(t+ δt) and backward of r(t− δt)

r(t+ δt) = r(t) + δv(t) +
1

2

f(t)

m
δt2 +O(δ3)

r(t− δt) = r(t)− δv(t) +
1

2

f(t)

m
δt2 +O(δ3) ,

(2.5.9)

gives the final expression of the Verlet algorithm [80]

r(t+ δt) = 2r(t)− r(t− δt) +
f(t)

m
δt2 . (2.5.10)

Note that the current and previous position of particle must be computed to
calculate the new position. In practice, these early positions are computed
only for the first step by a simpler algorithm like the Euler’s one, after which
the Verlet algorithm is triggered. The algorithm in Eq. 2.5.10 does not use
the velocities to compute the trajectory of the particle, however, these can be
computed after calculating the new position in the following way

v(t) =
r(t+ δt)− r(t+ δt)

2δt
. (2.5.11)

It must be noted that, while high accuracy is achieved on the position (the
error goes like O(δt4)), the velocity value is less precise (O(δt2)). Another ver-
sion of this algorithm, the velocity Verlet, is also commonly used, however,
the two algorithms have the identical stability.

In practice, once some boundary conditions are sets, the MD is triggered
by time-stepping forward the position, and Eq. 2.5.10 and 2.5.11 are solved
at each step. These new position and momentum are then used to compute
any thermodynamic property of interest.

To complete the discussion on practical implementation of common MD
simulations, it is worth mentioning the Lyapunov instability effect. For any
approximated algorithm, two classical trajectories which are initially very
close will diverge from one another exponentially with the time. This means
that sufficiently long simulation are needed so that the two MD simulations
converge to the "true" trajectory. This aligns with the ergodic hypothesis that
states that the longer is the dynamics, the more accurate are its results.

2.5.4 The Potential Energy Formulations

From Eq. 2.5.8 one can see that the forces depends on the form of the poten-
tial used to describe the system. Unfortunately, the classical approximation
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of molecules prevents us to know the real forces, and thus, we do use ap-
proximated formulae to describe the intra- and inter-molecular potentials.
These potential models take the name of force field (FF). The first FFs were
developed more than 40 years ago but they are constantly being updated or
improved for several specific physical problems. A FF is made up of func-
tions and parameters which are normally derived from quantum mechani-
cal simulation and experimental data. There exist several types of FFs, we

req rσij

εij

0E
ne

rg
y

Figure 2.5.1: Lennard-Jones potential for a distance r between two atoms.

just mention some of the most famous, like CHARMM, [81] developed by
Karplus et. al, or AMBER, [82] both designed to model proteins. Other ones
are the OPLS [83] for drugs, and AMOEBA [84] which accounts for polariza-
tion effects. Throughout this work, we employed the AMBER force field.
Sometimes the name of the FF is also attributed to the MD package that im-
plements it, like for CHARMM and AMBER. A typical FF can be expressed
as

U(r) =
∑
bonds

kr(rij − r0)2 +
∑
angles

kθ(θijk − θ0)2

+
∑

dihedrals

∑
n

kφ
2

(1 + cos[nφijkl − δ])

+
∑
nonbij

[
4εij

(
σ12
ij

r12
ij

−
σ6
ij

r6
ij

)
+
qiqj
rij

] (2.5.12)

The first term in Eq. 2.5.12 is the sum over bonds, with r0 the equilibrium
bond length. This harmonic expression can be replaced by more realistic
forms, like the Morse potential, or higher correction terms can be added. The
second term is the sum over all bond angles. This is usually only harmonic,
and it is computed for each set of three connected atoms. The third term
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accounts for the torsional energy involving four atoms. Its trigonometric ex-
pansion involves different values of n, however, n = 3 is commonly used in
many cases. This term can also include improper torsion angles, where the
four atoms are not all connected by bonds. The type of FFs in Eq. 2.5.12 are
called force field of class I. Additional anharmonic corrections to the stretch-
ing and bending terms can be added to FFs of class I, and these take the name
of FFs of class II.

The last two terms account for the non-bonded interactions, namely, the
Van der Waals and the Coulombic forces. For the dispersion forces, a Lennard-
Jones type of potential is commonly used. The σij constant is the distance
at which the repulsive and attractive forces balance, and thus the potential
is zero, while the εij is the Lennard-Jones well depth (Fig. 2.5.1). The val-
ues of these parameters are often obtained by using the Lorentz-Berthelot
combining rules, i.e., for an atom i and j their parameters are combined as:
σij = (σi + σj)/2, and εij =

√
εiεj . As outlined in the introduction, since the

absence of general FFs for inorganic compounds, and more specifically for
POMs, the best choice to classically model POMs is to derive an ad hoc FF for
each type. In this regard, we computed all bonded terms in Eq. 2.5.12 from
frequency calculations as described in the modified-Seminario method, [85]
while the Lennard-Jones terms for all atoms were taken from the Universal
Force Field (UFF) with the use of Lorentz-Berthelot combining rules. [86]

The electric charge on atoms in molecules is distributed according to their
affinity towards the electron, i.e., their electronegativity. The expression of
the electrostatic potential in Eq. 2.5.12 assign a partial charge to each atom
so that different chemical environments are taken into account. These par-
tial atomic charges are normally derived from first principles calculations.
For example, typical DFT or wavefunction simulations give the respective
atomic charges, and the electrostatic potential maps. Within this model the
atomic charges are static, i.e., they do not change during the simulations, and
therefore, large energy deviations can occur because the contribution of the
electrostatic potential to the total energy is normally larger than the other
bonded terms. The point-charge model works well for many physical sys-
tems, however, deviations might occur for specific systems (for example ionic
liquids), due to the fact that the model does not account for any polarization
effects generated by dipoles or even higher order multipole interactions. To
this end, several polarizable FFs have been developed (class III), for example,
the AMOEBA force field includes distributed multipoles and atom polariz-
abilities. Returning to POMs, we model the Coulomb potential in Eq. 2.5.12
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by computing the atomic charges with the CHELPG method as implemented
in ORCA, [87] without adding any dipole corrections to our FF. This choice
is justified by symmetrical structure of POMs, which do not possess any net
dipole moment.

2.5.5 Ewald sum for long-range forces

The Lennard-Jones potential belongs to the the family of short-range forces,
which decay fast at long interatomic distances. This means that their inter-
actions are weak and they usually fall within the dimensionality of the sys-
tem. In contrast, the Couloumb potential in Eq. 2.5.12 is associated with a
long-range force (r−1). A long-range force can be defined as one in which
the spatial interaction falls off no faster than r−d where d is the dimensional-
ity of the system, for instance, the length of the simulation box used for the
MD sampling. Another example of long-range forces are the dipole-dipole
interactions between molecules, whose potential falls off as r−3. These forces
are the most difficult part to handle in any MD program, since their range of
action is greater than half the length of simulation box in many cases. One
possible solution would be to increase the box size to hundreds of nanome-
tres so that the screening by neighbours would diminish the effective range
of the potentials. However, this solution is not feasible since it is computa-
tionally prohibitive. An elegant way to this problem is the Ewald sum which
accounts for the interaction of an ion or molecule with all its periodic im-
ages. [88]

x
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Figure 2.5.2: (a) Schematic representation of atomic charges plus their
charge distribution in one-dimension Ewald sum. (b) Cancelling distri-
bution. This image was taken from Ref. [6]

Let us consider the interaction of an ion with all other ions in the central
simulation box and with all other ions in all its periodic images. For this
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system, the Ewald sum can be expressed as:

Uelec =
1

2

∑
m

( N∑
j

N∑
i

qiqj|rij +mL|−1

)
, (2.5.13)

where qi and qj are the atomic charges, while L is the box length. Note that
the 4πε factor is omitted. The sum over m = (mx, my, mz) is over all triplets of
integers and the self-interaction of each charge is excluded. This sum is con-
ditionally convergent, and its values depends on the order in which we add
up the terms. A common solution to get an absolutely convergent potential
is to add an uniform background charge density. Within this approach, each
point charge is surrounded by a charge distribution of equal magnitude and
opposite sign, which spreads out radially from the charge. This distribution
is usually taken to be Gaussian,

ρi(r) = qik · exp(−k2r2)/π
3
2 , (2.5.14)

however, other distribution types can be equally used. Here, k is an arbitrary
parameter that determines the width of the distribution, and r is the posi-
tion relative to the centre of the distribution (Figure 2.5.2a). This distribution
screens the interaction between neighbouring charges, and the total screened
potential is computed by summing over all atoms in the central box and all
their images in the real-space. A second charge distribution with same orig-
inal charge and shape of the previous distribution qi is added to each atom
(Figure 2.5.2b). This cancelling distribution reduces the overall potential to
that due to the original set of charges, and is summed in reciprocal space.
In practice, the cancelling distribution is Fourier transformed in the k-space,
and the total is then transformed back into r-space. The final potential can be
then expressed as

Uelec =
1

2

N∑
j

N∑
i

qiqj

( ∞∑
|m|

erfc(k|rij +mL|
|rij +mL|

+ (1/πL3)
∑
k=1

(4π/k2)exp(−k2/4k2)exp(−ik · rij)

− (k/π1/2)
N∑
i

q2
i

)
.

(2.5.15)

The first term of Eq. 2.5.15 accounts for the sum in r-space, and the erfc(x)
is the error function which falls to zero with increasing x. The last term is a
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correction due to the interaction of the cancelling distribution with itself, and
thus it must be subtracted from the total. The second term indicates the sum
over the k-space, and it must be noted that for a sufficiently large k value, the
only term which contributes to the sum in real space is that with m = 0, and
so, the first term reduces to the normal minimum image convention.

Throughout the simulations, a further improvement of the Ewald method
has been employed, i.e. the particle-mesh Ewald (PME) algorithm Darden et
al. [89] As for the Ewald sum, PME splits the electrostatic potential into a
direct and a reciprocal part, but the reciprocal part is computed on a mesh.
Usually, a cutoff of 8-10 Å is chosen for the sum in the r-space. A cutoff of 8 Å
has been used for all MD simulations presented in the next sections. The re-
ciprocal part of the potential is determined by solving Poisson’s equation of
a smooth charge distribution on a grid. This can be done via fast Fourier
transform (FFT) under periodic boundary conditions (PBC). This method
was originally developed for an implicit solvation, however, it equally works
for simulations with an explicit solvent.

2.6 QM/MM Methods

The Quantum Mechanical/Molecular Mechanics (QM/MM) method con-
sists of treating a part of a system, normally the most interesting region, at
quantum mechanical (QM) level of theory, for example using wavefunctions
or DFT methods, while the remainder is described by the classical molecu-
lar mechanics. [90–92] The full energy associated of QM/MM Hamiltonian is
then expressed as:

E = EQM + EMM + EQM/MM

= 〈ψ|ĤQM + ĤMM + ĤQM/MM |ψ〉
(2.6.1)

where the first term accounts for the energy from the QM part, the second
term represents the energy from the classical MM region, while the third one
is the energy due to the interaction between the QM and MM particles. In a
QM/MM scheme, the energy of QM region is extracted from any quantum
mechanical theory, like HF, semi-empirical, MCSFC, or DFT method, while
the energy of MM region is followed by the chosen force field. The new ele-
ment in this theory is then the last term of Eq. 2.6.1 and its evaluation gives
rise to the so-called different embedding schemes, which are currently the
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MM Region QM Region

Figure 2.6.1: Illustration of the QM/MM concept. A small region (for ex-
ample a POM), in which a chemical reaction occurs, and therefore cannot
be described with a force field, is treated at a sufficiently high level of
QM theory. The remainder of the system (solvent) is modelled at the MM
level.

main challenge relative to the QM/MM field. Many different QM/MM em-
bedding schemes exist, however, only three types are mostly implemented
in quantum chemistry programs: the mechanical, electrostatic, and polariza-
tion embedding. The literature about QM/MM methods used for studying
POMs is very limited. Some of these works focused on studying the interac-
tions between POMs and proteins, and given the POM size and its relative
computational cost, a mechanical embedding has been mainly used. [93, 94]
However, as explained below, this approach suffers from an inaccurate de-
scription of the interaction between the MM and QM regions. In contrast,
the electrostatic embedding accounts for a more realistic interaction provid-
ing thus more accurate results. For example, in Chapter 3 we computed the
redox potentials of POMs in solutions by using an electrostatic embedding.
Since the redox potentials of POMs are connected to their electron density,
which in turns depends on solvent polarization, a mechanical embedding
would not take into account this polarization, and therefore fail to describe
POM electron density.

2.6.1 Embedding Schemes

The most basic approach is the mechanical embedding, where all the inter-
actions between the QM and MM regions are handled classically. In this
scheme, all the interactions across the QM/MM boundary are modelled by
the classical force field, whose energy is due to bonded and non-bonded
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terms (see Eq. 2.5.12). In absence of capping atoms, which are explained
below, the interaction between the two regions is only determined by the
Van der Waals and Coulomb forces, and an interacting Hamiltonian operator
can be expressed as

ĤQM/MM =
solute∑
i

solvent∑
j

[
qiqj
rij

+ 4εij

(
σ12
ij

r12
ij

−
σ6
ij

r6
ij

)]
. (2.6.2)

The atomic charges are normally taken from previous QM calculations: these
could be Mulliken, NBO (Natural Bond Orbital), CHELPG (CHarges from
ELectrostatic Potentials using a Grid-based method) and etc. While the charges
of the MM atoms are kept fixed, the charges of the QM atoms can be either
fixed or can be re-computed at each iteration step. The Lennard-Jones pa-
rameters are normally not updated, and there is no harm in this, since the
Lennard-Jones forces are short-range functions, and their relative uncertainty
due to keeping the fixed parameters is not particularly high.

A better description of the forces acting across the QM/MM boundary is
given by the electrostatic embedding. The idea is similar to Eq. 2.6.2, except
that in this approach the Coulomb forces between the QM electrons and the
MM atoms enters into QM Hamiltonian

ĤQM/MM =
solute∑
i

solvent∑
m

qm
rim

+
solute∑
k

solvent∑
j

[
Zkqm
rkm

+ 4εij

(
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ij

r12
ij

−
σ6
ij

r6
ij

)]
.(2.6.3)

The substitution of Eq. 2.6.3 in 2.6.1 gives the expectation value of the full
Hamiltonian, which would be

〈ψ|Hfull|ψ〉 =〈
ψ
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1
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〉
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(2.6.4)
where i and j run over the electrons of the QM atoms, k and l over the QM nu-
clei, while m runs over the atoms in MM region. The first term is the Hamil-
tonian due only to the QM atoms, while the second and last term, which do
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not depend on the electronic coordinates, are simply constant, provided that
the wavefunction is normalized. In contrast to the mechanical embedding,
one can now see that the third term needs to be evaluated at each QM itera-
tion, since this represents the direct interaction of the QM electrons with the
partial atomic charges of the MM atoms. Therefore, this term behaves like an
one-electron operator, and it enters in the Fock (or similarly KS) operator of
Eq. 2.2.8 as additional term

f̂HF
QM/MM = −1

2
∇2 −

nuclei∑
k

Zk
rik

+
solvent∑
m

qm
rim

+ VHF . (2.6.5)

Since the presence of this additional element (third term in Eq. 2.6.5), quan-
tum chemistry codes needed to be modified to include the QM/MM part.
The bottleneck of SCF procedures is usually due to the two-electron integral
evaluation and the diagonalization, while the computational cost of evaluat-
ing the one-electron QM/MM term can be relatively low. Note that within
the electrostatic approach, the QM/MM term must be evaluated every time
that either a QM or MM atom moves, which is in contrast to the mechanical
embedding, in which case it is evaluated when QM atoms move.

One of the flaw of the electrostatic embedding is that the QM region can
be over-polarized near the QM/MM boundary by the atomic MM charges.
Essentially, the atomic point charges may attract or repel the electrons, result-
ing in a spill-out of the QM electron density into the MM region (density leak-
age). A remedy is given by using smeared charges rather than point charges.
[95]. Within this approach the atomic charges are approximated by gaussian-
like functions, and the one-electron operator represents the Coulombic inter-
action between the wave function and the Gaussian distribution of the MM
atoms. This approach avoids the evolution of unphysical attraction (or re-
pulsion) near the boundary.

A further improvement is achieved by allowing the MM atoms to be po-
larized by the QM region. One way of accounting for the polarizability of
MM atoms is to assign to each MM atom a polarizability tensor α, and the
energy resulting from the interactions between the induced dipole moments
and atomic charges, as well as the dipole-dipole are added into the HMM

term. In addition, the interaction between the induced dipoles and the elec-
tronic wave function is accounted by including an additional one-electron
operator in the Fock operator. All these terms are evaluated in an itera-
tive manner, which thus adds an additional computational expense to the
QM/MM procedure. Despite the polarization embedding reflects the most
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realistic picture of the forces across the boundary, it does not find many ap-
plications due to the limits of the current polarizable FFs for both organic and
inorganic compounds.

Indeed, the development of polarizable classical force field is currently
one of the major challenge in the classical MD simulations, and in most cases
the electrostatic embedding approximation is the best compromise between
accuracy and computational cost. This is is particularly true for biomolecular
systems, like drug-like compounds, and proteins. For instance, Shi et al. used
the the AMOEBA FF to calculate the components of the gas phase dipole
moments of multiple conformations of each amino acid dipeptides. [96] In
that work, a direct comparison with high-level QM results gives a correlation
coefficient close to 1, which would not be possible with a FF of class I or
II. [96] However, there are still a number of issues that remain to be overcome
with these force fields: firstly, the weakness in current parameters of FFs
that might lead to undesired results; and the relative slowness of simulations
employing polarizable force fields remains an issue. [96]

2.6.2 Bonds across the QM/MM Boundary

The embedding approaches are the general procedure to account for the non-
bonded interactions between the QM and MM regions. However, cutting
bonds across the QM/MM boundary generates one or more unpaired elec-
tron, and further additional corrections must be implemented in the QM/MM
approach to preserve the electronic valence of the atoms near the boundary.
Different methods have been proposed as solution to such boundary prob-
lem but the most commonly implemented methods in QM/MM packages
are the link atoms and the frozen localized orbitals.

In the link approach the missing MM atom is replaced by a link atom (or
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Figure 2.6.2: Illustration of the approaches to cap QM atoms: link atom
(a) and frozen orbitals (b,c). This image was taken from Ref. [7]

capping atom), which is physically connected to both QM and MM atoms
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involved in the cut bond (Figure 2.6.2). The hydrogen atom is usually cho-
sen as capping atom because of its simplicity. The choice is motivated by
the fact that when a bond is cut through the boundary, the use of a hydro-
gen atom will reproduce the physically separation of an electron pair into
two single electrons, namely, one on the QM and the other on the MM atom.
Furthermore, C and H have similar electronegativity, which then fairly im-
itates the valence of the carbon atom. The only energy correction added to
the HQM/MM is due to the interactions between the QM and link atoms, since
the link atoms do not interact in any way with the MM atoms. The HQM/MM

can be defined similarly to the one in Eq. 2.6.3, however, the interactions
are only treated classically, and further energy terms due to QM link-atom
interactions are added to it. Namely, the energies due to the bond stretch-
ing, angle bending, torsion angles, and dispersion terms are computed by
using a classical force field formulation. Despite its popularity, the link-atom
approach might lead to strong overpolarization errors. Indeed, the closer is
the link atom to the boundary, the more important becomes the effect of the
overpolarization.

An alternative comes from the frozen localized orbital approach. The
mathematical description is somewhat laborious, however, its basic idea is
to replace the cut bonds with one electron or a single electron pair, whose
orbitals are kept frozen throughout the dynamics so that they are not op-
timized in SCF iteration. The first approach is the localized self-consistent-
field (LSCF) method [97,98], which consists of a frozen orbital containing two
electrons along the QM-MM bond. This bond can be idealized as an elec-
tron lone pair along the boundary (Figure 2.6.2b). Further modification of
the LSCF involves the inclusion of hybrid singly-occupied orbitals along the
bonds between the QM boundary atom and its neighbouring QM atoms (Fig-
ure 2.6.2b). In this case, while the doubly-occupied orbitals are kept frozen,
the singly-occupied orbitals are mixed with orbitals of QM boundary atoms
and included in the SCF procedure. Another approach is the generalized hy-
brid orbital method (GHO) of Gao et al. (Figure 2.6.2c), within which both
hybrid and localized orbitals are now located on MM atoms. Specifically, the
hybrid orbital on the MM boundary atom is included in the SCF iteration,
while the remaining doubly-occupied orbitals on the closest MM atoms are
kept frozen.
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2.7 Computation of Redox Potentials

In this section, we will provide an overview of a number of fundamental
techniques widely used in computational chemistry to compute the redox
potentials of compounds in solution. In particular, we group these methods
in two types: (i) implicit solvation model and (ii) explicit solvation.

In the first type of solvation a quantum mechanical treatment of the solute
is combined with an approximation of the solvent as a dielectric continuum
model. Within this approach, the standard reduction potential of a redox
couple can be computed by using a thermodynamic cycle that permits the
estimation of the standard Gibbs free energy of the reduction of the couple.

The second method involves the computation of redox potentials from
the free energy obtained by sampling each individual redox state in the reac-
tion by means of MD. Here, we will only focus on the MD approach. In this
case, the solute is explicitly immersed in a box with solvent molecules, and
the dynamics is processed afterwards to compute the free energy. The clas-
sical MD is the simplest way to compute the free energy from the sampling,
however, AIMD or even QM/MM dynamics can be equally used. These lat-
ter are undoubtedly more accurate, however, their computational cost can be
quite high, and therefore, the choice of the sampling method must be a good
compromise between accuracy and computer resources.

A classical MD approach depends on careful choices of parameters and
initial configurations set by users. For example, if one is studying the free
energy due to the transformation of a phenol in toluene in solution, the OH
moiety must disappear, and the methyl must appear. This approach consists
of turning off the OH charges, while the CH3 charges are trigged on. Addi-
tionally, despite having less influence, the other bonded and non-bonded pa-
rameters need not to be changed too abruptly. Therefore, the atomic charges,
and more generally FFs, must be sufficiently accurate to give quantitative
results. [7] As explained in section 2.5, the development of FFs for POMs is
still in progress, and the best choice is to make an ad hoc FF for each POM
type. However, the employment of a classical MD approach for computing
the free energies of POMs would mean to carry out a detailed investigation
of the aforementioned factors, which will require an effort that cannot be ad-
dressed in a single work. For this reason, we chose to employ a QM/MM
approach, which offers a more robust description of the electron density of
the redox states, since this latter is computed by DFT.
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Let us now introduce the general electrochemical concepts that are at ba-
sis of the computation of reduction potentials. The following half-reaction
represents the reduction of the Ox compound to Red

Ox(s) + n · e−(g) → Red(s) (2.7.1)

where "g" and "s" refer respectively to the gas and solution phase, while n
is the number of electron taking part in the reaction. The free energy of the
reaction at any temperature, T, is obtained as

∆rG(Ox|Red) = ∆rG
o(Ox|Red) +RT · ln aOx

aRed
(2.7.2)

where R is the ideal gas constant, ∆rG
o(Ox|Red) is the Gibbs free energy of

the reaction at standard condition, and aX is the activity of X (Ox, or Red)
that depends on bulk, cX , and standard concentrations, co, as

aX = γX
cX
co

(2.7.3)

where γX is the activity coefficient. The absolute redox potential of Eq. 2.7.1
is thermodynamically related to the Gibbs free energy in solution from the
Nerst equation

Eabs(Ox|Red) = −∆rG(Ox|Red)

nF
= Eo

abs(Ox|Red) +
RT

nF
· ln aOx

aRed
(2.7.4)

where F is the Faraday constant, andEo
abs(Ox|Red) the standard redox poten-

tial
∆o
rG(Ox|Red) = −nFEo

abs(Ox|Red) . (2.7.5)

Eq. 2.7.4 allows the computation of the absolute redox potential as function
of concentrations and the temperature. However, the redox potentials are
measured with respect to a reference half-reaction, whose potential is set to
a certain value by definition. Different types of reference electrodes exist
but the most commonly used is the standard hydrogen electrode (SHE). The
SHE electrode refers to the hydrogen production occuring at Pt electrode in
standard condition (1 atm at 298.15 K)

H+
(aq) + e−(g) → H2(g) (2.7.6)

and its redox potential is set to zero by definition. The redox potentials of
redox reactions, like Eq. 2.7.6, are then measured relative to the SHE. Since
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the computation of Eq. 2.7.5 returns absolute redox potential, a comparison
relative to the absolute SHE value is needed

Eo
rel(Ox|Red) = Eo

abs(Ox|Red)− Eo
SHE(Ox|Red) , (2.7.7)

Eo
rel(Ox|Red) = −∆o

rG(Ox|Red)

nF
− Eo

SHE(Ox|Red) . (2.7.8)

Despite a large number of studies have been performed to determine
Eo
SHE(Ox|Red), its exact value is still in discussion. Some of these suggested

values ranging between 4.05 V to 4.44 V, [99, 100] where this latter is recom-
mended by the IUPAC. [101] More often redox potentials are measured at
non-standard conditions, and the so-called formal potential Eo′ is used

E(Ox|Red) = Eo′(Ox|Red) +
RT

nF
· ln cOx

cRed
(2.7.9)

Eo′(Ox|Red) = Eo
abs(Ox|Red) +

RT

nF
· ln γOx

γRed
(2.7.10)

This expression is useful because it allows the contribution of different ef-
fects, like concentrations and ionic strength, to the potential. The normal
hydrogen electrode (NHE) is an example of formal electrode, whose redox
potential is estimated to differ from the SHE of 6 mV. [102] Due to the very
small difference between NHE and SHE, there is no harm in computing re-
dox potentials relative to one or another electrode.

In many single or multiple electron reduction the use of Eq. 2.7.5 is suf-
ficient to determine the potential of the redox couples, however, when addi-
tional chemical processes occur, further corrections are needed, and Eq. 2.7.4
has to be employed. This is the case, for example, when Ox and Red can be
equally protonated, and their concentration, plus the pH, can affect the final
potential.

These corrections are often taken into account by computing the so-called
Pourbaix diagrams, [103] which show how each redox state is dependent on
the pH and concentration. For instance, Truhlar et al. showed that the devia-
tions of redox potentials for a ruthenium-based water oxidation catalyst are
about 0.1 V, which is very low for an implicit solvation model. [104] However,
when multiple reductions occur for transition metal complexes, the compu-
tation of the Pourbaix diagram becomes a complex task. [103] The scenario
becomes even more complex for POMs due to the many metals composing
their structure. For this reason, we did not take into account the effect of the
pH on all possible intermediates of POM reductions in the next chapters.
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2.7.1 Implicit Solvent Model

We showed that the redox potential of a reaction or half-reaction can be com-
puted from its reaction free energy, however, since most reduction processes
occur in solution, it is necessary to include the effect of the environment in
order to predict redox potentials with accuracy. One approach is the so-called
implicit solvent model (ISM), where the solvent effect is taken into account
by simulating a dieletric continuum medium around the solute.

The reaction free energy is calculated as the energy difference between of
the free energy of each component of the product and reagent, where the free
energy of a given species is expressed as

Go
s(X) = Go

g(X)−∆Go
S(X) . (2.7.11)

The first term is the gas-phase free energy, while the second term is the solva-
tion free energy, i.e., the energy needed to transfer the solute from gas-phase
to the solution. The gas-phase free energy is computed as follows

Go
g(X) = Eele(X)− EZPE(X)−RTlnQ− TS(X) (2.7.12)

where the first term is the electronic energy at fixed configuration, the second
the zero point vibrational energy, the third represents the thermal contribu-
tion obtained by calculating the total partition function, while the last term
is the entropy contribution. Once the quantities in Eq. 2.7.12 are computed
for each species, the standard free energy of the reaction in solution can be
obtained by using the thermodynamic cyle (also called Born-Haber). In the
following we are referring to standard free energies unless specified other-
wise. In this scheme, shown in Fig. 2.7.1, the liquid-phase free energy can be
expressed as

∆rG
o
s(Oxi|Redi) = ∆rG

o
g(Oxi|Redi) + ∆∆Go

S (2.7.13)

where ∆∆Go
S is difference between the solvation energies of products and

reagents, while ∆rG
o
g(Oxi|Redi) is the gas-phase free energy of the reaction

∆rG
o
g(Oxi|Redi) =

∑
i

Go
g(Oxi)−

∑
i

Go
g(Redi)

∆∆Go
S =

∑
i

∆Go
S(Oxi)−

∑
i

∆Go
S(Redi) .

The resulting reaction free energy in solution is then inserted in Eq. 2.7.8 to
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∑ ΔGo
S(Oxi)

i

∑ Oxi (g)      +      ne- (g)                               ∑ Redi (g)                       
i i

  

∑ ΔGo
S(Redi)

i
ΔGo

S = 0

∑ Oxi (s)      +      ne- (g)                                 ∑ Redi (s)                       
i i

Figure 2.7.1: Thermochemical cycle relating the standard free energy of
the redox reaction in solution, ∆rG

o
s(Oxi|Redi), to the standard free en-

ergy of the gas-phase reaction, ∆rG
o
g(Oxi|Redi), using the solvation free

energies of the reactants Ox and products Red. The symbol g denotes gas-
phase processes, while the symbol s indicates the liquid-phase reduction.
The upper-case subscript S refers to the free energy of solvation. Note that
the solvation energy of electron is zero.

obtain the standard redox potential relative to SHE.
The standard free energy of solvation of a compound can be written as

∆Go
S = ∆GBE + ∆GNB + ∆GN (2.7.14)

where the first term accounts for the bulk-electrostatic (BE) interaction be-
tween the solute and polarizable solvent, the second term represents the non-
bulk effect (NB), and the last term is the energy due to the solute geometry
change between the solution and gas-phase, provided the gas-phase geom-
etry is used for calculating the first two terms. The gas-phase and solute
geometries do not usually differ significantly from each other, this results in
a small ∆GN , which can be safely neglected in many cases. [105]

The first term of Eq. 2.7.14 can be expressed as

∆GBE = ∆E +Gp , (2.7.15)

∆E = 〈ψs|H|ψs〉 − 〈ψg|H|ψg〉 (2.7.16)

Gp = −1

2

∫
ρ(r) φ(r) dr (2.7.17)

where the ψg and ψs are respectively the electronic wave function from the
gas-phase and solution computations. The ρ is the charge density, when clas-
sical atomic charges are used, or the electronic density obtained from the
wave function, while φ is the electrostatic potential at the distance r. The
∆E term is the energy difference required to transfer the solute from the gas
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phase to the solution, while Gp is the energy due to the mutual polarization
of the solvent and solute.

From Eq. 2.7.17 one can see that the value of φ needs to be known at
each fixed geometry, and this normally means solving the nonhomogeneous-
dieletric Poisson equation (NPE)

∇ · (ε∇φ) = −4πρ(r) (2.7.18)

where ε is the dieletric constant of the medium. The electronic density of
the solute is put inside a cavity that has a dieletric constant equal to one,
whereas it is equal to the bulk dieletric constant outside the cavity. Once
the electronic wave function is obtained by any electronic structure method,
such as HF, semi-empirical, DFT and etc, the NPE must be solved to account
for the solvent-solute interactions. The NPE solution is usually solved in an
iterative manner, and the full procedure is often referred to as Self-Consistent
Reaction Field (SRCF).

Alternative approaches to the NPE exist, for instance, the simplest method
is the Born model. [106] In this approach, the term Gp for a net charge q in a
cavity of radius a, in a medium with dieletric constant ε is given by [106]

Gp = −
(

1− 1

ε

)
q2

2a
. (2.7.19)

In this expression the effect of neighbouring atoms is not accounted. This
description can be ameliorated by the so-called Generalized Born (GB) model,
where the solute is approximated as set of partial atomic charges centred at
nuclear positions. This approach is commonly implemented in classical MD
programs, where it is combined with the force field of the systems. A simi-
lar approach is the Kirkwood-Onsager equation, where the atomic charge is
replaced by the electric dipole moment µ. Despite these methods possess a
simple analytical form, and therefore, are very cheap from a computational
prospective, their implementation can only be considered as a rough esti-
mate of the solvation effect. Indeed, the Born model gives similar solvation
energy for positive and negative ions of same size, while the Onsager model
only gives acceptable estimation for small molecules, and it fails to describe
symmetric molecules with no net dipole moment.

The non-bulk effects of the solvent are due to the energy required to form
the cavity which hosts the solute, and the dispersion energy due to the Van
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der Waals interactions between the solvent and solute. As for the electro-
static interaction, different ISMs treat these effects in a different way. One
common approach is to estimate the ∆GNB from the computation of the
solvent-accessible surface area (SASA). The SASA can be thought of as the sur-
face generated by a spherical solvent molecule that rolls over the Van der
Waals surface of the solute, which is equivalent to the surface generated by
the sum of the solute and solvent Van der Waals surfaces. A linear empirical
relationship between the ∆GNB and the SASA can be expressed as

∆GNB =
∑
i

σiAi (2.7.20)

where the index i runs over the atoms or group of atoms, σ is a parametrized
constant, and A is the SASA of atom i. The method accounts for cavity, dis-
persion, and repulsions effects but it is highly dependent upon the parametriza-
tion of the solvent probe and solute Van der Waals surface. Indeed, these two
are built from choosing a fixed solvent and solute radius. Another sensible
aspect is that in realistic solute-solvent boundary the dieletric constant does
not suddenly change to the bulk constant, and therefore, the description of
∆GNB term might no be sufficient. [107] The implicit solvent model has been
used in next chapters to compute the solvation energies of POMs and thus
their redox potentials. Specifically, we employed the conductor-like polariz-
able continuum model (CPCM) to compute the terms in Eq. 2.7.14.

2.7.2 Free Energy Sampling Methods

The standard redox potentials in solution can be computed from simula-
tions employing the free energies methodologies. There exists a large class of
methods to compute the free energy of a process in solution, in the following
we only discuss about some of most commonly used approaches. The main
idea of each of these methods is to sample the energy of the state involved
in the reduction by means of MD or MC simulations, and extract from these
the difference in energy between the initial and final states. When explicit
solvation models are employed, several aspects must be taken into account
to avoid spurious energy changes. For instance, if periodic boundary condi-
tions (PBC) are employed, simulations at different unit cells might need to be
performed in order to investigate the influence of the closest images on the
reduction process.
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Another aspect of liquid-phase simulations is the choice of the statistical
ensemble. A common practice is based on the execution of NPT simulation
to equilibrate the density of the system, followed by NVT simulations which
give the final trajectories for any other use. It must also be noted that free
energies from simulations in solution are proper Helmholtz free energy (A).
However, the difference between Gibbs, ∆G, and Helmholtz, ∆A, free energy
for reactions in solution under ambient conditions is expected to be negligible
because the volume change is small for such reactions, and therefore, there is
no harm to talk about Gibbs free energies. [103, 108]

As outlined in section 5.3, the free energy change ∆rG depends on the
activities of Ox and Red, and thus these should in principle be accounted for
the computation of correct free energies. However, if the MD simulations for
Ox and Red states are carried out with the same box size and similar number
of solvent molecules, one can assume that Ox and Red activities are the same,
provided that the activity coefficients are also similar. The ∆rG is then equal
to the ∆rGo, which can easily be related to the standard redox potential of
the reduction through Eq. 2.7.8.

Free Energy Perturbation

Historically, the well-know idea of computing free energies from MD sim-
ulations dates back to the Zwanzig relationship, [109] and it is sometimes
called free energy perturbation (FEP) (or exponential averaging). Assuming that
two end states are described respectively by U0(q) and U1(q) potentials, with
reaction coordinate q, the free energy can be expressed as

∆rG
o = −β−1ln

〈
e−β(U1−U0)

〉
X

= −β−1ln
〈
e−β∆U

〉
X

(2.7.21)

where the subscript X is used to indicate each state (X = Ox or Red), and the
term in the bracket is

〈
e−β(U1−U0)

〉
X

=
1

ZX

∑
k

e−β(U1(qk)−U0(qk)) (2.7.22)

with ZX the partition function. In this way the free energy is simply ob-
tained by the exponential average of the potential difference. In practice, the
exponential average of the difference eU1−U0 (forward integration) and eU0−U1

(backward integration) are computed, and if their difference is small enough,
the free energy can then be expected to be accurate. This is not the case for
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many chemical processes, such as Eq. 2.7.1, which normally undergo relax-
ation effects that lead to very different equilibrium configurations. Therefore,
it does not find any practical use in computer simulations, unless in very
specific cases. For example, if one is interested in the effect of more accu-
rate potentials, it can be used to compute the free energy due to the different
FFs. [110]

Thermodynamic Integration

A further improvement to the FEP can be obtained by introducing a potential
energy function U that depends linearly on a coupling parameter λ such that,
for λ = 0, U refers to the potential energy of the initial state Ox, while for λ
= 1, it is the potential energy of the final state Red. This method is called
thermodynamic integration (TI), and U(r, λ) can be expressed as

U(r, λ) = λURed + (1− λ)UOx (2.7.23)

where 0 ≤ λ ≤ 1. Since the potential, U now depends on λ, so does the
partition function leading to the free energy, ∆G(λ) = −β−1lnZ(λ) (here A is
replaced by G). We can now write the derivative of free energy with respect
to λ as

∂G

∂λ
= −β−1∂Z

∂λ
= −β−1 ∂

∂λ

∫
drNe−βU(λ)

= β−1

∫
drN

(
∂U

∂λ

)
e−βE(λ) .

This leads to the following expression for the free energy corresponding to
U(r, λ)

∆G = −
∫ 1

0

dλ

(
∂G

∂λ

)
= −

∫ 1

0

dλ

〈
∂U

∂λ

〉
(2.7.24)

where is 〈...〉λ denotes the average at fixed values of λ. It must be noted
that only the final states U(r, 0) = UOx and U(r, 1) = URed have a physical
sense, while other values of λ represent imaginary states. In practice, modern
classical MD packages normally have built-in tool that returns the ∂U/∂λ for
simulation at different λ values, and the integration in Eq. 2.7.24 can be then
carried out numerically by Gaussian quadrature. Occasionally, it turns out
that the linear parameterization as shown in Eq. 2.7.23 is not sufficient, and
other non-linear expressions must be adopted.

Other the other hand, quantum chemistry packages are often not pro-
grammed to return the potential derivative in an easy way. An alternative
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approach is to compute the vertical energy gap (VEG). With the use of Eq.
2.7.23, the ∂U/∂λ can be expressed as

∂U(r, λ)

∂λ
= 〈UOx − URed〉λ = ∆U(r) (2.7.25)

where ∆U(r) is the VEG: the analogue of the vertical excitation energy con-
trolled by the Franck-Condon principle. [111] The free energy can then be
computed as

∆G =

∫ 1

0

dλ 〈UOx − URed〉λ . (2.7.26)

Practically, TI involves evaluating the 〈UOx−URed〉λ for a set of λ values which
are then inserted into Eq. 2.7.26 in order to calculate the redox free energy.

Despite its theoretical simplicity, once again quantum chemistry packages
can not often be used to retrieve ∆U(r) at intermediate values of λ. To this
end, a helpful solution comes from the linear response (LR) approximation.
In the LR approximation the free energy derivative ∂G/∂λ is assumed to be
linear with respect to λ, and within this regime, Eq. 2.7.26 only needs to be
evaluated at the end points, i.e. λ = 0, and 1

∆GOx/Red =
1

2
(〈UOx − URed〉Ox + 〈UOx − URed〉Red)

=
1

2
(〈∆U〉Ox + 〈∆U〉Red) .

(2.7.27)

Here 〈∆E〉Ox is obtained by the ionisation potential (IP) of the oxidised species,
and 〈∆E〉red from the electronic affinity (EA) of reduced species. In this way
one only needs to compute the VEG for each independent state, i.e., Ox and
Red. Eq. 2.7.27 has shown to give good results for many half-reactions, [112]
however, if the solvent response is not linear with energy change, it might
suffer of large uncertainties for other type of reactions, like proton coupled
electron transfers.

The TI method is strictly related to the Marcus theory of electron transfer
in solution. In Marcus theory the free energy surface of each redox state is de-
scribed as a diabatic curve which is a function of a proper reaction coordinate
q, and these curves are assumed to be quadratic with respect to q and with
equal curvature. The q is normally taken as the solvent polarization, [113]
since this quantity is sensitive to the actual electron change as the reaction
proceeds. The diabatic state GX(q) is the analogue of the gas-phase potential
energy but in solution, and it uniquely defines the reorganization free energy
of each state, i.e. λ, which is the energy that the reaction needs to overcome
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ΔrG
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GRed(q)GOx(q)
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ΔG‡

G(q)

q

Figure 2.7.2: Schematic representation of diabatic profiles of half-reaction
in Eq. 2.7.1 within the Marcus theory.

such that the solvent configuration is favourable to the process.
From Figure 2.7.2 one can see that the ∆rGo can be related to the VEG and

the reorganization energy as follows

∆rG
o = ∆G(qOx) + λ (2.7.28)

where ∆G(qOx) = GOx−GRed computed at q = qOx. A similar expression can
be written for the Red state

∆rG
o = ∆G(qRed) + λ (2.7.29)

with ∆G(qRed) = GOx −GRed computed this time at q = qRed. Combining Eq.
2.7.28 and 2.7.29, one obtains

∆rG
o =

1

2

[
∆G(qOx) + ∆G(qRed)

]
(2.7.30)

Eq. 2.7.30 is equal to Eq. 2.7.27, provided that the ∆G(qX) = 〈∆U〉X
Assessing the limits of the LR approximation, and therefore, the validity

of the calculations can be achieved by exploiting the reorganisation energy
(indicated by λ symbol) of the process under study. Although the total re-
organisation energy is the sum of the inner-sphere (λi) and outer-sphere (λo)
energies, i.e. λtot = λi + λo, the main contribution derives from the λo, and
we only focus upon this. Within the limit of LR approximation, λo can be
calculated as

λo =
〈∆U〉Ox − 〈∆U〉Red

2
(2.7.31)

provided that the fluctuations of each energy gap, 〈∆E〉, is Gaussian. In this



2.8. X-ray Absorption Spectroscopy 77

case, it is possible to write the root-mean square deviations of the energy gap
as σX = 〈δ∆U〉1/2X (X = Ox or Red), and define the outer-sphere reorganisation
energy as

λ
′

o =
σ2
Ox + σ2

Red

4kBT
(2.7.32)

When the LR approximation is valid, Equation 2.7.31 is equivalent to Equa-
tion 2.7.32, and therefore, a comparison of λo and λ

′
o gives an estimate of the

deviation from the LR approximation in each redox process [108].
As shown in Chapter 3, for the ET reductions occurring to W-based Keg-

gin ion, λo and λ′o differ by each other by about 2 kcal/mol, and the computed
redox potentials deviate from the experiment by less than 0.1 V. This means
that the LR approximation is respected for this system. In contrast, we found
larger deviations of reorganisation energy and redox potentials for PCETs of
V-based Keggin ion, suggesting that the solvent response is not linear. The
deviations are due to the two main factors: (i) the limited size of the cluster
model, and (ii) a strong SIE. For a more detailed discussion, see Chapter 3.

2.8 X-ray Absorption Spectroscopy

X-ray spectroscopy represents one of the most commonly used techniques to
probe the properties of materials in both condensed and gas form. In partic-
ular, the X-ray Absorption spectroscopy (XAS) is widely used to describe the
physical state of specific target and its surrounding. In an XAS experiment,
after an atom has absorbed a x-ray photon, there is a transition of its core elec-
trons (photoelectron) to virtual level of energy (or continuous states). Besides
depending on the atom type, this phenomenon depends also on the environ-
ment around the absorbing atom, and therefore, this gives information about
the physical or chemical state of a specific element. In a typical XAS spectra,
the absorption probability suddenly increases at the resonant energy giving
rise to a so-called edge profile. The edge position depends on the atomic
number and on the element type. Other factors, like the coordination num-
ber and the oxidation states of the elements, influences the position and the
intensity of the edge peak. For example, as the oxidation state increases, the
edge tends to shift towards higher energy. This is often used to distinguish
the different valence states of the same element in different molecular envi-
ronments. The edges are named by which core electron is excited, namely n
= 1, 2, 3, correspond to K, L, and M-edges respectively. For each edge there is
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Figure 2.8.1: Schematic representation of (a) core-to-virtual electron tran-
sition, and (b) XANES spectra.

a corresponding index that refers to the angular momentum number l. This
index is 1 for l = 0, 2 and 3 for l = 1, and 4 and 5 for l = 2.

In addition to the edge, a pre-edge region might exist. This is commonly
due to symmetry forbidden transitions occurring between s and d orbitals.
The pre-edge and the edge region together constitutes what is called X-ray
Absorption Near-Edge Structure (XANES). In a XAS spectra after the edge
peak, we find the region where the scattering of the photoelectron with neigh-
bouring atoms produces constructive or destructive interference profiles. This
region is called Extended X-ray Absorption Fine Structure (EXAFS). A schematic
illustration of XAS spectra and its specific region is given in Figure 2.8.1.

The treatment of excited states is a very broad topic, in the following sec-
tion, we briefly introduce the basic concepts behind the electronic transition
from two states, and discuss the elements governing the spectra profiles. For
a more detailed discussion about the x-ray interaction with matter, the reader
is referred to different textbooks or articles. [114, 115]

There exists a broad literature on the simulation of XANES and EXAFS,
here, we only mention few recent works to highlight the contribution of these
methods to the understanding of material behaviours. Joly et al. illustrated
that simulated XANES spectra can be employed to accurately determine the
shape and chemical shift of a short-lived triplet state of the tris(bipyridine)-
iron(II) complex, which has only recently been indicated by theoretical simu-
lations and X-ray emission experiments. [116] They also showed that useful
insights into the structure of molecular organic frameworks (MOFs) can be
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grasped from XANES and EXAFS simulations. [116] This last work is partic-
ularly interesting, since similarities exist between POMs and MOFs. Despite
the large literature about theoretical XAS studies, there has been a surpris-
ingly limited number of examples in which XAS has been used for the quan-
titative structural analysis of POMs during electrochemical reactions, and
fewer still employing the XANES region of the spectrum. In this regard, be-
sides the contribution to POM community, our theoretical study in Chapter 4
reveals the factors controlling the XAS observables so as to provide perspec-
tives for future experimental and theoretical studies into the redox properties
of POMs.

2.8.1 Absorption Cross-Section

The absorption process deals with the transition of a single electron from a
core state to an excited state (absorption). In this case, the non-relativistic
Hamiltonian of a charged particle in an electromagnetic field is H = H0 +H

′ ,
where H0 is the Hamiltonian for the unperturbed system, whereas H ′ rep-
resents the matter-field interaction term. This latter is classically expressed
as

H
′
=

e

m
p · A+

e

m
φ ·B +

e2

2m
A2 (2.8.1)

where φ and A are respectively the scalar and the vector potential related to
the Maxwell equations. In the absorption case, it is possible to disregard the
last term of Eq. 2.8.1, and the transition operator is only due to the first two
terms. The transition occurs from an initial state |i〉 = |ψi, k〉, where ψ is the
one particle core electron state and k represents the incoming photon. The
energy of full initial state (electron plus photon) is sum of the unperturbed
electron εi and photon energy ~w. Whereas the final state can be represented
by f〉 = |ψf , 0〉, where we set the photon state equal to 0, since the final state
energy depends only on photoelectron εf . The transition rate is then given
by the Fermi Golden Rule:

Rif =
2π

~
|〈f |H ′ |i〉|2δ(εf − εi − ~w) (2.8.2)

where δ is the Kronecker symbol, and indicates that the probability of tran-
sition is 1 or 0. By recalling the relationships existing between the vector
potential and electric and magnetic field, one obtains a final expression that
relates the cross section to the transition rate (with finite structure constant
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α = e2/2hcε0)
σif = 4π2α~w|〈ψf |ô|ψi〉|2δ(εf − εi − ~w) . (2.8.3)

The operator ô can be expressed as the sum of different contributions: ô =

ôE1 + ôE2 + ôE3 + ôM1 + · · ·. the terms E1, E2, and E3 are respectively the
electric dipole, quadrupole, and octupole

E1 ôE1 = ε · r ,

E2 ôE2 =
i

2
(ε · r)(k · r) ,

E3 ôE3 = −1

6
(ε · r)(k · r)2 ,

M1 ôM1 = cm(ε× r) · (L+ 2S) ,

(2.8.4)

whereas M1 is the magnetic dipole. Here, cm = ~/2m(εf − εi), while ε and
k are respectively the polarization and wave number of the vector potential
A. Normally, E1 is the predominant term, however, E2 and M1 terms may
contribute significantly to the edge energy for heavy elements. For example,
the weight of E2 is usually significant from 4500 eV onwards. These transi-
tions are governed by the sum rules, namely, for dipole and quadrupole the
angular momentum must vary respectively as ∆l = ±1, and ∆l = 0,±2.

Although the mono-electronic theory may give good results, its validity
is limited by many physical phenomena, like the relaxation time of the core-hole
and the time associated with kinetic energy of the photoelectron. Both phenom-
ena occur within the same timescale 10−15 - 10−16 s−1, which means that to
properly describe the physical evolution of the system after the absorption,
one must take into account both events in the theoretical method. For this
reason, normally a multi-electronic process approach is used, where all the
possible transitions from core to the valence states are considered. This basi-
cally translates into inserting a sum over the all transition states in the cross
section formula (Eq. 2.8.3).

A common approximation is to use a spherical potential around the ab-
sorbing atom such that spherical SE must be solved in order to evaluate the
matrix elements 〈ψf |ô|ψi〉 within such volume. Among different approaches
the finite-difference method (FDM) has been recently shown to be very effi-
cient to calculating XANES and EXAFS spectra. [117, 118] Within the FDM
approach one solves the SE by discretizing the coordinate space over a grid
of points in the whole volume where the approximations are taken. The SE
is then turned into a set of linear equations that are solved by using classical
algebra solvers: for more details the readers are referred to [117, 119].
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The potential expression is given by DFT methods, more specifically, the
LSDA exchange-correlation functional is commonly used. The surround-
ing area of the electron is taken into account by the exchange-correlation
potential which depends only on the density of the electron. For instance,
Gaudry et al. showed that the LSDA functional reproduces satisfactorily the
experimental features of Fe and Ti k-edge as well as the electronic transi-
tions involved in the pre-edge region. [120] Although small in amplitude,
the pre-edge signal carries valuable information regarding the coordination
environment of the absorber atom. In this regard, we found that the inten-
sity of the pre-edge peak of POMs, which is allowed by the hybridization
between the d (Mo) and p (O) orbitals, progressively decreases as the POM
is reduced. This is due to the evolution of a noncentrosymmetric environ-
ments to centrosymmetric one (Chapter 4).The LSDA potential is currently
implemented in FDMNES program, [117] which has been used throughout
this work to compute the Mo K-edge XANES spectra of POMs (see Chap-
ter 4). DFT often fails to describe the absorption spectra when the probed
electronic states are localized, as in the case of L2,3 edges of d elements in
different compounds. [121] An alternative option is the use of time-dependent
density functional theory (TDDFT)), which takes into account a part of the interac-
tion between the core-hole and the photoelectron states. The application of TDDFT
is normally restrained to the linear response (LR) regime. For instance, Joly et al.
have shown that TDDFT calculations yield an improvement over the correspond-
ing LSDA method within the muffin-tin (MT) approximation. [121] In contrast to
the FDM approach, the MT approximation assumes that the potential has spherical
symmetry within the MT spheres centered on the atoms, and is constant between
spheres. This crude approximation fails to describe non-spherical effects which are
often significant for many real systems, therefore, it has not been used in this work.
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Chapter 3

Redox Potentials of
Polyoxometalates

3.1 Introduction

This chapter refers to the results of the first article listed in Section List of
Publications at start of this manuscript, which was published in J. Phys. Chem
C 2020, 124, 28, 15045-15056. The relationship between the authors and their
contribution to the presented work are outlined in that section.

Our energy systems are rapidly evolving, driven by the challenges asso-
ciated with decarbonisation and shifts in societal expectations. This requires
a rethink in how we supply, manage and consume energy. As outlined in
Chapter 1, the major challenge of renewable energy sources, like wind and
solar, is their intermittent nature, and therefore an increasing interest in EESs
was recently gained to manage the peaks and troughs in demand [122].

Amongst a wide variety of solutions based upon electrochemical stor-
age [1], RFBs have recently attracted a significant amount of research interest
as a safe and cost-effective energy storage technology for power grid appli-
cations [123]. Importantly, by storing the electro-active material in external
tanks, RFBs are the only type of battery for which energy and power out-
put can be scaled independently, making them highly flexible approaches to
energy storage. Despite offering clear advantages, the current technology
based upon the all-vanadium RFB [124], still suffers from distinct problems.
Indeed, the main drawbacks are the slow kinetics and low number of elec-
trons taking part in the redox reactions, which reduces the energy and power
density of the battery. [2, 9]

To overcome this, there has been a significant research effort into devel-
oping high performing redox couples, which has focused upon transition
metal ions [2, 125–127] or organic redox active materials [128–130]. For the
former Polyoxometalates (POMs) have gained increasing attention because
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this class of discrete transition metal-oxide nanoclusters shows significant
promise owing to their ability to store multiple electrons in a reversible man-
ner. [131, 132] As outlined in Chapter 1, recently Friedl et al. [9] developed
an asymmetric RFB based on [SiW12O40]4− (SiW12) and [PV14O42]9− (PV14)
as anolyte and catholyte, respectively. They demonstrated that these POMs
could exhibit fast redox kinetics alongside multiple electron transfers which
enables the simultaneous high power density and capacity (10.7 A h L−1).

The high energy density is related to the high number of electrons in-
volved during the reduction of POMs, namely, four electrons for both PV14

and SiW12. However, only two one-electron reductions of SiW12 are ex-
ploited, since the third redox wave, which is a two-electron reduction, ir-
reversibly modifies the electrode leading to its decomposition and catalysis
of the hydrogen evolution reaction. The electrochemistry of SiW12 has been
largely studied, [14] since this compound is the progenitor of several substi-
tuted POMs, which are commonly synthesized in laboratory. [9, 14] On the
other hand, this is the first time that the PV14 ion is produced, therefore,
its structural and redox behaviour have been investigated only in this ref-
erence. [9] The 51V NMR measurements revealed that 6 electrons are trans-
ferred to PV14 during the reduction, whereas the oxidation was fully com-
pleted after removing 4 electrons from the polyoxoanion. The reason of this
imbalance is believed to be the absence of a separator in the NMR tube dur-
ing the analysis. As a consequence of this, reduced species diffuse out of the
working electrode volume and go into the supernatant region, where these
are replaced by fully oxidised PV14. Similarly, during the oxidation, less PV14

can be re-oxidised, because some of the reduced species is able to diffuse
away from the working electrode. [9] In conclusion, by taking into account
these effects, the authors estimate that the exact number of electrons reduc-
ing the POM is given by the average of reduction and oxidation processes,
i.e. 4 electrons. Despite the uncertainties relative to the diffusion, it is worth
noting that such a number of electrons is high compared to the VRFB, where
the reduction of the redox couple V2+/V3+ involves just one electron. [9]

The POM-based RFB proposed by Jochen et al., is one of the most per-
forming battery ever made, [9] and it represents a valid alternative to the
commercial VRFB. However, on the basis of the above discussion, the mech-
anism behind the POM electrochemistry, in particular, the number of elec-
trons reducing each POM type is not completely clear, and further analysis
would definitely help to shed light on this aspect. Furthermore, how PV14

and SiW12 structures change after the reductions is not discussed in their
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work. [9] This aspect is extremely important, indeed, previous theoretical
and experimental studies showed that the POM structure is strongly affected
at high charge states. [8]

In addition to the asymmetric RFB of Friedl et al., it is worth mention-
ing a new type of POM-based RFB recently proposed by Cronin et al. [27]
They demonstrated that the polyoxoanion, [P2W18O62]6−, could act simulta-
neously as a high-performance redox flow battery electrolyte or as an elec-
trolytic cell for the generation of hydrogen. This work is the subject of Chap-
ter 5, and for more details, the reader can refer to this chapter.

Generally, the relationship between a POMs structure and its redox prop-
erties remains unclear and improving its understanding is crucial to design
high-performing POM-based RFBs. Here, computational and theoretical chem-
istry can play a key role, yet predicting the redox behaviour of such systems
remains a challenge. Due to their sizes, simulations are performed within
the framework of density functional theory (DFT) in most cases. However,
for anions exhibiting large charges this can be problematic owing to self in-
teraction error (SIE) of DFT. Besides the SIE, the high charge state of some
POMs means that careful consideration of the counter ions and the environ-
ment is needed. Indeed, in ref. [9], the authors reported that the hydrody-
namic radius of SiW12 was ∼2 nm, much greater than the crystallographic
radius (∼0.5 nm), which was attributed to the hydration shell of the anionic
POM [133].

Early computational works simulating the stability and frontier orbitals of
POMs considered only their structure without accounting for the electrolyte
environment as well as the counter ions. In this regard, Poblet et al. showed
that the relative stability as well as for the structure of α/β Keggin ions are not
properly predicted by gas phase calculations, and the introduction of solvent
effects by means of a continuum model is necessary. This was also demon-
strated by Zhang et al., who showed that the solvent effect is very important
for [XW12O40]n− (X = Fe(II), Co(III), Zn(II)) ions at high charge states. [134]
In addition, in their work these authors suggested that the DFT functional
also plays an important role, for instance, after testing several GGAs, their
results show that BP86 and PBE give the best comparison with experimental
data. [134] However, as mentioned in the introduction, Poblet et al. showed
that GGAs suffer from a poor description of the electron delocalization for
singly-substituted Wells-Dawson ion, [45] and therefore, the inclusion of a
certain amount of exact exchange gives results in better agreement with the
experiment.
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Therefore, it is clear that both elements, i.e. the choice of xc-functional
and the incorporation of the solvent in the calculations, are fundamental to
accurately describe POM structures.

As with structure calculations, theoretical works on the redox potentials
of POMs [135,136] only focused on barely charged POMs, describing the sol-
vent by a polarisable continuum model [137, 138]. For instance, Aparicio et
al. computed the redox potentials of singly-substituted Keggin ions, with-
out adding counter ions to the POM. In that work, the solvent effect was
included by the continuum COSMO model. [135] This simplification leads
to strong uncertainties in the absolute reduction potential. However, shifts
of the reduction potentials, relative to the unsubstituted Keggin ion, suc-
cessfully reproduced the corresponding experimental data. [135] A similar
approach was used by Poblet et al. to study the redox potentials of singly-
substituted Wells-Dawson POMs. [45]. Their result showed that the reduc-
tion potentials obtained with DFT are less exothermic than they should. The
authors highlight that the origin of these discrepancies with the experiment
is due to the oversimplification of the real environment of POMs, namely
an approximate treatment of the solvent effects, and the absence of explicit
counter ions.

Large errors are likely due to the large negative charges which both ex-
acerbate the SIE problem and are problematic for continuum solvent mod-
els [139]. Recently, Kremleva et al. [46] adopted a similar approach, but also
included counter ions absorbed onto the surface of POM to neutralise the
overall system. For a tri-Mn-substituted W-based Keggin ion, they tested a
pure GGA (PBE) and several hybrid-GGA functionals, and found that the
main structural parameters of POMs were not affected by the Li arrange-
ment nor the xc-functional. Furthermore, they found redox potentials which
were in good agreement with experiment, and were not sensitive to the Li ar-
rangement, but they were rather dependent on the DFT functional used. [46]
Specifically, the three hybrid functionals tested, TPSSh, B3LYP, and PBE0,
yield reduction potentials which increase with the contribution of exact ex-
change in the hybrid functional. The best agreement for electron transfer (ET)
reductions was given by the GGA functional PBE which underestimates the
redox potential by 0.3 V, whereas the B3LYP was the best hybrid-GGA, with
an overestimation of 0.5 V. [46] For proton-coupled electron transfer (PCET)
reductions, the authors included the contribution of dissociation constants
of the protonated POMs into the Nernst equation to reproduce the experi-
mental pH dependence. But even in this case, the best agreement with the
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experiment was given by PBE, while the redox potentials from hybrid-GGAs
show large deviations of about 0.6-1 eV. [46] The authors noted that the good
performance of the pure GGA-PBE compared to hybrid methods was due to
a fortuitous error cancellation. [140] Once again, another source of error is
the approximate description of the solvent effects.

Motivated by their previous findings, the same authors [47] extended
their initial work to include explicit solvent molecules (water) extracted from
first principle molecular dynamics (FPMD) simulations. The POMs struc-
tures from the snapshots extracted from the FPMD were subsequently opti-
mised while keeping the environment fixed. Two different type of reactions
were taken into account, namely, an ET and PCET. The authors showed that
inclusion of the solvent significantly improved the simulated redox poten-
tials, but not quite as much as the effect of the exchange and correlation func-
tional as shown by the better agreement of simulated redox potentials with
experiment obtained using B3LYP compared to PBE. [47] For example, for
the reduction of Mn from Mn4+ to Mn3+, the deviation of the redox poten-
tials obtained with PBE is 0.7 eV, while B3LYP yealds a deviations of about
0.1 eV. Similarly, PBE underestimates the redox potential of the redox cou-
ple Mn3+/Mn2+ of about 0.6 eV, while the B3LYP results are more consistent
showing the same amount of uncertainty. [47]

This approach has shown that a reasonable description of solvated coun-
terions and the explicit treatment of the solvent are fundamental to compute
accurate redox potentials. However, the strong discrepancy between PBE
and B3LYP might hint at a potential weakness of this procedure, as only a
small layer of solvating molecules was tested. Indeed, it was shown that
larger solvation shells, and thus a high number of solvent molecules, are re-
quired to obtained converged dynamics. [7] Currently, FPMD represents still
a challenge for large systems like POMs, and therefore a valid alternative is
the use of a QM/MM approach, which can be adapted to much larger molec-
ular systems (see Section 2.6).

Motivated by Jochen’s work, [9] and by the challenge associated with the
computation of redox potentials of POMs, in this work we decided to per-
form a theoretical investigation of SiW12 and PV14 POMs in order to under-
stand the relationship between their structure and redox potentials. Besides
gaining insights into their electrochemistry, from this work, we expect to pro-
vide a general procedure to predict accurate redox potentials of POMs.

Different theoretical methods were used to calculate the redox potentials
of SiW12 and PV14. In the first case we adopt a thermodynamic cycle and



88 Chapter 3. Redox Potentials of Polyoxometalates

use an implicit solvent model incorporating the counter ions to neutralise
the overall system to calculate the free energies required for this cycle. In the
second case we apply quantum mechanic/molecular mechanic (QM/MM)
molecular dynamics (MD) simulations, where the solvent is treated explic-
itly, to study the evolution of POMs electronic structures and interactions
with its environment as well as electrochemical behaviour. In this case the re-
dox potentials are calculated using the thermodynamic integration (TI) and
fractional number of electron (FNE) [92] approaches, both within the linear
response (LR) approximation. We demonstrate that these methods are able to
improve the description of the redox potentials for SiW12. However, owing
to the larger structural changes upon reduction, the LR approximation breaks
down for PV14. Our present results provides new perspectives for simulating
the redox potentials of POMs, but also highlights remaining challenges.

3.2 Theory and Computational Details

In the following subsections the theoretical and computational details used
throughout this work are outlined. Initially, the approach for describing the
redox potential using an implicit solvent model is outlined and subsequently
the two methodologies exploiting explicit solvation are discussed. More de-
tails of theory is given in Chapter 2.

3.2.1 Implicit Solvent Model

In this work the redox potentials have been calculated using a thermody-
namic cycle as shown in Figure 2.7.1. Within this model the standard free
energy of a reaction in solution is related to its standard free energy of reac-
tion in gas-phase through Eq. 2.7.13. Here the Gibbs free energy has been
calculated in two ways. In the first, we have neglected zero-point and en-
tropic contributions to free energy of the reaction, often considered a small
contribution. [46] Therefore the enthalpic component is equal to the free en-
ergy (i.e. ∆rG

o
g(Ai|Bi) = ∆Hg(Ai|Bi)). In the second approach, the zero-point

and entropic contributions have been included as

∆rG
o
g(Ai|Bi) = ∆Hg(Ai|Bi) + ∆ZPE − T ·∆S (3.2.1)

The ZPE term has been computed by performing vibrational frequency calcu-
lations on the optimized gas-phase structures with an analytical solver for all
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the exchange and correlation functionals except TPSSh, [87] where a numeri-
cal solver was chosen. The thermochemistry calculations were performed at
298.15 K, and the entropic correction includes the vibrational, rotational, and
translational contribution.

The standard redox potential of the reduction, Uo
red, is then related to the

free energy of reaction in solution by the Eq. 2.7.8. Here, the Faraday constant
is equal to 23.061 kcal mol−1 V−1. Throughout we set U o

abs(NHE) = 4.24 eV
[141].

For this part, all calculations have been performed using density func-
tional theory as implemented within the ORCA quantum chemistry pack-
age [87]. Four different x-c functionals have been used, namely PBE [4],
TPSSh [142], B3LYP [68] and PBE0 [70]. These functionals contain respec-
tively (in that order) 0 %, 10 %, 20 %, and 25 % of HF exact exchange. As
result of this, we expect to rationalize the effect of the energies and redox
potentials as function of the amount of HF exact exchange present.

To assess the effect of the basis set, all structures were optimised by using
either def2-SVP or def2-TZVP basis set [73] and a def2-ECP pseudopotential
[75] for the heavier elements [46,135]. Unrestricted Kohn-Sham (UKS) theory
was employed for all open-shell systems, while close-shell ones were treated
by RKS. During the geometry optimisations, the total SCF energy was set to
converge within 10−6 a.u., while the gradient converged to 10−4 a.u.

In each case to ameliorate challenges associated with the self-interaction
error [143], all POMs have been neutralised using counter-ions, which were
included in the geometry optimisations. The free energy of solvation, ∆GS(Xi),
of each component of the cycle was determined by using a CPCM approach
as implemented in ORCA [87] using the dielectric constant and refractive in-
dex of water. The enthalpies of solvation of the proton and Na+ were set to
-264 kcal/mol and -97.74 kcal/mol, respectively. [144]

3.2.2 Explicit Solvent Model

The highly anionic nature of the POMs means that an explicit description of
the solvent environment around the POMs is likely to be important. In this
section we describe the methods used for explicitly describing the solvent
molecules in a computationally efficient manner and the approaches used to
exploit these simulations to simulate the redox potential.
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3.2.3 QM/MM Molecular Dynamics

The explicit description of the solvent around the POM has been achieved
using QM/MM MD. Throughout, all molecular dynamics simulations were
performed by using the AMBER package. [82] The initial setup and equi-
libration of the system was achieved using classical molecular dynamics.
Recently, several authors have proposed general force fields for POMs, [54–
56] however, this remains elusive. Consequently, our force field consists of
bonded terms derives from the potential energy from frequency calculations
as described in the modified-Seminario method. [85] The non-bonded terms
for all atoms were taken from the Universal Force Field (UFF). [86] Atomic
charges have been calculated using the CHELPG method as implemented in
ORCA. [87]

The initial setup from the classical MD was generated by solvating the op-
timised POM and counterions ions in a box of≈ 3000 TIP3P water molecules.
[145] The systems were subsequently equilibrated at a temperature of 300 K
and room pressure using periodic boundary condition (PBC). These equili-
brated systems were used as a starting point for the QM/MM MD of SiW12

and PV14. The QM region contains the POM plus the counterions, namely
SiW12 and Na+ ions in one case and the protonated PV14 in the other, while
the remaining MM region is composed entirely of solvent molecules.

All QM/MM calculations were performed by interfacing ORCA [87] to
AMBER. [82, 146] An electrostatic embedding approach was used to connect
the QM and MM region. The QM region was described using density func-
tional theory within the approximation of the PBE functional [4] with def2-
SVP basis set [73] and def2-ECP pseudopotential. [75] Non-periodic bound-
ary condition (NPBC) were used within the QM region, which sees only the
periodic images of the MM region. PBC were applied to the MM region with
a cutoff of 8 Å for long-range MM interactions, which have been treated by
the particle-mesh Ewald summation. SHAKE has been applied to all bonds
involving hydrogen atoms. [147] The dynamics were performed within the
NPT ensemble with a Langevin thermostat. An initial equilibration of the
QM/MM MD was performed for 5 ps. This was followed by an additional
10 ps pf QM/MM dynamics from which all of the properties were calculated.
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Thermodynamic Integration

To determine the redox potential of the POMs from the QM/MM MD, we
employ the thermodynamic integration (TI) method. Within the TI, the po-
tential energy of the two systems (reduced and oxidised) are coupled through
an order parameter, λi, such that the final potential is a mix of the two states
as expressed in Eq. 2.7.23. It must be noted that only the final states U(r, 0) =

UOx and U(r, 1) = URed have a physical sense, while other values of λ repre-
sent imaginary states. However, since the potential, U now depends on λ, so
does the partition function leading to a free energy given by Eq. 2.7.24.

∆G = −
∫ 1

0

dλ
〈∂U
∂λ

〉
(3.2.2)

In the LR approximation, used throughout this work, the free energy deriva-
tive is assumed to be linear with respect to λ, the free energy is given by Eq.
2.7.27

∆GOx/Red =
1

2
(〈∆U〉Ox + 〈∆U〉Red) (3.2.3)

Here 〈∆U〉Ox is given by the ionisation potential (IP) of the oxidised species,
and 〈∆U〉red from the electronic affinity (EA) of reduced species. In this way
one only needs to compute the vertical energy gap (VEG) for each state, i.e.,
Ox and Red (Section 2.7.2).

We assess the validity of the LR approximation by computing the reorgan-
isation energy in two different ways. The total reorganisation energy is the
sum of the inner-sphere (λi) and outer-sphere (λo) energies, i.e. λtot = λi +λo.
However, we only focus on the λo, which is normally gives the major contri-
bution to the λtot.

In the LR regime, the λo can be computed from Eq. 2.7.31. Furthermore,
provided that the fluctuations of each energy gap, 〈∆U〉 have a Gaussian
distributions, it is possible to write the root-mean square deviations of the
energy gap as 〈δ∆U〉1/2M = σM , M = Ox or Red, and therefore to define outer-
sphere reorganisation energy as given in Eq. 2.7.32. If the reorganisation en-
ergy computed from Eq. 2.7.31 and 2.7.32 are similar, the LR approximation
is valid, and the redox process results to be in the Marcus regime. Therefore,
we compare these two equation to estimate whether deviation from the LR
approximations are present in each redox process. [108]

Throughout this work, the VEG, 〈UOx − URed〉Ox required in Eq. 2.7.27
has been calculated by randomly selecting 60 snapshots from the 10 ps of
QM/MM MD. Each snapshot included the POM, counter ions and 6 Å of
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solvent molecules surrounding it. Single point calculations, without any
additional geometry optimisations, were performed on each snapshot by
using DFT within the approximation of PBE [4] functional, def2-TZVP ba-
sis set [73], def2-ECP [75], and conductor-like polarisable continuum model
(CPCM). [87]

Fractional Electron Approach

While the LR-TI approach offers an efficient approach to simulating larger
systems, it still requires knowing the energy of oxidised and reduced species
at all oxidised and reduced geometries sampled during the molecular dy-
namics, An alternative approach is the fractional number of electrons (FNE)
proposed by Zeng et al. [92]. Here, instead of mixing two potential func-
tions, the FNE gradually changes the number of electrons in the system. The
physical implications of the fractional electron can be interpreted as the prob-
ability of the electronic distribution on the highest occupied molecular orbital
(HOMO) of the solute.

The use of FNE is physically justified by the Janak theorem, which states
that the energy derivative with respect to the electron occupation state is
equal to its HOMO energy

∂E

∂η
= −εHOMO (3.2.4)

Here η indicates the fractional number of electron. Thus, the redox free en-
ergy can be then computed by the thermodynamic integration of HOMO en-
ergies at different η values

∆AOx/Red = −
∫ 1

0

dη
(∂A
∂η

)
= −

∫ 1

0

dη〈εHOMO〉η (3.2.5)

As shown for LR-TI, assuming the LR approximation for the FNE, Eq. 3.2.5
(λ = 0 and 1) becomes

∆AOx/Red =
1

2
(〈εHOMO〉Ox + 〈εHOMO〉Red) (3.2.6)

Note that in case of linear response 〈εHOMO〉M = 〈∆U〉M . The main advan-
tage of Eq. 3.2.6 is that only requires the knowledge of HOMO energies of
each state Ox and Red at their own geometries, halving the number of simu-
lations to be performed with respect to the LR-TI approach.
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Throughout this work, the 〈εHOMO〉M required in Equation 3.2.5 was cal-
culated from 60 randomly selecting snapshots from the 10 ps of QM/MM
MD. Each snapshot included the POM, counter ions and 6 Å of solvent molecules
surrounding. Single point calculations, without any addition geometry op-
timisations, were performed on each snapshot by using DFT within the ap-
proximation of PBE [4] functional, def2-TZVP basis set [73], def2-ECP [75]
and conductor-like polarisable continuum model (CPCM) [87].

3.3 Results

In the following sections we present our results for computing the redox po-
tential using implicit and explicit solvation models. The latter, achieved us-
ing molecular dynamics also provides insight into the structural, solvent and
charge distributions associated with the POMs, which are subsequently dis-
cussed.

3.3.1 Redox Potentials using Implicit Solvent Model

Using the thermodynamic cycle outlined in the previous section, we have
computed the standard redox potentials (U o

red) for PV14 and SiW12. For the
former, previous work [9, 148] has identified that reduction is accompanied
by protonation, i.e. proton coupled electron transfer (PCET). This is expressed
as

Hm[PV14O42] + nH+ + ne− → Hm+n[PV14O42] (3.3.1)

where m corresponds to the initial number of H+ bound to the PV14 to neu-
tralise it, n is the number of protons and electrons transferred. For SiW12

[9, 133, 149] the reduction is expressed as

Nam[SiW12O40] + ne− + nNa+ → Nan+m[SiW12O40] (3.3.2)

where m is the initial number of Na+ counter ions and n is the number of
electrons and cations transferred. Table 3.3.1 shows the standard redox po-
tentials for the reduction of SiW12, calculated as two sequential one electron
processes and a single two electron reduction [9, 133, 149]. This has been cal-
culated for 4 different exchange and correlation functionals with increasing
amounts of Hartree-Fock exchange (0 % PBE , 10 % TPSSh, 20 % B3LYP, 25
% PBE0), two types of basis set and also with and without the contributions
from ZPE and entropy.
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Table 3.3.1: Uo
redvs NHE (V) values calculated using 4 different DFT x-c

functionals, 2 basis sets and with or without the effect of zero point energy
(ZPE) and entropy. Here (m,n) refers to Eq. 3.3.2.

(m,n) Basis Set PBE TPSSh B3LYP PBE0 Exp. [9]

Redox Statea

Nam+n[SiW12] (4,1) def2-SVP 0.517 0.528 0.544 0.588

def2-TZVP 0.176 0.077 0.172 0.150 0.01

(5,1) def2-SVP 0.129 0.002 -0.014 -0.048

def2-TZVP -0.115 -0.277 -0.257 -0.299 -0.21

Na6H2[SiW12] def2-SVP -0.635 -0.641 -0.689 -0.713

def2-TZVP -0.699 -0.473 -0.763 -0.802 -0.37

Redox Stateb

Nam+n[SiW12] (4,1) def2-SVP 0.358 0.359 0.399 0.430 0.01

(5,1) def2-SVP -0.042 -0.157 -0.265 -0.203 -0.21

Na6H2[SiW12] def2-SVP -0.670 -0.731 -0.721 -0.778 -0.37
a Without ZPE and Entropy
b Including ZPE and Entropy

The results show an effect of the exchange-correlation functional which is
typically between 0.1-0.2 V, which is not as strong as previously reported [46].
In contrast, the effect of the basis set is much larger, in line with previous
work [46, 135]. Indeed, for this implicit solvation model, changing a def2-
SVP basis to a def2-TZVP basis causes changes as large as 0.35 V for the first
reduction of SiW12. In all cases, the larger basis set reduces the reduction
potential and therefore the first two one electron reductions of SiW12 become
in much better agreement with experimental values. However, the final two
electron reduction become slightly further away. The addition of ZPE and
entropy effects, only possible at def2-SVP level in the present case, decreases
the Uo

red by ≤0.15 V.
The deviation between experiment and theory is consistent with previous

recent work by Kremleva et al. [46], indicating that the observed uncertain-
ties are within the limits of the implicit solvation model. We now turn our
attention to PV14, whose electrochemistry has been significantly less studied.
Recently, Friedl et al. [9] reported a Uo

red = 0.6 V. However, as the redox waves
were multi-electron transitions, the overlap of many redox reactions made
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Table 3.3.2: Uo
redvs NHE (eV) values calculated for the reaction 3.3.1 with

4 DFT x-c functionals, 2 basis sets with or without the effect of zero point
energy (ZPE) and entropy. Their values are compared to experimental
data. [9].

(m,n) Basis Set PBE TPSSh B3LYP PBE0 Exp. [9]

Redox Statea

Hm+n[PV14] (9,1) def2-SVP 1.609 1.934 2.101 2.327

def2-TZVP 1.718 2.202 1.855 2.022

(9,2) def2-SVP 0.839 1.208 1.093 1.161

def2-TZVP 0.923 1.120 0.951 0.802

(9,3) def2-SVP 0.845 1.754 1.211 1.082

def2-TZVP 0.902 1.261 1.199 1.355

(9,4) def2-SVP 0.392 0.493 0.412 0.397

def2-TZVP 0.516 0.552 0.705 0.575 0.60

Redox Stateb

Hm+n[PV14] (9,1) def2-SVP 1.615 1.968 2.093 2.313

(9,2) def2-SVP 0.856 1.247 1.365 1.301

(9,3) def2-SVP 0.822 1.065 1.168 1.033

(9,4) def2-SVP 0.362 0.461 0.685 0.508 0.60

a Without ZPE and Entropy
b Including ZPE and Entropy

it difficult to determine exact potentials and determine exactly how many
electrons were transferred. The authors estimated that PV14 can be reduced
by approximately four electrons, although this could increase to as many as
seven electrons upon increasing the acidity of the solution. [9] Table 3.3.2
shows the reduction potentials calculated for PV14 for a single PCET, two
(9,2), three (9,3), and four (9,4) simultaneous PCETs, both with and without
ZPE and entropic contributions.

In contrast to SiW12 a larger effect of the x-c functional is observed. This
is strongest for a comparison between the PBE and PBE0 functionals in all
reactions, and is consistent with previous work. [46] A difference of ∼0.4-0.5
V is observed between these two functionals for the (9,1) and (9,2) reductions
and the origin of this difference is expected to be the fraction of Hartree-
Fock exchange. A smaller deviation of 0.1 V is observed for both (9,3) and
(9,4), which is important for the QM/MM MD simulations presented later.
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The effect of the basis set is reduced compared to SiW12 and its influence
is comparable to the x-c functional with a typical change between 0.1-0.2
V observed. This is due to different transition metal elements constituting
the POM. In fact, the valence electronic configuration of the vanadium does
not contain f functions, and a small basis set like the def2-SVP can provide
good results. Conversely, for third-row transition metals like the tungsten,
the def2-SVP does not suffice to describe its electronic valence, and a bigger
basis is needed.

From Table 3.3.2, one can see that the best agreement with experiment
is provided by the (9,4) reaction, where a small deviation of <0.1 V is ob-
served from the B3LYP and PBE0 values and 0.24 V from the PBE value. The
PBE functional also returns Uo

red values for (9,2) and (9,3) relatively close to
the experimental redox potential. However, Batista et al. showed that pure
GGA functionals, like the PBE, tend to underestimate the computed redox
potentials compared to the hybrid-GGA functionals. [140]. Thus, since the
PBE gives lower Uo

red values than the other functionals for all the reactions, it
means that the closeness of PBE Uo

red values for (9,2) and (9,3) is the result of
such underestimation, and not of the accuracy of predicting the correct reac-
tion. This is confirmed by the larger deviation from experiment observed for
the hybrid functionals.

Finally, it is worth noting that the reduction of PV14 is pH-dependent,
since it occurs through PCETs. Further insights into possible reaction path-
ways can be obtained by combining the electron transfers (ETs) and proton
transfers (PTs) occurring for each individual redox intermediate. This anal-
ysis leads to the construction of Pourbaix diagrams, which depicts all possi-
ble species for a given potential and pH. Such an approach has previously
been shown to provide good results for POMs, where only one PCET was
studied [46]. Generally, the use of Pourbaix diagrams has been shown to
predict redox potentials within an error of 0.1 V. [103] However, it becomes
extremely computationally expensive when multiple intermediates need to
be accounted as in the PV14 case. Besides, the uncertainty of 0.1 V obtained
from the computed Uo

red values of (9,4) is already a good result, and thus we
do not discuss it in this work.
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3.3.2 Redox Potentials using Explicit Solvation

In the previous section an implicit solvent model was used to calculate the
redox potentials. However, an explicit description of the solvation environ-
ment of the POMs is expected to play crucial role. Indeed, the diffusion coef-
ficients of many POMs consider a hydrodynamic radius larger than crystal-
lographic radius of the POM structure due to the strong binding of the first
hydration shells to these charged species. [133] Consequently, in this section
we perform QM/MM MD to provide further insight into the redox potential
of these species in the presence of explicit solvation. It is worth noting that
throughout this section a def2-TZVP basis set has been used, however, the
influence of the basis set is much reduced compared to the results discussed
for the implicit solvent models.

Table 5.3.1 shows the redox potentials for the first two one electron re-
ductions of SiW12 calculated using the LR-FNE and LR-TI methods outlined
above. This shows that both approaches yield redox potential which are in
good agreement with one another and are closer to the to experiment than
the implicit solvent model approach. Furthermore, the values of λ′ and λ

calculated for the LR-TI method differ only of about 2 kcal/mol and such a
small deviation [38, 108] is consistent with the validity of the LR approxima-
tion. This illustrates the importance of explicit description of the solvation
shell in predicting the redox properties of POMs. Table 3.3.4 shows the en-

Table 3.3.3: Calculated electron transfer energies, redox potentials Uo
red,

and reorganization energies for the SiW12 by using the LR-FNE and LR-
TI approaches from the QM/MM dynamicsa

LR-FNE LR-TI

Nam+n[SiW12] (4,1) (5,1) (4,1) (5,1)

〈∆E〉ox -118.25 -96.28 -91.65 -84.85

〈∆E〉red -78.56 -84.19 -104.95 -103.22

λ - - 6.64 9.18

λ
′ - - 7.06 7.98

Uo
red 0.027 -0.229 0.022 -0.162

a All energies are in kcal/mol, whereas the redox potentials in V.

ergetics, redox potentials and reorganisation energies for the simultaneous



98 Chapter 3. Redox Potentials of Polyoxometalates

multiple electron reduction of PV14. In contrast to SiW12, the redox poten-
tials show significant difference between each other and the experiment. In-
deed, for the LR-TI approach, a deviation from experiment of 0.8 V is found,
much larger than for the implicit solvent model. However, the reason for
this deviation becomes clear when comparing the calculated reorganisation
energy, as λ′ deviates by ∼75 kcal/mol from λ, indicating the breakdown of
the LR approximation. This is due to the larger structural change observed in
PV14 upon reduction compared to SiW12. Besides the breakdown of the LR

Table 3.3.4: Calculated electron transfer energies, redox potentials Uo
red,

and reorganisation energies for the PV14 by using the LR-FNE and LR-TI
approaches from the QM/MM dynamicsa

LR-FNE LR-TI

Hm+n[PV14] (9,4) (9,4)

〈∆E〉ox -120.90 -442.81

〈∆E〉red -140.24 -595.63

λ - 76.41

λ
′ - 2.79

Uo
red -2.82 1.38

a All energies are in kcal/mol, whereas the redox potentials in V.

approximation, there still remains large deviations between the TI and FNE
approaches. This is because the energy of the HOMO orbital is destabilised
(-110 kcal/mol) compared to what it should be, ∼ -500 kcal/mol to retrieve
the correct redox potential. This error can be traced back to the decreasing
HOMO-LUMO gap which arises from the edge waters that are unsaturated
and robbed of their hydrogen bonding partner [150] in setting up the cluster
model. Importantly, in contrast, the total energy used in the LR-TI method is
less affected by this. This limitation can be overcome, as proposed in ref. [150]
by adopting a large system with periodic boundary conditions and Hartree-
Fock exchange in the functional. However, due to the size of the present
system, this has not been possible.

In addition to the edge waters issue, a common characteristic of the many
DFT functionals, such as PBE, is that for charged systems or molecules with
the excess of electrons on localized or strong donor sites, such as can be
the terminal and bridging oxygens of POMs, can lead to a wrong evalua-
tion of HOMO and LUMO orbitals due to a strong SIE. [43, 44] As outlined
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in Chapter 1, a large SIE is due to the incorrect behaviour of almost all Exc
functionals far from a nucleus, indeed, these decay exponentially rather than
asymptotically. [43] Crucially, these two aspects do highlight the limitations
of the LR-FNE approach for systems with this size. One possible solution
would be to use range-separated (RS) hybrid xc functionals, which return ac-
curate energies and redox potentials for a large class of compounds. [112,151]
For instance, Mikkelsen et al. calculated the the one-electron reduction and
oxidation potentials of azulene-1-carbonitriles by using the RS CAM-B3LYP
functional. [152] Importantly, the data were extracted directly from implicit
solvation calculations, avoiding thus the use of the thermodynamic cycle. In
that work, they found that CAM-B3LYP gives redxo potentials with a mean
absolute error of 0.02 V, while the hybrid Minnesota M06-2X functional re-
turns deviations in the range of 0.2-0.3 V. [152] Recently, Kar et al. have stud-
ied the performance of RS functionals in reproducing the vertical oxidation
energy, reduction energy, and the frontier orbital energies of 113 molecules
taken from the IP131 database. [153] Their results showed that the oxidation
(reduction) energy computed by RS functionals, like LC-BLYP and LC-wPBE,
return deviations of about 3 eV (2eV) in an implicit environment, whereas the
RS hybrid CAM-B3LYP shows a deviation of 0.5 eV. [153] However, the au-
thors claim that the good performance of CAM-B3LYP might due to error
cancellations originating from DFT and implicit solvent methods.

3.3.3 Solvent and Structural POMs Distributions from QM/MM

MD

Besides enabling the calculation of redox potentials, the QM/MM MD of
SiW12 and PV14 are able to provide detailed insight into the structural dy-
namics of the POM, the solvent environment and its interactions with the
counter ions and the charge distribution within the POM upon reduction.

3.3.4 The Effect of Reduction on Geometry

For the geometric structure of the POM upon reduction, we focus on the
metal-metal, metal-oxygen distances, which are the key features that under-
line the change in the POMs structure. Figure 3.3.1 shows the structural dis-
tribution extracted from the QM/MM MD simulations for SiW12 (left) and
PV14 (right). It is usually observed that the structure of the POM is not
strongly affected by redox states when only few electrons are involved [14].
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This is consistent for SiW12 for which only a very small change in the ge-
ometry of the metal-metal (M-M), metal terminal-oxygen (M-Ot), and metal
bridging-oxygen (M-O1) distances are observed for all three charge states, as
shown by the strong overlap between the distributions of each structural pa-
rameter. The average M-M distance is ∼3.6 Å, the average M-O1 distance is
∼1.97 Å and M-Ot is 1.73 Å. These are all in excellent agreement with the
structure found using X-ray crystallography [154], confirming the validity
of the QM/MM MD simulations. A larger variation in the structures is ob-
served for PV14 and this is a strong contributing factor to the breakdown of
the LR approximation discussed in the previous section. The average V-Vc

distance decreases by ∼0.1 Å. This is accompanied by the opposite trend
for the V-Ot and V-O1 distances where an increase of ∼0.07 and ∼0.05 Å, re-
spectively is observed. This trend is consistent with other transition metal
oxo complexes, where double bonds between the metal and terminal oxygen
becomes single bonds when the oxygen is protonated. [18] These results sug-
gest that the synergistic combination of M-M shortening and M-O extension
is a key factor that permits the PV14 to undergo multiple reductions.

3.3.5 Electron Delocalisation upon Reduction

Besides the geometric structure, the electronic structure of the POM upon re-
duction plays a crucial role [155] and has been proposed to facilitate fast elec-
tron transfer [156]. Recently Friedl et al. [9] used NMR to observe that upon
reduction of PV14, the diamagnetic V(V) peaks are simultaneously trans-
formed to paramagnetic V(IV), indicating that the added electrons are de-
localised.

To rationalise this NMR data, we investigated the HOMO orbitals ob-
tained from representative QM/MM snapshots by performing single-point
calculations with PBE and PBE0 functionals. Previous studies showed that
hybrid-GGAs best describe the HOMO delocalisation in substituted POMs,
[14, 135] with over delocalisation occurring in GGA functional due to the
SIE. Figure 3.3.2 shows the HOMO orbitals obtained from representative
QM/MM snapshots for Na5SiW12 (Na5), Na6SiW12 (Na6), and H13PV14 (H13)
calculated using PBE and PBE0. Regardless of the functional, we observe
that in all 3 cases the HOMO is composed of a mix of d (W or V) and non-
bonding p (O) atomic orbitals, which is a common element of Keggin-ion
POMs, where the metal centres are not entirely in a perfect octahedral geom-
etry. [14, 37, 65] Regarding the extent of delocalisation, Figure 3.3.2a shows
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Figure 3.3.1: Distributions of W-W, W-Osi, W-Ot, and W-O1 along 10 ps
QM/MM dynamics of NaxSiW12, x = 4 (red), 5 (green), and 6 (blue). (b)
Distributions of V-Vc, V-Op, V-Ot, and V-O1 along 10 ps QM/MM dynam-
ics of H9PV14 (red) and H13PV14 (blue). All distributions have been fit
with a Gaussian function. (a) Structural parameters of SiW12 and (b) of
PV14.
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(a)

(b)

Na5 Na6 H13

Figure 3.3.2: (a) HOMO calculated from a single QM/MM snapshot at
PBE and (b) PBE0 level of theory. Water and sodium atoms are not shown
for clarity.

that for Na5SiW12, the electron is partially localised only on nine out of the
twelve W atoms. Such localisation is even stronger in the HOMO from the
PBE0 results, where the electron is delocalised over six W atoms.

However, in contrast, the HOMO of Na6SiW12 and H13PV14 is delocalised
over the whole POM in both PBE and PBE0 case. This result suggests that,
with the exception of the first single electron reduction, all metals atoms are
involved during the reduction of SiW12 and PV14, consistent with previous
work [9].

This delocalisation increases the overlap with the wavefunction on neigh-
bouring molecules facilitating thus the electron transfer to the POMs.

3.3.6 POM Counter Ion Interaction

Figure 3.3.3 shows the radial distribution function (RDF) of Na+ to the oxy-
gen atoms in SiW12. Leroy et al. computed the diffusion coefficients of
SiW12 as function of the hydrodynamic radius created with K+, Na+, and
Li+ ions. [52] In that work, they found that the diffusion coefficients in-
crease as follow: K+ ≈ Na+ > Li+. This is due to the formation of closed
ion pairs between larger cations, like K+ and Na+, with the POM, while the



3.3. Results 103

small Li+ ions form semi-closed ion pairs, whose hydrodynamic radius de-
pends on the number of water molecules solvating both ions. [52]. In contrast
to SiW12, their results showed that for POM with higher charge states, like
[AlW12O40]5−, the trend is inverted. [52] This last case suggests that the sce-
nario might change for SiW12 at high charge states. For instance, in Chapter
4 one can see that solvating PMo12 by a high number of Li+ ions lead to the
formation of two type of ions pairs: a closed- and semi-closed ion pairs. In
this work we took into account only the Na+ ions, since these give higher
diffusion coefficients, which means higher power density for the battery. In
addition, in contrast to Leroy’s work, [52] our QM/MM simulations have a
high computational cost compared to classical MD, and therefore, a detailed
investigation of the role of different cations, like Li+ and even the proton, is
beyond the scope of this work.

A similar analysis is not performed for PV14, as the counter ions are bound
to the POM. This RDF exhibits a first peak at 2.2 Å for all three oxidation
states, and this corresponds to the closed ion pair interaction between the
Na+ and both the bridging and terminal oxygens in the POM. Such behaviour
can be simply understood in terms of classical Coulomb interactions, i.e.
rather than interacting with only one oxygen atom, a single Na+ cation more
likely occupies the center of both 3-fold and 4-fold hollow sites because of
the higher attraction generated by these sites. There is very little exchange
between interaction of the POM and bulk solvation observed through the
QM/MM dynamics as indicated by the strength of the peak, which is almost
completely separated from the other bands in the RDF. For Na4[SiW12], the
second peak is observed at just under 6.0 Å and this corresponds to a sol-
vation shell of the Na ion interacting only with the bridging oxygens. For
Na6[SiW12], this peak becomes weaker but a large peak at 4.0 Å emerges,
which corresponds to the interaction of counter ions with the terminal oxy-
gen. These are weaker interactions and therefore exchange between the two
solvation sites is observed during the QM/MM dynamics. The preference
for the interactions with the terminal oxygen for high charge states is consis-
tent with the increased negative change on these sites upon reduction. All of
these interactions are also closed ion pairs.

3.3.7 Solute-Solvent Interactions

Figure 3.3.4 shows the RDFs for the terminal oxygens and the hydrogen and
oxygen atoms in the water for SiW12 and PV14. As expected, in all cases, the



104 Chapter 3. Redox Potentials of Polyoxometalates

0

0.2

0.4

0.6

0.8

1

1.2

0 2 4 6 8 10 12 14 16

g(
r)

 a
rb

. u
n

it
s

Na-OPOM (Å)

SUM
O1
Ot

0

0.2

0.4

0.6

0.8

1

1.2

0 2 4 6 8 10 12 14 16

g(
r)

 a
rb

. u
n

it
s

Na-OPOM (Å)

SUM
O1
Ot

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 2 4 6 8 10 12 14 16

g(
r)

 a
rb

. u
n

it
s

Na-OPOM (Å)

SUM
O1
Ot

(a) (b)

(c)

Figure 3.3.3: RDFs of terminal oxygen (Ot)-Na, bridging oxygen (O1)-Na
distance and their sum for Na4SiW12 (a), Na5SiW12 (b) and Na6SiW12 (c).

RDF to the hydrogens begins at shorter distances that the oxygens, indicating
an orientation driven by partial charges on each site required to solvate the
POM. For SiW12, the solvent structure of Na4 and Na5 shows very little vari-
ation. However, for Na6 a significant increase in the distance between the
POM and the solvent occurs leading to weaker solute-solvent interactions
and solvent structure. This is because the larger charge of the POM increases
the interaction between the counter ion and the POMs expelling the nearby
solvent molecules. This reflects a desolvation of the POM at higher charge
states, as it prefers to interact with the counter ion rather than the solvent.

Further insights into the effect of the POM solvation environment can be
obtained from their hydrodynamics radius rhydro, representing the radius the
POM and surrounding solvent environment which influences the diffusion
rate. This is estimated by inserting the diffusion coefficient for SiW12 into the
Stokes-Einstein equation, Dcoeff = kBT/6πηrhydro, where η = 8.91 × 10−4 kg
m−1 s−1 (water viscosity). The Stokes-Einstein equation can be also expressed
as Dcoeff = limt→∞ ∂ < MSD > /∂t , in which < MSD > is the averaged
mean square displacement. In order to calculate Dcoeff , we extracted the
averaged MSD over the time, and compute the slope of the graph, which
gives the average < MSD >. This is then inserted into the Stokes-Einstein to
return the diffusion coefficient. The calculated Dcoeff values for each POM
is ∼2 × 10−5 cm2s−1 which yields a rhydro of ∼2.0 nm in each case. This is in
excellent agreement with the experimental data of ref. [9], which estimate a
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rhydro ≥ 2 nm. This is also in agreement with the RDFs shown in Figure 3.3.4,
which show a first solvation shell ∼0.6 nm, which when added to the POM
radius of 1.1 nm gives an estimated rhydro of just under 2 nm.
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Figure 3.3.4: RDFs between the terminal oxygens of the SiW12 with the
hydrogen (a) and oxygens (b) on the water. RDFs between the terminal
oxygens of PV14 with the hydrogen (c) and oxygens (d) on the water

Previous molecular dynamics simulations of the PW12O3−
40 Keggin POM

[50] using an entirely classical force field, has proposed that hydrogen bonds
with a distance of about 2.5 Å could form between the terminal oxygens
(Ot) and the hydrogens atoms of water molecules. However, in this case
the counter ions were Na+ which do not bind to the POMs as strongly as
the H+ used in the present case. Thus, the peaks at 2-3 Å (Figure 3.3.4a for
SiW12) represent the POM-water interaction through the formation of hydro-
gen bonds. For our present work using QM/MM, the picture obtained from
PV14 is somewhat different. The RDFs (Figure 3.3.4c and d) show, in contrast
to SiW12 and other simulations [50], a rather structureless solvation. This is
because the solvent molecules are further away from the terminal oxygens,
meaning the interaction between the POM and the solvent is weaker. In this
case, hydrogen bond interactions between a water molecule and POM have
been calculated to be ∼8 kcalmol−1, as this is weaker than hydrogen bond-
ing in water it is more energetically favourable for the surrounding water
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molecules to interact with themselves rather than the POM. Similar situations
have previously been reported for the solvation of small ions in water [157].

3.4 Conclusions

In this present work we have computationally studied two POMs, namely
SiW12 and PV14, which have recently been used to achieve high performance
in redox flow batteries (RFBs) [9] offering a flexible solution to electrochem-
ical energy storage. Our aim has been to explore the factors most strongly
affecting the ability to calculate the redox potentials of these systems, but
also to provide atomistic insight in the electronic and geometric factors con-
trolling it.

Using DFT calculations combined with a thermodynamic cycle, we have
calculated the redox properties using an implicit solvent model. Throughout
this part we have reduced the influence of the self-interaction error in DFT
by neutralising the highly charged species by including counter ions into our
model systems. The results, especially for the larger def2-TZVP basis show a
good agreement between theory and experiment, with uncertainties within
0.1 V for the PV14 reaction and the second reduction of SiW12. However,
higher deviations of 0.3 V are observed for the remaining SiW12 redox po-
tentials. This highlights that the efficiency of using an implicit solvent model
depends on the nature of the charged POM, and the highly charged nature of
these species means that a strong interaction with the surround solvent can
be expected and should be included to achieve accurate simulations.

In order to further reduce the uncertainties in the redox potentials, we
have also performed QM/MM MD simulations combined with thermody-
namic integration (TI) and fractional number of electrons (FNE) method,
both within the linear response (LR) approximation. We demonstrate that
explicitly including the solvent environment can significantly improve the
calculated redox potentials, which is especially evident for SiW12. However,
for PV14, the large structural change associated with the addition of four elec-
trons leads to a breakdown of the LR approximation made throughout this
present work. Indeed, the LR response approach has been achieved by only
the samplings from the final states of a reaction. [38,112,158,159] Recently this
has been shown to be a good approximation for many reactions [112], how-
ever, for reactions such as proton-coupled electron transfer, redox potentials
at several intermediates may need to be calculated, since the solvent response
is not linear. [159] This is a significant contributing factor to the breakdown
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of the LR approximation for PV14. In this regard, Sprik et al. studied PCETs
of several quinone systems by means of full TI approach, accounting also for
the intermediate steps of the coupling parameter in Eq. 3.2.2. [159] In that
work, the authors found deviations from LR approximation for the reduc-
tion (oxidation) of HQ− + H+ → HQ2 (Q = quinone). They estimated that
the possible reason of this deviation is the shortening from 1.9 Å to 1.7 Å of
the bond length of oxygen of the quinone with the hydrogen of the water
(solvent). Indeed, this structural change leads to an increase of the coordi-
nation number of the oxygen of the quinone, which in turn will dramati-
cally reduce the available space for a further H insertion (from the solvent
or another source). In contrast to this, the electron reduction of a quinone
Q to Q−, which does not lead to substantial structural changes, respects the
linear response approximation, showing small deviations (0.1 eV) of redox
potentials. [159] In conclusion, they propose that the deviations from the LR
approximation seems to be correlated with reorganization of the first solva-
tion shell. In particular, when the change in the structure of the redox couple
is not large, deviations are due to the reorganization of the solvent, i.e. the
dielectric response of the solvent polarization. In contrast, for deprotona-
tion/dehydrogenation reactions, the H insertion process is rather sensitive
to the changes in solvation structure, in particular the amount of the space
available to accommodate the inserted H atom. Thus, the larger the coordi-
nation number and the shorter the hydrogen bond are, the more nonlinear is
the response. [159]

These results [159] support our findings, which show that multiple struc-
tural changes of PV14 are related to the large deviation from the LR approx-
imation. In addition to this, the VEG was computed on a cluster model ex-
tracted from the QM/MM MD, and therefore, deviations might also arise
from an insufficient number of water molecules in the cluster.

In addition, while the LR-FNE approach is more computationally effi-
cient, the closing of the HOMO-LUMO gap associated with edge effects of
the cluster calculated using DFT, means that it is more susceptible to errors
than the LR-TI method. This is also most strongly observed for PV14.

Besides calculating the redox potentials, our QM/MM MD simulations
also permit insight into the structural dynamics of the POM, the solvent en-
vironment, counter ion interactions and the charge distribution of the POM.
The highly charged nature of the POMs means that there is often a strong
interaction between the POM and the surrounding counter ions and solvent.
For SiW12, as the charge state is increased by reduction, the interactions with
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the counter ions get stronger reducing the interaction with the solvent lead-
ing to an expansion of the first solvation shell. The smaller counter ions used
for PV14 bind directly to the POM, reducing the interaction with the solvent
in all cases. Consequently, the relative contribution of each component de-
pends on the type of counter ion, charge state and solvent. Importantly, the
effect of this can be clearly seen in the diffusion coefficient of POM, which
yields a hydrodynamic radius consistent with the radius of POM and first
solvation shell.

In summary, it is now possible to adopt a range of computationally ap-
proaches to develop a detailed understanding of the functional properties of
POMs. While the size of these systems still makes these simulations chal-
lenging and errors can still arise, it represents an excellent starting point to
develop a more detailed understanding of the structure-property relation-
ships of POMs.
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Chapter 4

On the Analysis of X-ray
Absorption Spectra for
Polyoxometalates

4.1 Introduction

As outlined in Chapter 1, LIBs have earned the record of being the most
commonly used batteries in several fields, like portable electronic devices
and electric vehicles, due to their high energy density. However, the common
Li-based cathode materials, like LCO and LNO, suffer of instabilities due to
the addition and removal of Li ions, which also leads to slow kinetics during
the charging/discharging process. [160]

For this reason, much effort has been put in discovering new storage
materials to overcome the current LIBs limitations. In this regard, POMs
have been employed in molecular cluster batteries (MCBs) as alternative to
the Li-based cathodes due to their ability to undergo multiple redox reduc-
tions in a reversible fashion . [8, 16, 35, 36, 161–164] In the introduction, we
talked about one of the most performing POM-based LIB, which was pro-
posed by Yoshikawa et al. [8] In that work, the discharging process of Keggin
X3[PMo12O40] (X = TBA) type occurs through the transfer of up to 24 e− to
POMs, resulting in a high theoretical capacity (270 mA h g−1) in a voltage
range between V = 4.0 V - 1.5 V. [8] This capacity is comparable to that one of
commercial LCO and LNO cathod materials, whose capacity ranges between
150-300 mA h g−1. [1]

The XANES and EXAFS analysis revealed that the molecular structure of
[PMo12O40]27− (PMo12

27−) varies compared to the fully oxidized [PMo12O40]3−

(PMo12
3−) owing to the formation of Mo-Mo bonds within Mo3O9 triads. A

recent theoretical investigation by Irle et al. showed that the formation of
metal-metal bonds is responsible for accepting so many electrons, and an
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almost linear relationship has been found between the number of Mo-Mo
bonds and the excess of charge on the cluster. [37] However, more than 27 Li+

ions needs to be added to the POM to formally observe twelve Mo-Mo bonds,
which underlines the limits of the current DFT theories to properly describe
highly charged species like POMs. [37] In addition, their ab initio MD simula-
tions showed that fully reduced POMs can undergo a breakup of their molec-
ular structure. [37] This was also experimentally observed by Yoshikawa et
al., who highlighted the poor capacity retention due to the structural insta-
bilities of the fully reduced [PMo12O40]27− during the operating time of the
battery. [8]

In this work we present a theoretical study that focuses on the different
charge states of PMo12

3− (PMo12) in order to understand how many electrons
can actually be transferred to the POM without decomposition . Further-
more, we aim to unveil the role of the metal-metal bonds in the formation of
super-reduced states.

In the first part we employed static DFT calculations to model the POM re-
duction by using hybdrid-GGA x-c functionals. The structural changes from
the DFT calculations are in agreement with experimental data, however, our
results do not show any linear relationship between the number of metal-
metal bonds and the POM charge. The frontier molecular orbitals (FMOs)
analysis illustrates that the electrons are delocalized over the whole POM for
the intermediate redox states, while the presence of metal-metal bonds, due
to the overlap between bonding d orbitals, occur only on a small number
of metallic centers. Irle et al. also observed that all Mo atoms participate in
the composition of HOMO and LUMO orbitals at both low and high charge
states. [37] However, in contrast to our results, they observed that the LUMO
of fully reduced [PMo12O40]27− is mainly composed by Rydberg 3p orbitals
on oxygen atoms, indicating that it is impossible to further reduce the POM
beyond the addition of 24 electrons. [37] It must be mentioned that in their
work they constrained the [PMo12O40]27− to Td symmetry, which already con-
sists of the presence of 12 Mo-Mo bonds by construction of the model. [37]
As results of this symmetry adapted model, the overlap between bonding
d orbitals are observed for all Mo atoms. This analysis might be too biased
toward a realistic behaviour of the fully reduced POM, and therefore, an un-
constrained research is fundamental.

Furthermore, we carried out XANES and EXAFS simulations on the DFT-
optimized geometries of POMs to assess all the intermediates present during
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the reduction. This analysis also offers us the possibility to connect the ge-
ometrical variations to the experimentally observed spectra, and it gives the
guidelines to model POMs through x-ray simulations.

To investigate the role of an explicit solvation on the POM molecular
structure, we carried out quantum mechanic/molecular mechanic (QM/MM)
molecular dynamics (MD) simulations on PMo12 intermediates of the charg-
ing process. In this regard, we use an in-house Deep Neural Network (DNN)
approach to compute the XANES spectra of POM states from their MD tra-
jectories. [165] The DNN results provide quantitative analysis of the XANES
spectra and subtle changes upon the initial reduction phase.

4.2 Computational Details

4.2.1 DFT simulations

Optimizations were carried out with PBE [4] and PBE0 [70] functionals as
implemented in the software ORCA [87]. Since the large number of heavy
metals, the effective core potential def2-ECP [166] approximation was used
for the Mo atoms alongside the def2-TZVP basis set. [73] In order to speed
up the calculations the RI-J and COSX (RIJCOSX) were used respectively
for Coulomb integrals and numerical integration for HF exchange. The re-
stricted Kohn-Sham (RKS) theory was applied to all closed-shell systems,
whereas an unrestricted Kohn-Sham (UKS) formalism was employed when
necessary for the open-shell ones. The energy threshold of 10−8 au was set
for self-consistent convergence. The energy gradient for the optimization
was required to converge within 4−3 au.
CPCM for all optimizations and single-point energy calculations was used
to correctly describe the POM electronic structure. [87, 138] Previous studies
have used a value of dieletric constant ε = 46.3, [37] we decided to employ
the same value in order to make our results comparable with these ones. [37]

4.2.2 XANES and EXAFS Simulations

The EXAFS spectra were calculated using the DFT(PBE0) optimised geome-
tries using the FEFF9 package. [167] A maximum path length of 6.0 Å with
up to 4 scattering legs (1 leg would be scattering from the absorbing atom
to a neighbour and back again) were used. The amplitude reduction factor,
which accounts for many-body interactions, was 1.0 at all times. To support
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the interpretation of the EXAFS spectra a wavelet transform (WT) is reported.
In contrast to the Fourier transform method used to translate k-space into R
for EXAFS, the WT goes beyond this 1D picture, yielding a 2D-correlation
plot which deconvolutes the scattering pathways in both R- and k-space,
providing additional information about the different contributions to the EX-
AFS spectrum. The details of the method are described in refs. [168,169] and
throughout the shape of the wavelet is described by the parameters: η = 10.5
and σ = 1.5. The finite difference method as implemented in the FDMNES
program [117] has been employed to calculate the Mo K-edge XANES spectra
for all DFT-optimized POM structures. The code solves the radial SE by dis-
cretising it over a finite grid of points around the absorbing atom. The wave
functions are superpositions of harmonic waves and their size depends on
the volume of the grid used. Unless specified otherwise, the XANES spectra
were calculated for an atomic cluster with radius of 6 Å around the absorb-
ing atom. The energy of the photoelectron relative to the Fermi level was set
to go from -10 eV to 70 eV with an energy step of 0.1 eV. The raw spectra
were then convoluted by Lorentzian to obtain the XANES spectra within the
energy range.

4.2.3 Deep Neural Network (DNN)

The DNN program for XAS analysis was developed by C. Rankine, and more
details can be found in ref. [165] The contribution of each author is described
in Section List of Publications at start of this manuscript.

The architecture of our DNN has been previously described in refs [165,
170]. Briefly, it is based on the multilayer perceptron (MLP) model, and com-
prises an input layer, three hidden layers, and an output layer. All layers are
dense, i.e. fully connected. The first hidden layer comprises 640 neurons and
every subsequent layer is reduced in size by 50% relative to the size of the
preceding hidden layer. Featurisation of the inputs, which are X-ray absorp-
tion sites (i.e. the local environments around absorbing atoms), is achieved
using the weighted atom-centered symmetry functions (wACSF). [171] The
performance of our DNN is assessed via K -fold cross validation [172] with
five folds, i.e. an 80:20 ’in-sample’/’out-of-sample’ split, and 50 repeats as
described in Refs. [165,170]. Our dataset comprises Mo X-ray absorption site
geometries derived from 3650 Mo-containing structures harvested from the
Materials Project Library via the Materials Project API. Mo K-edge XANES
spectra were calculated using multiple scattering theory as implemented in
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the FDMNES package [117]. A self-consistent muffin-tin-type potential of
radius 6.0 Å around the X-ray absorbing site was used and the interaction
with the X-ray field was described using the electric quadrupole approxima-
tion. To transform the computed cross-sections into XANES spectra that can
be compared to experiment, the cross-sections need to be convoluted with a
function that accounts for the core-hole-lifetime broadening, instrument re-
sponse, and many-body effects, e.g. inelastic losses. Throughout this work,
this convolution has been performed using an energy-dependent arctangent
function via an empirical model close to the Seah-Dench formalism. The
arctangent convolution is only applied as a post-processing step on cross-
sections estimated by our DNN; our dataset comprises only unconvoluted
cross-sections, and our DNN learns from these unconvoluted cross-sections,
as in Ref. [165] The performance of this approach is discussed in the next
sections of the chapter.

4.2.4 QM/MM simulations

Molecular dynamics simulations were performed by using AMBER. [82] Re-
cently, several authors have attempted to define a general force field (FF) for
POMs, [54–56] however, a general guideline has not yet been found, and ad-
hoc FF still remains the first valid option to simulate their dynamics.
To this end, we made use of a mix approach to describe the POM FFs, namely
we calculated the bonded terms of the potential energy from frequency cal-
culations as described in the modified Seminario-method [85]. Whereas the
dispersive terms for all atoms were taken from the Universal Force Field
(UFF). [86] Additionally, we computed the CHELPG atomic charges, as im-
plemented in ORCA, [87] from single point calculations, run on the opti-
mized structures. In the POM-based MCB a solution with a ratio 1:1 of ethy-
lene carbonate (EC) and diethyl carbonate (DEC) was used, [8] however, we
used acetonitrile as organic solvent for the simulations. This choice is mo-
tivated by the fact the acetonitrile dieletric constant is close to the the one
given by the mixed solution EC:DEC (ε = 37.5). Also, the use of one molec-
ular solvent type reduces the potential uncertainties due to the adequacy of
force fields for organic solvents.
We then used the optimized structures to make a cell containing the POM
and ≈ 1800 acetonitrile molecules. Prior to running QM/MM calculations
we relaxed each initial system by running a classical MD. Namely, after a
minimization, each system was heated up to 1000 K, and then gradually
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cooled down to the final temperature of 300 K. This was then followed by
500 ps of equilibration in order to let the density reach convergence. From
this last step we took one snapshot that was used as starting point for the
QM/MM calculations. In the QM/MM calculations we divided the full sys-
tem in two parts: the POMs were treated at PBE level, while the rest of the
molecules were modelled classically. An electrostatic embedding has been
implemented in AMBER [146] to take into account the solute-solvent interac-
tions. During the dynamics the temperature was kept at 300 K. No-periodic
boundary condition (NPBC) were used within the QM region, which sees
only the periodic images of the MM region. Whereas PBCs were applied to
MM region with a cutoff of 8 Å to cut the long-range MM interations, which
have been treated by the particle-mesh Ewald summation. SHAKE has been
applied to all bonds involving hydrogen atoms. [147]. Dynamics were per-
formed within the NPT ensemble with a Langevin thermostat with a time
step of 2fs. An initial equilibration of QM/MM MD was performed for 4 ps.
This was followed by an additional 8 ps of QM/MM dynamics from which
all of the properties were studied.

4.3 Results and Discussion

4.3.1 Molecular Structure of Neutral PMo12

To understand the structural changes due to the reduction, we optimised ge-
ometries of Lin[PMo12] for n = 3, 15, and 27 using PBE0 functional. Here,
we focused on the metal-metal (Mo-Mo), metal terminal-oxygen (Mo-Ot),
metal bridging-oxygen (Mo-O1), and metal phosphorous-oxygen (Mo-Op)
distances. These four distances are the key features that give insight into
the structural change (Figure 4.3.1). [14,48] All the results are shown in Table
4.3.1, where a direct comparison with the experimental values is reported.

In the native Li3[PMo12] (Li3) state, the average Mo-Mo, Mo-Ot, and Mo-
O1 distances are all in excellent agreement with previous X-ray analysis [8,
173, 174]. A good agreement is also found for the Mo-Ot distance, whose
experimental values is ∼ 1.7 Å. These distances are consistent with absence
of Mo-Mo bonds, and a single and double bond respectively along the Mo-
O1 bonds and with terminal oxygens. After the POM is reduced by 12 e−,
formally one electron per each Mo, the structural parameters do not show
any substantial change from the fully oxidized state. Indeed, there is a very
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Figure 4.3.1: (a) The structure of the Keggin-type POM, PMo12
3−. Mo

= grey, P = brown and O = red. Specific oxygen used in the main text
are labelled. (b) shows a triangle of PMo12

3− charge state, while (c) of
PMo12

27−.

Table 4.3.1: Average structural parameters obtained from the DFT(PBE0)
optimised structures, QM/MM MD (includes average and standard devi-
ations) and experiments [8] for the different PMo12

x− systems considered
in the present work. For the PMo12

27−, the parameters are displayed in
two rows, indicating the Mo atoms that form Mo-Mo bonds and those
which do not. All distances are in Å. The Nb gives the number of Mo-Mo
bonds formed.

x Nb Mo-Mo Mo-Op Mo-Ot Mo-O1

DFT

3 0 3.41 2.41 1.66 1.93

15 0 3.54 2.48 1.69 1.99

27 0 3.59 2.46 1.74 2.06

4 2.58 2.22 1.96 2.07

QM/MM MD

3 0 3.47 ± 0.04 2.50 ± 0.07 1.69 ± 0.01 1.94 ± 0.02

15 0 3.56 ± 0.07 2.54 ± 0.12 1.69 ± 0.02 1.98 ± 0.04

Expt.

3 0 3.4 2.4 1.7 1.9

27 12 2.6 2.0 1.9 2.0

slight expansion of the Mo-Mo distances followed by a small increase of Mo-
Ot bond lengths, which were reported for this oxidation state [174]. This is
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a common observation for POMs, which do not usually vary upon reduc-
tion due to their ability to delocalise a high number of electrons over the
all structure such that the electronic repulsion between each metal center is
lessened. [14] For instance, this was also the case for the reduction of SiW12,
which was studied in Chapter 3. In contrast, for the reduction of PV14 we
observed structural changes, which are likely due to the asymmetrical ge-
ometry of PV14 as well as the occurring of PCETs rather than simple ETs.
However, despite the different structural modifications, the distribution of
the frontier orbitals of these POMs and Li3[PMo12] indicate that all metals
take part in the reduction.

A strong asymmetry is present in the Li27[PMo12] ((Li27). On one hand,
the structure of 8 Mo atoms out of the twelve remains the same as those in
the native POM. On the other hand, the remaining 4 Mo atoms form Mo-Mo
bonds. In this case, the shortening of Mo-Mo bond length from∼ 3.6 to∼ 2.5
Å parallels well with experimental findings that assign to the Mo-Mo a bond
length of 2.6 Å. The Mo-Ot and Mo-O1 bond lengths are closer to the exper-
imental Li27 values. Whereas the Mo-Op distances are in between the 2.4-2.0
Å, indicating that the Mo atoms start binding also these internal oxygens.
This synergistic combination of shortening of the Mo-Mo, and extension of
Mo-O distance has also previously observed, [37, 48], and therefore, it is im-
portant to bear in mind when theoretically modelling POMs. [37, 48]

It is worth reflecting on the asymmetry arising from the reduction. Such
asymmetry indicates that only four Mo atoms out of twelve are doubly re-
duced from Mo6+ to Mo4+, and thus the remaining 14 e−, over the total 24
added to the POM, are delocalized over the other metallic centers. This be-
haviour could be ascribed to the strong delocalization error (DE) which is
typical of most common DFT functionals for highly charged system. [72] For
instance, Yang et al. showed that common DFT functionals, like PBE and
PBE0, tend to delocalize too much electron density even at the geometrical
equilibrium of large clusters. [175]

This aspect is confirmed by the fact that the Li+ ions dot not have a purely
cationic behaviour but they are instead partially bound to the POM oxygens.
This allows further delocalization of electron density over the partial cova-
lent Li-OPOM bonds. Li-OPOM distances, which are close to ∼ 2.0 Å, were
also found in previous DFT studies on tri-Mn-substituted W-based Keggin
ions, [46] and they are further confirmed by our QM/MM simulations as ex-
plained below.
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4.3.2 Electronic Structure upon Reduction

The HOMO-LUMO gap acts as key factor to determinate the ability of POMs
to undergo multiple reductions. [14] For the present PMo12, Figure 4.3.2 shows
the HOMO and LUMO orbitals and the relative gap between them for the
charge states. The effect of reduction is to reduce the HOMO-LUMO gap,
which drops down to 1.2 eV for the Li27 state. This value is still high, and
therefore, it suggests that super-reduced species are stable in an implicit sol-
vent model.

Li3[PMo12]  

-8.91

-4.67  

Li15[PMo12]  

-3.34

-2.16  

Li27[PMo12]  

-1.88

-0.64  

Li23[PMo12]  

-1.00  

-2.31

Li15[PMo12]  

-3.34

-2.16  

Li27[PMo12]  

-1.88

-0.64  

Li23[PMo12]  

-1.00  

-2.31

Figure 4.3.2: FMOs plots and their energies (eV) calculated with PBE0
functional for LixPMo12 redox states (x = 3, 15, and 27). MO isovalue is
± 0.03. The orbitals on the bottom are the HOMOs, while the LUMOs
shown on the top row.

For the Li3, the HOMO is only composed of p oxygen orbitals, whereas
the LUMO is a mix of d (Mo) and non-bonding p (O) orbitals. This feature
is a common element of Keggin-ion POMs, where the metal centers are not
entirely in a perfect octahedral geometry but belong to a different symmetry
point group. [14, 37, 48, 65] Both HOMO and LUMO of Li15 are delocalised
over the whole POM, and therefore, all twelve Mo atoms can formally be
reduced from Mo6+ to Mo5+.
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The FMOs composition of Li27 show the formation of d-d bonding orbitals
over the 4 Mo atoms involved in Mo-Mo distance lower than 2.6 Å. Partic-
ularly, the LUMO displays that a three-center d-d orbitals are formed along
the Mo-Mo bonds. This type of bond was also previously found by Irle et al.,
who suggested that these bonds occur on triangular metal sites as a result of
the increasing excess of electrons.

The knowledge of the electron density ρ(r) and the atomic charges al-
low us to calculate the molecular electrostatic potential (MEP) map, which
represents the electrostatic potential at any point in a molecule, and thus
its reactivity towards positively or negatively charged reactants. To avoid
the complications due to the presence of lithium ions, we discarded the Li+

from the optimized geometry of each charge state, and run single point cal-
culations on barely charged POMs. MEP surfaces are shown in Figure 4.3.3.
The MEP values become more negative as the POM get more charged, and
their values are approximately -0.3, -1.2, and -2.7 for respectively PMo12

3−,
PMo12

15−, and PMo12
27−. This increment of nucleophicility aligns well with

the HOMO-LUMO trend given by the PBE0 functional, where the HOMO-
LUMO gap becomes smaller for any further addition of electrons to the POM.

(a)

(b)

PMo12
3- PMo12

15- PMo12
27-

PMo12
27-PMo12

3-

Figure 4.3.3: (a) MEP maps projected onto electron density (isosurface ρ
= 0.04), calculated for (a) PMo12

3−, PMo12
15−, and PMo12

27−. (b) Scaled
MEP surfaces for PMo12

3− and PMo12
27− to show the different nucle-

ophilic regions. The color coding goes from more positive (blue) to more
negative (red) regions of the MEP. Arbitrary units are used.
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In Figure 4.3.3b one can see that in both fully oxidized and reduced POM
the bridging oxygens (O1) are more nucleophilic than the terminal ones. There-
fore, one would expect these sites to be more solvated than the terminal oxy-
gens. This aspect is also valid in solution, as illustrated by the RDFs from the
QM/MM MD calculations (Figure 4.3.10).

4.3.3 Structure Analysis from X-ray Absorption Spectroscopy

The mismatch between structures previously reported and those found in
the present work requires further analysis. Owing to its ability to provide
direct structure insight, X-ray spectroscopy is a powerful tool for this. Fig-
ures 4.3.4a,b show the calculated and experimental EXAFS spectra for re-
spectively the Li3 and Li27. In addition to the structures in Table 4.3.1, for
this latter we computed the EXAFS spectra for constrained POM structure
with 8 and 12 Mo-Mo bonds. There is good agreement between the two,
especially for the phase and frequency of the oscillations, supporting the op-
timised structures presented in Table 4.3.1.

Importantly, the EXAFS shows that the difference between all three sce-
narios is not huge illustrating the importance of achieving a high signal to
noise ratio when performing these experiments. Overall, the best agreement
is achieved for 8 Mo-Mo bonds (Figure 4.3.4b) and this is determined primar-
ily from the peak around k = 10 Å

−1
. The reason for this weak dependence is

highlighted in the Wavelet transform (WT) analysis shown in Figure 4.3.5. In
contrast to the Fourier transform, which separates the neighbouring atoms
according to their distances from the central atom, WT resolves the centers of
the backscattering wave functions in both energy (or wave vector) and dis-
tances from the absorbing atom. Therefore, it offers a straightforward way
to discriminate different atoms within one atomic shell. In practice, a WT
consists of a 3-D plot, which can be projected onto a 2-D plane, where the
intensity of the EXAFS signal is reported as function of the wave vector of
the scattered wave function and the distance from the central atom, which
are respectively reported on the x-axis and y-axis.

For Li3 (Figure 4.3.5a), we identify 3 main regions. The first peak at ∼ 1 Å
(distances are not phase corrected and therefore slightly shorter than actual
bond length), which contributes throughout k-space, corresponds to a Mo-Ot

and Mo-O1 bond distances. The significant contribution to the EXAFS spec-
trum is simply due to the number of scatters present. The two other regions
correspond to the Mo-Op and Mo-Mo bond lengths occurring at ∼ 2 Å and
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Figure 4.3.4: Calculated (solid) and experimental (dashed) Mo K-edge
EXAFS for (a) Li3PMo12 and (b) Li27PMo12. In (b) the solid lines corre-
sponds respectively to 4 Mo-Mo bonds (green), 8 Mo-Mo bonds (blue),
and 12 Mo-Mo bonds (black).

3 Å, respectively. These slightly overlap in R-space, but the WT transform
allows them to be separated in k-space due to the fact that scattering of heav-
ier elements occurs at higher k-values. Indeed, it is worth noting Blackburn
et al. [176] have shown that to obtain an accurate description of the Cu-Cu
distance in cytochrome oxidase, the spectrum needs to be fitted up to 16 Å.

In Figures 4.3.5b, i.e. the fully reduced species, the Mo-O bands merge
into one, reflecting the fact that the Mo-O bond lengths all become a lot more
similar when fully reduced, consistent with the calculations shown in Table
4.3.1. The Mo-Mo band also reduces by ∼ 0.75 Å and merges, at high k, with
the Mo-O band, consistent with the formation of Mo-Mo bonds. However,
the weak intensity of this band is due to the overlap with Mo-O band, which
dominates over the other contributions.

Figure 4.3.5: Calculated (solid) and experimental (dashed) Mo K-edge
EXAFS for (a) Li3PMo12 and (b) Li27PMo12. The color in the bar goes from
low (white) to high values (blue) of WT.
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4.3.4 XANES Analysis: From a Single Structure to an Ensem-

ble

Figure 4.3.6a shows a comparison between the experimental [8] and calcu-
lated XANES spectra for Li3, using the same geometry obtained and dis-
cussed in the previous section. This shows a pre-edge peak, which is com-
monly associated with the dipole-forbidden 1s-4d transition, which gains in-
tensity from mixing with the 4p orbitals [177] due to deviations from an octa-
hedral geometry. Above the edge, there are two ionisation resonances, which
are separated by ∼14 eV and are associated with multiple scattering reso-
nances reflecting the geometric structure. Figure 4.3.6b shows the calculated
spectrum for Li27, using the structure optimised from the EXAFS simulations,
i.e. with 8 Mo-Mo bonds. This is compared with the experimental spectrum
recorded following discharging and the reduction of POMs. The additional
electrons converting the Mo6+ to Mo4+ [37] causes a reduction in the pre-edge
intensity as the structural rearrangements form a closer to octahedral geome-
try around the Mo, preventing 3d/4p mixing responsible for the pre-edge at
lower charge states. Above the absorption edge, there is a clear contraction
of the two above ionisation resonances which can be explained in terms of
Natoli’s rule, as a contraction of the Mo-Mo distances become shorter than
3.6 Å.
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Figure 4.3.6: (a) Comparison of the calculated (solid) and experimental
(dashed) [8] Mo K-edge XANES spectra for (a) Li3 and (b) Li27.

In the previous example, we have studied the two extremes of charge
state, namely Li3 and Li27. However, in previous work [8] the XANES spec-
tra shows significant changes at small potentials, where the first 12 electrons
are absorbed with very small structural changes. Being able to follow these
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smaller structural changes is important for understanding the structural evo-
lution of the POM during reduction. When smaller structural changes are
considered, it can become more important to incorporate effect of thermal
fluctuations and the interaction between the absorbing atoms and the em-
bedding solvent environment. The latter is likely to be especially more in the
context of POMs which have strong solute-solvent interaction. To achieve
this we have performed QM/MM MD to provide 10 ps of dynamics at 300 K
from which the XANES spectra, including thermal fluctuations and solute-
solvent interactions can be included. The XANES spectra are calculated as
an average over all spectra from this ensemble, however, given that each
snapshot has 12 Mo per POM, this leads to a total of 65,000 spectral cal-
culations for each charge state. To accelerate this step, we have calculated
the XANES spectra using our DNN described in previous work. [165, 170]
Figure 4.3.7 shows the training and performance of DNN when refit at the
Mo K-edge, based on the recent work at the Fe and Co K-edges in Refs.
[165, 170] Figure 4.3.7a shows the convergence of DNN as a function of the
number of in-sample XANES spectra used in the learning process. DNN
converges towards a MSE of 0.07 (evaluated against unseen/’out-of-sample’
spectra for which the post-edge has been normalised to unity), demonstrat-
ing similar performance to that attained in previous work at the Fe K-edge
in Refs. [165, 170] Figure 4.3.7b illustrates the improvement in performance
of DNN during the learning process; the MSE is given as a function of the
number of forward/backward passes through our dataset (’epochs’). Con-
vergence of DNN is achieved in ≈100 forward/backward passes. Finally,
Figure 4.3.7c shows the average theoretical target XANES spectrum (solid
trace) plotted alongside the out-of-sample DNN-predicted XANES spectrum
(dashed trace). Figure 4.3.7c indicates the average performance of predic-
tions by the DNN and, as observed, these predictions are almost indistin-
guishable from the target XANES spectrum. Because of the high excess of
electrons, the QM/MM MD of Li27 shows that the POM structure falls apart
during the simulation, resulting thus in an unstable molecular condition. We
then focus only on the dynamics of the Li3 and Li15.

Figure 4.3.8a shows the experimental spectrum of the charged, PMo12
3−,

system and the XANES spectrum recording during the first discharging with
a cell voltage of 2.5 V [8]. The difference between the two spectra is charac-
terised by 4 main effects, firstly a loss in pre-edge intensity associated with
a elongation of the Mo-O bond distances, a red shift of the absorption edge,
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Figure 4.3.7: (a) Evolution of the MSE as a function of the number of in-
sample spectra accessible to our DNN during the learning process. (b)
Evolution of the MSE as a function of real time and the number of for-
ward passes through our data set (’epochs’). In both cases data points are
averaged over 100 K-fold cross-validated evaluations; error bars indicate
one standard deviation. (c) Average theoretical target XANES spectrum
(solid trace) plotted alongside the out-of-sample DNN-predicted XANES
spectrum (dashed trace).
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Figure 4.3.8: (a) The experimental Mo K-edge spectrum of the charged
(dashed) PMo12

3− complex and the Mo K-edge XANES spectrum record-
ing during the first discharging with a cell voltage of 2.5 V (solid) [8]. The
red arrows illustrate the key spectral changes between the two spectra.
(b) FDMNES simulated Mo K-edge spectrum for Li3 (dashed) and Li15

(solid). (c) The DNN simulated Mo K-edge spectra for Li3 (dashed) and
Li15 (solid) simulated from an ensemble average of 65,000 spectra with
snapshots extracted from QM/MM MD simulations.

increase in the white line intensity, and a loss in intensity at 20.06 keV. Fig-
ure 4.3.8b shows two spectra simulated using FDMNES from the single point
optimised geometries for Li3 and Li15. This captures the red shift in the ab-
sorption edge, but does not replicate the other 4 changes. Figure 4.3.8c shows
the spectra simulations from two series of QM/MM MD for Li3 and Li15 and
each spectrum is an average of 65,000 absorbing Mo. This reproduces all
of the trends observed in the experimental spectra and the average struc-
tural parameters and standard deviations are shown in Table 1. In using the
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QM/MM MD results to predict the spectra, we have found that the thermal
fluctuations and geometry extracted from the QM/MM is most important
and despite the strong solute-solvent interaction, the explicit environment,
Li+ and solvents, have no effect on the computed XANES spectra. The red
shift is associated with the reduction of the Mo sites leading to a reduction in
the binding energy of the core electrons. The pre-edge intensity decreases as
the Mo-O bond length changes and the tendency of O1-Mo-Ot and O1-Mo-
O2 angles to form closer to a right angle makes the coordination environment
around each Mo close of C4v symmetry, this leads to a decrease in 3d/4p mix-
ing and therefore the transition has a stronger quadrupole transition making
it weaker. This is better captured by the QM/MM MD, whose accuracy repre-
sents the subtle change responsible for the change in the XANES spectra. In
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Figure 4.3.9: The MSE between the fully-converged theoretical XANES
spectrum, averaged over 65,000 individual theoretical XANES spectra,
as a function of the number of snapshots sampled via MD. The upper
blue dashed line corresponds to the MSE between the two experimental
XANES spectra shown in Figure 4.3.8a; the lower blue dashed line repre-
sents an improvement by a factor of ×10 over this MSE.

addition to speed up the calculations, the DNN/MD approach gives more
accurate XANES spectra compared to first-principle calculations on static
structures. In order to quantify the improvement, we computed the mean
square error (MSE) of theoretical XANES spectrum as a function of the num-
ber of snapshots extracted from MD. In Figure 4.3.9, it can be seen that MSE
of DNN/MD rapidly drops after 300 snapshots, and then becomes almost
constant after 1000 snapshots with a MSE lower than 0.01 a.u. (≈ 0.27 eV).
Such a small MSE shows the great advantage of DNN/MD compared to first-
principles calculations. Therefore, although we employed more than 5,000
spectra, a good performance of the DNN/MD approach can be reached by
using about 1,000 snapshots sampled from MD.
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4.3.5 Li+ Distribution from QM/MM MD

In order to investigate the Li distribution around the POM, and how this is
related to its structure during the charging process, we computed the radial
distribution functions (RDFs) between the POM and the Li+ ions. Particu-
larly, we chose the Op-Li distance to understand whether the Li+ ions pene-
trate through the POM, while the RDFs between the couple Li+ and Ot (O1)
are calculated to address the possible solvation types.
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Figure 4.3.10: Calculated RDFs from QM/MM trajectories for (a) Ot-Li,
(b) O1-Li, (c) Op-Li. (d) Snapshot extracted from the QM/MM MD of Li15.

From Figure 4.3.10, the Ot-Li RDFs show that a initial peak at 4 Å for the
Li3. However, as the charge increases this peak becomes less intense, and a
stronger peak at about 2 Å occurs for Li15. Similarly, the Op-Li RDF reflects
this same trend, which is due to the fact that the number of Li+ ions increased,
and these can more likely penetrate through the external POM structure. On
the other hand, the O1-Li RDFs have a common shapes with a main peak at 2
Å and a small shoulder at 4 Å. These results suggest that as long as the POM
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is formally reduced by 15 e−, the solvation by Li+ occurs by interacting with
most external oxygens, i.e. Ot and O1.

The presence of relatively pronounced second peak in all charge states
makes us think that the two types of solvation exist: POM and Li ions form
(i) a closed and (ii) a semi-closed ion pair. The different type of ion pairs is a
fundamental aspect that influences the solubility and therefore the agglom-
eration of POMs in solution. In fact, it has been shown that highly charged
POMs interact more strongly with their counter ions, desolvating in this way
the nearby solvent molecules [48] and thus facilitating their agglomeration.

This hypothesis has also previously been confirmed by the observation
that Li+ ions form an inner shell that helps to weaken the strong Coulom-
bic repulsions existing in highly reduced POM. [37] This feature is indeed
confirmed by Op-Li RDFs, which shows that the Li+ ions penetrate through
the external oxygens and manage to solvate the internal PO4−

4 unit when an
excess of electrons is present on the POM.

4.4 Conclusions

In this work we have theoretically studied the molecular and electronic struc-
ture of the α-Keggin type PMo12 in different charge states. Our objective has
been to explore how the electronic and geometric parameters of this POM
under different oxidation states are translated into changes in the X-ray ab-
sorption spectra and how we can simulate them.

In the first part, DFT calcutions, with PBE0 x-c functional, showed that
structural parameters of native geometry do not significantly change for the
Li3[PMo12] and Li15[PMo12]. Further addition of electrons leads to the forma-
tion of metal-metal bonds , followed by the elongation of Mo=Ot bonds that
become single bonds Mo-Ot. This behaviour is in agreement with previous
theoretical results, which showed that a relationship between Mo-Mo bonds
and charge of the POM exists. [8, 37] However, in contrast to this, we found
that the number of Mo-Mo bonds are lower, i.e. only four bonds are formed
in the fully reduced POM, and therefore, no linear relationship is observed
between the number of Mo-Mo bonds and the POM charge.

The molecular orbital analysis showed that HOMO and LUMO are delo-
calized over the whole POM, and the addition of a high number of electrons
is facilitated by the Coulombic repulsion felt by each electron. This excess
of electron is utilised to form metal-metal bonds as shown by the presence
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of d-d bonding orbitals between two or three metallic sites within each sub-
unit. [37] The HOMO-LUMO energy gap decreases as the number of elec-
trons increases and it parallels well with the increasing reactivity of the POM.
However, its value, i.e. > 1 eV, for Li27[PMo12] indicates that the POM is still
stable when the its embedded in an implicit solvation model.

In the second part, we initially focused upon an analysis of the EXAFS
spectra of PMo12

3− and PMo12
27−. In both cases our simulations are in good

agreement with experimental observations and this illustrates that in the
super-reduced, PMo12

27−, the structural changes lead to the formation of 8
Mo-Mo bonds. This is less than previously reported [8] but our Wavelet
analysis illustrates that the sensitivity of the EXAFS spectra to the Mo-Mo
bonds, is not as much as could be expected. Our DFT simulations show that
the structural changes do not begin until the addition of over 12 electrons,
i.e. each Mo can form an oxidation state of Mo5+ with only small structural
changes. This EXAFS analysis is supported by XANES simulations. Subse-
quently from using our newly developed DNN for the rapid simulations of
XANES spectra we have shown how QM/MM MD can be used to provide
quantitative analysis of the XANES spectra and subtle changes upon the ini-
tial reduction phase.

In contrast to an implicit solvation, the QM/MM results illustrates that
the Li27[PMo12] structures decomposes when explicitly accounting for the
solvent molecules due to the high excess of electrons. In addition, the Li-
POM RDFs suggest that the formation of two solvation types, i.e., a closed
and semi-closed ion pair are formed, respectively due to the Li-O1 and Li-
Ot interaction. This aspect is extremely important to understand POM-POM
interaction, and it needs to be borne in mind when modelling POMs in solu-
tion.
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Chapter 5

Theoretical Insights into the
Self-Assembly Process of
Wells-Dawson Polyoxometalates

5.1 Introduction

As outlined in the Chapter 1, RFBs represent a promising technology owing
to their safer employment in power-grid applications compared to common
alkali-ion batteries. For this reason, significant research effort has been put
into discovering new materials that can store as many electrons as possible.
In this regard, POMs have shown tremendous efficiency, due to their ability
to undergo reversible multi-electron reductions. [131, 132]

Currently, one of the most performing battery is the asymmetric RFBs
proposed by Jochen et al., which is the subject of Chapter 3. Recently, Cronin
et al. have demonstrated that the Wells-Dawson polyoxoanion [P2W18O62]6−

(P2W18) is able to store up to 18 protons and electrons in acidic aqueous solu-
tion, permitting the construction of a POM-based RFB with an energy density
of 225 Wh l−1. [27] This corresponds to ≈ 9 g of hydrogen stored per litre at
room temperature at 0.5 M of POM. Extrapolating to the limits of the sol-
ubility of the POM, an effective storage potential of 34.2 g H2 l−1 could be
achieved, which compares with that of pure cryogenic liquid hydrogen (71
H2 l−1 at 20 K). [27] They showed that a high number of electrons can be
reached by lowering the pH and increasing the POM concentration. While
it is a well-known behaviour of POMs that a low pH triggers simultaneous
multiple PCETs, the role of POMs agglomeration on their catalytic perfor-
mance has not yet been explored, and it might be decisive in accepting so
many electrons. Furthermore, it has been shown that molecular hydrogen
can be obtained by simple dilution of the system, and therefore, the P2W18

could also be seen as electrocatalyst for on-demand production of hydrogen.
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Despite such encouraging prospective, PCETs can lead to a complicated
redox scenario when a high number of electrons are transferred to the POM.
The main challenge is indeed represented by exactly determining the corre-
spondence between the number of electrons and protons taking part in the
reaction and their relative redox potentials. Cronin et al. in their work [27]
assigned the P2W18 redox potentials only to four reduction processes at rela-
tively basic pH, whereas at lower pH the cyclic voltammogram (CV) shows
a more complex scenario, where the CV peaks can not easily be assigned to
the 18 electrons transferred to the POM.

In this regard, computational chemistry can offer help to predict POMs
redox behavior. Because of the size of the POMs, the only effective and prac-
tical theoretical approach to study them is DFT. Several works showed that
different functionals return essentially the same POM structures, however,
large differences between the functionals exist when computing their redox
potentials or other properties. For instance, this is the case of SiW12 and
PV14 systems studied in Chapter 3. Both pure GGA (PBE) and hybrid-GGAs
return similar molecular structures for POMs, whereas different redox poten-
tials are generated. [45, 46, 48] In previous studies and chapters, it has been
shown that further difficulties are due to the highly-charged nature of POMs.
Indeed, our studies and the previous literature showed the importance of in-
cluding the external environment to correctly predict both molecular orbitals
(MOs) [14] and redox potentials (Chapter 3). [47, 48]

The study of POM in solution is commonly performed by using classi-
cal molecular dynamics (MD) simulations. Indeed, the more accurate ab ini-
tio MD or QM/MM methods are still computationally prohibitive for large
systems like POMs. Most of previous MD studies on POMs focused on the
Keggin-type ([XM12O42]n−) and Lindqvist ([M6O19]n−) ions, while very lim-
ited literature exists on the Wells-Dawson ions. Previous studies highlighted
that the aggregation of Keggin-type ions generally occurs for low charge den-
sity in acidic condition. This means that at a fixed total charge, the bigger is
the POM, the higher is its tendency to aggregate. [51] This trend is also re-
spected by Lindqvist ions, except for hexaniobate POMs which shows to be
more soluble at lower charge. [178]

The aggregation (solubility) is strongly influenced by both the counter
ions and solvent, namely, the solubility is higher for small alkali counter
cations, like Li+ or Na+. [50]. While, in aqueous condition, H2O act as a
glue that help to stabilize the POM-POM interaction. [51] However, these
MD studies focused only on low density charge POMs, namely, only on their
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native charge state like the [XM12O42]3− Keggin-type.
A detailed study on the effect of the charge of POMs on their self-assembly

process has been recently proposed by Poblet et al. In that work, they investi-
gated the ability of a mixed-valence host-guest [I@VIV

10 VV
8 O42]5− (V18) struc-

ture to form agglomerates made of two or more units. [53] They showed that
the dynamical behaviour of V18 agglomerates depends on the total charge of
the POM, the solvent, and counter ions. [53] In particular, they observed that
the agglomeration is mediated by the counter ions; that is, the counter ions
act as linkers between V18 units. Furthermore, in aqueous solution, the least
hydrophilic V18 units (less negative) agglomerate into a microphase, whereas
those with more negative charge interact more strongly with water solvent
molecules than with counter ions, reducing both ion pairing and agglomera-
tion. [53]

Almost two decades ago Norskøv et al. set the basis for the theoreti-
cal description of the efficiency of catalysts towards hydrogen and oxygen
evolution reactions (HER and OER) from the water splitting. [179, 180] Their
methodology named computational hydrogen electrode (CHE) approach, has
since then been applied to several types of electrocatalytic processes. From
the thermochemical perspective, they showed that the Gibbs free energy due
to hydrogen adsorption, ∆GH , is an excellent descriptor for the HER: the
closer is to zero, the better are the catalyst performances. Several experi-
mental and theoretical works studied POM-based catalysts employed in the
reaction of water splitting. In particular, much emphasis has been given to
the oxygen evolution reaction (OER), [181, 182] however, to the best of our
knowledge, no theoretical studies have been carried out on POMs catalysing
the HER.

In this chapter, we present a theoretical study focused on the self-assembly
process of P2W18, and how this affects the POM redox behaviour and its cat-
alytic performance towards the HER. In the first part, we investigated the
POM agglomeration by performing classical molecular dynamics (MD) sim-
ulations on both little and highly charged P2W18. The MD outcome suggests
that the charge of P2W18 strongly influences its solubility, and so also the
possibility of forming inorganic agglomerates in solution. In addition, we
highlight the role of the hydronium ions and water solvents, which play an
important role as mediators within the POM-POM interaction.

In the second part, we investigated the effect of the P2W18 on their redox
potentials and HER efficiency by means of first-principles calculations. In
particular, we focus upon single and two P2W18 units. This analysis helps us
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to assess the role of the aggregation, and at the same time, the advantages
and limits of current computational approaches.

5.2 Theory and Computational Details

5.2.1 Redox Potentials

Optimizations were carried out with PBE [4] and PBE0 [70] functionals as
implemented in the software ORCA [87] for all P2W18 species. While the
(P2W18)2 states were only optimized at PBE level, and the PBE0 results for
these states comes from single points calculations run onto the PBE opti-
mized geometries. Throughout the optimizations were carried out with the
def2-SVP basis set. [73] However, the electronic energies were obtained from
single point calculations with def2-TZVP basis set on the optimized struc-
ture. [73] Since the large number of heavy metals, the effective core potetial
def2-ECP [166] approximation was used for the Mo atoms. In order to speed
up the calculations the RI-J and COSX (RIJCOSX) were used respectively for
Coulomb integrals and numerical integration for HF exchange. Unrestricted
Kohn-Sham (UKS) theory was employed for all open-shell systems, while
closed-shell ones were treated by RKS. During the geometry optimisations,
the total SCF energy was set to converge within 10−6 a.u., while the gradient
converged to 10−4 a.u.

We computed the redox potentials for the following electron transfer (ET)

Li6+m[(P2W18)x] + ne− → Li6+m[(P2W18)x]
n− , (5.2.1)

and the following proton-coupled electron transfer (PCET)

Li6+m[(P2W18)x]
2− + n(H+ + e−)→ Li6+m[Hn(P2W18)x]

2− , (5.2.2)

occurring on a single and two POM units. Here, n = 1 and 2 for both ETs
and PCETs, m = 0 and 6 are the Li+ ions to neutralise respectively one (x
= 1) and two (x = 2) POM units. A thermodynamic cycle was employed to
compute the redox potentials. Within this model the standard free energy of
each redox state (X = Ox or Red) can be expressed as

GX = Eele
X + ∆GS

X , (5.2.3)
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and the Gibbs free energy of the reaction in solution is then given by Eq.
2.7.13 Where ∆rG

o
g(Ox|Red) is the free energy of the reactions in gas phase,

while ∆∆Go
S is the difference between the solvation energies, ∆GS

X , of the
products and reactants. Since the large size of Wells-Dawson POMs, fre-
quency calculations are only possible for def2-SVP basis set, and thus zero-
point and entropic contributions from the def2-TZVP simulations have been
neglected. This assumption is further justified by previous results which
showed that the basis set choice is more sensitive than the contributions to
the final free energy of these latter terms, [48] which is normally small. [46]
The standard redox potential of the reduction, Uo

red, is then related to the free
energy of reaction in solution by the thermodynamic law:

U o
red = −∆rG

o
s(Ai|Bi)

nF
− U o

abs(NHE) . (5.2.4)

Here n and F are respectively the number of electrons transferred, and the
Faraday constant (23.061 kcal mol−1 V−1). Throughout we set U o

abs(NHE) =
4.24 eV [141]. In each case to ameliorate challenges associated with the self-
interaction error [143], the P2W18 has been neutralised using Li+ counter-
ions, which were included in the geometry optimisations. The free energy
of solvation, ∆GS

X , of each species was determined by using CPCM [138]
as implemented in ORCA [87] using the dielectric constant and refractive
index of water. The enthalpies of solvation of the proton was set to -264
kcal/mol. [144]

5.2.2 Hydrogen Evolution

Both experimental and theoretical studies have shown that HER in acid me-
dia occur through two elemental steps: the adsorption of hydrogen on the
catalyst

n(H+ + e−) + ∗ → H∗n (5.2.5)

which is know as Volmer reaction, and the subsequent release of molecular
hydrogen H2 that can either occur through the Tafel reaction (H∗ + H∗ →
H2) or the Heyrovsky reaction (H∗ + H+ + e− → H2). Here, the H∗ symbol
indicates the catalyst with adsorbed hydrogen, while ∗ the free catalyst. The
HER activity of a catalyst can be estimated from the Gibbs free energy of
hydrogen adsorption on it. This is can be done by using the CHE approach
of Norskøv et al. [179, 180] Within the CHE method, the free energy of the
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hydrogen adsorption (also indicated by H-addition) is

∆GH =
1

n

[
GH∗ −

(
G∗ +

n

2
GH2

)]
(5.2.6)

where GX is free energy of the each species. We computed the GX from Eq.
2.7.1.According to the Sabatier principle, an optimal catalyst would not bind
neither too strongly or poorly the catalyst, which translates into having a
∆GH = 0 eV for the HER.

5.2.3 MD simulations

Throughout, all classical molecular dynamic (MD) simulations were performed
using the AMBER package. [82] Recently, several authors have derived to
define a general force field for POMs, [54–56] however, this remains elusive.
Consequently, our force field consists of bonded terms obtained from fre-
quency calculations as described in the modified-Seminario method [85]. The
non-bonded terms for all atoms were taken from the Universal Force Field
(UFF) [86]. Atomic charges have been calculated using the CHELPG method
as implemented in ORCA [87].

We carried out MD simulations for each charge state of [P2W18O62]q− (q
= 6, 10, 14, 18, 24). The initial setup for each classical MD was generated by
solvating the optimised POM and counterions ions, from previous DFT cal-
culations, in a box with over 6000 TIP3P water molecules [145]. Within each
of MD runs, we studied 12 P2W18 with H3O+ as counter ions. The number of
H3O+ is equal to the POM charge such that the total system is neutral.

After the minimization, we performed 150 ps of NVT with POM posi-
tions restrained in order to allow the relaxation of solvent and counter ions
around the solutes. This was followed by further 150 ps of NPT without
any restraint. Then, the system was allowed to relax for further 4 ns of NPT,
and a further 20 ns of NPT dynamics was used as final production for the
subsequent analysis. PBCs were applied with a cutoff of 8 Å for long-range
interactions, which have been treated by the particle-mesh Ewald summa-
tion. SHAKE has been applied to all bonds involving hydrogen atoms. [147].
A Langevin thermostat was used throughout with a temperature of 300 K
and room pressure.

The visualizations of the results were performed with VMD [183]. The
POM agglomeration was computed by using the solvent accessible surface
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area (SASA) algorithm as implemented in AMBER. [82] All types of inter-
actions in solution were investigated by computing their radial distribution
functions (RDFs).

5.3 Results

5.3.1 POM-POM Interactions

The effect of the P2W18 charge on its agglomeration can be appreciated by a
direct visualization of the MD trajectories given in Fig 5.3.1, where we focus
upon different charge states POMq−, (q = 6, 10, 14, 18, and 24). One can see
that monomers (single POM unit) tend to agglomerate and form an inorganic
phase in water for POM6− and POM10−. On the other hand, when the charge
increases up to q = 14, POMs tend to be more solvated, however, dimers or
even trimers can still be observed. The POMq− are then completely solvated
when their charge is q = 18 and 24. These results have similarly been reported
for Keggin-type polyoxovanadates, which agglomerate to form hydrophobic
microphases in water, and their stabilization is strongly dependent on their
redox state . [51, 53]

One way to quantify the hydrophobic character of a compound in solu-
tion is to compute its solvent accessible surface area (SASA). The SASA is a
measure of how much area of the solute is exposed to the solvent, and the
lower is its value, the less solvated is the solute. We computed the SASA av-
erage over the whole simulations of all charge states (Figure 5.3.1). At lowest
charge states, q = 6 and 10, the SASA is rather similar, and it then increases
with a slow rate when q = 14. These values reflect the poor penetration of
water molecules in the hydrophobic agglomerate formed by the POMs even
at q = 14 when dimers and trimers species are present. The scenario changes
as the POM charge increases, the SASA undergoes a high-rate rise, which is
the result of the full solvation of each POM.

We investigated in more detail the POM-POM interaction by calculat-
ing their radial distribution function (RDF) with H3O+ as the counter ion.
Specifically, we computed the RDF between the phosphorus atoms of differ-
ent POMs, avoiding thus to count the intramolecular P-P distances. Figure
5.3.2a shows multiple peaks that spread over the range of 12-15 Å for q = 6
and 10, which parallels well with the POM agglomeration shown in Figure
5.3.1a,b. In the POM14− case, these peaks become less evident and at the same
time they tend to shift toward larger distances. This shift indicates that the
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Figure 5.3.1: Evolution of POMq− agglomeration at target charge states at
end of 20 ns of MD. The POM and H3O+ ions are highlighted with van der
Waals suraface, while the water is shown as lines. On the bottom right,
the SASA values computed for the respective charge states.

POM-POM distance in dimers and trimers becomes larger than when they
form the hydrophobic phase. It then completely disappears in POM18− and
POM24−, where there is no longer agglomeration at all.

In addition to the excess of charge, the POM bulky structure does not al-
low them to enter in direct contact with each other. Instead, their interaction
are mediated by the H3O+, which plays an important role in the formation
of POMs agglomerate as explained below.

5.3.2 POM-H3O+ and POM-Water Interactions

To analyse how the POM-H3O+ and POM-water interactions evolve during
the dynamics for each different POM charge, we computed their RDFs.

In contrast to Keggin-type POMs, Wells-Dawson POMs are less symmet-
ric, and more oxygen sites might differ from each other. For this reason, we
investigated the interaction of H3O+ ion with each oxygen sites, i.e., terminal
Ot, bridging Ob, and belting OB (Figure 5.3.3). The Ot-H3O+ RDFs show that
there is a relatively weak peak at about 3.0 Å for POM6−, however, as the
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Figure 5.3.2: (a) Volume normalized RDFs of intermolecular P-P dis-
tances. (b) Representative MD snapshot of the POM-POM interactions
mediated by H3O+ ions. The color-coded legend represents the POMq−

charge: q = 6 (red), 10 (orange), 14 (green), 18 (purple), and 24 (blue).

Ot
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Figure 5.3.3: Molecular Structure of Wells-Dawson P2W18. Different oxy-
gen types are highlited: terminal Ot, bridging Ob, phosphorus Op, and
belting OB.

POM charge increases two peaks at respectively 1.4 and 2.6 Å become more
evident. Even at lowest charge states, q = 6 and 10, the Ob-H3O+ RDFs give
two strong peaks, one below 2.0 Å, and another around 2.6 Å. The first peak
then shifts towards slightly lower distance when the POM charge increases,
indicating a stronger interaction between the two, while the second peak be-
comes more delocalised over a larger range of distances, despite its intensity
increases. In contrast, in the OB-H3O+ case, the RDFs do not possess any
prevalent peak when the charge goes from q = 6 up to q = 14, whereas one
clear peak below 2.0 Å, and multiple jagged patterns above the 2.0 Å, are
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found in POM18− and POM24− cases. This means that the H3O+ ions are
more likely attracted by the bridging and terminal oxygens rather than the
belting oxygens.
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Figure 5.3.4: RDFs of P2W18-H3O+ interaction on different POM sites: (a)
Ot-H3O+, (b) OB-H3O+, (c) Ob-H3O+, and (d) HW-OPOM sites: HW are
the hydrogens of water molecules, and OPOM is the most exposed oxy-
gen of the POM (Ot). The color-coded legend represents q = 6 (red), 10
(orange), 14 (green), 18 (purple), and 24 (blue).

Therefore, the RDFs analysis provide the following scenarios: at low charge
states the POM agglomeration is followed by a formation of closed or even
semi-closed ion POM-H3O+ ion pairs, which interact with each other through
the most basic sites, namely the Ob oxygens. Importantly, at low charge states
the H3O+ ions mediate the POM-POM interactions allowing the formation of
supramolecular structures. This feature underlines that the cation-mediated
self-assembly is the predominant process, whereas direct interaction between
POMs is less likely. [184–186] On the other hand, as the charge increases,
all POM oxygens become more basic, and therefore, the interaction between
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POMs and H3O+ ions becomes stronger, stabilizing the strong POM-POM
repulsion.

The role of water is shown by its RDF in Figure 5.3.4d. At q = 6 there is
no strong peak, while a little peak appears at about 2.0 Å for q = 10. This
latter then becomes more marked as the POM charge increases. This means
that at low charge the solvent molecules do not enter within the inorganic
microphase, however, as the charge increases, each POM becomes more hy-
drophilic and the inorganic agglomerate falls apart. Therefore, the water
molecules do not directly mediate between the POMs as, on the contrary,
do the H3O+ ions.

5.3.3 Hydrogen-bond Analysis

As emerged from the previous section, the water molecules do not explicitly
mediate the POM-POM interaction during the agglomeration. In order to ex-
plore the existence of implicit behaviour of water molecules, i.e., the forma-
tion of a hydrogen-bond network inside and outside the POM clusters, we
carried out a comprehensive analysis of POM-H3O+ and water-H3O+ dis-
tances. Figure 5.3.5 shows the combined distribution functions (CDFs) for
OPOM -H3O+ (d1) and Owater-H3O+ (d2) distances at different POM charges,
i.e., the joint distribution that gives the probability of finding these two dis-
tances within the range 0-4 Å. In the case of POM6− the CDF shows a rela-
tively large probability when d1 = 3.0 Å and d2 = 1.6 Å. The small distances
indicate that the water forms hydrogen bonds with the H3O+ ions leading
to a more likely H2O+

5 species (Zundel ion). [187] The probability of distance
d2 from our simulations are supported by full quantum chemical simula-
tions, which suggested that a hydrated hydronium ion has an Owater-H3O+

bond length close to 1.7 Å. [188] The value of d1 distance indicates that at
low charge, the POM-POM interaction is mediated by long H-bonds between
POMs. This feature agrees well with the hydrophobic picture in Figure 5.3.1
and the POM-H3O+ RDFs of POM6− (Figure 5.3.4), which have significant
peaks only in the range of 2-4 Å.

When q = 10, the CDF is split in four regions with d1 and d2 values still
occurring at d2 ≈ 1.6 or ≈ 3.0 Å, where the maxima are also located: d1 = 1.5
Å and simultaneously d2 = 1.5 or 2.8 Å. This pattern has also been found for
the other higher charge states, where one or two maxima are present in sim-
ilar positions (Figure 5.3.5c,d). These scenarios suggest that water molecules
and H3O+ form two types of hydrogen-bond networks: one within which
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Figure 5.3.5: CDFs of P2W18-H3O+ interaction for (a) POM6−, (b) POM10−,
(c) POM18−, and (d) POM24−. d1 is the distance between the POM terminal
oxygen and hydrodium hydrogen OPOM -H3O+. The d2 is the distance
between the water oxygen and hydrodium hydrogen Owater-H3O+. The
color-coded box indicates a low value (white) to high value (blue) of CDF.

POMs are more likely solvated by H2O+
5 ions, and another in which the H3O+

interact with the water molecules through longer range hydrogen bonds.
The competition between H2O+

5 and H3O+ solvations has also been high-
lighted by Wipff et al., [51] who showed that H2O+

5 ions increased the ag-
glomeration of 10 % compared to that obtained by H3O+ ions for Keggin-type
polytungstanates. As explained in the computational details, the number of
H3O+ ions in the simulations corresponds to the POM charge such that the
total system is neutral. For instance, for the 12 POMq− with q = 24, 288 H3O+

ions have been added to the system. One might think that changing the
number of H3O+ ions could give more information about the pH effect on
the agglomeration, however, it has been repeatedly shown that the MD sim-
ulations of charged systems suffer from high instabilities. [7] This is mostly
due to the use of the Ewald sum algorithm (see Section 2.5.5), which formally
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converges only if the net charge of the total system is zero. Therefore, it is al-
ways recommended to run MD simulations on neutral systems.

5.3.4 Redox Potentials

The previous section has outlined the importance of agglomeration for these
POMs in solution, in this section we shed insight into its effect on the redox
potentials. It is important to stress that calculating the redox potentials of
the entire aggregate is well beyond the limits of DFT and so we have focused
instead on dimers.

Using the thermodynamic cycle, we computed the standard redox poten-
tials Uo

red for both single or multiple ET and PCET occuring to P2W18. As
outlined in previous sections, Cronin et al. showed that 2 mM of POM firstly
undergoes two single ET, while the additional two reductions are PCETs at
pH = 4, resulting in a total reduction of POM by 6 e−. However, in their work,
the CV becomes more complex when pH and POM concentration are respec-
tively lowered and increased, and it is believed that the POM can be reduced
by up to 18 e−. This high number of electrons and few redox peaks in the CV
make the determination of the number of electrons and protons belonging
to each reduction peaks difficult. For this reason, we only focused upon the
first four reductions, specifically, Uo

red are computed for the first two reduc-
tions occurring both via ET, while the the two more additional reductions are
PCETs. The two ETs and PCETs occur consecutively, and they correspond
respectively to Eq. 5.2.1 and Eq. 5.2.2. These are listed in Table 5.3.1.

Table 5.3.1: Uo
redvs NHE (V) values calculated for a single P2W18 and two

(P2W18)2 units, using PBE and PBE0 x-c functionals. Here, the ETs and
PCETs refer respectively to Eq. 5.2.1 and 5.2.2.

P2W18 (P2W18)2 Exp.

Reaction type PBE PBE0 PBE PBE0 2 mMa

1e− 1.64 1.01 1.21 1.01 0.35

1e− 0.83 0.609 1.01 0.59 0.18

2(H+ + e−) -0.36 -0.404 0.19 0.10 -0.22

2(H+ + e−) -0.92 -0.88 -0.578 -0.67 -0.50

aRef. [27], P2W18 in a solution with pH = 4

From Table 5.3.1 one can see that for the first ET reduction the PBE gives a
Uo
red with a deviation of over ∼ 1 V from experimental data. Whereas, better



142
Chapter 5. Theoretical Insights into the Self-Assembly Process of

Wells-Dawson Polyoxometalates

results are given by the PBE0, whose deviation is about 0.7 V. In the case of
the 2nd ET, the PBE0 still performs better than the pure GGA functional with
an uncertainty of 0.4 V, however, the deviation of Uo

red from the PBE is halved
with respect to the 1st ET. In contrast with the first two ET reductions, a
small impact of the x-c functional is observed for the PCETs. Indeed, PBE and
PBE0 return Uo

red values for both 1st and 2nd PCET with deviation ranging
between 0.1-0.4 V. These Uo

red estimations are consistent with the previous
theoretical studies, which showed that similar uncertainties are mainly due
to the limits of the implicit solvation in the computation of accurate solvation
energies. [46, 48]

Since the CV changes shape as the P2W18 concentration increases, [27] we
also investigated the effect of the POM agglomeration on the redox potential
by computing the Uo

red value for the same reactions occurring at (P2W18)2. In
the PBE case, the Uo

red uncertainty drops of about 0.4 V for the 1st reduction,
while it increases of 0.2 V for the 2nd reduction compared to the single POM
unit. On the other hand, for both 1st and 2nd reduction the PBE0 give Uo

red

values very close to the ones in the case of a single POM unit. While for the
two PCETs, the PBE and PBE0 results are more consistent with each other,
and differ more from the Uo

red values of P2W18, i.e., both functionals give a
more positive Uo

red for the 1st and 2nd PCET. Therefore, our results show that
the first ETs are independent from the POM-POM interactions, whereas these
latter become important during the PCETs, as reflected by the different Uo

red

values. As shown in Chapter 3, further improvement in the computation
of the redox potentials can be achieved by optimizing the structures with
larger basis set, and by including an explicit solvation. The size of POMs
in the present work, and especially the incorporation of aggregation effects,
means that these effects need to be balanced against the computational ex-
pense. Therefore, these calculations aim to qualitatively show the effect of
close contacts among POMs on their electrochemistry, rather than giving a
direct comparison to experiment.

Finally, it is worth noting that P2W18 reduction through PCETs are pH-
dependent. And, it has been shown that further corrections can be obtained
by accounting for individual ET and proton transfer occurring for each in-
dividual redox intermediate. [103] However, accounting for all possible re-
dox intermediates becomes extremely computationally expensive for sys-
tems like P2W18. Besides, the uncertainty of the computed Uo

red values are
in agreement with limits of the implicit solvation models, which have largely
been discussed in literature, [103, 189] and thus we do not discuss the pH
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dependency in this work.

5.3.5 Electronic Delocalisation

The ability of POMs to undergo numerous electron reductions is usually as-
cribed to an electron delocalisation all over their structure such that the elec-
tronic repulsion among metallic centers is lessened, which is particularly true
for Keggin ion types. [14,48] Despite their similarities, it has previously been
shown that Keggin and Well-Dawson POMs possess, however, different elec-
tronic distributions. [14] In this section, we analysed the frontier molecular
orbitals (FMOs) of the P2W18 and (P2W18)2 redox states involved in the four
reductions at both PBE and PBE0 level. As outlined in the previous section,
these computations are carried out with a continuum solvation model, and
therefore the role of the explicit solvent molecules, as well as of the pH is
not investigated. Furthermore, hydrogen atoms are added to POM with-
out taking into account their solvated form, i.e. the hydronium ion H3O+.
This approach reduces possible strong SIEs arising from the use of charged
molecules. [43]

For the single P2W18 unit, the PBE and PBE0 return similar FMOs compo-
sition, and we only focus upon the PBE0.

Li6[H4P2W18]2-Li6[P2W18]- Li6[P2W18]2- Li6[H2P2W18]2-

dyz = 23.1 %
dxz = 31.8 %

dyz = 24.0 %
dxz = 28.0 %

dyz = 23.4 %
dxz = 26.0 %

dyz = 22.4 %
dxz = 24.4 %  

Figure 5.3.6: HOMO orbitals computed with PBE0 functional for the two
ETs and PCETs of P2W18. The Li+ ions and the H atoms are not shown for
clarity.

From Figure 5.3.6 one can see that all the HOMOs are mainly composed
of a mix of d (W) and nonbonding p (O) atomic orbitals, with the metal atoms
that are not totally in a perfect D3h geometry, which is the idealised symme-
try of each metal within the Wells-Dawson POMs. [14] Despite the deviation
from the D3h symmetry, the HOMOs are mainly composed of dxz and dyz
orbitals, which in contrast to the dx2−y2 orbital (whose percentage is < 1%),
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do not point towards the oxo-ligands, and therefore, these are firstly occu-
pied. The HOMO of Li6[P2W18]− is spread over the twelve Mo atoms in
the equatorial region of the POM. This behaviour is similarly reproduced for
respectively Li6[P2W18]2− and Li6[H2(P2W18)]2−. In contrast, the HOMO of
Li6[H4(P2W18)]2− is more delocalised over W atoms in one cap region. For
all type of reductions, PBE0 gives a energy gap between the HOMO-1 and
HOMO which is > 0.6 eV, indicating that there is no degeneracy between
these orbitals.

In contrast to the single unit, the PBE and PBE0 give different HOMO
distributions for the (P2W18)2. In the PBE case, the HOMO is localised over
one POM unit after the 1st ET and PCET, whereas it is distributed over two
units after the 2nd ET and PCET (Figure 5.3.7b,d). On the other hand, the
PBE0 gives a HOMO localised over a single unit of (P2W18)2, regardless of
the redox state (Figure 5.3.7b). The over-delocalisation is due to the typical
behaviour of GGA functionals that tends to delocalise too much charge dis-
tributions. Conversely, hybdrid-GGA functionals normally give lower delo-
calisation errors, and therefore, more accurate electron distribution. [72, 190]

For (P2W18)2, PBE0 gives a energy gap between the HOMO-1 and HOMO
which is > 0.4 eV respectively for the 1st and 2nd ET, whereas it is ≥ 0.1 eV
for the PCETs reactions. Therefore, the gap between these two orbitals drops
in the energy compared to the single unit, and in the last case (1st and 2nd
PCET) its small value indicates that there might be some degeneracy between
these orbitals, which can lead to a breaking in the symmetry due to a possible
Jahn-Teller distortion. [14] This aspect will be further investigated.

Therefore, our FMOs analysis offers the following scenario: after the first
two ETs, further electrons added to the (P2W18)2 go in the equatorial region
rather than on the capping atoms as occurs for P2W18. This explains why the
redox potentials of P2W18 and (P2W18)2 are similar for the ETs but not for the
PCETs, since the reductions occur on different metallic sites.

5.3.6 Hydrogen Evolution Reaction (HER) Activity

The specificity of the adsorption site towards HER is a crucial aspect of the
catalytic process, in fact, it is well-known that the efficiency of a heteroge-
neous catalyst strongly depends on its reaction site. [191] As shown in Figure
5.3.3, P2W18 possesses different adsorption sites, however, in the previous
section we show that the terminal Ot and bridging Ob oxygens are more likey
to be protonated in solution. Therefore, we focus our analysis on these two
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.3.7: HOMO orbitals computed with PBE functional for (P2W18)2

after the (a) 1st ET, (b) 2nd ET, (c) 1st PCET, and (d) 2nd PCET. HOMO
orbitals computed with PBE0 functional for (P2W18)2 after the (e) 1st ET,
(f) 2nd ET, (g) 1st PCET, and (h) 2nd PCET. The Li+ ions and the H atoms
are not shown for clarity.
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sites. The possible configurations that can arise from adding one hdyrogen
atom to these two sites follow the series 2n. This means that even for small
values, like n ≥ 5, the effort to compute all possible configurations is com-
putationally prohibitive. For this reason, we computed the ∆GH only for n
= 1, and 2 to distinguish the relative energies of each adsorption site, and on
the basis of these results, we study the addition of further hydrogens to the
POM.

Table 5.3.2: ∆GH (eV) values calculated for all possible configurations
arising from adding n = 1 and 2 hydrogen to Ot and Ot with PBE and PBE0
x-c functionals. The Oxy−z corresponds to the ∆GH computed from Oxy−z
configuration with respect to the Oz one. For example, Obt−b indicates the
∆GH due to the addition of a second hydrogen on a Ot site with a POM
already hydrogenated on the Ob site.

no. H site PBE PBE0

1 Ot -0.607 0.007

Ob -0.872 -0.220

2 Obb−b 0.102 -1.601

Obt−b -0.123 0.022

Obt−t 0.225 -0.173

Ott−t -0.322 -0.041

From Table 5.3.2 one can see that both PBE and PBE0 predict a too exother-
mic H-addition on the Ob site, while PBE0 returns a ∆GH ≈ 0 for the adsorp-
tion on Ot. After the addition of a second hydrogen, ∆GH becomes closer to
zero for all the different configurations. Among the four configurations, the
Obb−b and Obt−b display the best HER activity from the PBE results, whereas
the Ott−t and Obt−b are the best sites from PBE0. In contrast to this, we also
found that too positive (or negative) ∆GH are shown by the Ott−t (PBE) and
Obb−b (PBE0). Due to this opposing trend and the fact that ∆GH of Obt−t is
still significantly small for the PBE0, we then chose to add further hydrogens
alternatively to both terminal and bridging sites, and compute their ∆GH .
The same criteria were also applied to the study of the H-adsorption on two
units (P2W18)2.

From Figure 5.3.8a, one can see that the addition of more hydrogens to
a single unit returns a ∆GH that oscillates within the range 0.1-0.4 eV. This
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Figure 5.3.8: ∆GH as function of the hydrogen adsorbed on a one and two
POM units, computed at (a) PBE and (b) PBE0 functional. The H-adition
follows Eq. 5.2.5. The dashed line are guides to visualize the patterns.

trend is found for (P2W18)2, where the energy range reaches up to 0.7 V. Fig-
ure 5.3.8b shows that PBE0 gives a (P2W18)2 that possesses an opposite trend
to P2W18 for the first 3 adsorption, while they both have a similar ∆GH pat-
tern when further hydrogens are added. In some cases the ∆GH is close to 0
eV, however, it is also ≥ 0.8 eV in other cases, which means that these states
are too strongly endothermic to catalyse the hydrogen desorption. We also
investigated the further adsorption of up to 18 hydrogens, however, an oscil-
lating pattern can still be observed.

Therefore, our results shows that the POM-POM interaction affects the
∆GH , however, there is not any evident improvement towards HER, regard-
less of the functional used.

5.4 Conclusions

In this work, we have presented a comprehensive computational study on
the Well-Dawson type polyoxometalate P2W18, which has recently shown
to be an effective electrode material in RFBs as well as proficient catalyst
towards HER. [27] Our goal has been to explore the formation of POM ag-
glomerates in solutions by rationalizing the existing relationship between its
charge and the environmental factors, like solvent and counter ions. Further-
more, we aimed to investigate through first-principle calculations whether
the agglomeration affects the POMs redox potential window and their effi-
ciency towards the HER.
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In the first part, we utilized the optimized DFT structures of P2W18 as
starting configuration for MD simulations. The MD outcome shows that the
P2W18 forms inorganic agglomerate at low charge states, however, as the
POM charge increases, they become fully solvated. The SASA values and
the RDFs of POM-water illustrate that the agglomerates are completely hy-
drophobic due to the small amount of solvent molecules within the clusters.
In contrast, the RDF of POM-H3O+ shows a significant peak at 2 Å even at
low charge state suggesting the important role of the hydronium ion that acts
as a mediator between POMs.

The CDF analysis shows that two type of hydrogen-bond networks exist,
and these can either occur via the formation of zundel ions (H2O+

5 ) or sim-
ply through H3O+ ions. The competition between H2O+

5 and H3O+ ions has
also previously been found for Keggin-type POMs [51], which indicates that
role of H2O+

5 ions must be taken into account when modelling POM in acid
solution. It is worth noting that, in contrast to a single POM, the potential
energy surface of a system with many POM units might possess several local
minima, which could be difficult to explore. As result of this, configurations
from classical MD simulations might be trapped in these minima, and there-
fore, unable to reach the realistic equilibrium conformations. [7]A possible
solution to this would be to employ enhanced sampling techniques, like um-
brella sampling or metadynamics, [7] which describe the system by biased
potentials, thus allowing the overcome of many types of energy barriers. [7]
Therefore, we believe that the use of these methods can give further insights
into the mechanism of POM aggregation. This will be addressed in the future
work.

In the second part of the work, we computed the redox potentials of a sin-
gle P2W18 and two units (P2W18)2 by using an implicit solvent model. Gener-
ally, the results shows that PBE0 performs better than PBE functionals with
an uncertainty of about 0.4 V. These deviations are within the limits of the im-
plicit solvent model, [46,48] however, further improvements can be expected
by explicitly including solvent molecules as shown in Chapter 3. [48] P2W18

and (P2W18)2 have similar redox potentials for the two ETs, whereas their
Uo
red differ from each other for the PCETs, and therefore, the POM-POM in-

teraction affects only the PCETs. This is due to the possibility of reducing the
(P2W18)2 by adding further electrons to equatorial atoms rather than capping
atoms.
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Furthermore, we investigated the efficiency of the P2W18 as catalyst to-
wards HER by employing the computational hydrogen electrode (CHE) ap-
proach of Norskøv et al. To the best of our knowledge, this is the first study
of modelling POMs for HER. We showed that both bridging and terminal
oxygens can likely act as adsorption sites for the hydrogen atoms. Despite
some hydrogenated species lead to almost ∆GH = 0, the remaining ones have
alternating ∆GH values for both single and two POM units, which makes a
common pattern difficult to be identified. These results illustrate the limits of
DFT for large inorganic systems, like POMs. For example, it has previously
been shown that the contribution from explicit solvation might improve the
accuracy of the solvation energy of Keggin-tpye ions, [45, 48] however, these
simulations becomes extremely computationally expensive for large systems
like Wells-Dawson types.

In summary, we provide a general theoretical protocol to obtain useful
insights into the P2W18 agglomeration. While the size of these systems still
makes first-principles simulations challenging, it is now possible to establish
a direct relationship between agglomeration and electrochemistry of POMs.
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Chapter 6

Thesis Summary and Outlook

6.1 Conclusion

In this PhD thesis, we have theoretically studied polyoxometalates by inves-
tigating their molecular and electronic properties in different physical envi-
ronments by means of computational approaches.

Regardless of the POM type, we observe their molecular structure is not
affected by the redox reductions when a relatively low number of electron
are involved. In particular, the structures of SiW12 and P2W18 (after ETs) do
not change after undergoing a reduction of four and six electrons, respec-
tively. This behaviour is due to their electronic nature, i.e., after the reduc-
tion the electrons are fully delocalised over all metal atoms, and therefore, the
Coulombic repulsion felt by each electron is lessened. This is no longer true
when a high number of electrons are transferred to the POM as for example
in the case of the super-reduced PMo12 (Chapter 4). In this case, the synergis-
tic formation and elongation of respectively metal-metal and metal-oxygen
bonds permit the transfer of many electrons to the POM. From an electronic
prospective, the metal-metal bonds are guided by the formation of d-d bond-
ing orbitals between two or three metallic centres. The Mo-Mo bonds in this
POM are localised over only certain triads of the POM, resulting in a strongly
asymmetric molecular structure. Thus, although all Mo atoms are formally
reduced from Mo6+ to Mo5+, only some of these, i.e. four, are reduced down
to Mo4+. On the other hand, the structure of PV14 is slightly influenced by
a simultaneous four PCETs. However, it must be noted that in this case the
HOMO is still distributed over all metal atoms, indicating that these are all
involved during the reduction. The nature of the change in PV14 structure is
due to the high number of PCETs. Indeed, the protonation of either a termi-
nal or bridging oxygen of POMs leads to an elongation of the M=O double
bonds, which become single bonds. [18]
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Our results confirm that both GGA and hybrid-GGA functionals return
similar POM geometries, which are in agreement with the experimental find-
ings. However, these families of functionals return different answers when
computing the electronic distribution of POMs. For instance, in Chapter 3,
we found that PBE gives the HOMO of Na5[SiW12O42] being delocalised over
nine out of the twelve W atoms, whereas there is a stronger localisation from
PBE0 results, with the HOMO distributed only over six W atoms. This shows
that for open-shell systems, like Na5[SiW12O42], which are intrinsically mul-
tideterminental states, the predictions of DFT might be less accurate for the
low-spin open-shell states than for the high-spin and closed-shell states. [192]
This observation is also in agreement with previous theoretical studies on
POMs, which showed that GGAs suffer from over delocalisation due to a
strong SIE. [14, 135] Difference between GGAs and hybdrid-GGAs were also
observed for the Wells-Dawson P2W18 type. In that case, PBE gives a HOMO
distributed distributed over two POM units after the 2nd ET and PCET (Fig-
ure 5.3.7b,d), whereas the HOMO computed with PBE0 is localised over one
unit of the system (P2W18)2. Another interesting result is the finding of only
four Mo-Mo bonds in the formally fully reduced PMo12, although PBE0 was
employed. This is another manifestation of SIE, which is rather important
even for hybrid-GGAs.

We demonstrated that an implicit solvent can be used to compute redox
potentials of POMs with relatively good accuracy. Within this approach,
POMs are fully neutralised by their counter ions, like Li+ and Na+, such
that the influence of SIE is lessened. [46, 48] However, uncertainties can
arise due to the highly charged nature of POMs that generate a strong in-
teraction of these with surrounding solvent, which should be taken into ac-
count. Furthermore, we benchmarked different exchange-correlation func-
tionals for the calculation of redox potentials. Our results show that the in-
clusion of Hartree-Fock exchange, EHFxc , gives better results with respect to
the pure GGAs, however, errors on the computed redox potential fall within
the uncertainties of the implicit solvation model (Chapter 3 and 5). Further
improvement can be obtained by an explicit solvation, with a drop of the un-
certainty on the redox potential down to 0.1 V. [48] This was the case for the
1st and 2nd reduction of SiW12, however, large deviations are to be expected
when a large number of electrons and/or protons are involved in the reduc-
tion process. These deviations are largely due to SIE, which is particularly
important for highly charged systems. This was particularly evident for the
computation of VEG of PV14, which required the calculation of the energies
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of the systems [H9PV14]4− and [H13PV14]4+. Indeed, a large SIE is due to the
incorrect behaviour of almost all Exc functionals far from a nucleus, which
decay exponentially rather than asymptotically. [43]

Furthermore, the use of an explicit environment, alongside a quantum
mechanical treatment of POMs, allows to gain insights into the evolution of
their molecular structures in solution, and in the stability of different charge
states. For instance, we showed that the breakdown of LR for PV14 is due to
the change in its molecular structure after the reduction.

In addition to DFT calculations, we showed that we can gain insights
into the electronic and structural changes of POMs by simulating their X-ray
absorption spectra. The simulated XANES and EXAFS spectra are in per-
fect agreement with the experimental data suggesting, therefore, that these
simulations are a powerful tool to investigate POM oxidation state. Just to
give an idea, while the maximum number of Mo-Mo bonds found from DFT
calculations was four, the EXAFS analysis on PMo12, constrained with Mo-
Mo bonds, return a better agreement with experiment, indicating that this
technique can be employed to overcome the limits of DFT mentioned above.
In particular, the use of Wavelet transform permits to resolve the centres of
the backscattering wave functions in both energy and distances from the ab-
sorbing atom, offering a clearer way to discriminate different neighbouring
atoms. The Wavelet analysis illustrates that the EXAFS spectra are more
sensitive to the Mo-O bond lengths than to the Mo-Mo bonds. The EXAFS re-
sults are supported by the XANES spectra, which are sensitive to the minimal
structural change as well. Despite many examples for other systems, [117] to
the best of our knowledge, this is the first time that a DNN for XAS spec-
tra was coupled to MD simulations in order to quantitatively investigate the
structural changes of POMs.

Throughout this work, we employed QM/MM MD simulations to extract
the quantum-mechanical properties of POMs in an explicit environment. Be-
sides calculating the redox potentials, our QM/MM MD simulations show
that the presence of the solvent affects the molecular structures of highly
charged POM (Chapter 3).These simulations explains the breakdown of lin-
ear response approximation, and therefore, they represent a further check on
the accuracy of the computed redox potentials in solution. Furthermore, for
highly charged POMs, like PMo12, our QM/MM simulations showed that the
interaction between POMs and the counter ions become stronger, whereas
the POM-solvent interaction is weakened. As result of this strong interac-
tion, we observed that POMs and counter ions form prevalently semi-closed
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and closed ion pairs, with the bridging oxygens being the most basic sites.
This aspect was also observed for SiW12, for which the expansion of the first
solvation shell has an effect on the diffusion coefficient of POMs, and there-
fore, also on the kinetic and power density of RFBs.

On the other hand, classical MD helped us to investigate the macroscopic
behaviour of POMs in solution. For instance, in Chapter 5, we investigate
the self-assembly process of Wells-Dawson POMs. The classical MD simu-
lations show that P2W18 agglomeration strongly depends on its charge state,
i.e., the higher is the charge, the more solvated is the POM. At low charge
state, the POM-POM interaction is mediated by H3O+ and H2O+

5 ions which
form a rich hydrogen bond network. Importantly, this highlights a possi-
ble competition between H2O+

5 and H3O+ ions, indicating that H2O+
5 ions

must be taken into account when modelling POMs in acid solution. These
observations were possible thanks to the computation of the SASA values
and the RDFs POMs, which are indispensable tools for these types of stud-
ies. In agreement with the QM/MM calculations, at high charge states the
POM-cation interactions become stronger to balance the strong POM-POM
repulsion, leading to fully solvated POMs. However, in contrast to QM/MM
MD of Na6[SiW12O42], which shows a desolvation when the POM charge in-
creases, the classical MD results illustrate that P2W18 becomes fully solvated
at high charge. This is due to the fact that classical MD and QM/MM MD
handle the high repulsion of highly charged POMs in different ways. For in-
stance, in QM/MM simulations a high excess of charge might lead to a strong
overpolarization of MM region and/or to an electronic leakage of QM den-
sity (spill-out). Thus, the overpolarization leads to a larger repulsion between
the electron density of QM atoms and the atomic charges of MM atoms.

In summary, it is now possible to adopt a range of computationally ap-
proaches to develop a detailed understanding of the functional properties of
POMs.

6.2 Future Prospective

While DFT remains the most feasible theoretical approach to reproduce quan-
titatively the energies and geometries of POMs, it still has some limits. The
POM elemental composition, i.e., mainly transition metals, represent a chal-
lenge for most common exchange-correlation functionals even at equilibrium
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geometries. To this end, the properties of POMs, like redox potential and ge-
ometries of highly charge states, need to be benchmarked in order to under-
stand the limits and advantages of each functional in any specific case. This
analysis can definitely help the community to develop better functional. For
example, an important contribution is the characterization of mixed-valence
POMs, especially in the study of catalytic processes. [14] In this regard, the
addition of dispersion terms to local xc functionals represents a valid option
to reach the so-called chemical accuracy. Among many different dispersive
xc functionals, the DFT-D methods developed by Grimme et al. have shown
to give a small mean absolute deviations for metallic clusters as well as for
the dissociation of cation-anion compounds, which represent the building
blocks of ionic liquids. [193, 194] For this last type of system, which is very
similar to POMs and their counter ions, they found that the energy contri-
bution of van der Waals dispersion is about 5-6 % of the equilibrium in-
teraction energy, and therefore this term must be taken into account when
ionic interactions become important. Another robust alternative are the RS
hybrid functionals. In these functionals, the HF exchange is introduced by
partitioning the Coulomb operator into a long-range part and a short-range
part and treating one of them by local exchange and the other by HF ex-
change. [195, 196] This approach allows the correct description of the elec-
tron motion far from the nucleus, and therefore, it reduces the SIE effects.
Grimme et al. showed that the performance of RS-functionals in predicting
reaction profiles involving transition metals was superior to the that of lo-
cal GGAs and meta-GGAs. However, there was no significant benefit over
hybrid-GGAs and highly parametrized Minnesota functionals (Mxy). [151]

As outlined in the introduction, POM-based LIBs can offer a high theoret-
ical capacity due to an incredibly high number of electrons involved in the
reduction of POMs. This technology can be thought of as robust alternative to
the more expensive LIBs. However, these batteries suffer from poor capacity
retention due to the structural instabilities of the fully reduced POMs. There-
fore, our future work will aim to study the relationship of different families
of xc functionals with the elemental composition and electronic properties of
POMs in order to understand how to enhance POM efficiency in LIBs.

Another important element is the account of the proton into their redox
reactions. PCETs add a further degree of difficulty in the study of POMs,
since these can either occur through concerted or separate PC and ET steps.
The computational workload to address these aspects is almost prohibitive,
even when a small number of protonation steps are involved in the reactions,
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however, a full ab initio MD can be used to explore the kinematic behaviour
of the proton. Besides the understanding of the role of the proton, the use
of free energy sampling techniques, like TI and FNE, alongside AIMD sim-
ulations, can give a quantitative description of the electron (proton) transfer
rates during the charging/discharging processes of POM-based RFBs and
LIBs. This is extremely important, since the rates are associated with the
power density of the batteries. To the best of our knowledge, there are no
computational studies regarding the electron transfer rates for POMs, and
therefore, this research will help to establish the limits and advantages with
respect to QM/MM and the implicit solvent model.

The great advantage of RFBs over the common LIBs is that an increase of
volume, and thus of the concentration, of electrolytes improves the theoret-
ical energy density of the battery. As observed by Cronin, [27] an increase
of POM concentration in solution increases the number of electrons reduc-
ing the POMs themselves (Chapter 5). However, the mechanism behind the
aggregation of POMs and to what extend this can change the number of elec-
trons is not clear yet. Given the POMs size, the classical MD simulations
remain the main tool to explore POM self-assembly processes. However,
their bottleneck lies in the fact that there are high-energy barriers separat-
ing different structural configurations so that the transition between them is
unlikely to happen. This problem has recently been addressed by using the
so-called enhanced sampling techniques, like umbrella sampling or metady-
namics. For instance, by employing the metadynamics method, Duffy et al.
have been able to observe crystallization of calcium carbonate nanoparticles
under physically realistic conditions, inaccessible to standard MD. [197] In
addition, metadynamics can offer a way to understand how POMs form. An
example is the recent study of Iannuzzi et al., who showed that metadynam-
ics simulations of 2-D and 3-D MOFs can offer a detailed understanding of
the key elements controlling their formation. [198] Inspired by these stud-
ies, in future work we will carry out enhanced sampling simulations to un-
derstand the small details that control the aggregation (formation) of highly
concentrated solution (solids) of POMs. From this research we expect to be
able to provide a theoretical recipe for modelling POM aggregates in several
physical contexts.
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