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#### Abstract

The principal object of this paper is to introduce two variable Shivley's matrix polynomials and derive their special properties. Generating matrix functions, matrix recurrence relations, summation formula and operational representations for these polynomials are deduced. Finally, Some special cases and consequences of our main results are also considered.
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## 1. Introduction

Generalized Laguerre polynomials (GLP) are defined explicitly

$$
\begin{equation*}
L_{n}^{a}(x)=\sum_{r=0}^{n} \frac{(-1)^{r}(1+a)_{n} x^{r}}{r!(n-r)!(1+a)_{r}} \tag{1}
\end{equation*}
$$

where $a$ is a real-valued parameter, $(a)_{r}$ is the Pochhammer symbol

$$
(a)_{r}= \begin{cases}a(a+1) \ldots(a+(r-1)), & r \geq 1, \\ 1, & r=0 .\end{cases}
$$

In confluent hypergeometric notation, we have

$$
\begin{equation*}
L_{n}^{a}(x)=\frac{(1+a)_{n}}{n!}{ }_{1} F_{1}(-n ; a+1 ; x) . \tag{2}
\end{equation*}
$$

These polynomials satisfy the second-order linear differential equation (see, for example, [1] p. 298)

$$
\begin{equation*}
x \mathbf{D}^{2} L_{n}^{a}(x)+(1+a-x) \mathbf{D} L_{n}^{a}(x)+n L_{n}^{a}(x)=0, \quad \mathbf{D}=\frac{d}{d x} \tag{3}
\end{equation*}
$$

The so-called Shively's pseudo-Laguerre polynomials $R_{n}(a, x)$ are defined by (see, [2])

$$
\begin{equation*}
R_{n}(a, x)=\frac{(a)_{2 n}}{(a)_{n} n!}{ }_{1} F_{1}(-n ; a+n ; x) \tag{4}
\end{equation*}
$$

which are related to the proper simple Laguerre polynomial (see, [2])

$$
\begin{gather*}
L_{n}(x)={ }_{1} F_{1}(-n ; 1 ; x),  \tag{5}\\
R_{n}(a, x)=\frac{1}{(a-1)_{n}} \sum_{r=0}^{n} \frac{(a-1)_{n+r} L_{n-r}(x)}{r!} . \tag{6}
\end{gather*}
$$

Shivley deduced the generating function for pseudo Laguerre polynomials of one variable as (see, [2])

$$
\begin{equation*}
e^{2 t}{ }_{0} F_{1}\left(-; \frac{a}{2}+\frac{1}{2} ; t^{2}-x t\right)=\sum_{n=0}^{\infty} \frac{R_{n}(a, x) t^{n}}{\left(\frac{a}{2}+\frac{1}{2}\right)_{n}} \tag{7}
\end{equation*}
$$

Now, owing to the significance of the earlier mentioned work related to Laguerre polynomials, we find record that many authors became interested to study the scalar cases of the classical sets of Laguerre polynomials into Laguerre matrix polynomials. Of those authors, we mention [3-7].

Recently, the matrix versions of the classical families orthogonal polynomials such as Jacobi, Hermite, Chebyshev, Legendre, Gegenbauer, Bessel and Humbert polynomials of one variables and some other polynomials were introduced by many authors for matrices in $\mathbb{C}^{N \times N}$ and various properties satisfied by them were given from the scalar case. Rather than giving an exhaustive list of references, we refer the reader to the article [8]. Theory of generalized and multivariable orthogonal matrix polynomials has provided new means of analysis to deal with the majority of problems in mathematical physics which find broad practical applications. In [9,10], Subuhi Khan and others introduced the 2-variable forms of Laguerre and modified Laguerre matrix polynomials and generalized Hermite matrix based polynomials of two variables and Lie algebraic techniques. Furthermore, several papers concerning the orthogonal matrix polynomials for two and multivariables have become more and more relevant, see for example [11-17].

The section-wise treatment is as follows. In Section 2, we deals with some basic facts, notations and results to that are needed in the work. In Section 3, we define Shivleys matrix polynomials of two variables and to study their properties. The generating matrix functions, matrix recurrence relations, summation formula and operational representations these new matrix polynomials are obtained. Some special cases of the established results are also underlined as corollaries. Finally, we give some concluding remarks in Section 4.

Throughout this paper, for $\mathbb{C}^{N}$ denote the $N$-dimensional complex vector space and $\mathbb{C}^{N \times N}$ denote all square matrices with $N$ rows and $N$ columns with entries are complex numbers, $\operatorname{Re}(z)$ and $\operatorname{Im}(z)$ denote the real and imaginary parts of a complex number $z$, respectively. For any matrix A in $\mathbb{C}^{N \times N}$, $\sigma(A)$ is the spectrum of $A$, the set of all eigenvalues of $A$, which will be denoted by $\|A\|$, is defined by

$$
\|A\|=\sup _{x \neq 0} \frac{\|A x\|_{2}}{\|x\|_{2}}
$$

where for a vector $y$ in $\mathbb{C}^{N},\|y\|_{2}=\left(y^{H} y\right)^{\frac{1}{2}}$ is Euclidean norm of $y$. I and 0 stand for the identity matrix and the null matrix in $\mathbb{C}^{N \times N}$, respectively.

## 2. Preliminaries

We shall adopt in this work a somewhat different notation and facts from that used throughout this work.

For $A \in \mathbb{C}^{N \times N}$, the matrix version of the symbol is

$$
(A)^{(n)}=(A)(A-I) \cdots(A-(n-1) I), \quad n \geq 1
$$

and the Pochhammer symbol (the shifted factorial) is

$$
(A)_{n}=A(A+I) \cdots(A+(n-1) I), \quad n \geq 1 ; \quad(A)_{0} \equiv I .
$$

Note that if $A=-j I$, where $j$ is a positive integer, then $(A)_{n}=\mathbf{0}$ whenever $n>j$ (cf. [18]).
The reciprocal scalar Gamma function denoted by $\Gamma^{-1}(z)=\frac{1}{\Gamma(z)}$ is an entire function of the complex variable $z$. Thus, for any $A \in \mathbb{C}^{N \times N}$, Riesz-Dunford functional calculus [18-20] shows that $\Gamma^{-1}(A)$ is well defined and is, indeed, the inverse of $\Gamma(A)$. Furthermore, if

$$
\begin{equation*}
A+n I \text { is invertible for all integer } n \geq 0 \tag{8}
\end{equation*}
$$

then

$$
\begin{equation*}
(A)_{n}=\Gamma(A+n I) \Gamma^{-1}(A) \tag{9}
\end{equation*}
$$

Form (9), it is easily to find that

$$
(A)_{2 n}=2^{2 n}\left(\frac{1}{2}(A+I)\right)_{n}\left(\frac{1}{2}(A)\right)_{n}
$$

and

$$
(A)_{n+k}=(A)_{n}(A+n I)_{k} .
$$

In 1731, Euler defined the derivative formula

$$
D_{x}^{v} x^{\alpha}=\frac{\Gamma(\alpha+v)}{\Gamma(\alpha-v+1)} x^{\alpha-v}, \quad D_{x} \equiv \frac{d}{d x}
$$

where $\alpha$ and $v$ are arbitrary complex numbers. By application of the matrix functional calculus to this definition, for any matrix $A \in \mathbb{C}^{N \times N}$, one gets (see $[5,18]$ )

$$
\mathbf{D}_{t}^{n}\left[t^{A+m I}\right]=(A+I)_{m}\left[(A+I)_{m-n}\right]^{-1} t^{A+(m-n) I}, \quad \mathbf{D}_{t}=\frac{d}{d t}, \quad n=0,1,2,3, \ldots
$$

On other hand, if $\mathbf{D}_{z}=\frac{\partial}{\partial z}, \mathbf{D}_{z}=\frac{\partial}{\partial w}$ and $\mathbf{D}_{v}=\frac{\partial}{\partial v}$ the trinomial expansion for $\left(\mathbf{D}_{z}+\mathbf{D}_{w}+\mathbf{D}_{v}\right)^{n}$ is given by (see [21,22])

$$
\begin{equation*}
\left(\mathbf{D}_{z}+\mathbf{D}_{w}+\mathbf{D}_{v}\right)^{n}=\sum_{r=0}^{n} \sum_{s=0}^{n-r} \frac{(-1)^{r+s}(-n)_{r+s}}{r!s!} \mathbf{D}_{z}^{n-r-s} \mathbf{D}_{w}^{r} \mathbf{D}_{v}^{s} \tag{10}
\end{equation*}
$$

operating (10) on $F(z, w, v)$, we get

$$
\begin{align*}
& \left(\mathbf{D}_{z}+\mathbf{D}_{w}+\mathbf{D}_{v}\right)^{n} F(z, w, v)= \\
& \sum_{r=0}^{n} \sum_{s=0}^{n-r} \frac{(-1)^{r+s}(-n)_{r+s}}{r!s!} \mathbf{D}_{z}^{n-r-s} \mathbf{D}_{w}^{r} \mathbf{D}_{v}^{s} F(z, w, v) \tag{11}
\end{align*}
$$

in particular, if $F(z, w, v)=f(z) g(w) h(v)$, then (11) gives

$$
\begin{align*}
& \left(\mathbf{D}_{z}+\mathbf{D}_{w}+\mathbf{D}_{v}\right)^{n}\{f(z) g(w) h(v)\}= \\
& \sum_{r=0}^{n} \sum_{s=0}^{n-r} \frac{(-1)^{r+s}(-n)_{r+s}}{r!s!} \mathbf{D}_{z}^{n-r-s} f(z) \mathbf{D}_{w}^{r} g(w) \mathbf{D}_{v}^{s} h(v) . \tag{12}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \left(\mathbf{D}_{z} \mathbf{D}_{w}+\mathbf{D}_{z} \mathbf{D}_{v}+\mathbf{D}_{w} \mathbf{D}_{v}\right)^{n}\{f(z) g(w) h(v)\}= \\
& \sum_{r=0}^{n} \sum_{s=0}^{n-r} \frac{(-1)^{r+s}(-n)_{r+s}}{r!s!} \mathbf{D}_{z}^{n-s} f(z) \mathbf{D}_{w}^{n-r} g(w) \mathbf{D}_{v}^{r+s} h(v) \tag{13}
\end{align*}
$$

Moreover, if $A \in \mathbb{C}^{N \times N}$, and z is any complex number, then the matrix exponential $e^{A z}$ is defined to be

$$
\begin{gathered}
e^{A z}=I+A z+\ldots+\frac{A^{n}}{n!} z^{n}+\ldots, \\
\frac{d^{n}}{d z^{n}}\left[e^{A z}\right]=A^{n} e^{A z}=e^{A z} A^{n}, \quad n=0,1,2,3, \ldots
\end{gathered}
$$

Let $A, B$ and $C$ be matrices in $\mathbb{C}^{N \times N}$ and $C$ satisfy condition (8), then the hypergeometric matrix function of 2-numerator and 1-denominator for $|z|<1$ is defined by the matrix power series (see [20,23])

$$
\begin{equation*}
{ }_{2} F_{1}(A, B ; C ; z)=\sum_{n \geq 0} \frac{(A)_{n}(B)_{n}\left[(C)_{n}\right]^{-1}}{n!} z^{n} \tag{14}
\end{equation*}
$$

For an arbitrary matrix $A \in \mathbb{C}^{N \times N}$, satisfy condition (8) then the n-th Laguerre matrix polynomials $L_{n}^{A}(z)$ is defined by (see [8])

$$
\begin{equation*}
L_{n}^{A}(z)=\frac{(A+I)_{n}}{n!}{ }_{1} F_{1}(-n I ; A+I ; z) \tag{15}
\end{equation*}
$$

Therefore, the Shively's pseudo Laguerre matrix polynomials are reduced in the form

$$
\begin{equation*}
R_{n}^{A}(z)=\frac{(A)_{2 n}\left[(A)_{n}\right]^{-1}}{n!}{ }_{1} F_{1}(-n I ; A+n I ; z) \tag{16}
\end{equation*}
$$

For matrices $A(k, n)$ and $B(k, n)$ are matrices in $\mathbb{C}^{N \times N}$ for $n \geq 0, k \geq 0$, the following relations are satisfied (see [24])

$$
\begin{equation*}
\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} A(k, n)=\sum_{n=0}^{\infty} \sum_{k=0}^{\left[\frac{1}{2} n\right]} A(k, n-2 k) \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} B(k, n)=\sum_{n=0}^{\infty} \sum_{k=0}^{n} B(k, n-k) . \tag{18}
\end{equation*}
$$

Similarly, we can write

$$
\begin{equation*}
\sum_{n=0}^{\infty} \sum_{k=0}^{\left[\frac{1}{2} n\right]} A(k, n)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} A(k, n+2 k) \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n=0}^{\infty} \sum_{k=0}^{n} B(k, n)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} B(k, n+k) \tag{20}
\end{equation*}
$$

## 3. Two Variables Shivley's Matrix Polynomials

In this section we define two variables Shively's matrix polynomials and several properties for these polynomials as given below:

Definition 1. For an arbitrary matrix $A \in \mathbb{C}^{N \times N}$, with $A+m I$ invertible for every integer $m \geq 1$, then the $m$-th Shively's matrix polynomials of two variables $R_{m}^{A}(z, w)$ is defined by

$$
\begin{equation*}
R_{m}^{A}(z, w)=\frac{(A+m I)_{m}}{m!} \sum_{n=0}^{m} \sum_{k=0}^{m-n}\left[(A+m I)_{k}\right]^{-1}(-m I)_{n+k} \frac{z^{k} w^{n}}{n!k!} \tag{21}
\end{equation*}
$$

Remark 1. For simplicity, we consider only two complex variables Shively's matrix polynomials, though the results can easily be extended to several complex variables.

### 3.1. Generating Functions and Recurrence Relations

Two more basic properties of two variables Shively's matrix polynomials are developed in this subsection. The generating matrix functions which is obtained from Theorem 1 and with the help of Definition 1. Also, some matrix recurrence relations for two variables Shively's matrix polynomials are given.

Theorem 1. The generating matrix function of $R_{m}^{A}(z, w)$ is given by

$$
\begin{equation*}
\sum_{m=0}^{\infty} R_{m}^{A}(z, w)\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} t^{m}=e^{2 t}{ }_{0} F_{1}\left(-; \frac{A+I}{2} ; t^{2}(1-w)-t z\right) \tag{22}
\end{equation*}
$$

Proof. From Definition 1 in the left hand side of (22), we get

$$
\begin{align*}
& \sum_{m=0}^{\infty} R_{m}^{A}(z, w)\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} t^{m}= \\
& \sum_{m=0}^{\infty}\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} t^{m} \frac{(A+m I)_{m}}{m!} \\
\times & \sum_{n=0}^{m} \sum_{k=0}^{m-n}\left[(A+m I)_{k}\right]^{-1}(-m I)_{n+k} \frac{z^{k} w^{n}}{n!k!} \\
= & \sum_{m=0}^{\infty} 2^{2 m}\left(\frac{A}{2}\right)_{m}\left(\frac{A+I}{2}\right)_{m}\left[(A)_{m}\right]^{-1}\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} t^{m}  \tag{23}\\
\times & \sum_{n=0}^{m} \sum_{k=0}^{m-n}\left[(A+m I)_{k}\right]^{-1}(-m I)_{n+k} \frac{z^{k} w^{n}}{n!k!} \\
= & \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \sum_{k=0}^{\infty}\left(\frac{A}{2}\right)_{n}\left(\frac{A}{2}+n I\right)_{m+k}\left[(A)_{2 n}\right]^{-1}\left[(A+2 n)_{m+k}\right]^{-1} \\
\times & \frac{(-1)^{n+k} z^{n} w^{k}(4 t)^{m+n+k}}{m!n!k!} \\
= & e^{2 t} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty}\left[\left(\frac{A+I}{2}\right)_{m+n}\right]^{-1} \frac{\left(t^{2}(1-w)\right)^{m}(-z t)^{n}}{m!n!} .
\end{align*}
$$

Further simplification yields

$$
\begin{align*}
& \sum_{m=0}^{\infty} R_{m}^{A}(z, w)\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} t^{m}=\quad e^{2 t} \sum_{m=0}^{\infty}\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} \frac{\left(t^{2}(1-w)-z t\right)^{m}}{m!}  \tag{24}\\
= & e^{2 t}{ }_{0} F_{1}\left(-; \frac{A+I}{2} ; t^{2}(1-w)-t z\right) .
\end{align*}
$$

This completes the proof of Theorem 1.
Theorem 1 leads to the following corollaries:
Corollary 1. The generating matrix function for the Shively's pseudo Laguerre matrix polynomials $R_{m}^{A}(z)$ is given by

$$
\begin{equation*}
\sum_{m=0}^{\infty} R_{m}^{A}(z)\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} t^{m}=e^{2 t}{ }_{0} F_{1}\left(-; \frac{A+I}{2} ; t^{2}-t z\right) \tag{25}
\end{equation*}
$$

Proof. Follows by successive application of Theorem 1.
Corollary 2. From the generating matrix function (22), we can deduce that

$$
\begin{equation*}
R_{m}^{A}(0, w)=\frac{1}{m}{ }_{2} F_{1}\left(-\frac{m}{2} I, \frac{-m+1}{2} I ; I-\left(\frac{A}{2}+m I\right) ; w\right) . \tag{26}
\end{equation*}
$$

Proof. By putting $z=0$ in (22), we find

$$
\begin{aligned}
& \sum_{m=0}^{\infty} R_{m}^{A}(0, w)\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} t^{m} \\
= & e^{2 t}{ }_{0} F_{1}\left(-; \frac{A+I}{2} ; t^{2}(1-w)\right) \\
= & e^{2 t} \sum_{m=0}^{\infty}\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} t^{2 m} \frac{(1-w)^{m}}{m!} \\
= & e^{2 t} \sum_{m=0}^{\infty}\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} \frac{t^{2 m}}{m!} \sum_{k=0}^{m} \frac{(-m I)_{k} w^{k}}{k!} .
\end{aligned}
$$

Further simplification yields

$$
\begin{align*}
& \sum_{m=0}^{\infty} R_{m}^{A}(0, w)\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} t^{m} \\
= & \sum_{m=0}^{\infty}\left[\left(\frac{A+I}{2}\right)_{m}\right]^{-1} t^{m} \frac{1}{m}{ }_{2} F_{1}\left(-\frac{m}{2} I, \frac{-m+1}{2} I ; I-\left(\frac{A}{2}+m I\right) ; w\right), \tag{27}
\end{align*}
$$

and the relation (27) evidently leads us to the required result.
Among the infinitely many recurrence relations for two variables Shively's matrix polynomials, we list the following two as being the most useful or interesting ones.

$$
\begin{gather*}
A R_{m}^{A}(z, w)+z \mathbf{D}_{z} R_{m}^{A}(z, w)=(A+m I) R_{m}^{A-I}(z, w)  \tag{28}\\
(A+m I) R_{m-1}^{A}(z, w)+\left(z \mathbf{D}_{z}+w \mathbf{D}_{w}\right) R_{m}^{A}(z, w)=m R_{m}^{A-I}(z, w), \quad \mathbf{D}_{z} \equiv \frac{\partial}{\partial z}, \quad \mathbf{D}_{w} \equiv \frac{\partial}{\partial w} . \tag{29}
\end{gather*}
$$

It can be easily verifying these relations from the Definition 1.

### 3.2. Summation Formulas and Operational Representation

We are now in a position to obtain some series expansion formulae involving partial derivatives for the $R_{m}^{A}(z, w)$, these series expansion formulae are given by the following theorem:

Theorem 2. Suppose that $A$ is a matrix in $\mathbb{C}^{N \times N}$ satisfying (8) and $u \in \mathbb{C}$. Then the Shively's matrix polynomials of two variables has the following summation formulas

$$
\begin{gather*}
\sum_{k=0}^{m} \frac{u^{k}}{k!} \mathbf{D}_{z}^{k} R_{m}^{A}(z, w)=R_{m}^{A}(z+u, w)  \tag{30}\\
\sum_{k=0}^{m} \frac{u^{k}}{k!} \mathbf{D}_{w}^{k} R_{m}^{A}(z, w)=R_{m}^{A}(z, w+u),  \tag{31}\\
\sum_{k=0}^{m}\left[(A+I)_{m-k}\right]^{-1} \frac{(-u)^{k}}{k!} \mathbf{D}_{w}^{k} R_{m}^{A-k I}(z, w)  \tag{32}\\
=(1+u)^{m}\left[(A+I)_{m}\right]^{-1} R_{m}^{A}\left(\frac{z}{1+u}, \frac{w}{1+u}\right), \\
\sum_{k=0}^{m} \frac{(-u)^{k}((m+k)!)^{2}(-m I)_{-k}}{k!} \mathbf{D}_{z}^{k} \mathbf{D}_{w}^{k} R_{m+k}^{A-k I}(z, w)  \tag{33}\\
=m!(1+u)^{m} R_{m}^{A}\left(\frac{z}{1+u}, \frac{w}{1+u}\right), \\
\sum_{k=0}^{n}\binom{n}{k}\left[(I+A-n I)_{k}\right]^{-1} z^{k} \mathbf{D}_{z}^{k} R_{m}^{A}(z, w)  \tag{34}\\
=(A+I)_{m}\left[(I+A-n I)_{m}\right]^{-1} R_{m}^{A-n I}(z, w) ; \quad n \leq m .
\end{gather*}
$$

Proof. Taking the left hand side of (30) and substituting the value of $R_{m}^{A}(z, w)$ from (21), we get

$$
\begin{align*}
& \sum_{k=0}^{m} \frac{u^{k}(A+I)_{m}}{m!k!} \mathbf{D}_{z}^{k} \sum_{n=0}^{m} \sum_{r=0}^{m-n}\left[(A+m I)_{r}\right]^{-1}(-m I)_{n+r} \frac{z^{r} w^{n}}{n!r!} \\
= & \frac{(A+I)_{m}}{m!} \sum_{n=0}^{m} \sum_{r=0}^{m-n}\left[(A+m I)_{r}\right]^{-1}(-m I)_{n+r} \frac{z^{r} w^{n}}{n!r!} \sum_{k=0}^{m} \frac{(-r)_{k}\left(\frac{-u}{z}\right)^{k}}{k!}  \tag{35}\\
= & \frac{(A+I)_{m}}{m!} \sum_{n=0}^{m} \sum_{r=0}^{m-n}\left[(A+m I)_{r}\right]^{-1}(-m I)_{n+r} \frac{(z+u)^{r} w^{n}}{n!r!}=R_{m}^{A}(z+u, w) .
\end{align*}
$$

This completes the proof of (30). Similarly, we can prove (31).
Taking the left hand side of (32), substituting the value of Shively's matrix polynomials of two variables from (21) and differentiating, we get

$$
\begin{align*}
& \sum_{k=0}^{m}\left[(A+I)_{m-k}\right]^{-1} \frac{(-u)^{k}}{k!} \mathbf{D}_{w}^{k} R_{m}^{A-k I}(z, w) \\
& =\frac{1}{m!} \sum_{k=0}^{m} \frac{(-u)^{k}\left[(A+I)_{-k}\right]^{-1}}{k!} \sum_{n=0}^{m} \sum_{r=0}^{m-n}\left[(I+A-k I)_{r}\right]^{-1}(-m I)_{n+r} \frac{z^{r-k} w^{n}}{n!(r-k)!} \tag{36}
\end{align*}
$$

Putting $r=\mu+k$ where $\mu$ is new parameter of summation and changing the order of summation so that the first summation becomes last,

$$
\begin{align*}
& \sum_{k=0}^{m}\left[(A+I)_{m-k}\right]^{-1} \frac{(-u)^{k}}{k!} \mathbf{D}_{w}^{k} R_{m}^{A-k I}(z, w) \\
& =\frac{1}{m!} \sum_{n=0}^{m} \sum_{\mu=0}^{m-n}\left[(I+A-k I)_{\mu}\right]^{-1}(-m I)_{n+\mu} \frac{z^{v} w^{n}}{n!\mu!} \\
\times & \times \sum_{k=0}^{m-n-\mu} \frac{(-m+n+\mu)(-u)^{k}}{k!}  \tag{3}\\
= & \frac{1}{m!} \sum_{n=0}^{m} \sum_{\mu=0}^{m-n}\left[(I+A-k I)_{\mu}\right]^{-1}(-m I)_{n+\mu} \frac{z^{v} w^{n}}{n!\mu!}(1+u)^{(m-n-\mu)},
\end{align*}
$$

which in view of (21), gives us the right hand-side of assertion (32).
Also, from the left hand side of (33) and substituting the value of Shively's matrix polynomials of two variables from (21), we obtain

$$
\begin{align*}
& \sum_{k=0}^{m} \frac{(-u)^{k}(-m I)_{-k}(I+A-k I)_{m+k}}{k!} \mathbf{D}_{z}^{k} \mathbf{D}_{w}^{k} \\
\times & \sum_{n=0}^{m+k} \sum_{r=0}^{m+k-n}\left[(I+A-k I)_{r}\right]^{-1}(-m I-k I)_{n+r} \frac{z^{r}}{n!r!} . \tag{38}
\end{align*}
$$

Now, differentiating and substituting $p=r-k, q=n-k$, we have

$$
\begin{align*}
& (A+I)_{m} \sum_{k=0}^{m} \sum_{q=0}^{m-k} \sum_{p=0}^{m+k-q}\left[(A+I)_{p}\right]^{-1} \frac{(-u)^{k}(-m I)_{p+q+k}}{k!} \frac{z^{p} w^{q}}{p!q!} \\
= & (A+I)_{m} \sum_{q=0}^{m} \sum_{p=0}^{m-q}\left[(A+I)_{p}\right]^{-1} \frac{(-m I)_{p+q} z^{p} w^{q}}{p!q!}(1+u)^{m-p-q} . \tag{3}
\end{align*}
$$

Again, using the expression (21), we arrive at the right-hand side of (33).
Consider the series

$$
\begin{aligned}
& \sum_{k=0}^{n}\binom{n}{k}\left[(I+A-n I)_{k}\right]^{-1} z^{k} \mathbf{D}_{z}^{k} R_{m}^{A}(z, w) \\
= & \frac{(A+I)_{m}}{m!} \sum_{k=0}^{n}\binom{n}{k}\left[(I+A-n I)_{k}\right]^{-1} \\
\times & \sum_{n=0}^{m} \sum_{r=0}^{m-n}\left[(A+m I)_{r}\right]^{-1}(-m I)_{n+r} \frac{z^{r} w^{n}}{n!(r-k)!} \\
= & \frac{(A+I)_{m}}{m!} \sum_{n=0}^{m} \sum_{r=0}^{m-n}\left[(A+m I)_{r}\right]^{-1}(-m I)_{n+r} \frac{z^{r} w^{n}}{n!(r!)^{2}} 2 F_{1}(-r I,-n I ; I+A-n I ; 1) .
\end{aligned}
$$

In light of the relationship (see, [25])

$$
\begin{equation*}
F(-n I, B: C ; 1)=\Gamma(C) \Gamma(C-B+n I) \Gamma^{-1}(C+n I) \Gamma^{-1}(C-B), \tag{40}
\end{equation*}
$$

where $B, C \in \mathbb{C}^{N \times N}$, we obtain the required result in (34).
Remark 2. Setting $n=1$ in (34) we have the recurrence relations for the $R_{m}^{A}(z, w)$ in (28).

Next, according to (13), we have the following operational representation for the $R_{m}^{A}(z, w)$ :

$$
\begin{align*}
& \left(\mathbf{D}_{z} \mathbf{D}_{w}+\mathbf{D}_{z} \mathbf{D}_{v}+\mathbf{D}_{w} \mathbf{D}_{v}\right)^{m}\left\{z^{A+(2 m-1) I} w^{m} e^{-v}\right\} \\
= & \sum_{n=0}^{m} \sum_{k=0}^{m-n} \frac{(-1)^{n+k}(-m I)_{n+k}}{n!k!} \\
\times & \mathbf{D}_{z}^{m-k}\left(z^{A+(2 m-1) I}\right) \mathbf{D}_{w}^{m-n}\left(w^{m}\right) \mathbf{D}_{v}^{n+k}\left(e^{-v}\right)  \tag{41}\\
= & \frac{(m!)^{2}}{n!} z^{A+(m-1) I} e^{-v}\left\{\frac{(A+m I)_{m}}{m!} \sum_{n=0}^{m} \sum_{k=0}^{m-n} \frac{\left[(A+k I)_{k}\right]^{-1}(-m I)_{n+k} z^{k} w^{n}}{n!k!}\right\} \\
= & \frac{(m!)^{2}}{n!} z^{A+(m-1) I} e^{-v} R_{m}^{A}(z, w),
\end{align*}
$$

thus, we get

$$
\begin{align*}
& \left(\mathbf{D}_{z} \mathbf{D}_{w}+\mathbf{D}_{w} \mathbf{D}_{v}+\mathbf{D}_{v} \mathbf{D}_{z}\right)^{m}\left\{z^{A+(2 m-1) I} w^{m} e^{-v}\right\}  \tag{42}\\
= & \frac{(m!)^{2}}{n!} z^{A+(m-1) I} e^{-v} R_{m}^{A}(z, w) .
\end{align*}
$$

Summarizing, the following result has been obtained:
Theorem 3. Let $R_{m}^{A}(z, w)$ be given in (21). The operational representation in (42) holds true.

## 4. Concluding Remarks

This paper is to define a new matrix polynomial, say, Shivley's matrix polynomials of two complex variables and to study their properties. Some formulas related to an explicit representation, generating matrix functions, matrix recurrence relations, series expansion and operational representations are deduced. Also, some interested particular cases and consequences of our results have been discussed. Within such a context, new matrix polynomial structures emerge with wide possibilities of applications in physics and engineering. Therefore, the results of this work are variant, significant and so it is interesting and capable to develop its study in the future.
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#### Abstract

In this paper we define the degenerate Carlitz-type ( $p, q$ )-Euler polynomials by generalizing the degenerate Euler numbers and polynomials, degenerate Carlitz-type $q$-Euler numbers and polynomials. We also give some theorems and exact formulas, which have a connection to degenerate Carlitz-type ( $p, q$ )-Euler numbers and polynomials.
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## 1. Introduction

Many researchers have studied about the degenerate Bernoulli numbers and polynomials, degenerate Euler numbers and polynomials, degenerate Genocchi numbers and polynomials, degenerate tangent numbers and polynomials (see [1-7]). Recently, some generalizations of the Bernoulli numbers and polynomials, Euler numbers and polynomials, Genocchi numbers and polynomials, tangent numbers and polynomials are provided (see [6,8-13]). In this paper we define the degenerate Carlitz-type $(p, q)$-Euler polynomials and numbers and study some theories of the degenerate Carlitz-type ( $p, q$ )-Euler numbers and polynomials.

Throughout this paper, we use the notations below: $\mathbb{N}$ denotes the set of natural numbers, $\mathbb{Z}$ denotes the set of integers, $\mathbb{Z}_{+}=\mathbb{N} \cup\{0\}$ denotes the set of nonnegative integers. We remind that the classical degenerate Euler numbers $\mathcal{E}_{n}(\lambda)$ and Euler polynomials $\mathcal{E}_{n}(x, \lambda)$, which are defined by generating functions like (1), and (2) (see [1,2])

$$
\begin{equation*}
\frac{2}{(1+\lambda t)^{\frac{1}{\lambda}}+1}=\sum_{n=0}^{\infty} \mathcal{E}_{n}(\lambda) \frac{t^{n}}{n!} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{2}{(1+\lambda t)^{\frac{1}{\lambda}}+1}(1+\lambda t)^{\frac{x}{\lambda}}=\sum_{n=0}^{\infty} \mathcal{E}_{n}(x, \lambda) \frac{t^{n}}{n!}, \tag{2}
\end{equation*}
$$

respectively.
Carlitz [1] introduced some theories of the degenerate Euler numbers and polynomials. We recall that well-known Stirling numbers of the first kind $S_{1}(n, k)$ and the second kind $S_{2}(n, k)$ are defined by this (see [2,7,14])

$$
(x)_{n}=\sum_{k=0}^{n} S_{1}(n, k) x^{k} \text { and } x^{n}=\sum_{k=0}^{n} S_{2}(n, k)(x)_{k}
$$

respectively. Here $(x)_{n}=x(x-1) \cdots(x-n+1)$. The numbers $S_{2}(n, m)$ is like this

$$
\sum_{n=m}^{\infty} S_{2}(n, m) \frac{t^{n}}{n!}=\frac{\left(e^{t}-1\right)^{m}}{m!}
$$

We also have

$$
\sum_{n=m}^{\infty} S_{1}(n, m) \frac{t^{n}}{n!}=\frac{(\log (1+t))^{m}}{m!}
$$

The generalized falling factorial $(x \mid \lambda)_{n}$ with increment $\lambda$ is defined by

$$
(x \mid \lambda)_{n}=\prod_{k=0}^{n-1}(x-\lambda k)
$$

for positive integer $n$, with $(x \mid \lambda)_{0}=1$; as we know,

$$
(x \mid \lambda)_{n}=\sum_{k=0}^{n} S_{1}(n, k) \lambda^{n-k} x^{k}
$$

$(x \mid \lambda)_{n}=\lambda^{n}\left(\lambda^{-1} x \mid 1\right)_{n}$ for $\lambda \neq 0$. Clearly $(x \mid 0)_{n}=x^{n}$. The binomial theorem for a variable $x$ is

$$
(1+\lambda t)^{x / \lambda}=\sum_{n=0}^{\infty}(x \mid \lambda)_{n} \frac{t^{n}}{n!}
$$

The ( $p, q$ )-number is defined as

$$
[n]_{p, q}=\frac{p^{n}-q^{n}}{p-q}=p^{n-1}+p^{n-2} q+p^{n-3} q^{2}+\cdots+p^{2} q^{n-3}+p q^{n-2}+q^{n-1}
$$

We begin by reminding the Carlitz-type ( $p, q$ )-Euler numbers and polynomials (see [9-11]).

Definition 1. For $0<q<p \leq 1$ and $h \in \mathbb{Z}$, the Carlitz-type $(p, q)$-Euler polynomials $E_{n, p, q}(x)$ and $(h, p, q)$-Euler polynomials $E_{n, p, q}^{(h)}(x)$ are defined like this

$$
\begin{align*}
& \sum_{n=0}^{\infty} E_{n, p, q}(x) \frac{t^{n}}{n!}=[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m} e^{[m+x]_{p, q} t} \\
& \sum_{n=0}^{\infty} E_{n, p, q}^{(h)}(x) \frac{t^{n}}{n!}=[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m} p^{h m} e^{[m+x]_{p, q} t} \tag{3}
\end{align*}
$$

respectively (see [9-11]).
Now we make the degenerate Carlitz-type $(p, q)$-Euler number $\mathcal{E}_{n, p, q}(\lambda)$ and $(p, q)$-Euler polynomials $\mathcal{E}_{n, p, q}(x, \lambda)$. In the next section, we introduce the degenerate Carlitz-type $(p, q)$-Euler numbers and polynomials. We will study some their properties after introduction.

## 2. Degenerate Carlitz-Type ( $p, q$ )-Euler Polynomials

In this section, we define the degenerate Carlitz-type ( $p, q$ )-Euler numbers and polynomials and make some of their properties.

Definition 2. For $0<q<p \leq 1$, the degenerate Carlitz-type $(p, q)$-Euler numbers $\mathcal{E}_{n, p, q}(\lambda)$ and polynomials $\mathcal{E}_{n, p, q}(x, \lambda)$ are related to the generating functions

$$
\begin{equation*}
F_{p, q}(t, \lambda)=\sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}(\lambda) \frac{t^{n}}{n!}=[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m}(1+\lambda t)^{\frac{[m]_{p, q}}{\lambda}} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{p, q}(t, x, \lambda)=\sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}(x, \lambda) \frac{t^{n}}{n!}=[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m}(1+\lambda t) \frac{[m+x]_{p, q}}{\lambda} \tag{5}
\end{equation*}
$$

respectively.
Let $p=1$ in (4) and (5), we can get the degenerate Carlitz-type $q$-Euler number $\mathcal{E}_{n, q}(x, \lambda)$ and $q$-Euler polynomials $\mathcal{E}_{n, q}(x, \lambda)$ respectively. Obviously, if $p=1$, then we have

$$
\mathcal{E}_{n, p, q}(x, \lambda)=\mathcal{E}_{n, q}(x, \lambda), \quad \mathcal{E}_{n, p, q}(\lambda)=\mathcal{E}_{n, q}(\lambda)
$$

When $p=1$, we have

$$
\lim _{q \rightarrow 1} \mathcal{E}_{n, p, q}(x, \lambda)=\mathcal{E}_{n}(x, \lambda), \quad \lim _{q \rightarrow 1} \mathcal{E}_{n, p, q}(\lambda)=\mathcal{E}_{n}(\lambda)
$$

We see that

$$
\begin{align*}
(1+\lambda t)^{\frac{[x+y]_{p, q}}{\lambda}} & =e^{\frac{[x+y]_{p, q}}{\lambda} \log (1+\lambda t)} \\
& =\sum_{n=0}^{\infty}\left(\frac{[x+y]_{p, q}}{\lambda}\right)^{n} \frac{(\log (1+\lambda t))^{n}}{n!}  \tag{6}\\
& =\sum_{n=0}^{\infty}\left(\sum_{m=0}^{n} S_{1}(n, m) \lambda^{n-m}[x+y]_{p, q}^{m}\right) \frac{t^{n}}{n!}
\end{align*}
$$

By (5), it follows that

$$
\begin{align*}
& \sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}(x, \lambda) \frac{t^{n}}{n!} \\
& =[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m}(1+\lambda t) \frac{[m+x]_{p, q}}{\lambda} \\
& =[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m}  \tag{7}\\
& \quad \times \sum_{n=0}^{\infty} \sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l} \frac{\sum_{j=0}^{l}\binom{l}{j}(-1)^{j} p^{(x+m)(l-j)} q^{(x+m) j}}{(p-q)^{l}} \frac{t^{n}}{n!} \\
& =\sum_{n=0}^{\infty}\left([2]_{q} \sum_{l=0}^{n} \sum_{j=0}^{l} \frac{S_{1}(n, l) \lambda^{n-l}\left(\begin{array}{l}
l \\
j \\
j
\end{array}\right)(-1)^{j} q^{x j} p^{x(l-j)}}{(p-q)^{l}} \frac{1}{1+q^{j+1} p^{l-j}}\right) \frac{t^{n}}{n!}
\end{align*}
$$

By comparing the coefficients $\frac{t^{n}}{n!}$ in the above equation, we have the following theorem.

Theorem 1. For $0<q<p \leq 1$ and $n \in \mathbb{Z}_{+}$, we have

$$
\begin{aligned}
\mathcal{E}_{n, p, q}(x, \lambda) & =[2]_{q} \sum_{l=0}^{n} \sum_{j=0}^{l} \frac{S_{1}(n, l) \lambda^{n-l}\binom{l}{j}(-1)^{j} q^{x j} p^{x(l-j)}}{(p-q)^{l}} \frac{1}{1+q^{j+1} p^{l-j}} \\
& =[2]_{q} \sum_{m=0}^{\infty} \sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}(-1)^{m} q^{m}[x+m]_{p, q}^{l} \\
\mathcal{E}_{n, p, q}(\lambda) & =[2]_{q} \sum_{l=0}^{n} \sum_{j=0}^{l} \frac{S_{1}(n, l) \lambda^{n-l}\binom{l}{j}(-1)^{j}}{(p-q)^{l}} \frac{1}{1+q^{j+1} p^{l-j}} \\
& =[2]_{q} \sum_{m=0}^{\infty} \sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}(-1)^{m} q^{m}[m]_{p, q}^{l} .
\end{aligned}
$$

We make the degenerate Carlitz-type $(p, q)$-Euler number $\mathcal{E}_{n, p, q}(\lambda)$. Some cases are

$$
\begin{aligned}
\mathcal{E}_{0, p, q}(\lambda)= & 1, \\
\mathcal{E}_{1, p, q}(\lambda)= & \frac{[2]_{q}}{(p-q)(1+p q)}-\frac{[2]_{q}}{(p-q)\left(1+q^{2}\right)^{\prime}}, \\
\mathcal{E}_{2, p, q}(\lambda)= & -\frac{[2]_{q} \lambda}{(p-q)(1+p q)}+\frac{[2]_{q}}{(p-q)^{2}\left(1+p^{2} q\right)}+\frac{[2]_{q} \lambda}{(p-q)\left(1+q^{2}\right)} \\
& -\frac{2[2]_{q}}{(p-q)^{2}\left(1+p q^{2}\right)}+\frac{[2]_{q}}{(p-q)^{2}\left(1+q^{3}\right)^{2}}, \\
\mathcal{E}_{3, p, q}(\lambda)= & \frac{2[2]_{q} \lambda^{2}}{(p-q)(1+p q)}-\frac{3[2]_{q} \lambda}{(p-q)^{2}\left(1+p^{2} q\right)}+\frac{[2]_{q}}{(p-q)^{3}\left(1+p^{3} q\right)} \\
& -\frac{2[2]_{q} \lambda^{2}}{(p-q)\left(1+q^{2}\right)}+\frac{6[2]_{q} \lambda}{(p-q)^{2}\left(1+p q^{2}\right)}-\frac{3[2]_{q}}{(p-q)^{3}\left(1+p^{2} q^{2}\right)} \\
& -\frac{3[2]_{q} \lambda}{(p-q)^{2}\left(1+q^{3}\right)}+\frac{3[2]_{q}}{(p-q)^{3}\left(1+p q^{3}\right)}-\frac{[2]_{q}}{(p-q)^{3}\left(1+q^{4}\right)} .
\end{aligned}
$$

We use $t$ instead of $\frac{e^{\lambda t}-1}{\lambda}$ in (5), we have

$$
\begin{align*}
\sum_{m=0}^{\infty} E_{m, p, q}(x) \frac{t^{m}}{m!} & =\sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}(x, \lambda)\left(\frac{e^{\lambda t}-1}{\lambda}\right)^{n} \frac{1}{n!} \\
& =\sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}(x, \lambda) \lambda^{-n} \sum_{m=n}^{\infty} S_{2}(m, n) \lambda^{m} \frac{t^{m}}{m!}  \tag{8}\\
& =\sum_{m=0}^{\infty}\left(\sum_{n=0}^{m} \mathcal{E}_{n, p, q}(x, \lambda) \lambda^{m-n} S_{2}(m, n)\right) \frac{t^{m}}{m!}
\end{align*}
$$

Thus we have the following theorem.
Theorem 2. For $m \in \mathbb{Z}_{+}$, we have

$$
E_{m, p, q}(x)=\sum_{n=0}^{m} \mathcal{E}_{n, p, q}(x, \lambda) \lambda^{m-n} S_{2}(m, n)
$$

Use $t$ instead of $\log (1+\lambda t)^{1 / \lambda}$ in (3), we have

$$
\begin{align*}
& \sum_{n=0}^{\infty} E_{n, p, q}(x)\left(\log (1+\lambda t)^{1 / \lambda}\right)^{n} \frac{1}{n!} \\
& =[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m}(1+\lambda t) \frac{[m+x]_{p, q}}{\lambda}  \tag{9}\\
& =\sum_{m=0}^{\infty} \mathcal{E}_{m, p, q}(x, \lambda) \frac{t^{m}}{m!}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{n=0}^{\infty} E_{n, p, q}(x)\left(\log (1+\lambda t)^{1 / \lambda}\right)^{n} \frac{1}{n!} \\
& =\sum_{m=0}^{\infty}\left(\sum_{n=0}^{m} E_{n, p, q}(x) \lambda^{m-n} S_{1}(m, n)\right) \frac{t^{m}}{m!} \tag{10}
\end{align*}
$$

Thus we have the below theorem from (9) and (10).
Theorem 3. For $m \in \mathbb{Z}_{+}$, we have

$$
\mathcal{E}_{m, p, q}(x, \lambda)=\sum_{n=0}^{m} E_{n, p, q}(x) \lambda^{m-n} S_{1}(m, n) .
$$

We have the degenerate Carlitz-type $(p, q)$-Euler polynomials $\mathcal{E}_{n, p, q}(x, \lambda)$. some cases are

$$
\begin{aligned}
\mathcal{E}_{0, p, q}(x, \lambda) & =1, \\
\mathcal{E}_{1, p, q}(x, \lambda) & =\frac{[2]_{q} p^{x}}{(p-q)(1+p q)}-\frac{[2]_{q} q^{x}}{(p-q)\left(1+q^{2}\right)^{\prime}} \\
\mathcal{E}_{2, p, q}(x, \lambda) & =-\frac{[2]_{q} \lambda p^{x}}{(p-q)(1+p q)}+\frac{[2]_{q} p^{2 x}}{(p-q)^{2}\left(1+p^{2} q\right)}+\frac{[2]_{q} \lambda q^{x}}{(p-q)\left(1+q^{2}\right)} \\
& -\frac{2[2]_{q} p^{x} q^{x}}{(p-q)^{2}\left(1+p q^{2}\right)}+\frac{[2]_{q} q^{2 x}}{(p-q)^{2}\left(1+q^{3}\right)^{2}}, \\
\mathcal{E}_{3, p, q}(x, \lambda) & =\frac{2[2]_{q} \lambda^{2} p^{x}}{(p-q)(1+p q)}-\frac{3[2]_{q} \lambda p^{2 x}}{(p-q)^{2}\left(1+p^{2} q\right)}+\frac{[2]_{q} p^{3 x}}{(p-q)^{3}\left(1+p^{3} q\right)} \\
& -\frac{2[2]_{q} \lambda^{2} q^{x}}{(p-q)\left(1+q^{2}\right)}+\frac{6[2]_{q} \lambda p^{x} q^{x}}{(p-q)^{2}\left(1+p q^{2}\right)}-\frac{3[2]_{q} p^{2 x} q^{x}}{(p-q)^{3}\left(1+p^{2} q^{2}\right)} \\
& -\frac{3[2]_{q} \lambda q^{2 x}}{(p-q)^{2}\left(1+q^{3}\right)}+\frac{3[2]_{q} p^{x} q^{2 x}}{(p-q)^{3}\left(1+p q^{3}\right)}-\frac{[2]_{q} q^{3 x}}{(p-q)^{3}\left(1+q^{4}\right)} .
\end{aligned}
$$

We introduce a $(p, q)$-analogue of the generalized falling factorial $(x \mid \lambda)_{n}$ with increment $\lambda$. The generalized $(p, q)$-falling factorial $\left([x]_{p, q} \mid \lambda\right)_{n}$ with increment $\lambda$ is defined by

$$
\left([x]_{p, q} \mid \lambda\right)_{n}=\prod_{k=0}^{n-1}\left([x]_{p, q}-\lambda k\right)
$$

for positive integer $n$, where $\left([x]_{p, q} \mid \lambda\right)_{0}=1$.

By (4) and (5), we get

$$
\begin{aligned}
& -[2]_{q}(-1)^{n} q^{n} \sum_{l=0}^{\infty}(-1)^{l} q^{l}(1+\lambda t) \frac{[l+n]_{p, q}}{\lambda} \\
& \quad+[2]_{q} \sum_{l=0}^{\infty}(-1)^{l} q^{l}(1+\lambda t) \frac{[l+n]_{p, q}}{\lambda} \\
& =[2]_{q} \sum_{l=0}^{n-1}(-1)^{l} q^{l}(1+\lambda t) \frac{[l]_{p, q}}{\lambda} .
\end{aligned}
$$

Hence we have

$$
\begin{align*}
& (-1)^{n+1} q^{n} \sum_{m=0}^{\infty} \mathcal{E}_{m, p, q}(n, \lambda) \frac{t^{m}}{m!}+\sum_{m=0}^{\infty} \mathcal{E}_{m, p, q}(\lambda) \frac{t^{m}}{m!} \\
& =\sum_{m=0}^{\infty}\left([2]_{q} \sum_{l=0}^{n-1}(-1)^{l} q^{l}\left([l]_{p, q} \mid \lambda\right)_{m}\right) \frac{t^{m}}{m!} \tag{11}
\end{align*}
$$

By comparing the coefficients of $\frac{t^{m}}{m!}$ on both sides of (11), we have the following theorem.
Theorem 4. For $n \in \mathbb{Z}_{+}$, we have

$$
\sum_{l=0}^{n-1}(-1)^{l} q^{l}\left([l]_{p, q} \mid \lambda\right)_{m}=\frac{(-1)^{n+1} q^{n} \mathcal{E}_{m, p, q}(n, \lambda)+\mathcal{E}_{m, p, q}(\lambda)}{[2]_{q}}
$$

We get that

$$
\begin{align*}
& (1+\lambda t) \frac{[x+y]_{p, q}}{\lambda} \\
& =(1+\lambda t) \frac{p^{y}[x]_{p, q}}{\lambda}(1+\lambda t) \frac{q^{x}[y]_{p, q}}{\lambda} \\
& =\sum_{m=0}^{\infty}\left(p^{y}[x]_{p, q} \mid \lambda\right)_{m} \frac{t^{m}}{m!} e^{\log (1+\lambda t)} \frac{q^{x}[y]_{p, q}}{\lambda}  \tag{12}\\
& =\sum_{m=0}^{\infty}\left(p^{y}[x]_{p, q} \mid \lambda\right)_{m} \frac{t^{m}}{m!} \sum_{l=0}^{\infty}\left(\frac{q^{x}[y]_{p, q}}{\lambda}\right)^{l} \frac{\log (1+\lambda t)^{l}}{l!} \\
& =\sum_{m=0}^{\infty}\left(p^{y}[x]_{p, q} \mid \lambda\right)_{m} \frac{t^{m}}{m!} \sum_{l=0}^{\infty}\left(\frac{q^{x}[y]_{p, q}}{\lambda}\right)^{l} \sum_{k=l}^{\infty} S_{1}(k, l) \lambda^{k^{t}} \frac{t^{k}}{k!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} \sum_{l=0}^{k}\binom{n}{k}\left(p^{y}[x]_{p, q} \mid \lambda\right)_{n-k} \lambda^{k-l} q^{x l}[y]_{p, q}^{l} S_{1}(k, l)\right) \frac{t^{n}}{n!} .
\end{align*}
$$

By (5) and (12), we get

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \mathcal{E}_{n, p, q \zeta}(x, \lambda) \frac{t^{n}}{n!} \\
& =[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m}(1+\lambda t) \frac{[m+x]_{p, q}}{\lambda} \\
& =[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m} \sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} \sum_{l=0}^{k}\binom{n}{k}\left(p^{m}[x]_{p, q} \mid \lambda\right)_{n-k} \lambda^{k-l} q^{x l}[m]_{p, q}^{l} S_{1}(k, l)\right) \frac{t^{n}}{n!} \\
& =\sum_{n=0}^{\infty}\left([2]_{q} \sum_{m=0}^{\infty} \sum_{k=0}^{n} \sum_{l=0}^{k}\binom{n}{k}(-1)^{m} q^{m}\left(p^{m}[x]_{p, q} \mid \lambda\right)_{n-k} \lambda^{k-l} q^{x l} S_{1}(k, l)\right) \frac{t^{n}}{n!} .
\end{aligned}
$$

By comparing the coefficients of $\frac{t^{n}}{n!}$ in the above equation, we have the theorem below.
Theorem 5. For $0<q<p \leq 1$ and $n \in \mathbb{Z}_{+}$, we have

$$
\mathcal{E}_{n, p, q}(x, \lambda)=[2]_{q} \sum_{m=0}^{\infty} \sum_{k=0}^{n} \sum_{l=0}^{k}\binom{n}{k}(-1)^{m} q^{m}\left(p^{m}[x]_{p, q} \mid \lambda\right)_{n-k} \lambda^{k-l} q^{x l} S_{1}(k, l) .
$$

## 3. Symmetric Properties about Degenerate Carlitz-Type ( $p, q$ )-Euler Numbers and Polynomials

In this section, we are going to get the main results of degenerate Carlitz-type ( $p, q$ )-Euler numbers and polynomials. We also make some symmetric identities for degenerate Carlitz-type $(p, q)$-Euler numbers and polynomials. Let $w_{1}$ and $w_{2}$ be odd positive integers. Remind that $[x y]_{p, q}=[x]_{p^{y}, q^{y}}[y]_{p, q}$ for any $x, y \in \mathbb{C}$.

By using $w_{1} x+\frac{w_{1} i}{w_{2}}$ instead of $x$ in Definition 2, use $p$ by $p^{w_{2}}$, use $q$ by $q^{w_{2}}$ and use $\lambda$ by $\frac{\lambda}{\left[w_{2}\right]_{p, q}}$, respectively, we can get

$$
\begin{aligned}
& \sum_{n=0}^{\infty}\left([2]_{q^{w_{1}}}\left[w_{2}\right]_{p, q}^{n} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \mathcal{E}_{n, p^{w}, q^{w_{2}}}\left(w_{1} x+\frac{w_{1} i}{w_{2}}, \frac{\lambda}{\left[w_{2}\right]_{p, q}}\right)\right) \frac{t^{n}}{n!} \\
& =[2]_{q^{w_{1}}} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \sum_{n=0}^{\infty} \mathcal{E}_{n, p^{w}, q^{w_{2}}}\left(w_{1} x+\frac{w_{1} i}{w_{2}}, \frac{\lambda}{\left[w_{2}\right]_{p, q}}\right) \frac{\left(\left[w_{2}\right]_{p, q} t\right)^{n}}{n!} \\
& =[2]_{q^{w_{1}}} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i}[2]_{q^{w_{2}}} \sum_{n=0}^{\infty}(-1)^{n} q^{w_{2} n} \\
& =[2]_{q^{w w_{1}}} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i}[2]_{q^{w_{2}}} \sum_{n=0}^{\infty}(-1)^{n} q^{w_{2} n} \\
& \times\left(1+\frac{\lambda}{\left[w_{2}\right]_{p, q}}\left[w_{2}\right]_{p, q} t\right) \frac{\left[w_{1} x+\frac{w_{1} i}{w_{2}}+n\right]_{p^{w_{2}, q^{w}}}}{\frac{\lambda}{\left.w_{2}\right]_{p, q}}} \\
& \\
& \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1} i+n w_{2}\right]_{p, q}}{\lambda}
\end{aligned}
$$

Since for any non-negative integer $n$ and odd positive integer $w_{1}$, there is the unique non-negative integer $r$ such that $n=w_{1} r+j$ with $0 \leq j \leq w_{1}-1$. So this can be written as

$$
\begin{aligned}
& {[2]_{q^{w_{1}}[2]_{q^{w_{2}}}} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \sum_{n=0}^{\infty}(-1)^{n} q^{w_{2} n}} \\
& \quad \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1} i+n w_{2}\right]_{p, q}}{\lambda} \\
& =[2]_{q^{w_{1}}}[2]_{q^{w_{2}}} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \sum_{\substack{w_{1} r+j=0 \\
0 \leq j \leq w_{1}-1}}^{\infty}(-1)^{w_{1} r+j} q^{w_{2}\left(w_{1} r+j\right)} \\
& \quad \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1} i+\left(w_{1} r+j\right) w_{2}\right]_{p, q}}{\lambda} \\
& =[2]_{q^{w_{1}}[2]_{q^{w_{2}}} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \sum_{j=0}^{w_{1}-1} \sum_{r=0}^{\infty}(-1)^{w_{1} r}(-1)^{j} q^{w_{2} w_{1} r} q^{w_{2} j}}^{\lambda} \\
& \quad \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1} i+w_{1} w_{2} r+w_{2} j\right]_{p, q}}{\lambda} \\
& =[2]_{q^{w_{1}}}[2]_{q^{w_{2}}} \sum_{i=0}^{w_{2}-1} \sum_{j=0}^{w_{1}-1} \sum_{r=0}^{\infty}(-1)^{i}(-1)^{r}(-1)^{j} q^{w_{1} i} q^{w_{2} w_{1} r} q^{w_{2} j} \\
& \\
& \quad \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1} i+w_{1} w_{2} r+w_{2} j\right]_{p, q}}{\lambda}
\end{aligned}
$$

We have the below formula using the above formula

$$
\begin{gather*}
\sum_{n=0}^{\infty}\left([2]_{q^{w_{2}}}\left[w_{2}\right]_{p, q}^{n} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \mathcal{E}_{n, p^{w w_{2}, q^{w_{2}}}}\left(w_{1} x+\frac{w_{1} i}{w_{2}}, \frac{\lambda}{\left[w_{2}\right]_{p, q}}\right)\right) \frac{t^{n}}{n!} \\
=[2]_{q^{w_{1}}}[2]_{q^{w_{2}}} \sum_{i=0}^{w_{2}-1} \sum_{j=0}^{w_{1}-1} \sum_{r=0}^{\infty}(-1)^{i}(-1)^{r}(-1)^{j} q^{w_{1} i} q^{w_{2} w_{1} r} q^{w_{2} j}  \tag{13}\\
\times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1} i+w_{1} w_{2} r+w_{2} j\right]_{p, q}}{\lambda}
\end{gather*}
$$

From a similar approach, we can have that

$$
\begin{gather*}
\sum_{n=0}^{\infty}\left([2]_{q^{w_{2}}}\left[w_{1}\right]_{p, q}^{n} \sum_{i=0}^{w_{1}-1}(-1)^{i} q^{w_{2} i} \mathcal{E}_{n, p^{w_{1}}, q^{w_{1}}}\left(w_{2} x+\frac{w_{2} i}{w_{1}}, \frac{\lambda}{\left[w_{1}\right]_{p, q}}\right)\right) \frac{t^{n}}{n!} \\
=[2]_{q^{w_{1}}}[2]_{q^{w_{2}}} \sum_{i=0}^{w_{1}-1} \sum_{j=0}^{w_{2}-1} \sum_{r=0}^{\infty}(-1)^{i}(-1)^{r}(-1)^{j} q^{w_{2} i} q^{w_{1} w_{1} r} q^{w_{1} j}  \tag{14}\\
\times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{2} i+w_{1} w_{2} r+w_{1} j\right]_{p, q}}{\lambda}
\end{gather*}
$$

Thus, we have the following theorem from (13) and (14).

Theorem 6. Let $w_{1}$ and $w_{2}$ be odd positive integers. Then one has

$$
\begin{aligned}
& {[2]_{q^{w_{1}}}\left[w_{2}\right]_{p, q}^{n} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \mathcal{E}_{n, p^{w_{2}, q^{w_{2}}}}\left(w_{1} x+\frac{w_{1} i}{w_{2}}, \frac{\lambda}{\left[w_{2}\right]_{p, q}}\right)} \\
& =[2]_{q^{w_{2}}}\left[w_{1}\right]_{p, q}^{n} \sum_{j=0}^{w_{1}-1}(-1)^{j} q^{w_{2} j} \mathcal{E}_{n, p^{w_{1}, q^{w_{1}}}}\left(w_{2} x+\frac{w_{2} j}{w_{1}}, \frac{\lambda}{\left[w_{1}\right]_{p, q}}\right) .
\end{aligned}
$$

Letting $\lambda \rightarrow 0$ in Theorem 6, we can immediately obtain the symmetric identities for Carlitz-type ( $p, q$ )-Euler polynomials (see [10])

$$
\begin{aligned}
& {[2]_{q^{w_{1}}}\left[w_{2}\right]_{p, q}^{n} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} E_{n, p^{w_{2}}, q^{w_{2}}}\left(w_{1} x+\frac{w_{1} i}{w_{2}}\right)} \\
& =[2]_{q^{w_{2}}}\left[w_{1}\right]_{p, q}^{n} \sum_{j=0}^{w_{1}-1}(-1)^{j} q^{w_{2} j} E_{n, p^{w_{1}}, q^{w_{1}}}\left(w_{2} x+\frac{w_{2} j}{w_{1}}\right) .
\end{aligned}
$$

It follows that we show some special cases of Theorem 6. Let $w_{2}=1$ in Theorem 6, we have the multiplication theorem for the degenerate Carlitz-type ( $p, q$ )-Euler polynomials.

Corollary 1. Let $w_{1}$ be odd positive integer. Then

$$
\begin{equation*}
\mathcal{E}_{n, p, q}(x, \lambda)=\frac{[2]_{q}\left[w_{1}\right]_{p, q}^{n}}{[2]_{q^{w_{1}}}} \sum_{j=0}^{w_{1}-1}(-1)^{j} q^{j} \mathcal{E}_{n, p^{w_{1}}, q^{w_{1}}}\left(\frac{x+j}{w_{1}}, \frac{\lambda}{\left[w_{1}\right]_{p, q}}\right) . \tag{15}
\end{equation*}
$$

Let $p=1$ in (15). This leads to the multiplication theorem about the degenerate Carlitz-type $q$-Euler polynomials

$$
\begin{equation*}
\mathcal{E}_{n, q}(x, \lambda)=\frac{[2]_{q}\left[w_{1}\right]_{q}^{n}}{[2]_{q^{w_{1}}}^{n}} \sum_{j=0}^{w_{1}-1}(-1)^{j} q^{j} \mathcal{E}_{n, q^{w_{1}}}\left(\frac{x+j}{w_{1}}, \frac{\lambda}{\left[w_{1}\right]_{q}}\right) \tag{16}
\end{equation*}
$$

Giving $q \rightarrow 1$ in (16) induce to the multiplication theorem about the degenerate Euler polynomials

$$
\begin{equation*}
\mathcal{E}_{n}(x, \lambda)=w_{1}^{n} \sum_{j=0}^{w_{1}-1}(-1)^{j} \mathcal{E}_{n}\left(\frac{x+i}{w_{1}}, \frac{\lambda}{w_{1}}\right) \tag{17}
\end{equation*}
$$

If $\lambda$ approaches to 0 in (17), this leads to the multiplication theorem about the Euler polynomials(see [15])

$$
E_{n}(x)=w_{1}^{n} \sum_{j=0}^{w_{1}-1}(-1)^{j} E_{n}\left(\frac{x+i}{w_{1}}\right)
$$

Let $x=0$ in Theorem 6, then we have the following corollary.
Corollary 2. Let $w_{1}$ and $w_{2}$ be odd positive integers. Then it has

$$
\begin{aligned}
& {[2]_{q^{w_{1}}}\left[w_{2}\right]_{p, q}^{n} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \mathcal{E}_{n, p^{w_{2}, q^{w_{2}}}}\left(\frac{w_{1} i}{w_{2}}, \frac{\lambda}{\left[w_{2}\right]_{p, q}}\right)} \\
& =[2]_{q^{w_{2}}}\left[w_{1}\right]_{p, q}^{n} \sum_{j=0}^{w_{1}-1}(-1)^{j} q^{w_{2} j} \mathcal{E}_{n, p^{w}, q^{w_{1}}}\left(\frac{w_{2} j}{w_{1}}, \frac{\lambda}{\left[w_{1}\right]_{p, q}}\right) .
\end{aligned}
$$

By Theorem 3 and Corollary 2, we have the below theorem.

Theorem 7. Let $w_{1}$ and $w_{2}$ be odd positive integers. Then

$$
\begin{aligned}
& \sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}\left[w_{2}\right]_{p, q}^{l}[2]_{q^{w_{1}}} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} E_{l, p^{w_{2}}, q^{w_{2}}}\left(\frac{w_{1}}{w_{2}} i\right) \\
& =\sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}\left[w_{1}\right]_{p, q}^{l}[2]_{q^{w_{2}}} \sum_{j=0}^{w_{1}-1}(-1)^{j} q^{w_{2} j} E_{l, p^{w_{1}}, q^{w w_{1}}}\left(\frac{w_{2}}{w_{1}} j\right) .
\end{aligned}
$$

We get another result by applying the addition theorem about the Carlitz-type $(p, q)$-Euler polynomials $E_{n, p, q}(x)$.

Theorem 8. Let $w_{1}$ and $w_{2}$ be odd positive integers. Then we have

$$
\begin{aligned}
& \sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l} p^{w_{1} w_{2} x k}[2]_{q^{w_{1}}}\left[w_{1}\right]_{p, q}^{k}\left[w_{2}\right]_{p, q}^{l-k} E_{l-k, p^{w_{2}, q} q^{w_{2}}}^{(k)}\left(w_{1} x\right) S_{l, k, p^{w_{1}}, q^{w_{1}}\left(w_{2}\right)} \\
& =\sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l} p^{w_{1} w_{2} x k}[2]_{q^{w_{2}}}\left[w_{2}\right]_{p, q}^{k}\left[w_{1}\right]_{p, q}^{l-k} E_{l-k, p^{w_{1}}, q^{w_{1}}}^{(k)}\left(w_{2} x\right) S_{l, k, p^{w_{2}, q^{w_{2}}}\left(w_{1}\right),}
\end{aligned}
$$

where $S_{l, k, p, q}\left(w_{1}\right)=\sum_{i=0}^{w_{1}-1}(-1)^{i} q^{(l-k+1) i}[i]_{p, q}^{k}$ is called as the $(p, q)$-sums of powers.
Proof. From (3), Theorems 3 and 6, we have

$$
\begin{aligned}
& {[2]_{q^{w_{1}}}\left[w_{2}\right]_{p, q}^{n} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \mathcal{E}_{n, p^{w_{2}, q^{w_{2}}}}\left(w_{1} x+\frac{w_{1} i}{w_{2}}, \frac{\lambda}{\left[w_{2}\right]_{p, q}}\right)} \\
& =[2]_{q^{w_{1}}}\left[w_{2}\right]_{p, q}^{n} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \sum_{l=0}^{n} E_{l, p^{w_{2}, q^{w}}}\left(w_{1} x+\frac{w_{1} i}{w_{2}}\right)\left(\frac{\lambda}{\left[w_{2}\right]_{p, q}}\right)^{n-l} S_{1}(n, l) \\
& =[2]_{q^{w_{1}}} \sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}\left[w_{2}\right]_{p, q}^{l} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \sum_{k=0}^{l} q^{w_{1}(l-k) i} p^{w_{1} w_{2} x k} \\
& \quad \times E_{l-k, p^{w_{2}, q^{w}}}^{(k)}\left(w_{1} x\right)\left(\frac{\left[w_{1}\right]_{p, q}}{\left[w_{2}\right]_{p, q}}\right)^{k}[i]_{p^{w_{1}}, q^{w_{1}}}^{k} \\
& =[2]_{q^{w_{1}}} \sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l} \sum_{k=0}^{l}\binom{l}{k} p^{w_{1} w_{2} x k}\left[w_{1}\right]_{p, q}^{k}\left[w_{2}\right]_{p, q}^{l-k} p^{w_{1} w_{2} x l} E_{l-k, p^{w_{2}, q^{w}}(k)}^{w_{2}}\left(w_{1} x\right) \\
& \quad \times \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} q^{(l-k) w_{1} i}[i]_{p^{w_{1}, q^{w}} k}^{k} .
\end{aligned}
$$

Therefore, we induce that

$$
\begin{align*}
& {[2]_{q^{w_{1}}}\left[w_{2}\right]_{p, q}^{n} \sum_{i=0}^{w_{2}-1}(-1)^{i} q^{w_{1} i} \mathcal{E}_{n, p^{w_{2}, q^{w}}}\left(w_{1} x+\frac{w_{1} i}{w_{2}}, \frac{\lambda}{\left[w_{2}\right]_{p, q}}\right)} \\
& =\sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l} p^{w_{1} w_{2} x k}[2]_{q^{w_{1}}}\left[w_{1}\right]_{p, q}^{k}\left[w_{2}\right]_{p, q}^{l-k} p^{w_{1} w_{2} x l}  \tag{18}\\
& \quad \times E_{l-k, p^{w w_{2}, q^{w}}\left(w_{2}\right.}^{(k)}\left(w_{1} x\right) S_{l, k, p^{w_{1}}, q^{w}}\left(w_{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
& {[2]_{q^{w_{2}}}\left[w_{1}\right]_{p, q}^{n} \sum_{j=0}^{w_{1}-1}(-1)^{j} q^{w_{2}} \mathcal{E}_{n, p^{w_{1}, q^{w_{1}}}}\left(w_{2} x+\frac{w_{2} j}{w_{1}}, \frac{\lambda}{\left[w_{1}\right]_{p, q}}\right)} \\
& =\sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l} p^{w_{1} w_{2} x k}[2]_{q^{w_{2}}}\left[w_{2}\right]_{p, q}^{k}\left[w_{1}\right]_{p, q}^{l-k}  \tag{19}\\
& \times E_{l-k, p^{w}, q^{w}}^{(k)}\left(w_{2} x\right) S_{l, k, p^{w_{2}}, q^{w_{2}}}\left(w_{1}\right) .
\end{align*}
$$

By (18) and (19), we make the desired symmetric identity.

Author Contributions: All authors contributed equally in writing this article. All authors read and approved the final manuscript.
Funding: This work was supported by the Dong-A university research fund.
Acknowledgments: The authors would like to thank the referees for their valuable comments, which improved the original manuscript in its present form.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Carlitz, L. Degenerate Stiling, Bernoulli and Eulerian numbers. Utilitas Math. 1979, 15, 51-88.
2. Cenkci, M.; Howard, F.T. Notes on degenerate numbers. Discrete Math. 2007, 307, 2359-2375. [CrossRef]
3. Howard, F.T. Degenerate weighted Stirling numbers. Discrete Math. 1985, 57, 45-58. [CrossRef]
4. Howard, F.T. Explicit formulas for degenerate Bernoulli numbers. Discrete Math. 1996, 162, 175-185. [CrossRef]
5. Qi, F.; Dolgy, D.V.; Kim, T.; Ryoo, C.S. On the partially degenerate Bernoulli polynomials of the first kind. Glob. J. Pure Appl. Math. 2015, 11, 2407-2412.
6. Ryoo, C.S. On degenerate Carlitz-type ( $h, q$ )-tangent numbers and polynomials. J. Algebra Appl. Math. 2018, 16, 119-130.
7. Ryoo, C.S. On the second kind twisted $q$-Euler numbers and polynomials of higher order. J. Comput. Anal. Appl. 2020, 28, 679-684.
8. Young, P.T. Degenerate Bernoulli polynomials, generalized factorial sums, and their applications. J. Number Theory 2008, 128, 738-758. [CrossRef]
9. Ryoo, C.S. $(p, q)$-analogue of Euler zeta function. J. Appl. Math. Inf. 2017, 35, 113-120. [CrossRef]
10. Ryoo, C.S. Some symmetric identities for ( $p, q$ )-Euler zeta function. J. Comput. Anal. Appl. 2019, 27, 361-366.
11. Ryoo, C.S. Some properties of the ( $h, p, q$ )-Euler numbers and polynomials and computation of their zeros. J. Appl. Pure Math. 2019, 1, 1-10.
12. Ryoo, C.S. Symmetric identities for the second kind $q$-Bernoulli polynomials. J. Comput. Anal. Appl. 2020, 28, 654-659.
13. Ryoo, C.S. Symmetric identities for Dirichlet-type multiple twisted $(h, q)-l$-function and higher-order generalized twisted ( $h, q$ )-Euler polynomials. J. Comput. Anal. Appl. 2020, 28, 537-542.
14. Riordan, J. An Introduction to Combinational Analysis; Wiley: New York, NY, USA, 1958.
15. Carlitz, L. A Note on the Multiplication Formulas for the Bernoulli and Euler Polynomials. Proc. Am. Math. Soc. 1953, 4, 184-188. [CrossRef]
© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http:/ / creativecommons.org/licenses/by/4.0/).

## Article

# Symmetric Identities for Carlitz-Type Higher-Order Degenerate ( $p, q$ )-Euler Numbers and Polynomials 

Kyung-Won Hwang ${ }^{1}$ and Cheon Seoung Ryoo 2,*<br>1 Department of Mathematics, Dong-A University, Busan 49315, Korea; khwang@dau.ac.kr<br>2 Department of Mathematics, Hannam University, Daejeon 34430, Korea<br>* Correspondence: ryoocs@hnu.kr

Received: 18 October 2019; Accepted: 18 November 2019; Published: 20 November 2019


#### Abstract

The main goal of this paper is to investigate some interesting symmetric identities for Carlitz-type higher-order degenerate ( $p, q$ )-Euler numbers, and polynomials. At first, the Carlitz-type higher-order degenerate ( $p, q$ )-Euler numbers and polynomials are defined. We give few new symmetric identities for Carlitz-type higher-order degenerate $(p, q)$-Euler numbers and polynomials.


Keywords: Euler numbers and polynomials; degenerate Euler numbers and polynomials; Carlitz-type degenerate ( $p, q$ )-Euler numbers and polynomials; Carlitz-type higher-order degenerate $(p, q)$-Euler numbers and polynomials; symmetric identities

MSC: 11B68; 11S40; 11S80

## 1. Introduction

Many ( $p, q$ )-extensions of some special functions such as the hypergeometric functions, the gamma and beta functions, special polynomials, the zeta and related functions, $q$-series, and series representations have been studied (see [1-6]). In our paper, we always make use of the following notations: $\mathbb{Z}_{+}=\mathbb{N} \cup\{0\}$ is the set of nonnegative integers, and the notation

$$
\sum_{m_{1}, \cdots, m_{r}=0}^{\infty} \text { is used instead of } \sum_{m_{1}=0}^{\infty} \cdots \sum_{m_{r}=0}^{\infty} .
$$

The ( $p, q$ )-number is defined as

$$
[n]_{p, q}=\frac{p^{n}-q^{n}}{p-q}=p^{n-1}+p^{n-2} q+p^{n-3} q^{2}+\cdots+p^{2} q^{n-3}+p q^{n-2}+q^{n-1}
$$

Much research has been conducted in the area of special functions by using ( $p, q$ )-number (see [1-6]). The classical Stirling numbers of the first kind $S_{1}(n, k)$ and the second kind $S_{2}(n, k)$ are related to each other like this (see [7-10])

$$
(x)_{n}=\sum_{k=0}^{n} S_{1}(n, k) x^{k} \text { and } x^{n}=\sum_{k=0}^{n} S_{2}(n, k)(x)_{k}
$$

respectively, where $(x)_{n}=x(x-1) \cdots(x-n+1)$. The generalized $(p, q)$-falling factorial $\left([x]_{p, q} \mid \lambda\right)_{n}$ with increment $\lambda$ is defined by

$$
\left([x]_{p, q} \mid \lambda\right)_{n}=\prod_{k=0}^{n-1}\left([x]_{p, q}-\lambda k\right)
$$

for positive integer $n$, with the convention $\left([x]_{p, q} \mid \lambda\right)_{0}=1$; we also write

$$
\left([x]_{p, q} \mid \lambda\right)_{n}=\sum_{k=0}^{n} S_{1}(n, k) \lambda^{n-k}[x]_{p, q}^{k} .
$$

Clearly, $\left([x]_{p, q} \mid 0\right)_{n}=[x]_{p, q}^{n}$. We also have the binomial theorem: for a variable $x$,

$$
(1+\lambda t)^{\frac{[x]_{p, q}}{\lambda}}=\sum_{n=0}^{\infty}\left([x]_{p, q} \mid \lambda\right)_{n} \frac{t^{n}}{n!}
$$

We introduced Carlitz-type degenerate Euler numbers $\mathcal{E}_{n}(\lambda)$ and Euler polynomials $\mathcal{E}_{n}(x, \lambda)$ using ( $p, q$ )-number (see [4]). For $0<q<p \leq 1, \mathcal{E}_{n, p, q}(\lambda)$ and polynomials $\mathcal{E}_{n, p, q}(x, \lambda)$ are defined by the generating functions

$$
\sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}(\lambda) \frac{t^{n}}{n!}=[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m}(1+\lambda t) \frac{[m]_{p, q}}{\lambda}
$$

and

$$
\sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}(x, \lambda) \frac{t^{n}}{n!}=[2]_{q} \sum_{m=0}^{\infty}(-1)^{m} q^{m}(1+\lambda t) \frac{[m+x]_{p, q}}{\lambda}
$$

respectively (see [4]).
Hwang and Ryoo [11] discussed some properties for Carlitz-type higher-order ( $p, q$ )-Euler numbers and polynomials. For $r \in \mathbb{N}$ and $0<q<p \leq 1$, the Carlitz-type higher-order $(p, q)$-Euler polynomials $E_{n, p, q}^{(r)}(x)$ are defined by the generating function:

$$
\begin{equation*}
\sum_{n=0}^{\infty} E_{n, p, q}^{(r)}(x) \frac{t^{n}}{n!}=[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}} e^{\left[m_{1}+\cdots+m_{r}+x\right]_{p, q} t} \tag{1}
\end{equation*}
$$

When $x=0, E_{n, p, q}^{(r)}=E_{n, p, q}^{(r)}(0)$ are called the Carlitz-type higher-order $(p, q)$-Euler numbers $E_{n, p, q}^{(r)}$ (see [11]). Furthermore, we obtain

$$
\begin{equation*}
E_{n, p, q}^{(r)}(x)=[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}}\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}^{n} . \tag{2}
\end{equation*}
$$

For $0<q<p \leq 1, h \in \mathbb{Z}$, and $r \in \mathbb{N}$, Carlitz-type higher-order $(h, p, q)$-Euler polynomials $E_{n, p, 9}^{(r, h)}(x)$ are defined using generating function

$$
\sum_{n=0}^{\infty} E_{n, p, q}^{(r, h)}(x) \frac{t^{n}}{n!}=[2]_{q}^{r} \sum_{k_{1}, \cdots, k_{r}=0}^{\infty}(-1)^{k_{1}+\cdots+k_{r}} q^{k_{1}+\cdots+k_{r}} p^{h\left(k_{1}+\cdots+k_{r}\right)} e^{\left[k_{1}+\cdots+k_{r}+x\right]_{p, q} t}
$$

When $x=0, E_{n, p, q}^{(r, h)}=E_{n, p, q}^{(r, h)}(0)$ are called the Carlitz-type higher-order $(h, p, q)$-Euler numbers $E_{n, p, q}^{(r, h)}$.

The following diagram shows the variations of the different types of degenerate Euler polynomials and Euler polynomials. Those polynomials in the first row and the third row of the diagram are studied by Hwang and Ryoo [4,11], Carlitz [7], Cenkci and Howard [9], Wu and Pan [12], Luo [13], and Srivastava [14], respectively. The study of these has produced beneficial results in combinatorics and number theory (see $[4,7,9,12-18]$ ). The motivation of this paper is to investigate some explicit identities and symmetric identities for Carlitz-type higher-order degenerate ( $p, q$ ) -Euler polynomials in the second row of the diagram.


The goal of this paper is that new generalizations of the Carlitz-type degenerate $(p, q)$-Euler numbers and polynomials is introduced and studied. Each section has the following contents. In Section 2, Carlitz-type higher-order degenerate ( $p, q$ )-Euler numbers and polynomials are defined. We induce some of their properties involved distribution relation, explicit formula, and so on. In Section 3, we make several symmetric identities about Carlitz-type higher-order degenerate ( $p, q$ )-Euler numbers and polynomials.

## 2. Carlitz-Type Higher-Order Degenerate ( $p, q$ )-Euler Numbers and Polynomials

At first, the Carlitz-type higher-order degenerate ( $p, q$ )-Euler numbers and polynomials are defined like this:

Definition 1. For positive integer $n$ and $r \in \mathbb{N}$, the classical higher-order Euler numbers $\mathcal{E}_{n}^{(r)}(\lambda)$ and Euler polynomials $\mathcal{E}_{n}^{(r)}(x, \lambda)$ are defined by using generating functions

$$
\left(\frac{2}{(1+\lambda t)^{\frac{1}{\lambda}}+1}\right)^{r}=\sum_{n=0}^{\infty} \mathcal{E}_{n}^{(r)}(\lambda) \frac{t^{n}}{n!},
$$

and

$$
\left(\frac{2}{(1+\lambda t)^{\frac{1}{\lambda}}+1}\right)^{r}(1+\lambda t)^{\frac{x}{\lambda}}=\sum_{n=0}^{\infty} \mathcal{E}_{n}^{(r)}(x, \lambda) \frac{t^{n}}{n!^{\prime}}
$$

respectively (see [9,12]).
Now, new generalizations of the Carlitz-type degenerate ( $p, q$ )-Euler numbers and polynomials are introduced. As we have done so far, the Carlitz-type higher-order ( $p, q$ )-Euler polynomials can be defined as:

Definition 2. For $r \in \mathbb{N}$, the Carlitz-type higher-order degenerate $(p, q)$-Euler numbers $\mathcal{E}_{n, p, q}^{(r)}(\lambda)$ and polynomials $\mathcal{E}_{n, p, q}^{(r)}(x, \lambda)$ are defined by using generating functions, where $0<q<p \leq 1$.

$$
\sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}^{(r)}(\lambda) \frac{t^{n}}{n!}=[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}}(1+\lambda t) \frac{\left[m_{1}+\cdots+m_{r}\right]_{p, q}}{\lambda},
$$

and

$$
\sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}^{(r)}(x, \lambda) \frac{t^{n}}{n!}=[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}}(1+\lambda t)^{\frac{\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}}{\lambda}},
$$

respectively.
Observe that, if $p=1, q \rightarrow 1$, then $\mathcal{E}_{n, p, q}^{(r)}(\lambda) \rightarrow \mathcal{E}_{n}^{(r)}(\lambda)$ and $\mathcal{E}_{n, p, q}^{(r)}(x, \lambda) \rightarrow \mathcal{E}_{n}^{(r)}(x, \lambda)$. Note that, if $r=1$, then $\mathcal{E}_{n, p, q}^{(r)}(\lambda)=\mathcal{E}_{n, p, q}(\lambda)$ and $\mathcal{E}_{n, p, q}^{(r)}(x)=\mathcal{E}_{n, p, q}(x)$. If $\lambda=0$, we have the Carlitz-type higher-order $(p, q)$-Euler polynomials $E_{n, p, q}^{(r)}(x)$.

By binomial theorem, we note that

$$
\begin{align*}
& (1+\lambda t) \frac{\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}}{\lambda} \\
& =\sum_{k=0}^{\infty}\binom{\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}}{k} \lambda^{k} t^{k} \\
& =\sum_{k=0}^{\infty}\left(\frac{1}{\lambda}\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}\right)_{k} \lambda^{k} \frac{t^{k}}{k!} \\
& =\sum_{k=0}^{\infty}\left(\frac{1}{\lambda}\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}\right)\left(\frac{1}{\lambda}\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}-1\right)  \tag{3}\\
& \quad \cdots\left(\frac{1}{\lambda}\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}-(k-1)\right) \lambda^{k} \frac{t^{k}}{k!} \\
& =\sum_{k=0}^{\infty}\left(\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}\right)\left(\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}-\lambda\right) \\
& \quad \cdots\left(\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}-(k-1) \lambda\right) \frac{t^{k}}{k!} \\
& =\sum_{k=0}^{\infty}\left(\left[m_{1}+\cdots+m_{r}+x\right]_{p, q} \mid \lambda\right)_{k} \frac{t^{k}}{k!},
\end{align*}
$$

where generalized $(p, q)$-falling factorial $\left([x]_{p, q} \mid \lambda\right)_{k}=[x]_{p, q}\left([x]_{p, q}-\lambda\right) \cdots\left([x]_{p, q}-(k-1) \lambda\right)$. By Definition 2, we have the theorem below.

Theorem 1. If $r \in \mathbb{N}$, we have

$$
\mathcal{E}_{n, p, q}^{(r)}(x, \lambda)=[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}}\left(\left[m_{1}+\cdots+m_{r}+x\right]_{p, q} \mid \lambda\right)_{n}
$$

Proof. By (3), we have

$$
\begin{aligned}
\sum_{l=0}^{\infty} \mathcal{E}_{l, p, q}^{(r)}(x, \lambda) \frac{t^{l}}{l!} & =[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}}(1+\lambda t) \frac{\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}}{\lambda} \\
& =\sum_{l=0}^{\infty}\left([2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}}\left(\left[m_{1}+\cdots+m_{r}+x\right]_{p, q} \mid \lambda\right)_{l}\right) \frac{t^{l}}{l!}
\end{aligned}
$$

The first part of the theorem follows when we compare the coefficients of $\frac{t^{l}}{l!}$ in the above equation. We prove Theorem 1.

Note that

$$
\begin{equation*}
\left(\left[m_{1}+\cdots+m_{r}+x\right]_{p, q} \mid \lambda\right)_{n}=\sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}^{l} \tag{4}
\end{equation*}
$$

where $S_{1}(n, l)$ is the Stirling numbers of the first kind.
The relation between Carlitz-type high order degenerate $(p, q)$-Euler polynomials $\mathcal{E}_{n, p, q}^{(r)}(x, \lambda)$ and Carlitz-type high order $(p, q)$-Euler polynomials $E_{n, p, q}^{(r)}(x)$ is given by the below theorem.

Theorem 2. For $r \in \mathbb{N}$ and $n \in \mathbb{Z}_{+}$, we have

$$
\mathcal{E}_{n, p, q}^{(r)}(x, \lambda)=\sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l} E_{l, p, q}^{(r)}(x), \quad \mathcal{E}_{n, p, q}^{(r)}(\lambda)=\sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l} E_{l, p, q}^{(r)}
$$

Proof. By Theorem 1, (2), and (4), we get

$$
\begin{aligned}
\mathcal{E}_{n, p, q}^{(r)}(x, \lambda) & =\sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}}\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}^{l} \\
& =\sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l} E_{l, p, q}^{(r)}(x)
\end{aligned}
$$

One can obtain the desired result immediately.
The Carlitz-type higher-order degenerate $(p, q)$-Euler number $\mathcal{E}_{n, p, q}(\lambda)$ can be determined explicitly. A few of them are

$$
\begin{aligned}
\mathcal{E}_{0, p, q}^{(r)}(\lambda) & =1, \\
\mathcal{E}_{1, p, q}^{(r)}(\lambda) & =\frac{[2]_{q}^{r}}{p-q}\left(\frac{1}{1+p q}\right)^{r}-\frac{[2]_{q}}{p-q}\left(\frac{1}{1+q^{2}}\right)^{r}, \\
\mathcal{E}_{2, p, q}^{(r)}(\lambda) & =-\frac{[2]_{q}^{r} \lambda}{p-q}\left(\frac{1}{1+p q}\right)^{r}+\frac{[2]_{q}}{(p-q)^{2}}\left(\frac{1}{1+p^{2} q}\right)^{r}+\frac{[2]_{q}^{r} \lambda}{p-q}\left(\frac{1}{1+q^{2}}\right)^{r} \\
& -\frac{2[2]_{q}^{r}}{(p-q)^{2}}\left(\frac{1}{1+p q^{2}}\right)^{r}+\frac{[2]_{q}^{r}}{(p-q)^{2}}\left(\frac{1}{1+q^{3}}\right)^{r}, \\
\mathcal{E}_{3, p, q}^{(r)}(\lambda) & =\frac{2[2]_{q}^{r} \lambda^{2}}{(p-q)}\left(\frac{1}{1+p q}\right)^{r}-\frac{3[2]_{q}^{r} \lambda}{(p-q)^{2}}\left(\frac{1}{1+p^{2} q}\right)^{r}+\frac{[2]_{q}^{r}}{(p-q)^{3}}\left(\frac{1}{1+p^{3} q}\right)^{r} \\
& -\frac{2[2]_{q}^{r} \lambda^{2}}{(p-q)}\left(\frac{1}{1+q^{2}}\right)^{r}+\frac{6[2]_{q}^{r} \lambda}{(p-q)^{2}}\left(\frac{1}{1+p q^{2}}\right)^{r}-\frac{3[2]_{q}^{r}}{(p-q)^{3}}\left(\frac{1}{1+p^{2} q^{2}}\right)^{r} \\
& -\frac{3[2]_{q}^{r} \lambda}{(p-q)^{2}}\left(\frac{1}{1+q^{3}}\right)^{r}+\frac{3[2]_{q}^{r}}{(p-q)^{3}}\left(\frac{1}{1+p q^{3}}\right)^{r}-\frac{[2]_{q}^{r}}{(p-q)^{3}}\left(\frac{1}{1+q^{4}}\right)^{r} .
\end{aligned}
$$

By using computer, Carlitz-type higher-order degenerate $(p, q)$-Euler number $\mathcal{E}_{n, p, q}^{(r)}(\lambda)$ can be determined explicitly. The first few $\mathcal{E}_{n, p, q}^{(r)}(\lambda)$ and $E_{n, p, q}^{(r)}$ are listed in Table 1.

Table 1. The first few numbers $\mathcal{E}_{n, p, q}^{(r)}(\lambda)$ and $E_{n, p, q}^{(r)}$.

| Degree $n$ | $\mathcal{E}_{n, \mathbf{1} / 2,1 / 3}^{(2)}\left(\frac{\mathbf{9}}{\mathbf{1 0}}\right)$ | $\mathcal{E}_{n, 1 / 2,1 / 3}^{(2)}\left(\frac{\mathbf{1}}{\mathbf{1 0}}\right)$ | $\mathcal{E}_{n, \mathbf{1} / 2,1 / 3}^{(2)}\left(\frac{\mathbf{1}}{\mathbf{1 0 0}}\right)$ | $E_{n, \mathbf{1 / 2 , 1 / 3}}^{(2)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $-\frac{984}{1225}$ | $-\frac{984}{1225}$ | $-\frac{984}{1225}$ | $-\frac{984}{1225}$ |
| 2 | $-\frac{6149664}{53382875}$ | $-\frac{283179072}{373680125}$ | $-\frac{1550969286}{1868400625}$ | $-\frac{2505564}{2989441}$ |
| 3 | $\frac{43455323971646694}{520267306514580625}$ | $-\frac{334418269722928746}{520267306514580625}$ | $-\frac{11096966497657123158}{13006682662864515625}$ | $-\frac{152830161504}{174034980625}$ |

Note that the limit of $\mathcal{E}_{n, 1 / 2,1 / 3}^{(2)}(\lambda)$ is $E_{n, 1 / 2,1 / 3}^{(2)}$ as $\lambda$ approaches 0 (see Table 1).
Again, we give a relation between Carlitz-type higher-order $(p, q)$-Euler polynomials $E_{n, p, q}^{(r)}(x)$ and Carlitz-type higher-order degenerate $(p, q)$-Euler polynomials $\mathcal{E}_{n, p, q}^{(r)}(x, \lambda)$ in the theorem below.

Theorem 3. For $m \in \mathbb{Z}_{+}$, we have

$$
E_{m, p, q}^{(r)}(x)=\sum_{n=0}^{m} \mathcal{E}_{n, p, q}^{(r)}(x, \lambda) \lambda^{m-n} S_{2}(m, n)
$$

Proof. We use $t$ instead of $\frac{e^{\lambda t}-1}{\lambda}$ in Definition 2, we have

$$
\begin{aligned}
\sum_{m=0}^{\infty} E_{m, p, q}^{(r)}(x) \frac{t^{m}}{m!} & =[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}} e^{\left.\left[m_{1}+\cdots+m_{r}+x\right]\right]_{p, q} t} \\
& =\sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}^{(r)}(x, \lambda)\left(\frac{e^{\lambda t}-1}{\lambda}\right)^{n} \frac{1}{n!} \\
& =\sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}^{(r)}(x, \lambda) \lambda^{-n} \sum_{m=n}^{\infty} S_{2}(m, n) \lambda^{m} \frac{t^{m}}{m!} \\
& =\sum_{m=0}^{\infty}\left(\sum_{n=0}^{m} \mathcal{E}_{n, p, q}^{(r)}(x, \lambda) \lambda^{m-n} S_{2}(m, n)\right) \frac{t^{m}}{m!}
\end{aligned}
$$

Use $t$ instead of $\log (1+\lambda t)^{1 / \lambda}$ in (1), we have

$$
\begin{align*}
& \sum_{n=0}^{\infty} E_{n, p, q}^{(r)}(x)\left(\log (1+\lambda t)^{1 / \lambda}\right)^{n} \frac{1}{n!} \\
& =[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}}(1+\lambda t) \frac{\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}}{\lambda}  \tag{5}\\
& =\sum_{m=0}^{\infty} \mathcal{E}_{m, p, q}^{(r)}(x, \lambda) \frac{t^{m}}{m!}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{n=0}^{\infty} E_{n, p, q}^{(r)}(x)\left(\log (1+\lambda t)^{1 / \lambda}\right)^{n} \frac{1}{n!}=\sum_{m=0}^{\infty}\left(\sum_{n=0}^{m} E_{n, p, q}^{(r)}(x) \lambda^{m-n} S_{1}(m, n)\right) \frac{t^{m}}{m!} \tag{6}
\end{equation*}
$$

Thus, we have the theorem below from (5) and (6).
Theorem 4. For $m \in \mathbb{Z}_{+}$, we have

$$
\mathcal{E}_{m, p, q}^{(r)}(x, \lambda)=\sum_{n=0}^{m} E_{n, p, q}^{(r)}(x) \lambda^{m-n} S_{1}(m, n) .
$$

We note that

$$
\begin{align*}
& (1+\lambda t) \frac{\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}}{\lambda} \\
& =(1+\lambda t)^{\frac{p^{x}\left[m_{1}+\cdots+m_{r}\right]_{p, q}}{\lambda}}(1+\lambda t) \frac{q^{m_{1}+\cdots+m_{r}}[x]_{p, q}}{\lambda} \\
& =\sum_{m=0}^{\infty}\left(p^{x}\left[m_{1}+\cdots+m_{r}\right]_{p, q} \mid \lambda\right)_{m} \frac{t^{m}}{m!} e^{\log (1+\lambda t)} \frac{q^{m_{1}+\cdots+m_{r}}[x]_{p, q}}{\lambda} \\
& =\sum_{m=0}^{\infty}\left(p^{x}\left[m_{1}+\cdots+m_{r}\right]_{p, q} \mid \lambda\right)_{m} \frac{t^{m}}{m!} \sum_{l=0}^{\infty}\left(\frac{q^{m_{1}+\cdots+m_{r}}[x]_{p, q}}{\lambda}\right)^{l} \frac{\log (1+\lambda t)^{l}}{l!}  \tag{7}\\
& =\sum_{m=0}^{\infty}\left(p^{x}\left[m_{1}+\cdots+m_{r}\right]_{p, q} \mid \lambda\right)_{m} \frac{t^{m}}{m!} \sum_{l=0}^{\infty}\left(\frac{q^{m_{1}+\cdots+m_{r}[x]_{p, q}}}{\lambda}\right)^{l} \sum_{k=l}^{\infty} S_{1}(k, l) \lambda^{k} \frac{t^{k}}{k!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} \sum_{l=0}^{k}\binom{n}{k}\left(p^{x}\left[m_{1}+\cdots+m_{r}\right]_{p, q} \mid \lambda\right)_{n-k} \lambda^{k-l} q^{\left(m_{1}+\cdots+m_{r}\right) l}[x]_{p, q}^{l} S_{1}(k, l)\right) \frac{t^{n}}{n!} .
\end{align*}
$$

By Definition 2 and (7), we get

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \mathcal{E}_{n, p, q \zeta}^{(r)}(x, \lambda) \frac{t^{n}}{n!} \\
& =[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}}(1+\lambda t) \frac{\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}}{\lambda} \\
& =[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}} \\
& \quad \times \sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} \sum_{l=0}^{k}\binom{n}{k}\left(p^{x}\left[m_{1}+\cdots+m_{r}\right]_{p, q} \mid \lambda\right)_{n-k} \lambda^{k-l} q^{\left(m_{1}+\cdots+m_{r}\right) l}[x]_{p, q}^{l} S_{1}(k, l)\right) \frac{t^{n}}{n!} .
\end{aligned}
$$

When we compare the coefficients of $\frac{t^{n}}{n!}$ in the above equation, we have the theorem below.
Theorem 5. For $0<q<p \leq 1, r \in \mathbb{N}$, and $n \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
\mathcal{E}_{n, p, q}^{(r)}(x, \lambda)=[2]_{q}^{r} & \sum_{m_{1}, \cdots, m_{r}=0}^{\infty} \sum_{k=0}^{n} \sum_{l=0}^{k}\binom{n}{k}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}} \\
& \times\left(p^{x}\left[m_{1}+\cdots+m_{r}\right]_{p, q} \mid \lambda\right)_{n-k} \lambda^{k-l} q^{\left(m_{1}+\cdots+m_{r}\right) l}[x]_{p, q}^{l} S_{1}(k, l) .
\end{aligned}
$$

From (4) and Theorem 2, we get this:

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \mathcal{E}_{n, p, q}^{(r)}(x, \lambda) \frac{t^{n}}{n!} \\
& =[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}}(1+\lambda t) \frac{\left[m_{1}+\cdots+m_{r}+x\right]_{p, q}}{\lambda} \\
& =[2]_{q}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{m_{1}+\cdots+m_{r}} \\
& \times \sum_{n=0}^{\infty} \sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l} \frac{\sum_{j=0}^{l}\left(\begin{array}{l}
l \\
j \\
j
\end{array}\right)(-1)^{j} p^{x(l-j)} q^{x j}}{(p-q)^{l}} p^{(l-j)\left(m_{1}+\cdots+m_{r}\right)} q^{j\left(m_{1}+\cdots+m_{r}\right)} \frac{t^{n}}{n!} \\
& =\sum_{n=0}^{\infty}\left([2]_{q}^{r} \sum_{l=0}^{n} \sum_{j=0}^{l} \frac{S_{1}(n, l) \lambda^{n-l}\binom{l}{j}(-1)^{j} q^{x j} p^{x(l-j)}}{(p-q)^{l}}\left(\frac{1}{1+q^{j+1} p^{l-j}}\right)^{r}\right) \frac{t^{n}}{n!} .
\end{aligned}
$$

When we compare the coefficients $\frac{t^{n}}{n!}$ in the above equation, we get the theorem.
Theorem 6. For $r \in \mathbb{N}$ and $n \in \mathbb{Z}_{+}$,

$$
\begin{aligned}
& \mathcal{E}_{n, p, q}^{(r)}(x, \lambda)=[2]_{q}^{r} \sum_{l=0}^{n} \sum_{j=0}^{l} \frac{S_{1}(n, l) \lambda^{n-l}\left({ }_{j}^{l}\right)(-1)^{j} q^{x} q^{x j} p^{x(l-j)}}{(p-q)^{l}}\left(\frac{1}{1+q^{j+1} p^{l-j}}\right)^{r}, \\
& \mathcal{E}_{n, p, q}^{(r)}(\lambda)=[2]_{q}^{r} \sum_{l=0}^{n} \sum_{j=0}^{l} \frac{S_{1}(n, l) \lambda^{n-l}\left({ }_{j}^{l}\right)(-1)^{j}}{(p-q)^{l}}\left(\frac{1}{1+q^{j+1} p^{l-j}}\right)^{r} .
\end{aligned}
$$

The Carlitz-type high order degenerate $(p, q)$-Euler polynomials $\mathcal{E}_{n, p, q}(x, \lambda)$ can be determined explicitly. Here are a few of them:

$$
\begin{aligned}
\mathcal{E}_{0, p, q}^{(r)}(x, \lambda)= & 1, \\
\mathcal{E}_{1, p, q}^{(r)}(x, \lambda)= & \frac{[2]_{q}^{r} p^{x}}{p-q}\left(\frac{1}{1+p q}\right)^{r}-\frac{[2]_{q}^{r} q^{x}}{p-q}\left(\frac{1}{1+q^{2}}\right)^{r}, \\
\mathcal{E}_{2, p, q}^{(r)}(x, \lambda)= & -\frac{[2]_{q}^{r} \lambda p^{x}}{p-q}\left(\frac{1}{1+p q}\right)^{r}+\frac{[2]_{q}^{r} p^{2 x}}{(p-q)^{2}}\left(\frac{1}{1+p^{2} q}\right)^{r}+\frac{[2]_{q}^{r} \lambda q^{x}}{p-q}\left(\frac{1}{1+q^{2}}\right)^{r} \\
& -\frac{2[2]_{q}^{r} p^{x} q^{x}}{(p-q)^{2}}\left(\frac{1}{1+p q^{2}}\right)^{r}+\frac{[2]_{q}^{r} q^{2 x}}{(p-q)^{2}}\left(\frac{1}{1+q^{3}}\right)^{r}, \\
\mathcal{E}_{3, p, q}^{(r)}(x, \lambda)= & \frac{2[2]_{q}^{r} \lambda^{2} p^{x}}{p-q}\left(\frac{1}{1+p q}\right)^{r}-\frac{3[2]_{q}^{r} \lambda p^{2 x}}{(p-q)^{2}}\left(\frac{1}{1+p^{2} q}\right)^{r}+\frac{[2]_{q}^{r} p^{3 x}}{(p-q)^{3}}\left(\frac{1}{1+p^{3} q}\right)^{r} \\
& -\frac{2[2]_{q}^{r} \lambda^{2} q^{x}}{p-q}\left(\frac{1}{1+q^{2}}\right)^{r}+\frac{6[2]_{q}^{r} \lambda p^{x} q^{x}}{(p-q)^{2}}\left(\frac{1}{1+p q^{2}}\right)^{r}-\frac{3[2]_{q}^{r} p^{2 x} q^{x}}{(p-q)^{3}}\left(\frac{1}{1+p^{2} q^{2}}\right)^{r} \\
& -\frac{3[2]_{q}^{r} \lambda q^{2 x}}{(p-q)^{2}}\left(\frac{1}{1+q^{3}}\right)^{r}+\frac{3[2]_{q}^{r} p^{x} q^{2 x}}{(p-q)^{3}}\left(\frac{1}{1+p q^{3}}\right)^{r}-\frac{[2]_{q}^{r} q^{3 x}}{(p-q)^{3}}\left(\frac{1}{1+q^{4}}\right)^{r} .
\end{aligned}
$$

3. Some Symmetric Identities for Carlitz-Type Higher-Order Degenerate ( $p, q$ )-Euler Numbers and Polynomials

Let $w_{1} \equiv 1(\bmod 2), w_{2} \equiv 1(\bmod 2)$ for $w_{1}, w_{2} \in \mathbb{N}$. For $r \in \mathbb{N}$ and $n \in \mathbb{Z}_{+}$, we obtain certain symmetry identities for Carlitz-type higher-order degenerate $(p, q)$-Euler numbers and polynomials.

Theorem 7. Let $w_{1} \equiv 1(\bmod 2), w_{2} \equiv 1(\bmod 2)$ for $w_{1}, w_{2} \in \mathbb{N}$. Then, we obtain

$$
\begin{align*}
& {\left[w_{1}\right]_{p, q}^{n}[2]_{q^{w_{2}}}^{r} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1}(-1)^{j_{1}+\cdots+j_{r}} q^{w_{2}\left(j_{1}+\cdots+j_{r}\right)}} \\
& \quad \times \mathcal{E}_{n, p^{w_{1}} q^{w_{1}}}^{(r)}\left(w_{2} x+\frac{w_{2}}{w_{1}}\left(j_{1}+\cdots+j_{r}\right), \frac{\lambda}{\left[w_{1}\right]_{p, q}}\right)  \tag{8}\\
& =\left[w_{2}\right]_{p, q}^{n}[2]_{q^{w_{1}}}^{r} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{j_{1}+\cdots+j_{r}} q^{w_{1}\left(j_{1}+\cdots+j_{r}\right)} \\
& \quad \times \mathcal{E}_{n, p^{w_{2}, q^{w_{2}}}}^{(r)}\left(w_{1} x+\frac{w_{1}}{w_{2}}\left(j_{1}+\cdots+j_{r}\right), \frac{\lambda}{\left[w_{2}\right]_{p, q}}\right)
\end{align*}
$$

Proof. Note that $[x y]_{p, q}=[x]_{p^{y}, q^{y}}[y]_{p, q}$ for any $x, y \in \mathbb{C}$. In Definition 2 , we induce the next result by substituting $w_{1} x+\frac{w_{1}}{w_{2}}\left(j_{1}+\cdots+j_{r}\right)$ instead of $x$ and replace $q, p$, and $\lambda$ by $q^{w_{2}}, p^{w_{2}}$, and $\frac{\lambda}{\left[w_{2}\right]_{p, q}}$, respectively:

$$
\begin{aligned}
& \sum_{n=0}^{\infty}\left(\left[w_{2}\right]_{p, q}^{n}[2]_{q^{w_{1}}}^{r} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{\sum_{l=1}^{r} j_{l}} q^{w_{1}\left(\sum_{l=1}^{r} j_{l}\right)} \mathcal{E}_{n, p^{w_{2}}, q^{w_{2}}}^{(r)}\left(w_{1} x+\frac{w_{1}}{w_{2}}\left(\sum_{l=1}^{r} j_{l}\right), \frac{\lambda}{\left[w_{2}\right]_{p, q}}\right)\right) \frac{t^{n}}{n!} \\
& =[2]_{q^{w_{1}}}^{r} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{\sum_{l=1}^{r} j_{l}} q^{w_{1}\left(\sum_{l=1}^{r} j_{l}\right)} \sum_{n=0}^{\infty} \mathcal{E}_{n, p^{w_{2}}, q^{w_{2}}}^{(r)}\left(w_{1} x+\frac{w_{1}}{w_{2}}\left(\sum_{l=1}^{r} j_{l}\right), \frac{\lambda}{\left[w_{2}\right]_{p, q}}\right) \frac{\left(\left[w_{2}\right]_{p, q} t\right)^{n}}{n!} \\
& =[2]_{q^{w_{1}}}^{r} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{\sum_{l=1}^{r} j_{l}} q^{w_{1}\left(\sum_{l=1}^{r} j_{l}\right)}[2]_{q^{w_{2}}}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{w_{2}\left(m_{1}+\cdots+m_{r}\right)} \\
& \times\left(1+\frac{\lambda}{\left[w_{2}\right]_{p, q}}\left[w_{2}\right]_{p, q} t\right) \frac{\left[w_{1} x+w_{1} x+\frac{w_{1}}{w_{2}}\left(j_{1}+\cdots+j_{r}\right)+m_{1}+\cdots+m_{r}\right]_{p^{w}, q^{w}}}{} \\
& =[2]_{q^{w_{1}}}^{r} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{\sum_{l=1}^{r} j_{l}} q^{w_{1}\left(\sum_{l=1}^{r} j_{l}\right)}[2]_{q^{w_{2}}}^{r} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{w_{2}\left(m_{1}+\cdots+m_{r}\right)} \\
& \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1}\left(j_{1}+\cdots+j_{r}\right)+w_{2}\left(m_{1}+\cdots m_{r}\right)\right]_{p, q}}{\lambda} .
\end{aligned}
$$

Since there exists the unique non-negative integer $n$ such that $m=w n+i$ with $0 \leq i \leq w-1$ for any non-negative integer $m$ and odd positive integer $w$, this can be written

$$
\begin{aligned}
& {[2]_{q^{w_{1}}}^{r}[2]_{q^{w_{2}}}^{r} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{\sum_{l=1}^{r} j_{l}} q^{w_{1}\left(\sum_{l=1}^{r} j_{l}\right)} \sum_{m_{1}, \cdots, m_{r}=0}^{\infty}(-1)^{m_{1}+\cdots+m_{r}} q^{w_{2}\left(m_{1}+\cdots+m_{r}\right)}} \\
& \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1}\left(j_{1}+\cdots+j_{r}\right)+w_{2}\left(m_{1}+\cdots m_{r}\right)\right]_{p, q}}{\lambda} \\
& =[2]_{q^{w_{1}}}^{r}[2]_{q^{w_{2}}}^{r} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{\sum_{l=1}^{r} j_{l}} q^{w_{1}\left(\sum_{l=1}^{r} j_{l}\right)} \\
& \times \sum_{\substack{w_{1} n_{1}+i_{1}, \cdots, z w_{1} n_{r}+i_{r}=0 \\
0 \leq i_{k} \leq w_{1}-1 \\
1 \leq k \leq r}}^{\infty}(-1)^{w_{1} n_{1}+i_{1}+\cdots+w_{1} n_{r}+i_{r}} q^{w_{2}\left(w_{1} n_{1}+i_{1}+\cdots+w_{1} n_{r}+i_{r}\right)} \\
& \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1}\left(j_{1}+\cdots+j_{r}\right)+w_{2} w_{1}\left(n_{1}+\cdots+n_{r}\right)+w_{2}\left(i_{1}+\cdots+i_{r}\right)\right]_{p, q}}{\lambda} \\
& =[2]_{q^{w_{1}}}^{r}[2]_{q^{w_{2}}}^{r} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{\sum_{l=1}^{r} j_{l}} q^{w_{1}\left(\sum_{l=1}^{r} j_{l}\right)} \\
& \times \sum_{i_{1}, \cdots, i_{r}=0}^{w_{1}-1} \sum_{n_{1}, \cdots, n_{r}=0}^{\infty}(-1)^{\sum_{l=1}^{r} n_{l}}(-1)^{\sum_{l=1}^{r} i_{l}} q^{w_{2}\left(\sum_{l=1}^{r} i_{l}\right)} q^{w_{1} w_{2}\left(\sum_{l=1}^{r} n_{l}\right)} \\
& \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1}\left(j_{1}+\cdots+j_{r}\right)+w_{2} w_{1}\left(n_{1}+\cdots+n_{r}\right)+w_{2}\left(i_{1}+\cdots+i_{r}\right)\right]_{p, q}}{\lambda} .
\end{aligned}
$$

We obtain the following formula using the formula above:

$$
\begin{align*}
& =[2]_{q^{w_{1}}}^{r_{1}}[2]_{q^{r}}^{r}{ }_{w_{1}}^{r} \sum_{n_{1}, \cdots, n_{r}=0}^{\infty} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1} \sum_{i_{1}, \cdots, i_{r}=0}^{w_{1}-1}(-1)^{\sum_{l=1}^{r} j_{l}}(-1)^{\sum_{l=1}^{r} n_{l}}(-1)^{\sum_{l=1}^{r} i_{l}}  \tag{9}\\
& \times q^{w_{1}\left(\sum_{l=1}^{r} j_{l}\right)} q^{w_{2}\left(\sum_{l=1}^{r} i_{l}\right)} q^{w_{1} w_{2}\left(\sum_{l=1}^{r} n_{l}\right)} \\
& \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{1}\left(j_{1}+\cdots+j_{r}\right)+w_{2} w_{1}\left(n_{1}+\cdots+n_{r}\right)+w_{2}\left(i_{1}+\cdots+i_{r}\right)\right]_{p, q}}{\lambda} .
\end{align*}
$$

From a similar approach, we also have that

$$
\begin{align*}
& \sum_{n=0}^{\infty}\left(\left[w_{1}\right]_{p, q}^{n}[2]_{q^{w_{2}}}^{r} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1}(-1)^{\sum_{l=1}^{r} j_{l}} q^{w_{2}\left(\sum_{l=1}^{r} j_{l}\right)} \mathcal{E}_{n, p^{w_{1}, q^{w}}}^{(r)}\left(w_{2} x+\frac{w_{2}}{w_{1}}\left(\sum_{l=1}^{r} j_{l}\right), \frac{\lambda}{\left[w_{1}\right]_{p, q}}\right)\right) \frac{t^{n}}{n!} \\
& =[2]_{q^{w_{2}}}^{r}[2]_{q^{w_{1}}}^{r} \sum_{n_{1}, \cdots, n_{r}=0}^{\infty} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1} \sum_{i_{1}, \cdots, i_{r}=0}^{w_{2}-1}(-1)^{\sum_{l=1}^{r} j_{l}}(-1)^{\sum_{l=1}^{r} n_{l}}(-1)^{\sum_{l=1}^{r} i_{l}}  \tag{10}\\
& \quad \times q^{w_{2}\left(\sum_{l=1}^{r} j_{l}\right)} q^{w_{1}\left(\sum_{l=1}^{r} i_{l}\right)} q^{w_{1} w_{2}\left(\sum_{l=1}^{r} n_{l}\right)} \\
& \quad \times(1+\lambda t) \frac{\left[w_{1} w_{2} x+w_{2}\left(j_{1}+\cdots+j_{r}\right)+w_{2} w_{1}\left(n_{1}+\cdots+n_{r}\right)+w_{1}\left(i_{1}+\cdots+i_{r}\right)\right]_{p, q}}{\lambda}
\end{align*} .
$$

Therefore, by (9) and (10), we can obtain the desired result.
Taking $w_{2}=1$ in Theorem 7, we obtain the following multiplication theorem for Carlitz-type higher-order degenerate ( $p, q$ )-Euler polynomials.

Theorem 8. Let $w_{1} \equiv 1(\bmod 2)$ for $w_{1} \in \mathbb{N}$. For $r \in \mathbb{N}$ and $n \in \mathbb{Z}_{+}$, we obtain

$$
\begin{align*}
\mathcal{E}_{n, p, q}^{(r)}\left(w_{1} x, \lambda\right)= & \frac{[2]_{q}^{r}}{[2]_{q^{w_{1}}}^{r}}\left[w_{1}\right]_{p, q}^{n} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1}(-1)^{j_{1}+\cdots+j_{r}} q^{j_{1}+\cdots+j_{r}}  \tag{11}\\
& \times \mathcal{E}_{n, p^{w_{1}}, q^{w_{1}}}^{(r)}\left(x+\frac{j_{1}+\cdots+j_{r}}{w_{1}}, \frac{\lambda}{\left[w_{1}\right]_{p, q}}\right) .
\end{align*}
$$

Taking $\lambda=0$ in (11), we get the multiplication theorem for Carlitz-type high order $(p, q)$-Euler polynomials (see [11]).

Corollary 1. Let $w_{1} \equiv 1(\bmod 2)$ for $w_{1} \in \mathbb{N}$. For $n \in \mathbb{Z}_{+}$and $r \in \mathbb{N}$, we get

$$
\begin{aligned}
E_{n, p, q}^{(r)}\left(w_{1} x\right)= & \frac{[2]_{q}^{r}}{[2]_{q^{w_{1}}}^{r}}\left[w_{1}\right]_{p, q}^{n} \sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1}(-1)^{j_{1}+\cdots+j_{r}} q^{j_{1}+\cdots+j_{r}} \\
& \times E_{n, p^{w_{1}, q^{w_{1}}}(r)}^{(x)}\left(x+\frac{j_{1}+\cdots+j_{r}}{w_{1}}\right)
\end{aligned}
$$

For $r=1$ in (10), we have the multiplication theorem for Carlitz-type degenerate $(p, q)$-Euler polynomials (see [4]).

Corollary 2. Let $w_{1} \equiv 1(\bmod 2)$ for $w_{1} \in \mathbb{N}$. For $n \in \mathbb{Z}_{+}$,

$$
\mathcal{E}_{n, p, q}\left(w_{1} x, \lambda\right)=\frac{[2]_{q}}{[2]_{q^{w_{1}}}}\left[w_{1}\right]_{p, q}^{n} \sum_{j=0}^{w_{1}-1}(-1)^{j} q^{j} \mathcal{E}_{n, p^{w_{1}}, q^{w_{1}}}\left(x+\frac{j}{w_{1}}, \frac{\lambda}{\left[w_{1}\right]_{p, q}}\right)
$$

If $p=1, q \rightarrow 1$ in Corollary 2 , then we get the corollary.
Corollary 3. Let $m \equiv 1(\bmod 2)$ for $m \in \mathbb{N}$. For $n \in \mathbb{Z}_{+}$,

$$
\begin{equation*}
\mathcal{E}_{n}(x, \lambda)=m^{n} \sum_{j=0}^{m-1}(-1)^{j} q^{j} \mathcal{E}_{n}\left(\frac{x+j}{m}, \frac{\lambda}{m}\right) . \tag{12}
\end{equation*}
$$

If $\lambda$ approaches to 0 in (12), this leads to the distribution relation for Euler polynomials

$$
E_{n}(x)=m^{n} \sum_{j=0}^{m-1}(-1)^{j} E_{n}\left(\frac{x+i}{m}\right) .
$$

By Theorem 2 and Theorem 7, it follows the theorem below.
Theorem 9. Let $w_{1}$ and $w_{2}$ be odd positive integers. Then, it has

$$
\begin{aligned}
& \sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}\left[w_{1}\right]_{p, q}^{l}[2]_{q^{w_{2}}}^{r} \\
& \times \sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1}(-1)^{j_{1}+\cdots+j_{r}} q^{w_{2}\left(j_{1}+\cdots+j_{r}\right)} E_{l, p^{w_{1}}, q^{w_{1}}}^{(r)}\left(w_{2} x+\frac{w_{2}}{w_{1}}\left(j_{1}+\cdots+j_{r}\right)\right) \\
& =\sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}\left[w_{2}\right]_{p, q}^{l}[2]_{q^{w_{1}}}^{r} \\
& \times \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{j_{1}+\cdots+j_{r}} q^{w_{1}\left(j_{1}+\cdots+j_{r}\right)} E_{l, p^{w_{2}}, q^{w_{2}}}^{(r)}\left(w_{1} x+\frac{w_{1}}{w_{2}}\left(j_{1}+\cdots+j_{r}\right)\right) .
\end{aligned}
$$

We get another symmetry identity by using the addition theorem about the Carlitz-type higher-order degenerate $(p, q)$-Euler polynomials $\mathcal{E}_{n, p, q}^{(r)}(x)$. Let

$$
\mathcal{A}_{n, k, p, q}^{(r)}(w)=\sum_{j_{1}, \cdots, j_{r}=0}^{w-1}(-1)^{\sum_{i=1}^{r} j_{i}} q^{(n-k+1)\left(\sum_{i=1}^{r} j_{i}\right)}\left[j_{1} \cdots+j_{k}\right]_{p, q}^{k}
$$

for each integer $n \geq 0$. The $\mathcal{A}_{n, k, p, q}^{(k)}(w)$ is called as the alternating $(p, q)$-sums of powers.
Theorem 10. Let $w_{1}, w_{2} \in \mathbb{N}$ with $w_{1} \equiv 1(\bmod 2), w_{2} \equiv 1(\bmod 2)$. For $r \in \mathbb{N}$ and $n \in \mathbb{Z}_{+}$, we obtain

$$
\begin{aligned}
& \sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l} p^{w_{1} w_{2} x k}[2]_{q^{w_{1}}}\left[w_{1}\right]_{p, q}^{k}\left[w_{2}\right]_{p, q}^{l-k} E_{l-k, p^{w_{2}, q^{w w_{2}}}}^{(r, k)}\left(w_{1} x\right) \mathcal{A}_{l, k, p^{w_{1}}, q^{w_{1}}}^{(r)}\left(w_{2}\right) \\
& =\sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l} p^{w_{1} w_{2} x k}[2]_{q^{w_{2}}}\left[w_{2}\right]_{p, q}^{k}\left[w_{1}\right]_{p, q}^{l-k} E_{l-k, p^{w}, q^{w}}^{(r, k)}\left(w_{2} x\right) \mathcal{A}_{l, k, p^{w w_{2}, q^{w_{2}}}}^{(r)}\left(w_{1}\right) .
\end{aligned}
$$

Proof. Now, we use the addition theorem about the Carlitz-type higher-order degenerate $(p, q)$-Euler polynomials (see [10]). We derive

$$
\begin{aligned}
& \sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1}(-1)^{\sum_{i=1}^{r} j_{i}} q^{w_{2}\left(\sum_{i=1}^{r} j_{i}\right)} E_{l, p^{w_{1}}, q^{w w_{1}}}^{(r)}\left(w_{2} x+\frac{w_{2}}{w_{1}}\left(j_{1}+\cdots+j_{k}\right)\right) \\
& =\sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1}(-1)^{\sum_{i=1}^{r} j_{i}} q^{w_{2}\left(\sum_{i=1}^{r} j_{i}\right)} \\
& \times \sum_{k=0}^{l}\binom{l}{k} q^{w_{2}(l-k)\left(\sum_{i=1}^{r} j_{i}\right)} p^{w_{1} w_{2} x k} E_{l-k, p^{w_{1}}, q^{w_{1}}}^{(r, k)}\left(w_{2} x\right)\left[\frac{w_{2}}{w_{1}}\left(j_{1}+\cdots+j_{r}\right)\right]_{p^{w_{1}, q^{w}}}^{k} \\
& =\sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1}(-1)^{\sum_{i=1}^{r} j_{i}} q^{w_{2}\left(\sum_{i=1}^{r} j_{i}\right)} \\
& \times \sum_{k=0}^{l}\binom{l}{k} q^{w_{2}(l-k)\left(\sum_{i=1}^{r} j_{i}\right)} p^{w_{1} w_{2} x k} E_{l-k, p^{w_{1}}, q^{w_{1}}}^{(r, k)}\left(w_{2} x\right)\left(\frac{\left[w_{2}\right]_{p, q}}{\left[w_{1}\right]_{p, q}}\right)^{k}\left[j_{1}+\cdots+j_{r}\right]_{p^{w_{2}, q^{w}}}^{k}
\end{aligned}
$$

By Theorem 12, then we have

$$
\begin{align*}
& \sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}\left[w_{1}\right]_{p, q}^{l}[2]_{q^{w_{2}}}^{r} \\
& \times \sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1}(-1)^{j_{1}+\cdots+j_{r}} q^{w_{2}\left(j_{1}+\cdots+j_{r}\right)} E_{l, p^{w_{1}, q^{w}}}^{(r)}\left(w_{2} x+\frac{w_{2}}{w_{1}}\left(j_{1}+\cdots+j_{r}\right)\right) \\
&=\sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l}\left[w_{1}\right]_{p, q}^{l-k}\left[w_{2}\right]_{p, q}^{k}[2]_{q^{w_{2}}}^{r} p^{w_{1} w_{2} x k} E_{l-k, p^{w_{1}}, q^{w w_{1}}}^{(r, k)}\left(w_{2} x\right)  \tag{13}\\
& \quad \times \sum_{j_{1}, \cdots, j_{r}=0}^{w_{1}-1}(-1)^{\sum_{i=1}^{r} j_{i}} q^{w_{2}(l-k+1)\left(\sum_{i=1}^{r} j_{i}\right)}\left[j_{1}+\cdots+j_{r}\right]_{p^{w_{2}}, q^{w_{2}}}^{k} \\
&= \sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l}\left[w_{1}\right]_{p, q}^{l-k}\left[w_{2}\right]_{p, q}^{k}[2]_{q^{w_{2}}}^{r} p^{w_{1} w_{2} x k} E_{l-k, p^{\left(w_{1}\right.}, q^{w_{1}}}^{(r, k)}\left(w_{2} x\right) \mathcal{A}_{l, k, p^{w_{2}}, q^{w_{2}}}^{(k)}\left(w_{2}\right)
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& \sum_{l=0}^{n} S_{1}(n, l) \lambda^{n-l}\left[w_{2}\right]_{p, q}^{l}[2]_{q^{w_{1}}}^{r} \\
& \times \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{j_{1}+\cdots+j_{r}} q^{w_{1}\left(j_{1}+\cdots+j_{r}\right)} E_{l, p^{w_{2}, q^{w_{2}}}}^{(r)}\left(w_{1} x+\frac{w_{1}}{w_{2}}\left(j_{1}+\cdots+j_{r}\right)\right) \\
& =\sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l}\left[w_{2}\right]_{p, q}^{l-k}\left[w_{1}\right]_{p, q}^{k}[2]_{q^{w_{1}}}^{r} p^{w_{1} w_{2} x k} E_{l-k, p^{w_{2}}, q^{w_{2}}}^{(r, k)}\left(w_{1} x\right)  \tag{14}\\
& \times \sum_{j_{1}, \cdots, j_{r}=0}^{w_{2}-1}(-1)^{\sum_{i=1}^{r} j_{i}} q^{w_{1}(l-k+1)\left(\sum_{i=1}^{r} j_{i}\right)}\left[j_{1}+\cdots+j_{r}\right]_{p^{w_{1}}, q^{w_{1}}}^{k} \\
& =\sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l}\left[w_{2}\right]_{p, q}^{l-k}\left[w_{1}\right]_{p, q}^{k}[2]_{q^{w_{1}}}^{r} p^{w w_{1} w_{2} x k} E_{l-k, p^{w}, q^{w}}^{(r, k)}\left(w_{1} x\right) \mathcal{A}_{l, k, p^{w w_{1}}, q^{w w_{1}}}^{(k)}\left(w_{2}\right) .
\end{align*}
$$

By (13) and (14), we make the desired symmetric identity.
By Theorem 10, we have the symmetric identity for the Carlitz-type high order (h, p,q)-Euler numbers $E_{n, p, q}^{(r, h)}$ in complex field.

Corollary 4. Let $w_{1} \equiv 1(\bmod 2), w_{2} \equiv 1(\bmod 2)$, where $w_{1}, w_{2} \in \mathbb{N}$. For $r \in \mathbb{N}$ and $n \in \mathbb{Z}_{+}$, we obtain

$$
\begin{aligned}
& \sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l}[2]_{q^{w_{1}}}\left[w_{1}\right]_{p, q}^{k}\left[w_{2}\right]_{p, q}^{l-k} \mathcal{A}_{l, k, p^{w_{1}}, q^{w_{1}}}^{(r)}\left(w_{2}\right) E_{l-k, p^{w_{2}, q^{w_{2}}}}^{(r, k)} \\
& =\sum_{l=0}^{n} \sum_{k=0}^{l}\binom{l}{k} S_{1}(n, l) \lambda^{n-l}[2]_{q^{w_{2}}}\left[w_{2}\right]_{p, q}^{k}\left[w_{1}\right]_{p, q}^{l-k} \mathcal{A}_{l, k, p^{w_{2}}, q^{w_{2}}}^{(r)}\left(w_{1}\right) E_{l-k, p^{w_{1}}, q^{w_{1}}}^{(r, k}
\end{aligned}
$$

## 4. Conclusions

In our previous paper [4], we studied some identities of symmetry on the Carlitz-type degenerate $(p, q)$-Euler polynomials. The motivation of this paper is to investigate some explicit identities for the Carlitz-type higher-order degenerate $(p, q)$-Euler polynomials in the second row of the diagram at page 3. Thus, we defined the Carlitz-type higher-order degenerate $(p, q)$-Euler polynomials in Definition 2 and obtained the formulas (explicit formula (Theorem 6), multiplication theorem (Theorem 8), and distribution relation (Corollary 2, Corollary 3)). In Theorem 7, we gave some symmetry identities for the Carlitz-type higher-order degenerate ( $p, q$ )-Euler polynomials. We also obtained the explicit identities related to the Carlitz-type higher-order $(p, q)$-Euler polynomials, the alternating $(p, q)$-sums of powers, and Stirling numbers (see Theorem 10 and Corollary 4). In particular, these results generalized some well-known properties relating degenerate Euler numbers and polynomials, degenerate Stirling numbers, alternating sums of powers, multiplication theorem, distribution relation, falling factorial, symmetry properties of the degenerate Euler numbers and polynomials (see [7-18]). In addition, in this paper, if we take $r=1$, then [4] is the special case of this paper.
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#### Abstract

In this paper, we present a Durrmeyer type generalization of parametric Bernstein operators. Firstly, we study the approximation behaviour of these operators including a local and global approximation results and the rate of approximation for the Lipschitz type space. The Voronovskaja type asymptotic formula and the rate of convergence of functions with derivatives of bounded variation are established. Finally, the theoretical results are demonstrated by using MAPLE software.


Keywords: Bernstein operators; rate of approximation; Voronovskaja type asymptotic formula

## 1. Introduction

A first fundamental result in approximation theory was Weierstrass approximation theorem [1] which forms the solid foundation of Approximation Theory. The proof of the theorem was quite long and difficult. So there were several proofs given by different famous mathematicians. One of them was given by Bernstein [2] which was easy and elegant, which also motivated the researchers to construct operators to deal with the approximation problems in different settings. Here, we give a Durrmeyer type generalization of parametric Bernstein operators. Let $C(\jmath)$ be the space of all real valued continuous functions $\mathcal{S}$ on the interval $\jmath=[0,1]$. For $\mathcal{S} \in C(\jmath)$, Chen et al. [3] introduced a new family of generalized Bernstein operators depending upon a non-negative real parameter $0 \leq \theta \leq 1$, which is given as follows:

$$
\begin{equation*}
T_{m}^{(\theta)}(\mathcal{S} ; x)=\sum_{s=0}^{m} p_{m, s}^{(\theta)}(x) \mathcal{S}\left(\frac{s}{m}\right), \quad x \in \jmath, \tag{1}
\end{equation*}
$$

where
$p_{m, s}^{(\theta)}(x)=\left[\binom{m-2}{s}(1-\theta) x+\binom{m-2}{s-2}(1-\theta)(1-x)+\binom{m}{s} \theta x(1-x)\right] x^{s-1}(1-x)^{m-s-1}$, $m \geq 2, p_{1,0}^{(\theta)}(x)=1-x, p_{1,1}^{(\theta)}(x)=x$. For $\theta=1$, it reduces to original Bernstein operators.

Several types of such operators have been studied so far, for example, Kajla and Acar [4] gave the integral variant of the operators (1) and studied the approximation properties of these operators. Genuine Bernstein-Durrmeyer type operators were defined and studied in [5]. Abel and Heilmann [6] studied the complete asymptotic expansion of the Bernstein-Durrmeyer operators. Cárdenas-Morales and Gupta [7] considered a two-parameter family of summation-integral type operators involving Pólya-Eggenberger distribution. In 2015, Abel et al. [8] presented the Durrmeyer type modification of
the Stancu operators and obtained some approximation theorems. Agrawal et al. [9] defined Stancu type Kantorovich modification of $q$-Bernstein-Schurer operators and studied some approximation theorems on uniform convergence as well as $A$-statistical convergence. Ansari et al. in [10] proposed Jakimovski-Leviatan-Durrmeyer type operators based on Appell polynomials and obtained some approximation results, e.g.,Voronovskaja type asymptotic formula, rate of convergence and weighted approximation of these operators. Acar et al. [11] presented a general class of linear positive operators and established Voronovskaya type theorems. In 2019, Mursaleen et al. [12] considered Stancu-Jakimovski-Leviatan-Durrmeyer type operators and studied simultaneous approximation and $A$-statistical approximation properties of these operators.

Acu and Kajla [13] established $\theta$-Bernstein operators depend on parameters $\rho_{1}, \rho_{2} \in \mathbb{N} \cup\{0\}$ as follows:

$$
\begin{equation*}
\mathcal{B}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)=\sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2}, s}^{(\theta)}(x) \mathcal{S}\left(\frac{\mu+s \rho_{1}}{m}\right) \tag{2}
\end{equation*}
$$

If $\rho_{1}=\rho_{2}=0$, these operators reduces to the operators $T_{m}^{(\theta)}$.
For $\mathcal{S} \in C(\jmath)$, we introduce a Durrmeyer type modification of the operators (2) as follows:

$$
\begin{equation*}
U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)=(m+1) \sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2}, s}^{(\theta)}(x) \int_{0}^{1} p_{m, \mu+s \rho_{1}}(t) \mathcal{S}(t) d t \tag{3}
\end{equation*}
$$

The aim of this paper is to derive approximation properties for the operators (3) by working on Korovkin's results [14]. We also compute the rate of convergence involving modulus of smoothness and Lipschitz type function.

## 2. Auxiliary Results

In this section, we derive some auxiliary results which will be used in proving our main results of subsequent sections. First, we determine moments and central moments for the operators (3).

Lemma 1. Let $e_{i}(t)=t^{i}, i=0,1,2 \cdots$. For the operators $U_{m, p_{1}, p_{2}}^{(\theta)}$, we have
(i) $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(e_{0} ; x\right)=1$;
(ii) $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(e_{1} ; x\right)=\frac{m x+1}{(m+2)}$;
(iii) $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(e_{2} ; x\right)=\frac{x^{2}\left(m^{2}-m-2+\rho_{1} \rho_{2}-\rho_{1}^{2}\left(\rho_{2}-2 \theta+2\right)+2 \theta\right)}{(m+3)(m+2)}$

$$
+\frac{x\left(2+4 m-\rho_{1} \rho_{2}+\rho_{1}^{2}\left(\rho_{2}-2 \theta+2\right)-2 \theta\right)}{(m+3)(m+2)}+\frac{2}{(m+3)(m+2)}
$$

(iv) $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(e_{3} ; x\right)=\frac{x^{3}}{(m+4)(m+3)(m+2)}\left[m^{3}-3 m^{2}-4 m+\rho_{1} \rho_{2}(3 m-2)+2 \rho_{1}^{3}\left(\rho_{2}-6 \theta+6\right)\right.$ $\left.-3 m \rho_{1}^{2}\left(2+\rho_{2}-2 \theta\right)-12(\theta-1)+6 m \theta\right]$ $+\frac{x^{2}}{(m+4)(m+3)(m+2)}\left[9 m^{2}+9 \rho_{1} \rho_{2}-3 m-3 m \rho_{1} \rho_{2}-3 \rho_{1}^{3}\left(6+\rho_{2}-6 \theta\right)-6 \rho_{1}^{2}\left(2+\rho_{2}-2 \theta\right)\right.$ $\left.+3 m \rho_{1}^{2}\left(2+\rho_{2}-2 \theta\right)+30(\theta-1)-6 m \theta\right]$ $+\frac{x\left(18 m-7 \rho_{1} \rho_{2}+\rho_{1}^{3}\left(\rho_{2}-6 \theta+6\right)+6 \rho_{1}^{2}\left(2+\rho_{2}-2 \theta\right)-18(\theta-1)\right)}{(m+4)(m+3)(m+2)}+\frac{6}{(m+4)(m+3)(m+2)} ;$
(v) $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(e_{4} ; x\right)=\frac{x^{4}}{(m+5)(m+4)(m+3)(m+2)}\left[54 m-m^{2}-6 m^{3}+m^{4}-6 \rho_{1} \rho_{2}-14 m \rho_{1} \rho_{2}+3 \rho_{1}^{2} \rho_{2}^{2}-6 \rho_{1}^{3} \rho_{2}^{2}+\right.$ $3 \rho_{1}^{4} \rho_{2}^{2}-6 m^{2} \rho_{1}\left(-\rho_{2}+\rho_{1}\left(2+\rho_{2}\right)\right)+8 m \rho_{1}^{3}\left(6+\rho_{2}-6 \theta\right)+6 \rho_{1}^{4} \rho_{2}(1-2 \theta)+6 m \rho_{1}^{2}\left(2+\rho_{2}-2 \theta\right)+72(-1+\theta)+$

$$
\begin{aligned}
& \left.72 \rho_{1}^{4}(-1+\theta)-12 \rho_{1}^{2} \rho_{2}(-1+\theta)+12 \rho_{1}^{3} \rho_{2}(-1+\theta)+24 \rho_{1}^{2}(-1+\theta)^{2}-60 m \theta+12 m^{2}\left(1+\rho_{1}^{2}\right) \theta+12 \rho_{1} \rho_{2} \theta\right] \\
& +\frac{x^{3}}{(m+5)(m+4)(m+3)(m+2)}\left[16 m^{3}-124 m-36 m^{2}-8 \rho_{1} \rho_{2}+54 m \rho_{1} \rho_{2}+32 \rho_{1}^{3} \rho_{2}-6 \rho_{1}^{2} \rho_{2}^{2}+12 \rho_{1}^{3} \rho_{2}^{2}-\right. \\
& 6 \rho_{1}^{4} \rho_{2}^{2}+6 m^{2} \rho_{1}\left(-\rho_{2}+\rho_{1}\left(2+\rho_{2}\right)\right)-12 m \rho_{1}^{3}\left(6+\rho_{2}-6 \theta\right)-12 \rho_{1}^{4} \rho_{2}(1-2 \theta)-42 m \rho_{1}^{2}\left(2+\rho_{2}-2 \theta\right)-264(-1+ \\
& \theta)-120 \rho_{1}^{3}(-1+\theta)-144 \rho_{1}^{4}(-1+\theta)+24 \rho_{1}^{2} \rho_{2}(-1+\theta)-12 \rho_{1}^{3} \rho_{2}(-1+\theta)-48 \rho_{1}^{2}(-1+\theta)^{2}+156 m \theta- \\
& \left.12 m^{2}\left(1+\rho_{1}^{2}\right) \theta-24 \rho_{1} \rho_{2} \theta-12 \rho_{1}^{3} \rho_{2} \theta\right]+\frac{x^{2}}{(m+5)(m+4)(m+3)(m+2)}\left[24 m+72 m^{2}+60 \rho_{1} \rho_{2}-40 m \rho_{1} \rho_{2}-\right. \\
& 35 \rho_{1}^{2} \rho_{2}-42 \rho_{1}^{3} \rho_{2}-\rho_{1}^{4} \rho_{2}+3 \rho_{1}^{2} \rho_{2}^{2}-6 \rho_{1}^{3} \rho_{2}^{2}+3 \rho_{1}^{4} \rho_{2}^{2}+4 m \rho_{1}^{3}\left(6+\rho_{2}-6 \theta\right)+6 \rho_{1}^{4} \rho_{2}(1-2 \theta)+36 m \rho_{1}^{2}\left(2+\rho_{2}-2 \theta\right)+ \\
& 336(-1+\theta)+70 \rho_{1}^{2}(-1+\theta)+180 \rho_{1}^{3}(-1+\theta)+86 \rho_{1}^{4}(-1+\theta)-12 \rho_{1}^{2} \rho_{2}(-1+\theta)+24 \rho_{1}^{2}(-1+\theta)^{2}-96 m \theta+ \\
& \left.12 \rho_{1} \rho_{2} \theta+12 \rho_{1}^{3} \rho_{2} \theta\right] \\
& +\frac{x\left(96 m-46 \rho_{1} \rho_{2}+35 \rho_{1}^{2} \rho_{2}+10 \rho_{1}^{3} \rho_{2}+\rho_{1}^{4} \rho_{2}-144(-1+\theta)-70 \rho_{1}^{2}(-1+\theta)-60 \rho_{1}^{3}(-1+\theta)-14 \rho_{1}^{4}(-1+\theta)\right)}{(m+5)(m+4)(m+3)(m+2)} \\
& +\frac{24}{(2+m)(3+m)(4+m)(5+m)} .
\end{aligned}
$$

Let $\Theta_{m, \rho_{1}, \rho_{2}}^{(\theta)}:=U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{m} ; x\right), m=1,2,4$ be the central moments of $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}$.
Lemma 2. For the operators $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}$, we get
(i) $\Theta_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x)=\left(\frac{1-2 x}{2+m}\right)$;
(ii) $\Theta_{m, \rho_{1}, \rho_{2}}^{(\theta), 2}(x)=\frac{2}{(2+m)(3+m)}+\frac{x\left(2 m-\rho_{1}\left(\rho_{2}-\rho_{1}\left(2+\rho_{2}-2 \theta\right)\right)-2(2+\theta)\right)}{(2+m)(3+m)}$

$$
+\frac{x^{2}\left(-2 m+\rho_{1}\left(\rho_{2}-\rho_{1}\left(2+\rho_{2}-2 \theta\right)\right)+2(2+\theta)\right)}{(2+m)(3+m)}
$$

Lemma 3. For $m \in \mathbb{N}$, we have

$$
\mathcal{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{2} ; x\right) \leq \frac{\mathcal{W}_{\rho_{1}, \rho_{2}}^{(\theta)} x(1-x)}{(m+2)}=\delta_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x), \forall x \in \jmath
$$

where $\mathcal{W}_{\rho_{1}, \rho_{2}}^{(\theta)}$ is a positive constant depending on $\rho_{1}, \rho_{2}$ and $\theta$.
Proof. This lemma is established by direct computation and the details are missing.
Remark 1. For the operators $U_{m, p_{1}, \rho_{2}}^{(\theta)}$, we get

$$
\begin{aligned}
& \lim _{m \rightarrow \infty} m \Theta_{m, p_{1}, \rho_{2}}^{(\theta), 1}(x)=(1-2 x) \\
& \lim _{m \rightarrow \infty} m \Theta_{m, p_{1}, p_{2}}^{(\theta), 2}(x)=2 x(1-x) \\
& \lim _{m \rightarrow \infty} m^{2} \Theta_{m, p_{1}, \rho_{2}}^{(\theta), 4}(x)=12 x^{2}(1-x)^{2}
\end{aligned}
$$

Lemma 4. For $\mathcal{S} \in C(\jmath)$, we have

$$
\left\|U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)\right\| \leq\|\mathcal{S}\|
$$

Proof. From Lemma 1 and Equation (3), we obtain

$$
\begin{aligned}
\left\|U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\right\| & \leq(m+1) \sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2}, s}^{(\theta)}(x) \int_{0}^{1} p_{m, \mu+s \rho_{1}}(t)|\mathcal{S}(t)| d t \\
& \leq\|\mathcal{S}\| U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(e_{0} ; x\right)=\|\mathcal{S}\|
\end{aligned}
$$

Theorem 1. Suppose that $\mathcal{S} \in C(\jmath)$. Show that $\lim _{m \rightarrow \infty} U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)=\mathcal{S}(x)$, uniformly in $\jmath$.
Proof. Since $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(1 ; x)=1, U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(t ; x) \rightarrow x, U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(t^{2} ; x\right) \rightarrow x^{2}$ as $m \rightarrow \infty$, uniformly in $j$. By Korovkin's results, it follows that $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)$ converges to $\mathcal{S}(x)$ uniformly on $f$.

## 3. Voronovskaja Type Theorems

Here, we establish the Voronovskaja, Grüss-Voronovskaja type theorems and related results.
Theorem 2. Suppose that $\mathcal{S} \in C(\jmath)$. If $\mathcal{S}^{\prime}, \mathcal{S}^{\prime \prime}$ exists at a point $x \in \jmath$ then

$$
\begin{equation*}
\lim _{m \rightarrow \infty} m\left(U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right)=(1-2 x) \mathcal{S}^{\prime}(x)+x(1-x) \mathcal{S}^{\prime \prime}(x) \tag{4}
\end{equation*}
$$

Further, if $\mathcal{S}^{\prime \prime} \in C(\jmath)$ then (4) holds uniformly in $\jmath$.
Proof. Applying the application of Taylor's theorem, we have

$$
\begin{equation*}
\mathcal{S}(t)=\mathcal{S}(x)+(t-x) \mathcal{S}^{\prime}(x)+\frac{1}{2}(t-x)^{2} \mathcal{S}^{\prime \prime}(x)+\rho_{1}(t, x)(t-x)^{2} \tag{5}
\end{equation*}
$$

where $\rho_{1}(t, x) \rightarrow 0$ as $t \rightarrow x$ and is a continuous function on $\jmath$. Applying $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}$ to (5), we get

$$
\begin{array}{r}
U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)=\mathcal{S}^{\prime}(x) U_{m, \rho_{1}, \rho_{2}}^{(\theta)}((t-x) ; x)+\frac{1}{2} \mathcal{S}^{\prime \prime}(x) U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{2} ; x\right)+U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(\rho_{1}(t, x)(t-x)^{2} ; x\right) \\
\lim _{m \rightarrow \infty} m\left(U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right)=(1-2 x) \mathcal{S}^{\prime}(x)+x(1-x) \mathcal{S}^{\prime \prime}(x)+\lim _{m \rightarrow \infty} m U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(\rho_{1}(t, x)(t-x)^{2} ; x\right)
\end{array}
$$

Since $\rho_{1}(t, x) \rightarrow 0$ as $t \rightarrow x$, for a given $\epsilon>0$, there exists $\delta>0$ such that $\left|\rho_{1}(t, x)\right|<\epsilon$ whenever $|t-x|<\delta$. For $|t-x| \geq \delta$, we have $\left|\rho_{1}(t, x)\right| \leq M \frac{(t-x)^{2}}{\delta^{2}}$, for some $M>0$. Let $\chi_{\delta}(t)$ denote the characteristic function of the interval $(x-\delta, x+\delta)$. In view of Remark 1, we have

$$
\begin{aligned}
\left|U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(\rho_{1}(t, x)(t-x)^{2} ; x\right)\right| & \leq U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(\left|\rho_{1}(t, x)\right|(t-x)^{2} \chi_{\delta}(t) ; x\right)+U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(\left|\rho_{1}(t, x)\right|(t-x)^{2}\left(1-\chi_{\delta}(t)\right) ; x\right) \\
& <\epsilon U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{2} ; x\right)+\frac{M}{\delta^{2}} U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{4} ; x\right) \\
& =\epsilon O\left(\frac{1}{m}\right)+O\left(\frac{1}{m^{2}}\right) .
\end{aligned}
$$

which implies that $\lim _{m \rightarrow \infty} m U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(\rho_{1}(t, x)(t-x)^{2} ; x\right)=0$, due to the arbitrariness of $\epsilon>0$. This complete the first half of the theorem.

To show the uniformity postulation, by the definition of uniformly continuity of $\mathcal{S}$ in $\jmath$, the $\delta$ must be independent of $x$ and all the other estimates hold uniformly in $x \in J$.

In [15], Acar et al. obtained a Grüss type approximation result and a Grüss-Voronovskaja-type result for linear and positive operators. Many authors have established in this direction so that we refer the authors to [16-18] and references therein.

The next result is the Grüss-Voronovskaja type theorem for $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}$.
Theorem 3. Let $\mathcal{S}, \hbar \in C^{2}(\jmath)$. Then, for each $x \in \jmath$,

$$
\lim _{m \rightarrow \infty} m\left\{U_{m, \rho_{1}, \rho_{2}}^{(\theta)}((\mathcal{S} \hbar) ; x)-U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x) U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\hbar ; x)\right\}=\mathcal{S}^{\prime}(x) \hbar^{\prime}(x) 2 x(1-x)
$$

Proof．The following relation holds

$$
\begin{aligned}
& U_{m, p_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} \hbar ; x)-U_{m, p_{1}, p_{2}}^{(\theta)}(\mathcal{S} ; x) U_{m, p_{1}}^{(\theta)} \boldsymbol{p}_{1}(\hbar ; x)=U_{m, p_{1}, p_{2}}^{(\theta)}(\mathcal{S} \hbar ; x)-\mathcal{S}(x) \hbar(x)-(\mathcal{S} \hbar)^{\prime}(x) \Theta_{m, p_{1}, p_{2}}^{(\theta), 1}(x)-\frac{1}{2}(\mathcal{S} \hbar)^{\prime \prime}(x) \Theta_{m, p_{1}, p_{2}}^{(\theta), 2}(x) \\
& -\hbar(x)\left\{U_{m, p_{1}, p_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)-\mathcal{S}^{\prime}(x) \Theta_{m, p_{1}, p_{2}}^{(\theta), 1}(x)-\frac{1}{2} \mathcal{S}^{\prime \prime}(x) \Theta_{m, p_{1}, p_{2}}^{(\theta), 2}(x)\right\} \\
& -U_{m, p_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)\left\{U_{m, p_{1}, p_{2}}^{(\theta)}(\hbar ; x)-\hbar(x)-\hbar^{\prime}(x) \Theta_{m, p_{1}, p_{2}}^{(\theta), 1}(x)-\frac{1}{2} \hbar^{\prime \prime}(x) \Theta_{m, p_{1}, p_{2}}^{(\theta), 2}(x)\right\} \\
& +\frac{1}{2} \Theta_{m, p_{1}, \rho_{2}}^{(\theta), 2}(x)\left\{\mathcal{S}(x) \hbar^{\prime \prime}(x)+2 \mathcal{S}^{\prime}(x) \hbar^{\prime}(x)-\hbar^{\prime \prime}(x) U_{m, p_{1}}^{(\theta)}\left(\mathcal{P} ; \mathcal{S}_{2} x\right)\right\}+\Theta_{m, p_{1}, p_{2}}^{(\theta), 1}(x)\left\{\mathcal{S}(x) \hbar^{\prime}(x)-\hbar^{\prime}(x) U_{m, p_{1}, p_{2}}^{(\theta)}(\mathcal{S} ; x)\right\} .
\end{aligned}
$$

Now，by using Theorem 1，Theorem 2 and Remark 1，we get

$$
\begin{aligned}
& \lim _{m \rightarrow \infty} m\left\{U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} \hbar ; x)-U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x) U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\hbar ; x)\right\} \\
& =\lim _{m \rightarrow \infty} m \mathcal{S}^{\prime}(x) \hbar^{\prime}(x) \Theta_{m, \rho_{1}, \rho_{2}}^{(\theta), 2}(x)+\lim _{m \rightarrow \infty} \frac{1}{2} m \hbar^{\prime \prime}(x)\left\{\mathcal{S}(x)-U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)\right\} \Theta_{m, \rho_{1, ⿰ ⿱ ⿰ ㇒ 一 丶 ⿱ ⿰ ㇒ 一 丶 ⿰ 工 凡 又 ~}}^{(\theta), 2}(x) \\
& +\lim _{m \rightarrow \infty} m \hbar^{\prime}(x)\left\{\mathcal{S}(x)-U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)\right\} \Theta_{m, \rho_{1}, \rho_{2}}^{(\theta), 1}(x)=\mathcal{S}^{\prime}(x) \hbar^{\prime}(x) 2 x(1-x)
\end{aligned}
$$

Lipschitz－type space with two parameters $\alpha_{1} \geq 0, \alpha_{2}>0$ is defined in［19］as below：

$$
\operatorname{Lip}_{M}^{\left(\alpha_{1}, \alpha_{2}\right)}(\sigma):=\left\{\mathcal{S} \in C(\jmath):|\mathcal{S}(t)-\mathcal{S}(x)| \leq M \frac{|t-x|^{\sigma}}{\left(t+\alpha_{1} x^{2}+\alpha_{2} x\right)^{\frac{\sigma}{2}}} ; t \in \jmath, x \in(0,1]\right\}
$$

where $0<\sigma \leq 1$ ．
Theorem 4．Suppose that $\mathcal{S} \in \operatorname{Lip}_{M}^{\left(\alpha_{1}, \alpha_{2}\right)}(\sigma)$ ．Prove that

$$
\left|U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| \leq M\left(\frac{\Theta_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x)}{\alpha_{1} x^{2}+\alpha_{2} x}\right)^{\sigma / 2}, \forall x \in(0,1]
$$

Proof．Using the application of Holder＇s inequality and Lemma 2，we may write

$$
\begin{aligned}
& \left|U_{m, p_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| \leq(m+1) \sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2}, s}^{(\theta)}(x) \int_{0}^{1}|\mathcal{S}(t)-\mathcal{S}(x)| p_{m, \mu+s \rho_{1}}(t) d t \\
& \leq(m+1) \sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2}, s}^{(\theta)}(x)\left(\int_{0}^{1}|\mathcal{S}(t)-\mathcal{S}(x)|^{\frac{2}{\sigma}} p_{m, \mu+s \rho_{1}}(t) d t\right)^{\frac{\sigma}{2}} \\
& \leq\left\{(m+1) \sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2}, s}^{(\theta)}(x) \int_{0}^{1}|\mathcal{S}(t)-\mathcal{S}(x)|^{\frac{2}{\sigma}} p_{m, \mu+s \rho_{1}}(t) d t\right\}^{\frac{\sigma}{2}} \\
& \times\left((m+1) \sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2}, s}^{(\theta)}(x) \int_{0}^{1} p_{m, \mu+s \rho_{1}}(t) d t\right)^{\frac{2-\sigma}{2}} \\
& =\left((m+1) \sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2}, s}^{(\theta)}(x) \int_{0}^{1}|\mathcal{S}(t)-\mathcal{S}(x)|^{\frac{2}{\sigma}} p_{m, \mu+s \rho_{1}}(t) d t\right)^{\frac{\sigma}{2}} \\
& \leq M\left((m+1) \sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2, s}}^{(\theta)}(x) \int_{0}^{1} \frac{(t-x)^{2}}{\left(t+\alpha_{1} x^{2}+\alpha_{2} x\right)} p_{m, \mu+s \rho_{1}}(t) d t\right)^{\frac{\sigma}{2}} \\
& \leq \frac{M}{\left(\alpha_{1} x^{2}+\alpha_{2} x\right)^{\frac{\sigma}{2}}}\left((m+1) \sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2}, s}^{(\theta)}(x) \int_{0}^{1}(t-x)^{2} p_{m, \mu+s \rho_{1}}(t) d t\right)^{\frac{\sigma}{2}} \\
& =\frac{M}{\left(\alpha_{1} x^{2}+\alpha_{2} x\right)^{\frac{\sigma}{2}}} U_{m, p_{1}}^{(\theta)} \rho_{2}\left((t-x)^{2} ; x\right)^{\frac{\sigma}{2}} \\
& =\frac{M}{\left(\alpha_{1} x^{2}+\alpha_{2} x\right)^{\frac{\sigma}{2}}}\left(\Theta_{m, p_{1}, \rho_{2}}^{(\theta), 2}(x)\right)^{\frac{\sigma}{2}} .
\end{aligned}
$$

Theorem 5. For $\mathcal{S} \in C^{1}(\jmath)$ and $x \in \jmath$, we have

$$
\begin{equation*}
\left|U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| \leq\left|\frac{1-2 x}{(m+2)}\right|\left|\mathcal{S}^{\prime}(x)\right|+2 \sqrt{\Theta_{m, p_{1}, p_{2}}^{(\theta), 2}(x)} \omega\left(\mathcal{S}^{\prime}, \sqrt{\Theta_{m, \rho_{1}, p_{2}}^{(\theta)}(x)}\right) \tag{6}
\end{equation*}
$$

Proof. Let $\mathcal{S} \in C^{1}(\jmath)$. For any $t, x \in \jmath$, we have

$$
\mathcal{S}(t)-\mathcal{S}(x)=\mathcal{S}^{\prime}(x)(t-x)+\int_{x}^{t}\left(\mathcal{S}^{\prime}(u)-\mathcal{S}^{\prime}(x)\right) d u
$$

Using $U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\cdot ; x)$ on both sides of the above relation, we have

$$
U_{m, p_{1}, \rho_{2}}^{(\theta)}\left(\mathcal{S}(t)-\mathcal{S}(x) ; q_{m}, x\right)=\mathcal{S}^{\prime}(x) U_{m, p_{1}, \rho_{2}}^{(\theta)}(t-x ; x)+U_{m, p_{1}, \rho_{2}}^{(\theta)}\left(\int_{x}^{t}\left(\mathcal{S}^{\prime}(u)-\mathcal{S}^{\prime}(x)\right) d u ; x\right)
$$

Applying $|\mathcal{S}(t)-\mathcal{S}(x)| \leq \omega(\mathcal{S}, \delta)\left(\frac{|t-x|}{\delta}+1\right), \delta>0$, we have

$$
\left|\int_{x}^{t}\left(\mathcal{S}^{\prime}(u)-\mathcal{S}^{\prime}(x)\right) d u\right| \leq \omega\left(\mathcal{S}^{\prime}, \delta\right)\left(\frac{(t-x)^{2}}{\delta}+|t-x|\right)
$$

it follows that

$$
\left|U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| \leq\left|\mathcal{S}^{\prime}(x)\right| \quad\left|U_{m, p_{1}, \rho_{2}}^{(\theta)}(t-x ; x)\right|+\omega\left(\mathcal{S}^{\prime}, \delta\right)\left\{\frac{1}{\delta} U_{m, p_{1}, p_{2}}^{(\theta)}\left((t-x)^{2} ; x\right)+U_{m, p_{1}, \rho_{2}}^{(\theta)}(|t-x| ; x)\right\} .
$$

Applying Cauchy-Schwarz inequality, we get

$$
\begin{aligned}
\left|U_{m, p_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| \leq & \left|\mathcal{S}^{\prime}(x)\right|\left|U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(t-x ; x)\right| \\
& +\omega\left(\mathcal{S}^{\prime}, \delta\right)\left\{\frac{1}{\delta} \sqrt{U_{m, p_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{2} ; x\right)}+1\right\} \sqrt{U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{2} ; x\right)} .
\end{aligned}
$$

Now, taking $\delta=\sqrt{\Theta_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x)}$, we get (6).

## 4. Local Approximation

In this section, we study the local approximation property for our operators with the help of $K$-functional.

The $K$-functional is given by:

$$
K_{2}(\mathcal{S}, \delta)=\inf \left\{\|\mathcal{S}-\hbar\|+\delta\left\|\hbar^{\prime \prime}\right\|: \hbar \in W^{2}\right\}(\delta>0)
$$

where $W^{2}=\left\{\hbar: \hbar^{\prime \prime} \in C(\jmath)\right\}$ and uniform norm on $C(\jmath)$ is denoted by $\|$.$\| . By [20] there will be a$ positive constant $M>0$ such that

$$
\begin{equation*}
K_{2}(\mathcal{S}, \delta) \leq M \omega_{2}(\mathcal{S}, \sqrt{\delta}) \tag{7}
\end{equation*}
$$

where the second order modulus of continuity for $\mathcal{S} \in C(\jmath)$ is defined as

$$
\omega_{2}(\mathcal{S}, \sqrt{\delta})=\sup _{0<h \leq \sqrt{\delta}} \sup _{x, x+2 h \in J}|\mathcal{S}(x+2 h)-2 \mathcal{S}(x+h)+\mathcal{S}(x)|
$$

We define the usual modulus of continuity for $\mathcal{S} \in C(\jmath)$ as

$$
\omega(\mathcal{S}, \delta)=\sup _{0<h \leq \delta} \sup _{x, x+h \in J}|\mathcal{S}(x+h)-\mathcal{S}(x)|
$$

Theorem 6. For the operators $U_{m, p_{1}, p_{2}}^{(\theta)}$, there exists a constant $M>0$ such that

$$
\left|U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| \leq M \omega_{2}\left(\mathcal{S},(m+2)^{-1 / 2} \sqrt{\delta_{m, \rho_{1}, \rho_{2}}^{(\theta)}}(x)\right)+\omega\left(\mathcal{S},\left|\frac{1-2 x}{m+2}\right|\right)
$$

where $\mathcal{S} \in C(\jmath), \theta \in \jmath, \delta_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x)=\varphi^{2}(x)+\frac{1}{(m+2)}$ and $x \in \jmath$.
Proof. We define the auxiliary operators as follows:

$$
\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)=U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)+\mathcal{S}(x)-\mathcal{S}\left(\frac{m x+1}{m+2}\right)
$$

Then, we can easily check that

$$
\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(1 ; x)=1 \quad \text { and } \quad \bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(t ; x)=x
$$

By the application of Taylor's theorem and taking $t \in \jmath$ and $\hbar \in W^{2}$, we get

$$
\hbar(t)=\hbar(x)+(t-x) \hbar^{\prime}(x)+\int_{x}^{t}(t-u) \hbar^{\prime \prime}(u) d u
$$

The operator $\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}$ is applied in the above equation on both sides, we obtain

$$
\begin{aligned}
\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\hbar ; x) & =\hbar(x)+\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(\int_{x}^{t}(t-u) \hbar^{\prime \prime}(u) d u\right) \\
& =\hbar(x)+U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left(\int_{x}^{t}(t-u) \hbar^{\prime \prime}(u) d u, x\right)-\int_{x}^{\frac{m x+1}{(m+2)}}\left(\frac{m x+1}{m+2}-u\right) \hbar^{\prime \prime}(u) d u .
\end{aligned}
$$

Hence

$$
\begin{align*}
\left|\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\hbar ; x)-\hbar(x)\right| & \leq U_{m, p_{1}, \rho_{2}}^{(\theta)}\left(\left|\int_{x}^{t}\right| t-u| | \hbar^{\prime \prime}(u)|d u|, x\right)+\left|\int_{x}^{\frac{m x+1}{m+2}}\right| \frac{m x+1}{m+2}-u| | \hbar^{\prime \prime}(u)|d u| \\
& \leq\left\{U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{2} ; x\right)+\left(\frac{m x+1}{m+2}-x\right)^{2}\right\}\left\|\hbar^{\prime \prime}\right\| \\
& =\left\{U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{2} ; x\right)+\left(\frac{1-2 x}{m+2}\right)^{2}\right\}\left\|\hbar^{\prime \prime}\right\| . \tag{8}
\end{align*}
$$

From Lemma 3, we have

$$
\begin{align*}
U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{2} ; x\right)+\left(\frac{1-2 x}{m+2}\right)^{2} & \leq \frac{2}{(m+2)} \delta_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x)+\left(\frac{1-2 x}{m+2}\right)^{2} \\
& \leq \frac{2}{(m+2)} \delta_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x)+\frac{1}{(m+2)^{2}} \\
& \leq \frac{3}{(m+2)} \delta_{m, p_{1}, \rho_{2}}^{(\theta)}(x) \tag{9}
\end{align*}
$$

Thus, by (8) we have

$$
\begin{equation*}
\left|\bar{U}_{m, p_{1}, \rho_{2}}^{(\theta)}(\hbar ; x)-\hbar(x)\right| \leq \frac{3}{(m+2)} \delta_{m, p_{1}, p_{2}}^{(\theta)}(x)| | \hbar^{\prime \prime}| |, \tag{10}
\end{equation*}
$$

where $x \in \jmath$. Furthermore, by Lemma 4, we have

$$
\begin{equation*}
\left|\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)\right| \leq 3\|\mathcal{S}\|, \tag{11}
\end{equation*}
$$

for all $\mathcal{S} \in C(\jmath)$ and $x \in \jmath$.
Now, for $\mathcal{S} \in C(\jmath)$ and $\hbar \in W^{2}$, using (10) and (11) we obtain that

$$
\begin{aligned}
\left|U_{m, p_{1}, p_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| & \leq\left|\bar{U}_{m, p_{1}, p_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)+\mathcal{S}\left(\frac{m x+1}{m+2}\right)-\mathcal{S}(x)\right| \\
& \leq\left|\bar{U}_{m, p_{1}, p_{2}}^{(\theta)}(\mathcal{S}-\hbar ; x)\right|+\left|\bar{U}_{m, p_{1}, p_{2}}^{(\theta)}(\hbar ; x)-\hbar(x)\right|+|\hbar(x)-\mathcal{S}(x)| \\
& +\left|\mathcal{S}\left(\frac{m x+1}{m+2}\right)-\mathcal{S}(x)\right| \\
& \leq 4| | \mathcal{S}-\hbar| |+\frac{3}{(m+2)} \delta_{m, p_{1}, \rho_{2}}^{(\theta)}(x)| | \hbar^{\prime \prime}| |+\omega\left(\mathcal{S},\left|\frac{1-2 x}{m+2}\right|\right) .
\end{aligned}
$$

Using the property of infimum on the right hand side over all $\hbar \in W^{2}$, we have

$$
\left|U_{m, p_{1}, p_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| \leq 4 K_{2}\left(\mathcal{S}, \frac{1}{(m+2)} \delta_{m, p_{1}, p_{2}}^{(\theta)}(x)\right)+\omega\left(\mathcal{S},\left|\frac{1-2 x}{m+2}\right|\right) .
$$

Now by examining the relation (7), we get

$$
\left|U_{m, p_{1}, p_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| \leq M \omega_{2}\left(\mathcal{S},(m+2)^{-1 / 2} \sqrt{\mathcal{\delta}_{m, p_{1}, p_{2}}^{(\theta)}}(x)\right)+\omega\left(\mathcal{S},\left|\frac{1-2 x}{m+2}\right|\right) .
$$

## 5. Global Approximation

The following result provides the global approximation using the modulus of continuity of Ditzian-Totik and the related $K$-functional.

Suppose that $\mathcal{S} \in \mathcal{C}(\jmath)$ and $\varphi(x)$ is defined as $\sqrt{x(1-x)}, x \in \jmath$. The second order modulus of continuity which is given by Ditzian-Totik

$$
\omega_{2}^{\varphi}(\mathcal{S}, \sqrt{\delta})=\sup _{0<h \leq \sqrt{\delta} x \pm h \varphi(x) \in J} \sup _{j}|\mathcal{S}(x+h \varphi(x))-2 \mathcal{S}(x)+\mathcal{S}(x-h \varphi(x))|,
$$

and related $K$-functional is defined as,

$$
\tilde{K}_{2, \varphi(x)}(\mathcal{S}, \delta)=\inf \left\{\|\mathcal{S}-\hbar\|+\delta\left\|\varphi^{2} \hbar^{\prime \prime}\right\|+\delta^{2}\left\|\hbar^{\prime \prime}\right\|: \hbar \in W^{2}(\varphi)\right\},(\delta>0),
$$

where $\left.W^{2}(\varphi)=\left\{\hbar \in C(\jmath): \hbar^{\prime} \in A C_{l o c}\right\}, \varphi^{2} \hbar^{\prime \prime} \in C(\jmath)\right\}$ and $\hbar^{\prime} \in A C_{\text {loc }}$ means that $\hbar$ is derivable and $\hbar^{\prime}$ is absolutely continuous on every closed interval $[a, b] \subset(0,1)$. By ([21],Theorem 1.3.1) we can say that $\exists M>0$, such that

$$
\begin{equation*}
\tilde{K}_{2, \varphi(x)}(\mathcal{S}, \delta) \leq M \omega_{2}^{\varphi}(\mathcal{S}, \sqrt{\delta}) . \tag{12}
\end{equation*}
$$

The first order Ditzian-Totik modulus is defined as

$$
\overrightarrow{\omega_{\psi}}(\mathcal{S}, \delta)=\sup _{0<h \leq \delta \delta \pm \frac{h}{2} \psi(x) \in \rho} \sup _{x}\left|\mathcal{S}\left(x+\frac{h}{2} \psi(x)\right)-\mathcal{S}\left(x-\frac{h}{2} \psi(x)\right)\right|
$$

where $\psi: \jmath \rightarrow \mathbb{R}$ is an admissible step-weight function.
Now we state our next main theorem.
Theorem 7. Let $\mathcal{S} \in C(\jmath)$ and $0 \leq \theta \leq 1$. Then, for $x \in \jmath$,

$$
\left\|U_{m, \rho_{1}, \rho_{2}}^{(\theta)} \mathcal{S}-\mathcal{S}\right\| \leq M \omega_{2}^{\varphi}\left(\mathcal{S},(m+2)^{-1 / 2}\right)+\overrightarrow{\omega_{\psi}}\left(\mathcal{S},(m+2)^{-1}\right)+\omega\left(\mathcal{S} ;(m+2)^{-1}\right)
$$

where $\varphi^{2}(x)=x(1-x)$ and $\psi(x)=\left\{\begin{array}{ll}1-2 x & x \in[0,1 / 2] \\ 2 x-1 & x \in[1 / 2,1]\end{array}\right.$.
Proof. The auxiliary operators is considered as

$$
\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)=U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)+\mathcal{S}(x)-\mathcal{S}\left(\frac{m x+1}{m+2}\right)
$$

Let $\hbar \in W^{2}(\varphi)$ then by expanding $\hbar$ using Taylor's theorem and as given in the proof of Theorem 6 , we get

$$
\begin{equation*}
\left|\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\hbar ; x)-\hbar(x)\right| \leq U_{m, p_{1}, \rho_{2}}^{(\theta)}\left(\left|\int_{x}^{t}\right| t-u| | \hbar^{\prime \prime}(u)|d u|, x\right)+\int_{x}^{\frac{m x+1}{(m+2)}}\left|\frac{m x+1}{m+2}-u\right|\left|\hbar^{\prime \prime}(u)\right| d u \tag{13}
\end{equation*}
$$

Setting $u=\beta x+(1-\beta) t, \beta \in \jmath$, and also applying the concavity of $\delta_{m, \rho_{1}, \rho_{2}}^{(\theta)}$, we have

$$
\begin{equation*}
\frac{|t-u|}{\delta_{m, p_{1}, \rho_{2}}^{(\theta)}(u)}=\frac{\beta|t-x|}{\delta_{m, \rho_{1}, p_{2}}^{(\theta)}(\beta x+(1-\beta) t)} \leq \frac{\beta|t-x|}{\delta_{m, p_{1}, \rho_{2}}^{(\theta)}(x) \beta+\delta_{m, p_{1}, \rho_{2}}^{(\theta)}(t)(1-\beta)} \leq \frac{|t-x|}{\delta_{m, p_{1}, \rho_{2}}^{(\theta)}(x)} \tag{14}
\end{equation*}
$$

Thus, using (14) in the inequality (13)

$$
\begin{align*}
\left|\bar{U}_{m, p_{1}, \rho_{2}}^{(\theta)}(\hbar ; x)-\hbar(x)\right| & \leq U_{m, \rho_{1}, p_{2}}^{(\theta)}\left(\left|\int_{x}^{t} \frac{|t-u|}{\delta_{m, \rho_{1}, \rho_{2}}^{(\theta)}(u)} d u\right|, x\right)\left\|\delta_{m, p_{1}, \rho_{2}}^{(\theta)} \hbar^{\prime \prime}\right\|+\left(\int_{x}^{\frac{m x+1}{(x+2)}} \frac{\left|\frac{m x+1}{m+2}-u\right|}{\delta_{m, p_{1}, \rho_{2}}^{(\theta)}(u)} d u\right)\left\|\delta_{m, \rho_{1}, \rho_{2}}^{(\theta)} \hbar^{\prime \prime}\right\| . \\
& \leq \frac{1}{\delta_{m, p_{1}, p_{2}}^{(\theta)}(x)}\left\|\delta_{m, \rho_{1}, \rho_{2}}^{(\theta)} \hbar^{\prime \prime}\right\|\left[U_{m, p_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{2} ; x\right)+\left(\frac{1-2 x}{m+2}\right)^{2}\right] \tag{15}
\end{align*}
$$

Now, using the inequality (9), we get

$$
\begin{aligned}
\left|\bar{U}_{m, p_{1}, p_{2}}^{(\theta)}(\hbar ; x)-\hbar(x)\right| & \leq \frac{3}{(m+2)}\left\|\delta_{m, p_{1}, \rho_{2}}^{(\theta)} \hbar^{\prime \prime}\right\| \\
& \leq \frac{3}{(m+2)}\left(\left\|\varphi^{2} \hbar^{\prime \prime}\right\|+\frac{1}{(m+2)}\left\|\hbar^{\prime \prime}\right\|\right)
\end{aligned}
$$

Applying (11) and (15), we have for $\mathcal{S} \in C(\jmath)$,

$$
\begin{aligned}
\left|U_{m, \rho_{1}, p_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| & \leq\left|\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S}-\hbar, x)\right|+\left|\bar{U}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\hbar ; x)-\hbar(x)\right|+|\hbar(x)-\mathcal{S}(x)| \\
& +\left|\mathcal{S}\left(\frac{m x+1}{m+2}\right)-\mathcal{S}(x)\right| \\
& \leq 4| | \mathcal{S}-\hbar| |+\frac{3}{(m+2)}| | \varphi^{2} \hbar^{\prime \prime}| |+\frac{3}{(m+2)^{2}}| | \hbar^{\prime \prime}| |+\left|\mathcal{S}\left(\frac{m x+1}{m+2}\right)-\mathcal{S}(x)\right|
\end{aligned}
$$

For all $\hbar \in W^{2}(\varphi)$ using the property of infimum on the right hand side, we have

$$
\begin{equation*}
\left|U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| \leq 4 \tilde{K}_{2, \varphi}\left(\mathcal{S}, \frac{1}{m+2}\right)+\left|\mathcal{S}\left(\frac{m x+1}{m+2}\right)-\mathcal{S}(x)\right| \tag{16}
\end{equation*}
$$

Also,

$$
\begin{align*}
\left|\mathcal{S}\left(\frac{m x+1}{m+2}\right)-\mathcal{S}(x)\right| & =\left|\mathcal{S}\left(x+\frac{1-2 x}{m+2}\right)-\mathcal{S}(x)\right| \\
& \leq\left|\mathcal{S}\left(x+\frac{(1-2 x)}{m+2}\right)-\mathcal{S}\left(x-\frac{(1-2 x)}{m+2}\right)\right|+\left|\mathcal{S}\left(x-\frac{(1-2 x)}{m+2}\right)-\mathcal{S}(x)\right| \\
& \leq \overrightarrow{\omega_{\psi}}\left(\mathcal{S}(m+2)^{-1}\right)+\omega\left(\mathcal{S} ;(m+2)^{-1}\right) \tag{17}
\end{align*}
$$

Hence, combining (12), (16) and (17), the desired relation is immediate.

## 6. Rate of Approximation

In this section, we study the rate of convergence of functions with derivatives of bounded variation.

The class of all absolutely continuous functions $\mathcal{S}$ is denoted by $\operatorname{DB} V_{(\jmath)}$, defined and having a derivative $\mathcal{S}^{\prime}$ on $\jmath$, analogous to a bounded variation function on $\jmath$.

The representation of functions $\mathcal{S} \in D B V_{(j)}$ is

$$
\mathcal{S}(x)=\int_{0}^{x} \hbar(t) d t+\mathcal{S}(0)
$$

where $\hbar$ is a bounded variation function on $J$.
The operators $U_{m, p_{1}, p_{2}}^{(\theta)}(\mathcal{S} ; x)$ also admit the integral representation

$$
\begin{equation*}
U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)=\int_{0}^{1} \mathcal{N}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x, t) \mathcal{S}(t) d t \tag{18}
\end{equation*}
$$

where the kernel $\mathcal{N}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x, t)$ is given by

$$
\mathcal{N}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x, t)=(m+1) \sum_{\mu=0}^{m-\rho_{1} \rho_{2}} p_{m-\rho_{1} \rho_{2}, \mu}^{(\theta)}(x) \sum_{s=0}^{\rho_{2}} p_{\rho_{2}, s}^{(\theta)}(x) p_{m, \mu+s \rho_{1}}(t)
$$

Lemma 5. For a fixed $x \in(0,1)$ and sufficiently large $m$, we have
(i) $\lambda_{m, p_{1}, \rho_{2}}^{(\theta)}(x, y)=\int_{0}^{y} \mathcal{N}_{m, p_{1}, \rho_{2}}^{(\theta)}(x, t) d t \leq \frac{\mathcal{W}_{\rho_{1}, \rho_{2}}^{(\theta)}}{(m+2)} \frac{x(1-x)}{(x-y)^{2}}, 0 \leq y<x$,
(ii) $1-\lambda_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x, z)=\int_{z}^{1} \mathcal{N}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x, t) d t \leq \frac{\mathcal{W}_{\rho_{1}, \rho_{2}}^{(\theta)}}{(m+2)} \frac{x(1-x)}{(z-x)^{2}}, x<z<1$,
where $\mathcal{W}_{\rho_{1}, \rho_{2}}^{(\theta)}$ is given in Lemma 3.
Proof. (i) From Lemma 3, we get

$$
\begin{aligned}
\lambda_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x, y) & =\int_{0}^{y} \mathcal{N}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x, t) d t \leq \int_{0}^{y}\left(\frac{x-t}{x-y}\right)^{2} \mathcal{N}_{m, \rho_{1}, \rho_{2}}^{(\theta)}(x, t) d t \\
& =U_{m, \rho_{1}, \rho_{2}}^{(\theta)}\left((t-x)^{2} ; x\right)(x-y)^{-2} \leq \frac{\mathcal{W}_{\rho_{1}, \rho_{2}}^{(\theta)}}{(m+2)} \frac{x(1-x)}{(x-y)^{2}}
\end{aligned}
$$

The (ii) can be proved in the same way hence the details are skipped.

Theorem 8. Suppose that $\mathcal{S} \in D B V(j)$. Then for every $x \in(0,1)$ and sufficiently large $m$, we have

$$
\begin{aligned}
\left|U_{m, \rho_{1}, \rho_{2}}^{(\theta)}(\mathcal{S} ; x)-\mathcal{S}(x)\right| \leq & \frac{(1-2 x)}{(m+2)} \frac{\left|\mathcal{S}^{\prime}(x+)+\mathcal{S}^{\prime}(x-)\right|}{2}+\sqrt{\frac{\mathcal{W}_{\rho_{1}, \rho_{2}}^{(\theta)} x(1-x)}{(m+2)}} \frac{\left|\mathcal{S}^{\prime}(x+)-\mathcal{S}^{\prime}(x-)\right|}{2} \\
& +\frac{\mathcal{W}_{\rho_{1}, \rho_{2}}^{(\theta)}(1-x)}{(m+2)} \sum_{s=1}^{[\sqrt{m}]} \bigvee_{x-(x / s)}^{x}\left(\mathcal{S}_{x}^{\prime}\right)+\frac{x}{\sqrt{m}} \bigvee_{x-(x / \sqrt{m})}^{x}\left(\mathcal{S}_{x}^{\prime}\right) \\
& +\frac{\mathcal{W}_{\rho_{1}, \rho_{2}}^{(\theta)} x}{(m+2)} \sum_{s=1}^{[\sqrt{m}]} V_{x}^{x+((1-x) / s)}\left(\mathcal{S}_{x}^{\prime}\right)+\frac{(1-x)}{\sqrt{m}} V_{x}^{x+((1-x) / \sqrt{m})} \bigvee_{x}\left(\mathcal{S}_{x}^{\prime}\right),
\end{aligned}
$$

where $\bigvee_{c}^{d}\left(\mathcal{S}_{x}^{\prime}\right)$ denotes the total variation of $\mathcal{S}_{x}^{\prime}$ on $[c, d]$ and $\mathcal{S}_{x}^{\prime}$ is defined by

$$
\mathcal{S}_{x}^{\prime}(t)=\left\{\begin{array}{cc}
\mathcal{S}^{\prime}(t)-\mathcal{S}^{\prime}(x-), & 0 \leq t<x  \tag{19}\\
0, & t=x \\
\mathcal{S}^{\prime}(t)-\mathcal{S}^{\prime}(x+) & x<t<1
\end{array}\right.
$$

Proof. This theorem can be proved in the same way as in ([4], Theorem 7). Hence, the proof of this theorem is skipped.

## 7. Numerical Examples

In the following examples, we demonstrate the theoretical results by graphs.
Example 1. Let $m=10, \rho_{1}=\rho_{2}=1$ and $\theta=0.5,0.6,0.7,0.8,1.0$. The convergence of the operators $U_{10,1,1}^{(0.5)}(\mathcal{S} ; x), U_{10,1,1}^{(0.6)}(\mathcal{S} ; x), U_{10,1,1}^{(0.7)}(\mathcal{S} ; x), U_{10,1,1}^{(0.8)}(\mathcal{S} ; x)$ and $U_{10,1,1}^{(1.0)}(\mathcal{S} ; x)$ to the function $\mathcal{S}(x)=x^{2} e^{\frac{x^{3}}{x+5}}$ is illustrated in Figure 1.


Figure 1. Approximation Process.
Example 2. Let $m=50, \rho_{1}=\rho_{2}=1$ and $\theta=0.5,0.6,0.7,0.8,1.0$. The convergence of the operators $U_{50,1,1}^{(0.5)}(\mathcal{S} ; x), U_{50,1,1}^{(0.6)}(\mathcal{S} ; x), U_{50,1,1}^{(0.7)}(\mathcal{S} ; x), U_{50,1,1}^{(0.8)}(\mathcal{S} ; x)$ and $U_{50,1,1}^{(1.0)}(\mathcal{S} ; x)$ to the function $\mathcal{S}(x)=x^{3} e^{\frac{x^{2}}{x+10}}$ is illustrated in Figure 2.


Figure 2. Approximation Process.

## 8. Conclusions

We have introduced generalized Bernstein-Durrmeyer type operators depending on non-negative integers. We developed many approximation properties such as local and global approximation, the rate of approximation for the Lipschitz type space, Voronovskaja type asymptotic formula and the rate of convergence of functions with derivatives of bounded variation. The constructed operators have better flexibility and rate of convergence which are depending on the selection of the $\rho_{1}, \rho_{2}$ and $\theta$. Graphical representations of our operators for different selections of $\rho_{1}, \rho_{2}$ and $\theta$ are also given.
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#### Abstract

In this article, a collocation method using radial polynomials (RPs) based on the multiquadric (MQ) radial basis function (RBF) for solving partial differential equations (PDEs) is proposed. The new global RPs include only even order radial terms formulated from the binomial series using the Taylor series expansion of the MQ RBF. Similar to the MQ RBF, the RPs is infinitely smooth and differentiable. The proposed RPs may be regarded as the equivalent expression of the MQ RBF in series form in which no any extra shape parameter is required. Accordingly, the challenging task for finding the optimal shape parameter in the Kansa method is avoided. Several numerical implementations, including problems in two and three dimensions, are conducted to demonstrate the accuracy and robustness of the proposed method. The results depict that the method may find solutions with high accuracy, while the radial polynomial terms is greater than 6 . Finally, our method may obtain more accurate results than the Kansa method.
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## 1. Introduction

Recently, the meshless approach has raised extensive attention due to its computational efficiency as well as simple collocation scheme. Many varieties of the radial basis functions (RBFs) have been developed for dealing with partial differential equations (PDEs) [1-3]. Most popular RBFs, such as the Gaussian [4-6], multiquadric (MQ) [7,8], and inverse multiquadric (IMQ) [9-11], require the shape parameter. Among them, the Kansa method [12] is recognized as one of the most popular domain-type meshfree approaches for solving PDEs. The MQ RBF adopted by the Kansa method becomes the well-known RBF, which has been successfully adopted for solving numerous engineering problems $[13,14]$. Despite the success of the Kansa method, limitations regarding to the accuracy affecting by the shape parameter still remain. The MQ RBF depends on the shape parameter that plays an important role for remaining the RBF as a smooth and non-singular function for solving PDEs. Attempts regarding for identifying proper value for the shape parameter of the MQ RBF have been widely studied, such as the LOOCV optimization technique [15-17]. The question of finding the optimal shape parameter in the MQ RBF, however, is still very challenging.

In this study, we propose radial polynomials (RPs) rooted in the MQ RBF for solving PDEs. Formulated from the binomial series using the Taylor series expansion of the MQ RBF, the new global RPs include only even order radial terms. The proposed RPs may be regarded as the equivalent expression of the MQ RBF in series form. Not only are the RPs infinitely smooth and differentiable in nature, but the proposed RPs do not require any extra shape parameters. Therefore, the challenging task for finding the optimal shape parameter in the Kansa method is avoided. Several numerical implementations, including two- and three-dimensional problems, are conducted to verify the accuracy
and robustness of the proposed RPs. The structure of this article is organized as follows: In Section 2, formulation of the radial polynomial basis function is presented. To verify the proposed RPs, we conduct a convergence analysis in Section 3. Section 4 is devoted to present several numerical examples in two and three dimensions. The discussion of this paper is addressed in Section 5. Conclusions are given finally.

## 2. Formulation of the Radial Polynomials

Considering a region, $\Omega$, with the boundary, $\partial \Omega$, the governing equation for the three-dimensional PDE can be expressed as follows.

$$
\begin{gather*}
\Delta u(\mathbf{x})+D \frac{\partial u(\mathbf{x})}{\partial x}+E \frac{\partial u(\mathbf{x})}{\partial y}+F \frac{\partial u(\mathbf{x})}{\partial z}+G u(\mathbf{x})=H \text { in } \Omega  \tag{1}\\
u(\mathbf{x})=g(\mathbf{x}) \text { on } \partial \Omega^{D},  \tag{2}\\
\frac{\partial u(\mathbf{x})}{\partial n}=f(\mathbf{x}) \text { on } \partial \Omega^{N}, \tag{3}
\end{gather*}
$$

in which $\Delta$ represents Laplace operator, $\mathbf{x}=(x, y, z), u(\mathbf{x})$ is the unknown, $D, E, F, G$ and $H$ are given functions. $\Omega$ is a bounded domain with boundary $\partial \Omega^{D}$ and $\partial \Omega^{N} . \partial \Omega^{D}$ denotes boundary subjected to Dirichlet data, $\partial \Omega^{N}$ denotes boundary subjected to Neumann data, $g(\mathbf{x})$ and $f(\mathbf{x})$ represent given boundary data. The meshless method using the MQ RBF is often named the Kansa method, where the RBFs are directly implemented for the approximation of the solution of partial differential equations. We may express the unknown by the RBF as follows.

$$
\begin{equation*}
u(\mathbf{x})=\sum_{j=1}^{M_{c}} \lambda_{j} \varphi\left(r_{j}\right) \tag{4}
\end{equation*}
$$

where $r_{j}$ is the radial distance, $r_{j}=\left|\mathbf{x}-\mathbf{s}_{j}\right|, \varphi\left(r_{j}\right)$ represents the RBF which is the distance of $\mathbf{x}$ and $\mathbf{s}_{j}$, $\mathbf{s}_{j}$ is the center, $\mathbf{x}$ denotes an arbitrary point inside the domain, $\lambda_{j}$ is the coefficient to be solved and $M_{c}$ is the number of the center points. The MQ RBF may be expressed as follows.

$$
\begin{equation*}
\varphi\left(r_{j}\right)=\sqrt{r_{j}^{2}+c^{2}} \tag{5}
\end{equation*}
$$

With the introduction of the shape parameter, the MQ RBF becomes a smooth and non-singular function. Because the Kansa method is a domain-type method, it has to discretize the governing equation inside the domain using the MQ RBF. We may insert the above equation into Equation (1). After obtaining the MQ RBF derivatives, we may obtain the following equation in two-dimensions.

$$
\begin{equation*}
\sum_{j=1}^{M_{c}} \lambda_{j} \frac{r_{j}^{2}+2 c^{2}}{\left(r_{j}^{2}+c^{2}\right)^{1.5}}+\sum_{j=1}^{M_{c}} \lambda_{j} \frac{D\left(x-x_{j}\right)+E\left(y-y_{j}\right)}{\left(r_{j}^{2}+c^{2}\right)^{0.5}}+G \sum_{j=1}^{M_{c}} \lambda_{j}\left(r_{j}^{2}+c^{2}\right)^{0.5}=H \text { in } \Omega \tag{6}
\end{equation*}
$$

The above equation demonstrates that the derivatives of the MQ basis function may become singular at the center point $\left(r_{j}=0\right)$ if the shape parameter is zero. It is obvious that the MQ RBF is infinitely differentiable depending on the shape parameter. To avoid the singularity, the shape parameter must not be equal to zero. In this study, we propose RPs based on the MQ RBF without the shape parameter. For the mathematical formulation of the RPs, we may start from the MQ RBF. Equation (5) can be rewritten as follows.

$$
\begin{equation*}
\varphi\left(r_{j}\right)=c \sqrt{\left(r_{j} / c\right)^{2}+1} \tag{7}
\end{equation*}
$$

Using the binomial series from the Taylor series of Equation (7), we have

$$
\begin{equation*}
c \sqrt{\left(r_{j} / c\right)^{2}+1}=c \sum_{k=0}^{\infty}\binom{\alpha}{k}\left(\left(r_{j} / c\right)^{2}\right)^{k} \tag{8}
\end{equation*}
$$

where $\binom{\alpha}{k}:=\frac{\alpha(\alpha-1)(\alpha-2) \cdots(\alpha-k+1)}{k!}$ and $\alpha=1 / 2$.
Using the finite terms, $M_{n}$, to approximate the solution, we may express the MQ RBF in series form as follows.

$$
\begin{equation*}
\varphi\left(r_{j}\right)=c \sum_{k=0}^{M_{n}}\binom{0.5}{k}\left(\frac{1}{c}\right)^{2 k} r_{j}^{2 k} \tag{9}
\end{equation*}
$$

where $M_{n}$ is the order of the radial polynomials. In this study, we propose a novel meshless method to approximate the solution in terms of the RPs as follows.

$$
\begin{equation*}
u(\mathbf{x})=\sum_{j=1}^{M_{c}} a_{j} \varphi\left(r_{j}\right) \tag{10}
\end{equation*}
$$

where $M_{c}$ represents the center point number. The above equation proves that the MQ RBF can be expressed as a radial polynomial with only even order terms. Equation (8) can be regarded as the equivalent series form of the MQ RBF. Inserting Equation (8) into Equation (10), we have

$$
\begin{equation*}
u(\mathbf{x}) \approx \sum_{j=1}^{M_{c}} a_{j} c \sum_{k=0}^{M_{n}}\binom{0.5}{k}\left(\frac{1}{c}\right)^{2 k} r_{j}^{2 k} \tag{11}
\end{equation*}
$$

Combining the constants in the above equation, we obtain

$$
\begin{equation*}
u(\mathbf{x}) \approx \sum_{j=1}^{M_{c}} \sum_{k=0}^{M_{n}} b_{j, k} r_{j}^{2 k} \tag{12}
\end{equation*}
$$

in which $b_{j, k}$ are the coefficients to be solved. Using Equation (12) for the discretization of Equation (1), we may obtain the following equation:

$$
\begin{equation*}
\sum_{j=1}^{M_{c}} \sum_{k=0}^{M_{n}} b_{j, k} L_{1 c} r_{j}^{2 k-2}+\sum_{j=1}^{M_{c}} \sum_{k=0}^{M_{n}} b_{j, k} 2 k L_{2 c} r_{j}^{2 k-2}+G \sum_{j=1}^{M_{c}} \sum_{k=0}^{M_{n}} b_{j, k} r_{j}^{2 k}=H \text { in } \Omega, \tag{13}
\end{equation*}
$$

where $L_{1 c}=4 k^{2}, L_{2 c}=\left(D\left(x-x_{j}\right)+E\left(y-y_{j}\right)\right)$ and $L_{1 c}=4 k^{2}+2 k, L_{2 c}=\left(D\left(x-x_{j}\right)+E\left(y-y_{j}\right)+F(z-\right.$ $\left.z_{j}\right)$ ) are in two and three dimensions, respectively. To determine the unknown coefficients, we apply the approximate solution with the boundary data at collocation points to satisfy the governing equation. We may get the system of simultaneous equations.

$$
\begin{equation*}
\mathbf{A b}=\mathbf{R} \tag{14}
\end{equation*}
$$

where $\mathbf{b}$ is the unknown coefficient with the size of $N \times 1$ to be evaluated, $\mathbf{R}$ is the known function with the size of $M \times 1, \mathbf{A}$ is an $M \times N$ matrix where $M=M_{i}+M_{b}$ and $N=M_{c} \times M_{n}$. The above equation can be written as follows:

$$
\left[\begin{array}{c}
\mathbf{A}_{\mathrm{I}}  \tag{15}\\
\mathbf{A}_{\mathrm{B}}
\end{array}\right][\mathbf{b}]=\left[\begin{array}{l}
\mathbf{R}_{\mathrm{I}} \\
\mathbf{R}_{\mathrm{B}}
\end{array}\right] .
$$

In the preceding equations, $\mathbf{A}_{\mathrm{I}}$ represents the $M_{i} \times N$ submatrix from the inner collocation points, $\mathbf{A}_{\mathrm{B}}$ represents the $M_{b} \times N$ submatrix from the boundary collocation points, $\mathbf{R}_{\mathrm{I}}$ is the vector of function
values at the inner points which is a $M_{i} \times 1$ vector, $\mathbf{R}_{\mathrm{B}}$ is the data at the boundary points which is an $M_{b} \times 1$ vector, $M_{b}$ is the boundary point number, $M_{i}$ is the inner point number. The root mean square error (RMSE) is adopted to evaluate the accuracy which is defined by

$$
\begin{equation*}
\text { Root mean square error }=\sqrt{\frac{1}{M_{m}} \sum_{i=1}^{M_{m}}\left(\hat{u}\left(x_{i}\right)-u\left(x_{i}\right)\right)^{2}}, \tag{16}
\end{equation*}
$$

in which $M_{m}$ represents the number of the measuring points with uniform distribution; $u\left(x_{i}\right)$ and $\hat{u}\left(x_{i}\right)$ are the exact and approximate solutions at the $i^{\text {th }}$ collocation point, respectively.

## 3. Accuracy and Convergence Analysis

We first investigate a Laplacian problem in two dimensions enclosed by an irregular domain. The governing equation is

$$
\begin{equation*}
\Delta u(\mathbf{x})=0,(\mathbf{x}) \in \Omega . \tag{17}
\end{equation*}
$$

The star-like object boundary in two dimensions can be expressed in the following form:

$$
\begin{equation*}
\partial \Omega=\left\{(x, y) \mid x=\rho(\theta) \cos \theta, y=\rho(\theta) \sin \theta, \rho(\theta)=\sec (3 \theta)^{\sin (6 \theta)}, 0 \leq \theta \leq 2 \pi\right\} . \tag{18}
\end{equation*}
$$

The exact solution of Equation (17) is designated as

$$
\begin{equation*}
u(\mathbf{x})=e^{x} \cos (y)+e^{y} \sin (\mathbf{x}) \tag{19}
\end{equation*}
$$

To verify the accuracy and convergence, we conduct a series of testing cases for the radial polynomial terms in which all cases adopt the same configurations of the boundary, center and inner points as shown in Figure 1. In the analysis, $M_{b}, M_{i}$ and $M_{c}$ are 1208, 151, and 151, respectively. The number of the RPs terms, $M_{n}$, needs to be given for the proposed method. As shown in Figure 2, for the RPs, it is found that the RMSE decreases with the increase in the number of RPs terms in which solutions with high accuracy may be found with the radial polynomial terms from 6 to 12 .


Figure 1. Layout of the collocation points.


Figure 2. The convergence analysis for the Kansa method and the RPs.
On the other hand, other testing cases using the Kansa method for considering different shape parameters are conducted. Figure 2 shows different shape parameters versus the RMSE. The optimal shape parameter is found within a narrow range of 0.5 to 1 . We may also observe that the shape parameter is very sensitive to the accuracy in the Kansa method, such that attempts regarding for identifying proper values for the shape parameter of the Kansa method may be important. It is apparent that the minimums of the RMSE for the Kansa method and the RPs are in the order of $10^{-9}$ and $10^{-12}$, respectively.

In addition, to investigate the accuracy, another convergence analysis for investigating the boundary and inner point number is carried out. Table 1 shows the comparison of this study with the Kansa method. We find that very high accurate results may be obtained using the proposed RPs.

Table 1. Results comparison between this study and the Kansa method with the optimal shape parameter.

|  |  |  | RMSE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |

## 4. Numerical Examples

To investigate the applicability of the proposed RPs, four numerical examples are conducted, in which Sections 4.1 and 4.2 are steady-state linear two-dimensional PDEs, Section 4.3 is the three-dimensional modified Helmholtz equation, and Section 4.4 is the three-dimensional Poisson equation.

### 4.1. A Two-Dimensional Ameoba-Shaped Problem

We first consider the following two-dimensional PDEs.

$$
\begin{equation*}
\Delta u(\mathbf{x})+D \frac{\partial u(\mathbf{x})}{\partial x}+E \frac{\partial u(\mathbf{x})}{\partial y}+F \frac{\partial u(\mathbf{x})}{\partial z}+G u(\mathbf{x})=H, \mathbf{x} \in \Omega \tag{20}
\end{equation*}
$$

where $D=y \cos (x), E=-\sin h(x), F=0, G=x^{2}+y^{2}$. The function, $H$, can be directly derived from the exact solution as follows:

$$
\begin{align*}
& H=\left(-\pi^{2}+1\right)[\sin (\pi x) \cosh (y)]+\left(\pi^{2}-1\right)[\cos (\pi x) \sinh (y)] \\
& +(\pi y \cos (x)-\sinh (x))[\sin (\pi x) \sinh (y)]+(\pi y \cos (x)+\sinh (x))[\cos (\pi x) \cosh (y)]  \tag{21}\\
& +\left(x^{2}+y^{2}\right)[\sin (\pi x) \cosh (y)-\cos (\pi x) \sinh (y)]
\end{align*}
$$

The amoeba-like object boundary in two dimensions is defined as

$$
\begin{equation*}
\partial \Omega=\left\{(x, y) \mid x=\rho(\theta) \cos \theta, y=\rho(\theta) \sin \theta, \rho(\theta)=e^{(\sin \theta \sin \theta s)^{2}}+e^{(\cos \theta \cos \theta c)^{2}}, 0 \leq \theta \leq 2 \pi\right\} \tag{22}
\end{equation*}
$$

Both Dirichlet and Neumann boundary conditions are considered as follows:

$$
\begin{gather*}
u(\mathbf{x})=\sin (\pi x) \cosh (y)-\cos (\pi x) \sinh (y),(x, y) \in \partial \Omega^{D}  \tag{23}\\
\frac{\partial u(\mathbf{x})}{\partial n}=[\nabla(\sin (\pi x) \cosh (y)-\cos (\pi x) \sinh (y))] \cdot \vec{n},(x, y) \in \partial \Omega^{N} \tag{24}
\end{gather*}
$$

In this example, the Kansa method and the proposed RPs are examined. Figure 3 depicts the configuration of the collocation points. The over-specified Dirichlet as well as Neumann boundary data are imposed on the whole boundary. In the analysis, $M_{b}, M_{i}$ and $M_{c}$ are 1750, 500 and 500, respectively. The analysis of convergence for the RPs terms is conducted, as shown in Figure 4. According to Figure 4, it is found that highly accurate solutions may be solved with the radial polynomial terms from 7 to 12 . Consequently, the terms of the RPs are set to 9 . The result comparison for the Kansa method and the proposed RPs is shown in Table 2. Table 2 demonstrates that highly accurate results are obtained in which the RMSE of the proposed method is within the order of $10^{-8}$. On the other hand, the minimum RMSE for the Kansa method with the optimal shape parameter can only reach to the order of $10^{-4}$. Figure 4 demonstrates results of the convergence analysis in which it is found that solutions with high accuracy may be obtained with the radial polynomial terms from 6 to 11. Moreover, it is clear that the number of terms is not very sensitive to the result. Figure 5 depicts the numerical solution is identical to the exact solution.


Figure 3. Layout of the collocation points.


Figure 4. The terms of the RPs versus the RMSE.
Table 2. The RMSE of the RPs and the Kansa method.

| $\boldsymbol{M}_{\boldsymbol{b}}$ | $\boldsymbol{M}_{\boldsymbol{i}}$ | $\boldsymbol{M}_{\boldsymbol{c}}$ | RMSE |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | This Study | The Kansa Method (Optimal Shape Parameter) |
| 1050 | 300 | 300 | $7.65 \times 10^{-8}$ | $5.46 \times 10^{-4}(c=1.00)$ |
| 1400 | 400 | 400 | $8.89 \times 10^{-8}$ | $4.72 \times 10^{-4}(c=0.95)$ |
| 1750 | 500 | 500 | $6.77 \times 10^{-8}$ | $4.14 \times 10^{-4}(c=1.05)$ |
| 2100 | 600 | 600 | $6.26 \times 10^{-8}$ | $3.79 \times 10^{-4}(c=1.05)$ |
| 2450 | 700 | 700 | $5.80 \times 10^{-8}$ | $3.56 \times 10^{-4}(c=1.30)$ |
| 2800 | 800 | 800 | $5.41 \times 10^{-8}$ | $3.45 \times 10^{-4}(c=1.25)$ |



Figure 5. Result comparison between numerical and the analytical solutions.

### 4.2. A Two-Dimensional Star-Shaped Problem

The second example is a problem enclosed by a star-shaped boundary in two dimensions.

$$
\begin{equation*}
\Delta u(\mathbf{x})+D \frac{\partial u(\mathbf{x})}{\partial x}+E \frac{\partial u(\mathbf{x})}{\partial y}+F \frac{\partial u(\mathbf{x})}{\partial z}+G u(\mathbf{x})=H, \mathbf{x} \in \Omega \tag{25}
\end{equation*}
$$

where $D=y^{2} \sin (x), E=x e^{y}, F=0, G=\sin (x)+\cos (y)$. The function, $H$, can be directly derived from the exact solution as follows:

$$
\begin{align*}
& H=\left(-\pi^{2} y \sin (\pi x)-\pi^{2} x \cos (\pi y)\right)+\left(y^{2} \sin (x)\right)[\pi y \cos (\pi x)+\cos (\pi y)]  \tag{26}\\
& +\left(x e^{y}\right)[\sin (\pi x)-\pi x \sin (\pi y)]+(\sin (x)+\cos (y))[y \sin (\pi x)+x \cos (\pi y)]
\end{align*}
$$

The star-like object boundary in two dimensions is defined as

$$
\begin{equation*}
\partial \Omega=\left\{(x, y) \mid x=\rho(\theta) \cos \theta, y=\rho(\theta) \sin \theta, \rho(\theta)=1+(\cos 4 \theta)^{2}, 0 \leq \theta \leq 2 \pi\right\} \tag{27}
\end{equation*}
$$

The Dirichlet boundary conditions are considered as follows:

$$
\begin{equation*}
u(\mathbf{x})=y \sin (\pi x)+x \cos (\pi y),(x, y) \in \partial \Omega^{D} \tag{28}
\end{equation*}
$$

In this example, the Dirichlet data are applied on the whole boundary using Equation (28). In the analysis, $M_{b}, M_{i}$ and $M_{c}$ are 1800, 200 and 200, respectively. We conduct the convergence analysis for the RPs terms. Figure 6 displays the configuration of the boundary, inner and center collocation points. Figure 7 displays the terms of the RPs versus the RMSE in which we may find that solutions with high accuracy in the order of $10^{-8}$ may be found with the radial polynomial terms from 7 to 12 . Consequently, the terms of the RPs are set to 9 .


Figure 6. Layout of the collocation points.


Figure 7. The terms of the RPs versus the RMSE.
Figures 8 and 9 demonstrate the RMSE versus the boundary and inner point numbers, respectively We may find that promising solutions may be found while the boundary and inner point numbers are greater than 500 and 100, respectively. Figure 10 demonstrates the comparison of the analytical and the numerical solutions. It can be found that the results agree with the analytical solutions.


Figure 8. The convergence analysis for the boundary point number.


Figure 9. The convergence analysis for the inner point number.


Figure 10. Result comparison between numerical and the analytical solutions.

### 4.3. A Three-Dimensional Modified Helmholtz Problem

Consider a three-dimensional modified Helmholtz equation. The equation is written as follows.

$$
\begin{equation*}
\Delta u(\mathbf{x})+G u(\mathbf{x})=H, \mathbf{x} \in \Omega \tag{29}
\end{equation*}
$$

where $D=E=F=0, G=-\lambda^{2}, H=\left(1-\lambda^{2}\right)\left(e^{x}+e^{y}+e^{z}\right)+x y z, \lambda$ represents wave number and $\lambda=100$. The domain in three dimensions can be expressed in the following form.

$$
\begin{equation*}
\partial \Omega=\{(x, y, z) \mid x=\rho(\theta) \sin \theta \cos \varphi, y=\rho(\theta) \sin \theta \sin \varphi, z=\rho(\theta) \cos \varphi\}, \tag{30}
\end{equation*}
$$

where $\rho(\theta, \varphi)=1+1 / 8 \sin (10 \theta) \sin (9 \varphi), 0 \leq \theta \leq 2,0 \leq \varphi \leq \pi$. The Dirichlet boundary data are applied on $\partial \Omega$ using the following exact solution.

$$
\begin{equation*}
u(\mathbf{x})=e^{x}+e^{y}+e^{z}-x y z / \lambda^{2},(x, y) \in \partial \Omega^{D} \tag{31}
\end{equation*}
$$

In this example, the layout of the domain is depicted in Figure 11. The Dirichlet data are applied on the whole boundary using Equation (31). In the analysis, $M_{b}, M_{i}$ and $M_{c}$ are 7569, 800 and 800, respectively. Figure 12 demonstrates solutions with high accuracy in the order of $10^{-8}$ may be found with the radial polynomial terms from 8 to 11 . Consequently, the terms of the RPs are set to 9 . The result comparison for the Kansa method and the proposed RPs is shown in Table 3. Table 3 demonstrates that highly accurate results are obtained in which the RMSE is within the order of $10^{-11}$. On the other hand, the best RMSE for the Kansa method with the optimal shape parameter can only reach to the order of $10^{-7}$.


Figure 11. Layout of the three-dimensional modified Helmholtz equation.


Figure 12. The terms of the RPs versus the RMSE.
Table 3. The RMSE of the RPs and the Kansa method.

| $\boldsymbol{M}_{\boldsymbol{b}}$ | $\boldsymbol{M}_{\boldsymbol{i}}$ | $\boldsymbol{M}_{\boldsymbol{c}}$ | RMSE |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | This Study | The Kansa Method (Optimal Shape Parameter) |
| 6724 | 700 | 700 | $4.28 \times 10^{-11}$ | $1.10 \times 10^{-6}(c=1.30)$ |
| 7569 | 800 | 800 | $2.32 \times 10^{-11}$ | $8.48 \times 10^{-7}(c=1.30)$ |
| 8100 | 900 | 900 | $4.40 \times 10^{-11}$ | $1.01 \times 10^{-6}(c=1.90)$ |
| 9025 | 1000 | 1000 | $5.99 \times 10^{-11}$ | $1.08 \times 10^{-6}(c=1.10)$ |
| 10,000 | 1100 | 1100 | $5.03 \times 10^{-11}$ | $7.88 \times 10^{-7}(c=1.30)$ |

### 4.4. A Three-Dimensional Poisson Problem

The last example under consideration is a three-dimensional Poisson equation enclosed by an irregular domain. The governing equation is expressed as follows.

$$
\begin{equation*}
\Delta u(\mathbf{x})=H, \mathbf{x} \in \Omega, \tag{32}
\end{equation*}
$$

where $D=E=F=G=0$ and $H=-\sin x-\cos y-\sin z$. The domain in three dimensions can be expressed in the following parametric equation.

$$
\begin{equation*}
\partial \Omega=\{(x, y, z) \mid x=\rho(\theta) \cos \theta, y=\rho(\theta) \sin \theta \sin \varphi, z=\rho(\theta) \sin \theta \cos \varphi\}, \tag{33}
\end{equation*}
$$

where $\rho(\theta)=\left[\cos (3 \theta)+\sqrt{8-\sin ^{2}(3 \theta)}\right]^{1 / 3}$. The Dirichlet boundary data are assigned on $\partial \Omega^{D}$ using the following exact solution.

$$
\begin{equation*}
u(\mathbf{x})=\sin (x)+\cos (y)+\sin (z),(x, y) \in \partial \Omega^{D} \tag{34}
\end{equation*}
$$

The layout of the domain is depicted in Figure 13. The Dirichlet boundary conditions are given on the irregular domain in three dimensions using Equation (34). In the analysis, $M_{b}, M_{i}$ and $M_{c}$ are 7357, 756 and 756, respectively. Figure 14 shows the RMSE versus the terms of the RPs. It is apparent that the promising numerical solution in the order of $10^{-8}$ may be obtained while the $M_{n}$ is greater than 6 . Consequently, the terms of the RPs is set to 9. Additionally, several cases for evaluating the number of the collocation points to the accuracy are conducted in Table 4. According to Table 4, it depicts that the accuracy can reach up to the order of $10^{-10}$.

Table 4. The RMSE of the RPs.

| $\boldsymbol{M}_{\boldsymbol{b}}$ | $\boldsymbol{M}_{\boldsymbol{i}}$ | $\boldsymbol{M}_{\boldsymbol{c}}$ | RMSE |
| :---: | :---: | :---: | :---: |
|  |  |  | This Study |
| 5706 | 630 | 630 | $1.75 \times 10^{-10}$ |
| 7357 | 756 | 756 | $1.82 \times 10^{-10}$ |
| 9208 | 882 | 882 | $1.87 \times 10^{-10}$ |
| 11,259 | 1008 | 1008 | $1.92 \times 10^{-10}$ |
| 13,510 | 1134 | 1134 | $1.94 \times 10^{-10}$ |



Figure 13. Layout of the three-dimensional Poisson equation.


Figure 14. The terms of the RPs versus the RMSE.

## 5. Discussion

This study presents a collocation method using RPs which is regarded as the equivalent expression of the MQ RBF in series form for PDEs. The conception of the new global RPs includes only even order radial terms formulated from the binomial series using the Taylor series expansion of the MQ RBF. The discussions for this study are as follows.

The MQ RBF adopted by the Kansa method becomes one of the most successful RBFs for solving numerous problems. With the introduction of the shape parameter, the MQ RBF becomes a smooth and non-singular function. Even though the MQ RBF and its derivatives are smooth and global infinitely differentiable, the discretization of the governing equation may become singular while $c=0$ at $r_{j}=0$. It is obvious the shape parameter plays a role for shifting from the singularity while the center point is coincided with the inner point. However, the near singular effects still remain. This may explain that the accuracy in the Kansa method is strongly affected by the shape parameter.

To deal with the issue, we adopt the RPs as the basis function in which the proposed RPs are the equivalent expression of the MQ RBF in series form. It is advantageous that the proposed RPs and their derivatives are infinitely smooth and differentiable in nature without using the shape parameter. Because RPs are a non-singular series function, there are no near singular or singular effects at all. Accordingly, the method may obtain more accurate solutions than the Kansa method in our numerical implementations. In addition, accurate results can be directly obtained without using the tedious procedure for finding the optimal shape parameter.

Even though the shape parameter is not required in the proposed method, the radial polynomial terms have to be decided in advance. From the numerical implementations, solutions with high accuracy in the order of $10^{-8}$ may be found with radial polynomial terms from 6 to 12 . The radial polynomial terms are selected to be 9 in our numerical examples. It demonstrates that the radial polynomial terms are considerably less significant to the accuracy than the shape parameter. In the numerical examples, it is found that satisfactory solutions could be obtained while the terms of the RPs are within the range of 6 to 12 .

## 6. Conclusions

A mathematical formulation of the RPs from the binomial series using the Taylor series expansion of the MQ RBF is presented. We prove that the proposed RPs are an equivalent expression of the MQ RBF in series form. Highly accurate results can be directly obtained without using the tedious procedure for finding the optimal shape parameter. Additionally, numerical comparisons reveal that the presented RPs could obtain better accurate solutions than those of the MQ RBF, even with the optimal shape parameter for solving multi-dimensional PDEs.
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#### Abstract

In the present paper we prove that under certain conditions the linear combination of two Euler polynomials with odd degrees $P_{n, m}(x)=E_{n}(x)+c E_{m}(x)$ is always indecomposable over $\mathbb{C}$, where $c$ denotes a rational number.
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## 1. Introduction

Let $\mathbb{K}$ be a field. If $f(x) \in \mathbb{K}[x]$ has degree at least 2 , we say that $f(x)$ is decomposable over the field $\mathbb{K}$ if we can write $f(x)=f_{1}\left(f_{2}(x)\right)$ for some nonlinear polynomial $f_{1}(x), f_{2}(x) \in \mathbb{K}[x]$. Otherwise, we say that $f(x)$ is indecomposable over $\mathbb{K}$. Two decompositions $f(x)=f_{1}\left(f_{2}(x)\right)$ and $f(x)=F_{1}\left(F_{2}(x)\right)$ are said to be equivalent over the field $\mathbb{K}$, written $f_{1} \circ f_{2} \sim_{\mathbb{K}} F_{1} \circ F_{2}$, if there exists a linear polynomial $l(x) \in \mathbb{K}[x]$ such that

$$
f_{1}(x)=F_{1}(l(x)) \text { and } F_{2}(x)=l\left(f_{2}(x)\right) .
$$

For a given $f(x) \in \mathbb{K}[x]$ with degree at least 2 , a complete decomposition of $f(x)$ over $\mathbb{K}$ is a decomposition $f=f_{1} \circ \cdots \circ f_{k}$, where the polynomials $f_{i} \in \mathbb{K}[x]$ are indecomposable over $\mathbb{K}$ for $i=1, \ldots, k$. A polynomial of degree greater than 1 always has a complete decomposition, but it does not need to be unique even up to equivalence.

Euler polynomials are defined by the following generating function

$$
\sum_{k=0}^{\infty} E_{k}(x) \frac{t^{k}}{k!}=\frac{2 e^{t x}}{\left(e^{t}+1\right)}
$$

These polynomials play a central role in various branches of mathematics; for example, in various approximation and expansion formulas in discrete mathematics and in number theory (see for instance [1,2]), in $p$-adic analyis (see [3], Chapter 2), in statistical physics as well as in semi-classical approximations to quantum probability distributions (see [4-7]).

There are several results connected to the decomposability of an infinite family of polynomials, see for instance [8-12]. Bilu, Brindza, Kirschenhofer, Pintér and Tichy [13] gave all the decompositions of Bernoulli polynomials. Kreso and Rakaczki [14] characterized the all possible decomposations of Euler polynomials with degree even, moreover they showed that every Euler polynomial with odd degree is
indecomposable. It is harder to obtain similar results for the sum of polynomials. Pintér and Rakaczki [15] describe the complete decomposition of linear combinations of the form

$$
R_{n}(x)=B_{n}(x)+c B_{n-2}(x)
$$

of Bernoulli polynomials, where $c$ is an arbitrary rational number. Later, Pintér and Rakaczki in [16] proved that for all odd $n>1$ integer and for all rational number $c$ the polynomials $E_{n}(x)+c E_{n-2}(x)$ are indecomposable.

The main purpose of this paper is to prove that under certain conditions a linear combination with rational coefficients of two Euler polynomials with odd degrees is always indecomposable. We have

Theorem 1. Let $P_{n, m}(x)=E_{n}(x)+c E_{m}(x)$, where $c=A / B$ is an arbitrary rational number, where $B \neq 2^{a}$, $a \in \mathbb{N} \cup\{0\}, n, m$ are odd integers with $n>m>n / 3$. Then the polynomials $P_{n, m}(x)$ are indecomposable over $\mathbb{C}$.

## 2. Auxiliary Results

In the first lemma we collect some well known properties of the Euler polynomials which will be used in the sequel, sometimes without particular reference.

Lemma 1. (a) $E_{n}(x)=(-1)^{n} E_{n}(1-x)$;
(b) $E_{n}(x+1)+E_{n}(x)=2 x^{n}$;
(c) $E_{n}^{\prime}(x)=n E_{n-1}(x)$;
(d) $E_{2 n-1}(1 / 2)=E_{2 n}(0)=E_{2 n}(1)=0$ for $n \in \mathbb{N}$;
(e) $E_{n}(x)=\sum_{k=0}^{n}\binom{n}{k} E_{k}(0) x^{n-k}$;

Proof. See [2].
The following result is a general theorem from the theory of decomposability.
Lemma 2 (Kreso and Rakaczki [14]). Let $F(x) \in \mathbb{K}[x]$ be a monic polynomial such that $\operatorname{deg} F$ is not divisible by the characteristic of the field $\mathbb{K}$. Then for every nontrivial decomposition $F=F_{1} \circ F_{2}$ over any field extension $\mathbb{L}$ of $\mathbb{K}$, there exists a decomposition $F=\tilde{F}_{1} \circ \tilde{F}_{2}$ such that the following conditions are satisfied

- $\tilde{F}_{1} \circ \tilde{F}_{2}$ and $F_{1} \circ F_{2}$ are equivalent over $\mathbb{L}$,
- $\tilde{F}_{1}(x)$ and $\tilde{F}_{2}(x)$ are monic polynomials with coefficients in $\mathbb{K}$,
- coeff $\left(x^{\operatorname{deg}} \tilde{F}_{1}-1, \tilde{F}_{1}(x)\right)=0$.

Moreover, such decomposition $\tilde{F}_{1} \circ \tilde{F}_{2}$ is unique.
Lemma 3. Let $h(x) \in \mathbb{Q}[x]$ with $\operatorname{deg} h(x) \geq 4$. If $h(x)$ is decomposable over $\mathbb{Q}$ then we can write the polynomial $h(x)$ in the form $h(x)=\frac{u}{v} f(g(x))$, where $u$ and $v \neq 0$ are relative prime integers, $f(x)$ and $g(x) \in \mathbb{Z}[x]$ are primitive polynomials. Moreover, if $h(x)$ is a monic polynomial, then $u=1$.

Proof. Suppose that $h(x)=F(G(x))$, where $F(x), G(x) \in \mathbb{Q}[x]$. Let

$$
\begin{aligned}
& F(x)=b_{k} x^{k}+b_{k-1} x^{k-1}+\cdots+b_{1} x+b_{0} \\
& G(x)=c_{t} x^{t}+c_{t-1} x^{t-1}+\cdots+c_{1} x+c_{0}
\end{aligned}
$$

Every polynomial with rational coefficients can be written uniquely as a product of a rational number and a primitive polynomial. Hence, we can assume that

$$
G(x)=\frac{c}{d} g(x), \text { where } g(x) \text { is a primitive polynomial, } c, d \neq 0 \in \mathbb{Z}
$$

and so

$$
F(G(x))=b_{k}\left(\frac{c}{d}\right)^{k} g(x)^{k}+b_{k-1}\left(\frac{c}{d}\right)^{k-1} g(x)^{k-1}+\cdots+b_{1} \frac{c}{d} g(x)+b_{0}
$$

The polynomial

$$
F_{1}(x)=b_{k}\left(\frac{c}{d}\right)^{k} x^{k}+b_{k-1}\left(\frac{c}{d}\right)^{k-1} x^{k-1}+\cdots+b_{1} \frac{c}{d} x+b_{0} \in \mathbb{Q}[x]
$$

can be written in the from $\frac{u}{v} f(x)$, where $f(x) \in \mathbb{Z}[x]$ is a primitive polynomial, $u>0, v \neq 0$ are relative prime integers. However, then we have

$$
\begin{equation*}
h(x)=F(G(x))=F_{1}(g(x))=\frac{u}{v} f(g(x)) \tag{1}
\end{equation*}
$$

If the polynomial $h(x)$ is monic, then comparing the leading coefficients in (1) one can deduce that $v=u f_{k} g_{t}^{k}$, where $f_{k}$ and $g_{t}$ denotes the leading coefficient of the polynomial $f(x)$ and $g(x)$, respectively. This means that $u$ divides $v$ that is $u=1$.

Let

$$
S^{+}=\{f(x) \in \mathbb{C}[x] \mid \quad f(x)=f(1-x)\}
$$

and

$$
S^{-}=\{f(x) \in \mathbb{C}[x] \mid \quad f(x)=-f(1-x)\}
$$

From these definitions it is easy to see that $S^{+}$and $S^{-}$are subspaces in the vector space $\mathbb{C}[x]$.
Lemma 4. Let $P(x) \in \mathbb{Q}[x]$ be a monic polynomial. Assume that $P(x) \in S^{-}$and $P(x)=f(g(x))$, where $f(x)$, $g(x) \in \mathbb{Q}[x]$ and $\operatorname{deg}(f(x)), \operatorname{deg}(g(x))>1$. Then we can assume that $f(x), g(x)$ are monic, $g(x) \in S^{-}$and $f(x)=-f(-x)$.

Proof. See [16].
The following Lemma is a simple combination of Lemmas 3 and 4.
Lemma 5. Let $P(x) \in \mathbb{Q}[x]$ be a monic polynomial. Assume that $P(x) \in S^{-}$and $P(x)=F(G(x))$, where $F(x)$, $G(x) \in \mathbb{Q}[x]$ and $\operatorname{deg}(F(x))>1, \operatorname{deg}(G(x))>1$. Then we can assume that $P(x)=\frac{1}{v} f(g(x))$, where $v \neq 0$ is an integer, $f(x)$ and $g(x)$ are primitive polynomials, $g(x) \in S^{-}$and $f(x)=-f(-x)$.

Proof. From Lemma 4 we can assume that $G(x) \in S^{-}$and $F(x)=-F(-x)$. Using the proof of Lemma 3 and the fact that $S^{-}$is a subspace of $\mathbb{C}[x]$ we get the assertion of our Lemma.

Lemma 6. Let $g(x)=c_{t} x^{t}+c_{t-1} x^{t-1}+\cdots+c_{1} x+c_{0} \in S^{-}$. Then

$$
\begin{equation*}
-2 c_{s}=\binom{s+1}{s} c_{s+1}+\binom{s+2}{s} c_{s+2}+\cdots+\binom{t-1}{s} c_{t-1}+\binom{t}{s} c_{t} \tag{2}
\end{equation*}
$$

for even index $0 \leq s \leq t-1$.

Proof. Since $g(x) \in S^{-}$we have that $-g(x)=g(1-x)$. Computing the coefficient of $x^{s}$ on the both sides we obtain that

$$
-c_{s}=(-1)^{s}\left(c_{s}+\binom{s+1}{s} c_{s+1}+\binom{s+2}{s} c_{s+2}+\cdots+\binom{t-1}{s} c_{t-1}+\binom{t}{s} c_{t} .\right.
$$

Lemma 7. Let

$$
\begin{gathered}
f(x)=b_{k} x^{k}+b_{k-2} x^{k-2}+b_{k-3} x^{k-3}+\cdots+b_{1} x+b_{0} \\
g(x)=c_{t} x^{t}+c_{t-1} x^{t-1}+\cdots+c_{1} x+c_{0} \in \mathbb{Q}[x]
\end{gathered}
$$

If $k, t \geq 2$ then the coefficient of the monomial $x^{k t-2}$ in the polynomial $f(g(x))$ is

$$
b_{k}\left(k c_{t}^{k-1} c_{t-2}+\binom{k}{2} c_{t}^{k-2} c_{t-1}^{2}\right)
$$

Proof. It is easy to see that the monomial $x^{k t-2}$ occurs only in the term $b_{k} g(x)^{k}$. Expanding $g(x)^{k}$ we simply get the assertion.

## 3. Proof of the Theorem

Let $n, m$ be odd positive integers with $n-2>m>n / 3, B$ is an arbitrary integer which is not a power of two. The case of $m=n-2$ was treated in [16]. Suppose that $P_{n, m}(x)$ is decomposable over $\mathbb{C}$. From Lemmas 2 and 5 we can assume that $P_{n, m}(x)=\frac{1}{v} f(g(x))$, where $v \neq 0$ is an integer, $f(x)$, $g(x) \in \mathbb{Z}[x]$ are primitive polynomials and $g(x) \in S^{-}, f(x)=-f(-x)$. Let

$$
\begin{aligned}
& f(x)=b_{k} x^{k}+b_{k-2} x^{k-2}+b_{k-4} x^{k-4}+\cdots+b_{3} x^{3}+b_{1} x \\
& g(x)=c_{t} x^{t}+c_{t-1} x^{t-1}+\cdots+c_{1} x+c_{0}
\end{aligned}
$$

Using (b) of Lemma 1 one can deduce that

$$
\begin{equation*}
\frac{1}{v} f(g(x+1))+\frac{1}{v} f(g(x))=P_{n, m}(x+1)+P_{n, m}(x)=2 x^{n}+2 c x^{m} \tag{3}
\end{equation*}
$$

Since $P_{n, m}(x) \in S^{-}$thus $P_{n, m}(x+1)=-P_{n, m}(-x)$. From (3) we infer that the polynomial $g(x)-g(-x)$ divides the polynomial $P_{n, m}(x)-P_{n, m}(-x)=2 x^{n}+2 c x^{m}$, that is

$$
\begin{equation*}
g(x)-g(-x)=d x^{s} h(x) \tag{4}
\end{equation*}
$$

where $d \in \mathbb{Q}, 0 \leq s \leq m$ and the polynomial $h(x)$ divides the polynomial $x^{n-m}+c$ in $\mathbb{Q}[x]$. We know that

$$
\begin{equation*}
g(x)-g(-x)=2 c_{t} x^{t}+2 c_{t-2} x^{t-2}+\cdots+2 c_{3} x^{3}+2 c_{1} x . \tag{5}
\end{equation*}
$$

If the polynomial $h(x)$ is a constant polynomial then we have $t=s$ and so $c_{t-2}=0$. It follows from $P_{n, m}(x)=E_{n}(x)+c E_{m}(x)$ and (d), (e) of Lemma 1 that the coefficient of $x^{n-2}$ in $P_{n, m}(x)$ equals 0 . Applying now Lemma 7 we get that

$$
b_{k}\binom{k}{2} c_{t}^{k-2} c_{t-1}^{2}=0
$$

which is impossible since $-2 c_{t-1}=t c_{t}$ by Lemma 6 .

In the case when $h(x)=x^{n-m}+c$ we get $s+n-m=t, d=2 c_{t}$ and $g(x)-g(-x)=2 c_{t} x^{s+n-m}+$ $2 c_{t} c x^{s}=2 c_{t} x^{t}+2 c_{t} c x^{t-(n-m)}$. Since by assumption $n-m>2$, we obtain again that $c_{t-2}=0$, which is not possible.

Next suppose that $1 \leq \operatorname{deg} h(x)<n-m$. In this case one can deduce that $s$ is odd and $h(x)=h(-x)$. Consider first when $\mathbf{1}<\mathbf{s}$. Then $c_{1}=c_{3}=\cdots=c_{s-2}=0$ and $c_{s} \neq 0$. Let $G(x)=g(x)-g(0)$ and $F(x)=f(x+g(0))$. Then $f(g(x))=F(G(x)), G(0)=0$ and

$$
G(x)-G(-x)=g(x)-g(-x)=2 c_{t} x^{t}+2 c_{t-2} x^{t-2}+\cdots+2 c_{s} x^{s}
$$

Let

$$
F(x)=a_{k} x^{k}+a_{k-1} x^{k-1}+\cdots+a_{2} x^{2}+a_{1} x+a_{0}
$$

Since $s<t \leq n / 3<m$ we have that $s+4 \leq m$.
Investigate the coefficients of $x^{s}$ and $x^{s+2}$ in

$$
\begin{equation*}
v P_{n, m}(x)=F(G(x))=a_{k} G(x)^{k}+a_{k-1} G(x)^{k-1}+\cdots+a_{1} G(x)+a_{0} \tag{6}
\end{equation*}
$$

Since $s+2<m$ in the polynomials $v P_{n \cdot m}(x)=E_{n}(x)+c E_{m}(x)$ these coefficients are 0 . On the other hand, one can observe that $x^{s}$ occurs only in the term $a_{1} G(x)$ and so $a_{1} c_{s}=0$. This means that $a_{1}=0$ and so

$$
\begin{equation*}
v P_{n, m}(x)=F(G(x))=a_{k} G(x)^{k}+\cdots+a_{3} G(x)^{3}+a_{2} G(x)^{2}+a_{0} . \tag{7}
\end{equation*}
$$

Since $x^{s+2}$ appears only in the term $a_{2} G(x)^{2}$ thus $2 a_{2} c_{2} c_{s}=0$.
If $\mathbf{a}_{\mathbf{2}}=\mathbf{0}$ we obtain from (7) that the coefficients of $x^{5}, x^{4}, x^{3}, x^{2}$ and $x$ in $F(G(x))$ are zero. This yields that $P_{n, m}^{(i)}(0)=0$ for $i=1, \ldots, 5$. Further, by Lemma 1

$$
\begin{aligned}
P_{n, m}^{(j)}(0)= & P_{n, m}^{(j)}(1)=0, \text { if } j \text { is odd and } j \neq m, n \\
& P_{n, m}^{(j)}\left(\frac{1}{2}\right)=0, \text { if } j \text { is even. }
\end{aligned}
$$

Applying the above, we can study the number of zeros of the polynomials $P_{n, m}^{(j)}(x)$ in the interval $[0,1]$ for $j=1,2, \ldots, m+1$. In the following table we use only the Rolle's theorem.

zeros of $P_{n, m}^{(7)}(x)$


$$
\begin{aligned}
& P_{n, m}^{(m-1)}(x) \\
& P_{n, m}^{(m)}(x) \\
& P_{n, m}^{(m+1)}(x)
\end{aligned}
$$



But

$$
P_{n, m}^{(m+1)}(x)=\frac{n!}{(n-m-1)!} E_{n-m-1}(x)
$$

whose the only zero in the interval $[0,1]$ is $1 / 2$. This contradiction gives that $a_{2} \neq 0$.
If $\mathbf{c}_{\mathbf{2}}=\mathbf{0}$ then from $G(x)=c_{t} x^{t}+\cdots+c_{3} x^{3}$ and (7) one can deduce that

$$
P_{n, m}^{(j)}(0) \text { for } j=1,2,3,4,5
$$

The above argument that we used in the case $a_{2}=0$ shows that this impossible.
Finally, consider the case when $\mathbf{s}=\mathbf{1}$. Let $c=A / B$, where $A$ and $B \neq 0$ are relatively prime integers. From (4) we know that

$$
\begin{equation*}
g(x)-g(-x)=2 c_{t} x^{t}+2 c_{t-2} x^{t-2}+\cdots+2 c_{3} x^{3}+2 c_{1} x=d x h(x) \tag{8}
\end{equation*}
$$

where the polynomial $h(x)$ is even and divides the polynomial $B x^{n-m}+A$ in $\mathbb{Q}[x]$. If we write $h(x)$ as a product of a rational number $a / b$ and a primitive polynomial $H(x)=h_{r} x^{r}+h_{r-2} x^{r-2}+\cdots+h_{2} x^{2}+h_{0}$ we have that

$$
\begin{equation*}
B x^{n-m}+A=H(x) u(x) \tag{9}
\end{equation*}
$$

where $u(x)=u_{q} x^{q}+u_{q-2} x^{q-2}+\cdots+u_{2} x^{2}+u_{0}$ is a primitive polynomial. We obtain from (8) and (9) that

$$
\begin{equation*}
\left(2 c_{t} x^{t}+2 c_{t-2} x^{t-2}+\cdots+2 c_{3} x^{3}+2 c_{1} x\right) u(x)=\frac{a}{b} d\left(B x^{n-m+1}+A x\right) \tag{10}
\end{equation*}
$$

Let $c_{t}=w c_{t}^{\prime}, c_{t-2}=w c_{t-2}^{\prime}, \ldots, c_{3}=w c_{3}^{\prime}$ and $c_{1}=w c_{1}^{\prime}$, where $w$ denotes the greatest common divisor of the integers $c_{t}, c_{t-2}, \ldots, c_{3}, c_{1}$. Then

$$
\begin{equation*}
2 w\left(c_{t}^{\prime} x^{t}+c_{t-2}^{\prime} x^{t-2}+\cdots+c_{3}^{\prime} x^{3}+c_{1}^{\prime} x\right) u(x)=\frac{a}{b} d\left(B x^{n-m+1}+A x\right) \tag{11}
\end{equation*}
$$

which yields that $2 w=(a / b) d$ and

$$
\begin{equation*}
\left(c_{t}^{\prime} x^{t}+c_{t-2}^{\prime} x^{t-2}+\cdots+c_{1}^{\prime} x\right)\left(u_{q} x^{q}+u_{q-2} x^{q-2}+\cdots+u_{0}\right)=B x^{n-m+1}+A x \tag{12}
\end{equation*}
$$

It follows from Lemma 6 that if $p$ is an odd prime which divides $w$ then $p$ divides $c_{t}, c_{t-1}, \ldots, c_{2}, c_{1}, c_{0}$ which is not possible since $g(x)$ is a primitive polynomial. Thus $w=2^{a}$ for some non-negative integer $a$. Now assume that $p$ is a prime which divides $c_{t}^{\prime}$ and $j \geq 1$ is the greatest odd index for which

$$
\begin{equation*}
p \mid c_{t}^{\prime}, c_{t-2}^{\prime}, \ldots, c_{j+2}^{\prime} \text { and } p \nmid c_{j}^{\prime} . \tag{13}
\end{equation*}
$$

On the right hand side of (12) the coefficient of $x^{\alpha}$ equals 0 apart from when $\alpha=q+t=n-m+1$ or $\alpha=1$. Thus

$$
c_{j}^{\prime} u_{q}+c_{j+2}^{\prime} u_{q-2}+c_{j+4}^{\prime} u_{q-4}+\cdots=0
$$

which means that $p \mid u_{q}$.
Similarly,

$$
c_{j-2}^{\prime} u_{q}+c_{j}^{\prime} u_{q-2}+c_{j+2}^{\prime} u_{q-4}+\cdots=0
$$

from which we get that $p \mid u_{q-2}$. Continuing the process one can deduce that

$$
p \mid u_{q}, u_{q-2}, \ldots, u_{2}
$$

Further, if $j>1$ then

$$
c_{j}^{\prime} u_{0}+c_{j-2}^{\prime} u_{2}+\ldots=0
$$

and so $p \mid u_{0}$ contradicting that the polynomial $u(x)$ is a primitive polynomial. It follows from the above that $j$ must be 1 and so

$$
\begin{equation*}
p \mid c_{t}^{\prime}, c_{t-2}^{\prime}, \ldots, c_{3}^{\prime}, u_{q}, u_{q-2}, \ldots, u_{2} \text { and } p \nmid c_{1}^{\prime}, u_{0} \tag{14}
\end{equation*}
$$

If $p$ is an odd prime then from the above and Lemma 6 we have that

$$
\begin{equation*}
p \mid c_{t}, c_{t-1}, c_{t-2} \ldots, c_{3}, c_{2} \text { and } p \nmid c_{1}, c_{0} \tag{15}
\end{equation*}
$$

Now let $U(x)=c_{t} x^{t}+c_{t-1} x^{t-1}+\cdots+c_{2} x^{2}$ and $V(x)=c_{1} x+c_{0}$. Then $g(x)=U(x)+V(x)$ and for $j=0,1, \ldots, k$

$$
\begin{equation*}
g(x)^{j}=\sum_{i=0}^{j}\binom{j}{i} U(x)^{j-i} V(x)^{i} \equiv V(x)^{j} \bmod (p) \tag{16}
\end{equation*}
$$

We know that $m>n / 3 \geq k$ and so the coefficients of $x^{k}, x^{k-2}, \ldots, x^{3}, x$ are zeros in $P_{n, m}(x)$ and so in

$$
\begin{equation*}
f(g(x))=b_{k} g(x)^{k}+b_{k-2} g(x)^{k-2}+\cdots+b_{3} g(x)^{3}+b_{1} g(x), \text { too. } \tag{17}
\end{equation*}
$$

Now one can infer from (16) and (17) that $0 \equiv b_{k} c_{1}^{k} \bmod (p)$ which yields $p \mid b_{k}$. Comparing coefficient of $x^{k-2}$ we have that $0 \equiv b_{k-2} c_{1}^{k-2} \bmod (p)$ from which we obtain $p \mid b_{k-2}$. Continuing the process it is easy to see that $p \mid b_{k-4}, \ldots, b_{3}, b_{1}$ which contradicts the fact that $f(x)$ is a primitive polynomial. This means that $c_{t}^{\prime}$ and $c_{t}$ must be powers of two.

Now suppose that $p$ is a prime with $p \mid u_{q}$ and $p \nmid c_{t}^{\prime}$. Using again that on the right hand side of (12) the coefficient of $x^{\alpha}$ equals 0 apart from when $\alpha=n-m+1$ or 1 . From $u_{q} c_{t-2}^{\prime}+u_{q-2} c_{t}^{\prime}=0$ we obtain $p$ divides $u_{q-2}$. From $u_{q} c_{t-4}^{\prime}+u_{q-2} c_{t-2}^{\prime}+u_{q-4} c_{t}^{\prime}=0$ we obtain $p$ divides $u_{q-4}$. It follows similarly that $p \mid u_{q-6}, \ldots, u_{2}$. Finally, from $c_{t}^{\prime} u_{0}+c_{t-2}^{\prime} u_{2}+\cdots=0$ we get that $p$ divides $u_{0}$ which contradicts that the polynomial $u(x)$ is a primitive polynomial. This means that $u_{q}$ must be a power of two. Since $B=c_{t}^{\prime} u_{q}$ this contradicts to our assumption that $B$ is not a power of two.

## 4. Concluding Remarks

It is a very hard problem to characterize the general decomposition of an infinite sequence of polynomials $f_{n}(x)$. The first theorem was proved for Bernoulli polynomials. For other results see our

Introduction. A harder question is to describe the decomposition of the sum of two polynomials. There are only a few results in this direction, mainly for the rational linear combination of two Bernoulli and Euler polynomials in the form $B_{n}(x)+c B_{n-2}$ and $E_{n}(x)+c E_{n-2}(x)$, respectively. This paper contains the first theorem concerning the decomposition of the linear combination of two Euler polynomials $E_{m} x+c E_{n}(x)$ with "almost" independent parameters $m$ and $n$.
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#### Abstract

This paper constructs and introduces $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials using $(p, q)$-analogues of $(x+a)^{n}$. Based on these polynomials, we discover basic properties and identities. Moreover, we determine special properties using $(p, q)$-trigonometric functions and verify various symmetric properties. Finally, we check the symmetric structure of the approximate roots based on symmetric polynomials.
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## 1. Introduction

In 1991, $(p, q)$-calculus including $(p, q)$-number with two independent variables $p$ and $q$, was first independently considered [1,2]. Throughout this paper, the sets of natural numbers, integers, real numbers and complex numbers are denoted by $\mathbb{N}, \mathbb{Z}, \mathbb{R}$ and $\mathbb{C}$, respectively.

For any $n \in \mathbb{N}$, the $(p, q)$-number is defined by the following:

$$
\begin{equation*}
[n]_{p, q}=\frac{p^{n}-q^{n}}{p-q}, \quad \text { where } \quad|p / q|<1 \tag{1}
\end{equation*}
$$

which is a natural generalization of the $q$-number. From Equation (1), we note that $[n]_{p, q}=[n]_{q, p}$.
Many physical and mathematical problems have led to the necessity of studying $(p, q)$-calculus. Since 1991, many mathematicians and physicists have developed ( $p, q$ )-calculus in several different research areas. For example, in 1994, [3] introduced ( $p, q$ )-hypergeometric functions. Three years later, [3,4] derived related preliminary results by considering a more general ( $p, q$ )-hypergeometric series and Burban's $(p, q)$-hypergeometric series, respectively. In 2005, based on the ( $p, q$ )-numbers, [5] studied about ( $p, q$ )-hypergeometric series and discovered results corresponding to the ( $p, q$ ) -extensions of known $q$-identities. Moreover, [6] established properties similar to the ordinary and $q$-binomial coefficients after developing the $(p, q)$-hypergeometric series in 2008. About seven years later, [7] introduced $(p, q)$-gamma and $(p, q)$-beta functions, which are generalizations of the gamma and beta functions.

The different variations of Bernoulli polynomials, $q$-Bernoulli polynomials and ( $p, q$ )-Bernoulli polynomials are illustrated in the diagram below. Kim, Ryoo and many mathematicians have studied the first and second rows of the polynomials in the diagram(see [8-12]). These studies began producing valuable results in areas related to number theory and combinatorics.

The main idea is to use property of $(p, q)$-numbers and combine $(p, q)$-trigonometric functions. From this idea, we construct $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials. Investigating the various explicit identities for $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials in the diagram's third row is the main goal of this paper.

$$
\begin{aligned}
& \frac{t}{e^{t}-1} e^{t x}=\sum_{n=0}^{\infty} B_{n}(x) \frac{t^{n}}{n!} \\
& \text { (Bernoulli polynomials) } \\
& \frac{t}{e^{t}-1} e^{t x} \cos (t y)=\sum_{n=0}^{\infty} B_{n}^{(C)}(x, y) \frac{t^{n}}{n!} \\
& \text { ( cosine Bernoulli polynomials) } \\
& \frac{t}{e^{t}-1} e^{t x} \sin (t y)=\sum_{n=0}^{\infty} B_{n}^{(S)}(x, y) \frac{t^{n}}{n!} \\
& \text { ( sine Bernoulli polynomials) } \\
& \frac{t}{e_{q}(t)-1} e_{q}(t x) \operatorname{Cos}_{q}(t y)=\sum_{n=0}^{\infty} C B_{n, q}(x, y) \frac{t^{n}}{n!} \\
& \text { ( } q \text {-cosine Bernoulli polynomials) } \\
& \frac{t}{e_{q}(t)-1} e_{q}(t x) S I N_{q}(t y)=\sum_{n=0}^{\infty} S_{n, q}(x, y) \frac{t^{n}}{n!} \\
& \text { ( } q \text {-sine Bernoulli polynomials) } \\
& \frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{COS}_{p, q}(t y)=\sum_{n=0}^{\infty} C_{n, p, q}(x, y) \frac{t^{n}}{n!} \\
& \frac{t}{e_{p, q}(t)-1} e_{p, q}(t x)=\sum_{n=0}^{\infty} B_{n, p, q}(x) \frac{t^{n}}{n!} \\
& \begin{array}{c}
((p, q) \text {-cosine Bernoulli polynomials) } \\
\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) S I N_{p, q}(t y)=\sum_{n=0}^{\infty} S B_{n, p, q}(x, y) \frac{t^{n}}{n!}
\end{array} \\
& \text { (( } p, q \text { )-sine Bernoulli polynomials) }
\end{aligned}
$$

Due to their importance, the classical Bernoulli, Euler, and Genocchi polynomials have been studied extensively and are well-known. Mathematicians have studied these polynomials through various mathematical applications including finite difference calculus, $p$-adic analytic number theory, combinatorial analysis and number theory. Many mathematicians are familiar with the theorems and definitions of classical Bernoulli, Euler, and Genocchi polynomials. Based on the theorems and definitions, it is significant to study these properties in various ways by the combining with Bernoulli, Euler, and Genocchi polynomials. Mathematicians are studying the extended versions of these polynomials and are researching new polynomials by combining mathematics with other fields, such as physics or engineering (see [9-14]). The definition of Bernoulli polynomials combined with ( $p, q$ )-numbers follows:

Definition 1. The $(p, q)$-Bernoulli numbers, $B_{n, p, q}$, and polynomials, $B_{n, p, q}(z)$, can be expressed as follows (see [8])

$$
\begin{equation*}
\sum_{n=0}^{\infty} B_{n, p, q} \frac{t^{n}}{[n]_{p, q}!}=\frac{t}{e_{p, q}(t)-1}, \quad \sum_{n=0}^{\infty} B_{n, p, q}(z) \frac{t^{n}}{[n]_{p, q}!}=\frac{t}{e_{p, q}(t)-1} e_{p, q}(t z) \tag{2}
\end{equation*}
$$

In [11], we confirmed the properties of $q$-cosine and $q$-sine Bernoulli polynomials. Their definitions and representative properties are as follows.

Definition 2. The $q$-cosine Bernoulli polynomials ${ }_{C} B_{n, q}(x, y)$ and $q$-sine Bernoulli polynomials ${ }_{S} B_{n, q}(x, y)$ are defined by the following:

$$
\begin{equation*}
\sum_{n=0}^{\infty} C B_{n, q}(x, y) \frac{t^{n}}{n!}=\frac{t}{e_{q}(t)-1} e_{q}(t x) \operatorname{COS}_{q}(t y), \quad \sum_{n=0}^{\infty}{ }_{S} B_{n}(x, y) \frac{t^{n}}{n!}=\frac{t}{e_{q}(t)-1} e_{q}(t x) \operatorname{SIN}_{q}(t y) \tag{3}
\end{equation*}
$$

Theorem 1. For $x, y \in \mathbb{R}$, we have the following:

$$
\begin{aligned}
& \text { (ii) } \begin{cases}\frac{\partial}{\partial x} C B_{n, q}(x, y)=[n]_{q C} B_{n-1, q}(x, y), & \frac{\partial}{\partial y} C B_{n, q}(x, y)=-[n]_{q S} B_{n-1, q}(x, q y) \\
\frac{\partial}{\partial x} S B_{n, q}(x, y)=[n]_{q S} B_{n-1, q}(x, y), & \frac{\partial}{\partial y} S B_{n, q}(x, y)=[n]_{q C} B_{n-1, q}(x, q y)\end{cases}
\end{aligned}
$$

The main goal of this paper is to identify the properties of $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials. In Section 2, we review some definitions and theorem of $(p, q)$-calculus. In Section 3, we introduce $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials. Using the properties of exponential functions and trigonometric functions associated with $(p, q)$-numbers, we determine the various properties and identities of the polynomials. Section 4 presents the investigation of the symmetric properties of $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials in different forms and based on the symmetric polynomials, we check the symmetric structure of the approximate roots.

## 2. Preliminaries

In this section, we introduce definitions and preliminary facts that are used throughout this paper (see [6,12-20]).

Definition 3. For $n \geq k$, the Gaussian binomial coefficients are defined by the following:

$$
\left[\begin{array}{c}
m  \tag{5}\\
r
\end{array}\right]_{p, q}=\frac{[n]_{p, q}!}{[n-k]_{p, q}![k]_{p, q}!}
$$

where $m$ and $r$ are non-negative integers.
We note that $[n]_{p, q}!=[n]_{p, q}[n-1]_{p, q} \cdots[2]_{p, q}[1]_{p, q}$, where $n \in \mathbb{N}$. For $r=0$, the value of the equation is 1 , because both the numerator and denominator are empty products. Moreover, $(p, q)$-analogues of the binomial formula exist, and this definition has numerous properties.

Definition 4. The $(p, q)$-analogues of $(x-a)^{n}$ and $(x+a)^{n}$ are defined by the following:

$$
\text { (i) } \begin{align*}
&(x \ominus a)_{p, q}^{n}=\left\{\begin{array}{cl}
1, & \text { if } n=0 \\
(x-a)(p x-q a) \cdots\left(p^{n-1} x-q^{n-1} a\right), & \text { if } n \geq 1
\end{array}\right. \\
& \text { (ii) } \begin{aligned}
(x \oplus a)_{p, q}^{n} & =\left\{\begin{array}{cc}
1, \\
(x+a)(p x+q a) \cdots\left(p^{n-2} x+q^{n-2} a\right)\left(p^{n-1} x+q^{n-1} a\right), & \text { if } n \geq 1
\end{array}\right. \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} p^{\left(\frac{k}{2}\right)} q^{\left(n_{2}^{2-k}\right)} x^{k} a^{n-k} .
\end{aligned} \tag{6}
\end{align*}
$$

Definition 5. We express the two forms of $(p, q)$-exponential functions as follows:

$$
\begin{equation*}
e_{p, q}(x)=\sum_{n=0}^{\infty} p^{\binom{n}{2}} \frac{x^{n}}{[n]_{p, q}!}, \quad E_{p, q}(x)=\sum_{n=0}^{\infty} q^{\binom{n}{2}} \frac{t^{n}}{[n]_{p, q}!} . \tag{7}
\end{equation*}
$$

From Equation (7), we determine an important property, $e_{p, q}(x) E_{p, q}(-x)=1$. Moreover, Duran, Acikgos, and Araci defined $\widetilde{e}_{p, q}(x)$ in [17] as follows:

$$
\begin{equation*}
\widetilde{e}_{p, q}(x)=\sum_{n=0}^{\infty} \frac{x^{n}}{[n]_{p, q}!} . \tag{8}
\end{equation*}
$$

From Equations (8) and (6), we remark $e_{p, q}(x) E_{p, q}(y)=\widetilde{e}_{p, q}(x \oplus y)_{p, q}$.
Definition 6. For $x \neq 0$, the $(p, q)$-derivative of a function $f$ with respect to $x$ is defined by the following:

$$
\begin{equation*}
D_{p, q} f(x)=\frac{f(p x)-f(q x)}{(p-q) x} \tag{9}
\end{equation*}
$$

where $\left(D_{p, q} f\right)(0)=f^{\prime}(0)$, which prove that $f$ is differentiable at 0 . Moreover, it is evident that $D_{p, q} x^{n}=[n]_{p, q} x^{n-1}$.

Definition 7. Let $i=\sqrt{-1} \in \mathbb{C}$. Then the $(p, q)$-trigonometric functions are defined by the following:

$$
\begin{array}{ll}
\sin _{p, q}(x)=\frac{e_{p, q}(i x)-e_{p, q}(-i x)}{2 i}, & \operatorname{SIN}_{p, q}(x)=\frac{E_{p, q}(i x)-E_{p, q}(-i x)}{2 i} \\
\cos _{p, q}(x)=\frac{e_{p, q}(i x)+e_{p, q}(-i x)}{2}, & \operatorname{Cos}_{p, q}(x)=\frac{E_{p, q}(i x)+E_{p, q}(-i x)}{2}, \tag{10}
\end{array}
$$

where, $\operatorname{SIN}_{p, q}(x)=\sin _{p^{-1}, q^{-1}}(x)$ and $\operatorname{COS}_{p, q}(x)=\cos _{p^{-1}, q^{-1}}(x)$.
In the same way as well-known Euler expressions using exponential functions, we define the $(p, q)$-analogues of hyperbolic functions and find several formulae (see $[3,5,17]$ ).

Theorem 2. The following relationships hold:

$$
\begin{align*}
& \text { (i) } \sin _{p, q}(x) \operatorname{COS}_{p, q}(x)=\cos _{p, q}(x) \operatorname{SIN}_{p, q}(x) \\
& \text { (ii) } \quad e_{p, q}(x)=\cosh _{p, q}(x) \sinh _{p, q}(x)  \tag{11}\\
& \text { (iii) } \quad E_{p, q}(x)=\operatorname{CoSH}_{p, q}(x) \operatorname{SINH}_{p, q}(x) .
\end{align*}
$$

From Definition 7 and Theorem 2, we note that $\cosh _{p, q}(x) \operatorname{COSH}_{p, q}(x)-\sinh _{p, q}(x)$ $\operatorname{SINH}_{p, q}(x)=1$.

## 3. Several Basic Properties of $(p, q)$-Cosine and $(p, q)$-Sine Bernoulli Polynomials

We look for Lemma 1 and Theorem 3 in order to introduce $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials. From the definitions of the $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials, we search for a variety of properties. We also find relationships with other polynomials using properties of $(p, q)$-trigonometric functions or other methods.

Lemma 1. For $y \in \mathbb{R}$ and $i=\sqrt{-1}$, we have the following:
(i) $E_{p, q}(i t y)=\operatorname{COS}_{p, q}(t y)+i \operatorname{SIN}_{p, q}(t y)$,
(ii) $E_{p, q}(-i t y)=\operatorname{COS}_{p, q}(t y)-i \operatorname{SiN}_{p, q}(t y)$.

## Proof.

(i) $\quad E_{p, q}(i t y)$ can be expressed using the $(p, q)$-cosine and $(p, q)$-sine functions as

$$
\begin{align*}
E_{p, q}(i t y) & =\frac{E_{p, q}(i t y)+E_{p, q}(-i t y)}{2}+\frac{E_{p, q}(i t y)-E_{p, q}(-i t y)}{2}  \tag{13}\\
& =\operatorname{CoS}_{p, q}(t y)+i \operatorname{SIN}_{p, q}(t y)
\end{align*}
$$

(ii) By substituting -ity instead of (i), we obtain the following:

$$
\begin{align*}
E_{p, q}(-i t y) & =\frac{E_{p, q}(-i t y)+E_{p, q}(-i t y)}{2}-\frac{E_{p, q}(-i t y)-E_{p, q}(-i t y)}{2}  \tag{14}\\
& =\operatorname{CoS}_{p, q}(t y)-i \operatorname{SIN}_{p, q}(t y)
\end{align*}
$$

Therefore, we complete the proof of Lemma 1.

We note the following relations between $e_{p, q}, E_{p, q}$ and $\widetilde{e}_{p, q}$.

$$
\begin{align*}
& \text { (i) } e_{p, q}(x) E_{p, q}(y)=\sum_{n=0}^{\infty} \frac{(x \oplus y)_{p, q}^{n}}{[n]_{p, q}!}=\widetilde{e}_{p, q}(x \oplus y)_{p, q} \\
& \text { (ii) } e_{p, q}(x) E_{p, q}(-y)=\sum_{n=0}^{\infty} \frac{(x \ominus y)_{p, q}^{n}}{[n]_{p, q}!}=\widetilde{e}_{p, q}(x \ominus y)_{p, q} . \tag{15}
\end{align*}
$$

Theorem 3. Let $x, y \in \mathbb{R}, i=\sqrt{-1}$, and $|q / p|<1$. Then, we have

$$
\begin{align*}
& \text { (i) } \sum_{n=0}^{\infty} \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q}\left(\frac{(x \oplus i y)_{p, q}^{k}+(x \ominus i y)_{p, q}^{k}}{2}\right) B_{n-k, p, q} \frac{t^{n}}{[n]_{p, q}!} \\
& =\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{CoS}_{p, q}(t y), \\
& \text { (ii) } \sum_{n=0}^{\infty} \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q}\left(\frac{(x \oplus i y)_{p, q}^{k}-(x \ominus i y)_{p, q}^{k}}{2 i}\right) B_{n-k, p, q} \frac{t^{n}}{[n]_{p, q}!}  \tag{16}\\
& =\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{SIN}_{p, q}(t y) .
\end{align*}
$$

## Proof.

(i) We note that

$$
\begin{equation*}
\sum_{n=0}^{\infty} B_{n, p, q} \frac{t^{n}}{[n]_{p, q}!}=\frac{t}{e_{p, q}(t)-1} \tag{17}
\end{equation*}
$$

We find the following by multiplying $\widetilde{e}_{p, q}\left(t(x \oplus y)_{p, q}\right)$ in both sides of Equation (17).

$$
\begin{equation*}
\sum_{n=0}^{\infty} B_{n, p, q} \frac{t^{n}}{[n]_{p, q}!} \widetilde{e}_{p, q}\left(t(x \oplus y)_{p, q}\right)=\frac{t}{e_{p, q}(t)-1} \widetilde{e}_{p, q}\left(t(x \oplus y)_{p, q}\right) . \tag{18}
\end{equation*}
$$

The left-hand side of Equation (18) can be changed into

$$
\begin{align*}
\sum_{n=0}^{\infty} B_{n, p, q} \frac{t^{n}}{[n]_{p, q}!} \widetilde{e}_{p, q}\left(t(x \oplus y)_{p, q}\right) & =\sum_{n=0}^{\infty} B_{n, p, q} \frac{t^{n}}{[n]_{p, q}!} \sum_{n=0}^{\infty}(x \oplus y)_{p, q}^{n} \frac{t^{n}}{[n]_{p, q}!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q}(x \oplus y)_{p, q}^{k} B_{n-k, p, q}\right) \frac{t^{n}}{[n]_{p, q}!} \tag{19}
\end{align*}
$$

and by using Lemma $1(i)$ on the right-hand side of Equation (18), we yield

$$
\begin{align*}
\frac{t}{e_{p, q}(t)-1} \widetilde{e}_{p, q}\left(t(x \oplus y)_{p, q}\right) & =\frac{t}{e_{p, q}(t)-1} e_{p, q}(x) E_{p, q}(y) \\
& =\frac{t e_{p, q}(x)}{e_{p, q}(t)-1}\left(\operatorname{Cos}_{p, q}(t y)+i \operatorname{SIN}_{p, q}(t y)\right) \tag{20}
\end{align*}
$$

From Equations (19) and (20), we derive the following:

$$
\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{21}\\
k
\end{array}\right]_{p, q}(x \oplus y)_{p, q}^{k} B_{n-k, p, q}\right) \frac{t^{n}}{[n]_{p, q}!}=\frac{t e_{p, q}(x)}{e_{p, q}(t)-1}\left(\operatorname{COS}_{p, q}(t y)+i \operatorname{SIN}_{p, q}(t y)\right)
$$

We obtain the equation below for $(p, q)$-Bernoulli numbers using a similar method.

$$
\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{22}\\
k
\end{array}\right]_{p, q}(x \ominus i y)_{p, q}^{k} B_{n-k, p, q}\right) \frac{t^{n}}{[n]_{p, q}!}=\frac{t e_{p, q}(t x)}{e_{p, q}(t)-1}\left(\operatorname{COS}_{p, q}(t y)-i \operatorname{SIN}_{p, q}(t y)\right)
$$

By using Equations (21) and (22), we have

$$
\sum_{n=0}^{\infty} \sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{23}\\
k
\end{array}\right]_{p, q}\left(\frac{(x \oplus i y)_{p, q}^{k}+(x \ominus i y)_{p, q}^{k}}{2}\right) B_{n-k, p, q} \frac{t^{n}}{[n]_{p, q}!}=\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{COS}_{p, q}(t y)
$$

and

$$
\sum_{n=0}^{\infty} \sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{24}\\
k
\end{array}\right]_{p, q}\left(\frac{(x \oplus i y)_{p, q}^{k}-(x \ominus i y)_{p, q}^{k}}{2 i}\right) B_{n-k, p, q} \frac{t^{n}}{[n]_{p, q}!}=\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{SIN}_{p, q}(t y)
$$

Therefore, we can conclude the required results.
Thus, we are ready to introduce ( $p, q$ )-cosine and ( $p, q$ )-sine Bernoulli polynomials using Lemma 1 and Theorem 3.

Definition 8. Let $|p / q|<1$ and $x, y \in \mathbb{R}$. Then $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials are respectively defined by the following:

$$
\sum_{n=0}^{\infty} C B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!}=\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{COS}_{p, q}(t y)
$$

and

$$
\begin{equation*}
\sum_{n=0}^{\infty}{ }_{2} B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!}=\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{SIN}_{p, q}(t y) . \tag{25}
\end{equation*}
$$

From Definition 8, we determine $q$-cosine and $q$-sine Bernoulli polynomials when $|q|<1$ and $p=1$. In addition, we observe cosine Bernoulli polynomials and sine Bernoulli polynomials for $q \rightarrow 1$ and $p=1$.

Corollary 1. From Theorem 3 and Definition 8, the following holds

$$
\begin{align*}
& \text { (i) }{ }_{C} B_{n, p, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q}\left(\frac{(x \oplus i y)_{p, q}^{k}+(x \ominus i y)_{p, q}^{k}}{2}\right) B_{n-k, p, q} \\
& (i i)_{S} B_{n, p, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q}\left(\frac{(x \oplus i y)_{p, q}^{k}-(x \ominus i y)_{p, q}^{k}}{2 i}\right) B_{n-k, p, q} \tag{26}
\end{align*}
$$

where $B_{n, p, q}$ denotes the $(p, q)$-Bernoulli numbers.
Example 1. From Definition 8, a few examples of $C_{C, p, q}(x, y)$ and ${ }_{S} B_{n, p, q}(x, y)$ are the follows:

$$
\begin{align*}
& { }_{C} B_{0, p, q}(x, y)=0 \\
& { }_{C} B_{1, p, q}(x, y)=p x \\
& { }_{C} B_{2, p, q}(x, y)=p^{2} x^{2}-q y^{2}  \tag{27}\\
& { }_{C} B_{3, p, q}(x, y)=p^{3} x^{3}-p q\left(p^{2}+p q+q^{2}\right) x y^{2} \\
& { }_{C} B_{4, p, q}(x, y)=p^{4} x^{4}-p^{2} q\left(p^{2}+q^{2}\right)\left(p^{2}+p q+q^{2}\right) x^{2} y^{2}+q^{6} y^{4}
\end{align*}
$$

and

$$
\begin{align*}
& { }_{S} B_{0, p, q}(x, y)=0 \\
& { }_{S} B_{1, p, q}(x, y)=\frac{y}{p+q} \\
& { }_{S} B_{2, p, q}(x, y)=\frac{p x y}{p^{2}+p q+q^{2}} \\
& { }_{S} B_{3, p, q}(x, y)=\frac{y\left(\frac{p^{2} x^{2}}{p^{2}+q^{2}}-q^{3} y^{2}\right)}{p+q}  \tag{28}\\
& { }_{{ }_{S} B_{4, p, q}(x, y)}=p(p-q) x y\left(\frac{p^{2} x^{2}}{p^{5}-q^{5}}+\frac{q^{3}\left(p^{2}+q^{2}\right) y^{2}}{-p^{3}+q^{3}}\right)
\end{align*}
$$

Definition 9. Let $|p / q|<1$. Then, we define

$$
\begin{equation*}
\sum_{n=0}^{\infty} C_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!}=e_{p, q}(t x) \operatorname{COS}_{p, q}(t y), \quad \sum_{n=0}^{\infty} S_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!}=e_{p, q}(t x) \operatorname{SIN}_{p, q}(t y) \tag{29}
\end{equation*}
$$

Theorem 4. Let $k$ be a nonnegative integer and $|p / q|<1$. Then, we have

$$
\begin{align*}
& \text { (i) } \quad{ }_{C} B_{n, p, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} \quad B_{n-k, p, q} C_{k, p, q}(x, y), \\
& \text { (ii) } \quad{ }_{S} B_{n, p, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} \quad B_{n-k, p, q} S_{k, p, q}(x, y) \tag{30}
\end{align*}
$$

where $B_{n, p, q}$ is the $(p, q)$-Bernoulli numbers.

## Proof.

(i) Using the generating function of the $(p, q)$-cosine Bernoulli polynomials and Definition 9, we find

$$
\begin{align*}
\sum_{n=0}^{\infty} C_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} & =\sum_{n=0}^{\infty} B_{n, p, q} \frac{t^{n}}{[n]_{p, q}!} \sum_{n=0}^{\infty} C_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{c}
n \\
k
\end{array}\right]_{p, q} B_{n-k, p, q} C_{n, p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!} \tag{31}
\end{align*}
$$

Through comparison of the coefficients of both sides for Equation (31), we obtain the desired results immediately.
(ii) By applying a method similar to $(i)$ in the generating function of the $(p, q)$-sine Bernoulli polynomials, we complete the proof of Theorem 4 (ii).

Theorem 5. For a nonnegative integer $n$, we derive

$$
\begin{align*}
& \text { (i) }[n]_{p, q} C_{n-1, p, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} p^{(n-k)}{ }_{2}{ }_{C} B_{k, p, q}(x, y)-{ }_{C} B_{n, p, q}(x, y), \\
& \text { (ii) }[n]_{p, q} S_{n-1, p, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} p^{\left({ }_{2}^{n-k}\right)}{ }_{S} B_{k, p, q}(x, y)-{ }_{S} B_{n, p, q}(x, y) . \tag{32}
\end{align*}
$$

## Proof.

(i) Suppose that $e_{p, q}(t) \neq 1$ in the generating function of the $(p, q)$-cosine Bernoulli polynomials. Then, we have

$$
\begin{equation*}
\sum_{n=0}^{\infty}{ }_{C} B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!}\left(e_{p, q}(t)-1\right)=t e_{p, q}(t x) \operatorname{COS}_{p, q}(t y) \tag{33}
\end{equation*}
$$

We write the left-hand side of Equation (33) as follows:

$$
\begin{align*}
& \sum_{n=0}^{\infty}{ }_{C} B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!}\left(e_{p, q}(t)-1\right) \\
& =\sum_{n=0}^{\infty} C B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!}\left(\sum_{n=0}^{\infty} p^{\binom{n}{2}} \frac{t^{n}}{[n]_{p, q}!}-1\right)  \tag{34}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} p^{\left(n_{2}^{2-k}\right)} C B_{k, p, q}(x, y)-C_{C} B_{n, p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!}
\end{align*}
$$

and we transform the right-hand side into the following:

$$
\begin{align*}
t e_{p, q}(t x) \operatorname{CoS}_{p, q}(t y) & =\sum_{n=0}^{\infty} C_{n, p, q}(x, y) \frac{t^{n+1}}{[n]_{p, q}!}  \tag{35}\\
& =\sum_{n=0}^{\infty}[n]_{p, q} C_{n-1, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!}
\end{align*}
$$

Therefore, we obtain the following:

$$
\sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{36}\\
k
\end{array}\right]_{p, q} p^{\left({ }_{2}^{(-k)}\right.} C B_{k, p, q}(x, y)-{ }_{C} B_{n, p, q}(x, y)=[n]_{p, q} C_{n-1, p, q}(x, y)
$$

By calculating the left-hand side of Equation (36), we investigate the required result.
(ii) We do not include the proof of Theorem 5 (ii) because the proving process is similar to that of Theorem 5 (i).

Corollary 2. Setting $p=1$ in Theorem 5, the following equations hold

$$
\begin{align*}
& \text { (i) } \quad[n]_{q} C_{n-1, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}{ }_{C} B_{k, q}(x, y)-{ }_{C} B_{n, q}(x, y)  \tag{37}\\
& \text { (ii) } \quad[n]_{q} S_{n-1, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}{ }_{q} B_{k, q}(x, y)-{ }_{S} B_{n, q}(x, y),
\end{align*}
$$

where ${ }_{c} B_{n, q}(x, y)$ represents the $q$-cosine Bernoulli polynomials and ${ }_{s} B_{n, q}(x, y)$ denotes the $q$-sine Bernoulli polynomials.

Corollary 3. Assigning $p=1$ and $q \rightarrow 1$ in Theorem 5 , the following holds:

$$
\begin{align*}
& \text { (i) } n C_{n-1}(x, y)=\sum_{k=0}^{n-1}\binom{n}{k} C_{C} B_{n}(x, y)  \tag{38}\\
& \text { (ii) } n S_{n-1}(x, y)=\sum_{k=0}^{n-1}\binom{n}{k} S_{S} B_{n}(x, y)
\end{align*}
$$

where ${ }_{C} B_{n}(x, y)$ represents the cosine Bernoulli polynomials and ${ }_{s} B_{n}(x, y)$ represents the sine Bernoulli polynomials.

Theorem 6. Let $|p / q|<1$. Then, we have
(i) ${ }_{C} B_{n, p, q}(1, y)=\sum_{k=0}^{n}\left[\begin{array}{l}n \\ k\end{array}\right]_{p, q}(-1)^{n-k} q^{\left(\begin{array}{c}n-k\end{array}\right)}\left([k]_{p, q} C_{k-1, p, q}(x, y)+{ }_{c} B_{k, p, q}(x, y)\right) x^{n-k}$,
(ii) ${ }_{S} B_{n, p, q}(1, y)=\sum_{k=0}^{n}\left[\begin{array}{l}n \\ k\end{array}\right]_{p, q}(-1)^{n-k} q^{\left(\left(_{2}^{n-k}\right)\right.}\left([k]_{p, q} S_{k-1, p, q}(x, y)+{ }_{s} B_{k, p, q}(x, y)\right) x^{n-k}$.

## Proof.

(i) If we put 1 instead of $x$ in the generating function of the $(p, q)$-cosine Bernoulli polynomials, we find the following:

$$
\begin{align*}
\sum_{n=0}^{\infty} C^{B_{n, p, q}}(1, y) \frac{t^{n}}{[n]_{p, q}!} & =\frac{t}{e_{p, q}(t)-1}\left(e_{p, q}(t)-1+1\right) \operatorname{COs}_{p, q}(t y)  \tag{40}\\
& =t \operatorname{COS}_{p, q}(t y)+\frac{t}{e_{p, q}(t)-1} \operatorname{Cos}_{p, q}(t y)
\end{align*}
$$

Using a property of the $(p, q)$-exponential function, $e_{p, q}(x) E_{p, q}(-x)=1$, in Equation (40), we obtain the following:

$$
\begin{align*}
& \sum_{n=0}^{\infty} C B_{n, p, q}(1, y) \frac{t^{n}}{[n]_{p, q}!} \\
& =\left(t e_{p, q}(t x) \operatorname{COS}_{p, q}(t y)+\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{COS}_{p, q}(t y)\right) E_{p, q}(-t x) \\
& =\sum_{n=0}^{\infty}\left([n]_{p, q} C_{n-1, p, q}(x, y)+{ }_{C} B_{n, p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!} \sum_{n=0}^{\infty} q^{\left(\frac{n}{2}\right)}(-x)^{n} \frac{t^{n}}{[n]_{p, q}!}  \tag{41}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{c}
n \\
k
\end{array}\right]_{p, q}(-1)^{n-k} q^{\left(\left(_{2}^{2-k}\right)\right.}\left([k]_{p, q} C_{k-1, p, q}(x, y)+{ }_{C} B_{k, p, q}(x, y)\right) x^{n-k}\right) \frac{t^{n}}{[n]_{p, q}!},
\end{align*}
$$

and we immediately derive the results.
(ii) By applying a similar process for proving $(i)$ to the $(p, q)$-sine Bernoulli polynomials, we find Theorem 6 (ii).

Corollary 4. Setting $p=1$ in Theorem 6, the following holds:

$$
\begin{align*}
& \text { (i) }{ }_{C} B_{n, q}(1, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}(-1)^{n-k} q^{\left(\begin{array}{c}
n-k
\end{array}\right)}\left([k]_{q} C_{k-1, q}(x, y)+{ }_{C} B_{k, q}(x, y)\right) x^{n-k} \\
& \text { (ii) }{ }_{s} B_{n, q}(1, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}(-1)^{n-k} q^{\binom{n-k}{2}}\left([k]_{q} S_{k-1, q}(x, y)+{ }_{s} B_{k, q}(x, y)\right) x^{n-k}, \tag{42}
\end{align*}
$$

where ${ }_{c} B_{n, q}(x, y)$ denotes the $q$-cosine Bernoulli polynomials and ${ }_{s} B_{n, q}(x, y)$ denotes the $q$-sine Bernoulli polynomials.

Corollary 5. Setting $p=1$ and $q \rightarrow 1$ in Theorem 6 , the following holds:

$$
\begin{align*}
& \text { (i) }{ }_{C} B_{n}(1, y)=\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k}\left(k C_{k-1}(x, y)+{ }_{c} B_{k}(x, y)\right) x^{n-k}  \tag{43}\\
& \text { (ii) }{ }_{{ }_{S} B_{n}(1, y)}=\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k}\left(k S_{k-1}(x, y)+{ }_{\left.{ }^{\prime} B_{k}(x, y)\right) x^{n-k}}\right.
\end{align*}
$$

where ${ }_{C} B_{n}(x, y)$ is the cosine Bernoulli polynomials and ${ }_{S} B_{n}(x, y)$ is the sine Bernoulli polynomials.
Theorem 7. For a nonnegative integer $k$ and $|p / q|<1$, we investigate

$$
\begin{align*}
B_{n, p, q}(x) & =\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k-1) k} y^{2 k}{ }_{C} B_{n-k, p, q}(x, y) \\
& +\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k+1) k} y^{2 k+1}{ }_{S} B_{n-(2 k+1), p, q}(x, y) \tag{44}
\end{align*}
$$

where $B_{n, p, q}(x)$ is the $(p, q)$-Bernoulli polynomials and $[x]$ is the greatest integer not exceeding $x$.

Proof. In [9], we observe the power series of $(p, q)$-cosine and $(p, q)$-sine functions as follows:

$$
\begin{equation*}
\cos _{p, q}(x)=\sum_{n=0}^{\infty}(-1)^{n} p^{(2 n-1) n} \frac{x^{2 n}}{[2 n]_{p, q}!}, \quad \sin _{p, q}(x)=\sum_{n=0}^{\infty}(-1)^{n} p^{(2 n+1) n} \frac{x^{2 n+1}}{[2 n+1]_{p, q}!} . \tag{45}
\end{equation*}
$$

Let us consider $(p, q)$-cosine Bernoulli polynomials. If we multiply $(p, q)$-cosine Bernoulli polynomials and the $(p, q)$-cosine function to determine the relationship between $(p, q)$-Bernoulli polynomials and, combined ( $p, q$ )-cosine Bernoulli polynomials, and ( $p, q$ )-sine Bernoulli polynomials, we have

$$
\begin{equation*}
\sum_{n=0}^{\infty}{ }_{c} B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \cos _{p, q}(t y)=\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{COS}_{p, q}(t y) \cos _{p, q}(t y) \tag{46}
\end{equation*}
$$

The left-hand side of Equation (46) is transformed as

$$
\begin{align*}
& \sum_{n=0}^{\infty} C B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \cos _{p, q}(t y) \\
& =\sum_{n=0}^{\infty} C B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \sum_{n=0}^{\infty}(-1)^{n} p^{(2 n-1) n} y^{2 n} \frac{2^{2 n}}{[n]_{p, q}!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{c}
n+k \\
2 k
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k-1) k} y^{2 k}{ }_{C} B_{n-k, p, q}(x, y)\right) \frac{t^{n+k}}{[n+k]_{p, q}!}  \tag{47}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k-1) k} y^{2 k}{ }_{C} B_{n-k, p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!} .
\end{align*}
$$

From Equations (46) and (47), we derive the following:

$$
\begin{align*}
& \sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k-1) k} y^{2 k}{ }_{C} B_{n-k, p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!}  \tag{48}\\
& =\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{Cos}_{p, q}(t y) \cos _{p, q}(t y)
\end{align*}
$$

where $[x]$ is the greatest integer that does not exceed $x$.
From now on, let us consider the ( $p, q$ )-sine Bernoulli polynomials in a same manner of $(p, q)$-cosine Bernoulli polynomials. If we multiply ${ }_{s} B_{n, p, q}(x, y)$ and $\sin _{p, q}(t y)$, we obtain

$$
\begin{equation*}
\sum_{n=0}^{\infty} s B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \sin _{p, q}(t y)=\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{SIN}_{p, q}(t y) \sin _{p, q}(t y) \tag{49}
\end{equation*}
$$

The left-hand side of Equation (49) can be changed as the following.

$$
\begin{align*}
& \sum_{n=0}^{\infty} S B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \sin _{p, q}(t y) \\
& =\sum_{n=0}^{\infty} S B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \sum_{n=0}^{\infty}(-1)^{n} p^{(2 n+1) n} y^{2 n+1} \frac{t^{2 n+1}}{[n]_{p, q}!}  \tag{50}\\
& =\sum_{n=0}^{\infty}\left(\begin{array}{c}
{\left[\frac{n-1}{2}\right]} \\
k=0
\end{array}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k+1) k} y^{2 k+1}{ }_{S} B_{n-(2 k+1), p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!} .
\end{align*}
$$

From Equations (49) and (50), we have the following:

$$
\begin{align*}
& \sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k+1) k} y^{2 k+1}{ }_{S} B_{n-(2 k+1), p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!}  \tag{51}\\
& =\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{SIN}_{p, q}(t y) \sin _{p, q}(t y)
\end{align*}
$$

where $[x]$ is the greatest integer that does not exceed $x$.
Here, we recall that

$$
\begin{equation*}
\left(\operatorname{COS}_{p, q}(x) \cos _{p, q}(x)+\operatorname{SIN}_{p, q}(x) \sin _{p, q}(x)\right)=1 \tag{52}
\end{equation*}
$$

Using Equations (48) and (51) and applying the property of ( $p, q$ )-trigonometric functions, we find ( $p, q$ )-Bernoulli polynomials as follows:

$$
\begin{align*}
& \sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k-1) k} y^{2 k}{ }_{C} B_{n-k, p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!} \\
& +\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k+1) k} y^{2 k+1}{ }_{S} B_{n-(2 k+1), p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!}  \tag{53}\\
& =\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x)\left(\operatorname{COS}_{p, q}(t y) \cos { }_{p, q}(t y)+\operatorname{SIN}_{p, q}(t y) \sin _{p, q}(t y)\right) \\
& =\sum_{n=0}^{\infty} B_{n, p, q}(x) \frac{t^{n}}{[n]_{p, q}!},
\end{align*}
$$

where $B_{n, p, q}(x)$ is the $(p, q)$-Bernoulli polynomials.
By comparing the coefficients of both sides of $t^{n}$, we produce the desired result.
Corollary 6. Setting $p=1$ in Theorem 7, the following holds:

$$
\begin{align*}
B_{n, q}(x) & =\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}(-1)^{k} y^{2 k}{ }_{C} B_{n-k, q}(x, y) \\
& +\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q}(-1)^{k} y^{2 k+1}{ }_{S} B_{n-(2 k+1), q}(x, y) \tag{54}
\end{align*}
$$

where $B_{n, q}(x)$ is the $q$-Bernoulli polynomials, ${ }_{c} B_{n, q}(x, y)$ denote the $q$-cosine Bernoulli polynomials, and ${ }_{s} B_{n, q}(x)$ denote the $q$-sine Bernoulli polynomials.

Corollary 7. Setting $y=1$ in Theorem 7, one holds:

$$
\begin{align*}
B_{n, p, q}(x) & =\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k-1) k}{ }_{C} B_{n-k, p, q}(x, 1) \\
& +\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k+1) k}{ }_{S} B_{n-(2 k+1), p, q}(x, 1) \tag{55}
\end{align*}
$$

where $B_{n, p, q}(x)$ is the $(p, q)$-Bernoulli polynomials and $[x]$ is the greatest integers that does not exceed $x$.

Theorem 8. For a nonnegative integer $k$ and $|p / q|<1$, we derive

$$
\begin{align*}
& \sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k+1) k} y^{2 k+1}{ }_{C} B_{n-(2 k+1), p, q}(x, y)  \tag{56}\\
& =\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k-1) k} y^{2 k}{ }_{S} B_{n-k, p, q}(x, y),
\end{align*}
$$

where $[x]$ is the greatest integer not exceeding $x$.
Proof. If we multiply ${ }_{C} B_{n, p, q}(x, y)$ and $\sin _{p, q}(t y)$, then we find

$$
\begin{equation*}
\sum_{n=0}^{\infty} C^{B_{n, p, q}}(x, y) \frac{t^{n}}{[n]_{p, q}!} \sin _{p, q}(t y)=\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{COS}_{p, q}(t y) \sin _{p, q}(t y) \tag{57}
\end{equation*}
$$

and the left-hand side of Equation (57) can be transformed as

$$
\begin{align*}
& \sum_{n=0}^{\infty} C B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \sin _{p, q}(t y) \\
& =\sum_{n=0}^{\infty} C^{B_{n, p, q}}(x, y) \frac{t^{n}}{[n]_{p, q}!} \sum_{n=0}^{\infty}(-1)^{n} p^{(2 n+1) n} y^{2 n+1} \frac{t^{2 n+1}}{[2 n+1]_{p, q}!}  \tag{58}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{p, q} \quad(-1)^{k} p^{(2 k+1) k} y^{2 k+1}{ }_{C} B_{n-(2 k+1), p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!} .
\end{align*}
$$

Similarly, we multiply the $(p, q)$-sine Bernoulli polynomials and $(p, q)$-cosine function as the follows:

$$
\begin{equation*}
\sum_{n=0}^{\infty} s B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \cos _{p, q}(t y)=\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x) \operatorname{SIN}_{p, q}(t y) \cos _{p, q}(t y) \tag{59}
\end{equation*}
$$

The left-hand side of Equation (59) can be changed as

$$
\begin{align*}
& \sum_{n=0}^{\infty} S_{S} B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \cos _{p, q}(t y) \\
& =\sum_{n=0}^{\infty} S B_{n, p, q}(x, y) \frac{t^{n}}{[n]_{p, q}!} \sum_{n=0}^{\infty}(-1)^{n} p^{(2 n-1) n} y^{2 n} \frac{t^{2 n}}{[2 n]_{p, q}!}  \tag{60}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k-1) k} y^{2 k}{ }_{S} B_{n-k, p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!} .
\end{align*}
$$

In here, we recall that $\sin _{p, q}(x) \operatorname{COS}_{p, q}(x)=\cos _{p, q}(x) \operatorname{SIN}_{p, q}(x)$. From Equations (58) and (60), and the above property of $(p, q)$-trigonometric functions, we investigate

$$
\begin{align*}
& \sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k+1) k} y^{2 k+1}{ }_{C} B_{n-(2 k+1), p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!} \\
& -\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k-1) k} y^{2 k}{ }_{S} B_{n-k, p, q}(x, y)\right) \frac{t^{n}}{[n]_{p, q}!}  \tag{61}\\
& =\frac{t}{e_{p, q}(t)-1} e_{p, q}(t x)\left(\operatorname{COS}_{p, q}(t y) \sin _{p, q}(t y)-\operatorname{SIN}_{p, q}(t y) \cos _{p, q}(t y)\right)
\end{align*}
$$

From Equation (61), we complete the proof of Theorem 8.
Corollary 8. Putting $y=1$ in Theorem 8, we have the following:

$$
\begin{align*}
& \sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k+1) k}{ }_{C} B_{n-(2 k+1), p, q}(x, 1)  \tag{62}\\
& =\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{p, q}(-1)^{k} p^{(2 k-1) k}{ }_{S} B_{n-k, p, q}(x, 1),
\end{align*}
$$

where $[x]$ is the greatest integer not exceeding $x$.
Corollary 9. Setting $p=1$ in Theorem 8 , the following holds:

$$
\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n  \tag{63}\\
2 k+1
\end{array}\right]_{q}(-1)^{k} y^{2 k+1}{ }_{C} B_{n-(2 k+1), q}(x, y)=\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}(-1)^{k} y^{2 k}{ }_{S} B_{n-k, q}(x, y)
$$

where ${ }_{C} B_{n, q}(x, y)$ is the $q$-cosine Bernoulli polynomials and ${ }_{S} B_{n, q}(x, y)$ is the $q$-sine Bernoulli polynomials.
Corollary 10. Let $p=1$ and $q \rightarrow 1$ in Theorem 8. Then one holds

$$
\begin{equation*}
\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\binom{n}{2 k+1}(-1)^{k} y^{2 k+1}{ }_{C} B_{n-(2 k+1)}(x, y)=\sum_{k=0}^{\left[\frac{n}{2}\right]}\binom{n}{2 k}(-1)^{k} y^{2 k}{ }_{S} B_{n-k}(x, y) \tag{64}
\end{equation*}
$$

where ${ }_{C} B_{n}(x, y)$ is the cosine Bernoulli polynomials and ${ }_{S} B_{n}(x, y)$ is the sine Bernoulli polynomials.

## 4. Several Symmetric Properties of the ( $p, q$ )-Cosine and ( $p, q$ )-Sine Bernoulli Polynomials

In this section, we point out several symmetric identities of the $(p, q)$-cosine and $(p, q)$-Bernoulli polynomials. Using various forms that are made by $a$ and $b$, we obtain a few desired results regarding the $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials. Moreover, we discover other relations of different Bernoulli polynomials by considering certain conditions in theorems. We also find the symmetric structure of the approximate roots based on the symmetric polynomials.

Theorem 9. Let $a$ and $b$ be nonzero. Then, we obtain

$$
\begin{array}{ll}
\text { (i) } \quad \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k, p, q}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{C} B_{k, p, q}\left(\frac{X}{b}, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k, p, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{C} B_{k, p, q}\left(\frac{X}{a}, \frac{Y}{a}\right), \\
\text { (ii) } & \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} a^{n-k-1} b^{k-1}{ }_{S} B_{n-k, p, q}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{S} B_{k, p, q}\left(\frac{X}{b}, \frac{Y}{b}\right)  \tag{65}\\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1} a^{k-1}{ }_{S} B_{n-k, p, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{S} B_{k, p, q}\left(\frac{X}{a}, \frac{Y}{a}\right) .
\end{array}
$$

## Proof.

(i) We consider form $A$ as follows:

$$
\begin{equation*}
A:=\frac{t^{2} e_{p, q}(t x) e_{p, q}(t X) \operatorname{CoS}_{p, q}(t y) \operatorname{CoS}_{p, q}(t Y)}{\left(e_{p, q}(a t)-1\right)\left(e_{p, q}(b t)-1\right)} \tag{66}
\end{equation*}
$$

From form $A$, we find

$$
\begin{align*}
A & =\frac{t}{e_{p, q}(a t)-1} e_{p, q}(t x) \operatorname{CoS}_{p, q}(t y) \frac{t}{e_{p, q}(b t)-1} e_{p, q}(t X) \operatorname{Cos}_{p, q}(t Y) \\
& =\sum_{n=0}^{\infty} a^{n-1}{ }_{C} B_{n, p, q}\left(\frac{x}{a}, \frac{y}{a}\right) \frac{t^{n}}{[n]_{p, q}!} \sum_{n=0}^{\infty} b^{n-1}{ }_{C} B_{n, p, q}\left(\frac{X}{b}, \frac{Y}{b}\right) \frac{t^{n}}{[n]_{p, q}!}  \tag{67}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k, p, q}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{C} B_{k, p, q}\left(\frac{X}{b}, \frac{Y}{b}\right)\right) \frac{t^{n}}{[n]_{p, q}!},
\end{align*}
$$

and form $A$ of Equation (66) can be transformed into the following:

$$
\begin{align*}
A & =\frac{t}{e_{p, q}(b t)-1} e_{p, q}(t x) \operatorname{Cos}_{p, q}(t y) \frac{t}{e_{p, q}(a t)-1} e_{p, q}(t X) \operatorname{COS}_{p, q}(t Y) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k, p, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{C} B_{k, p, q}\left(\frac{X}{a}, \frac{Y}{a}\right)\right) \frac{t^{n}}{[n]_{p, q}!} \tag{68}
\end{align*}
$$

Using the comparison of coefficients in Equations (67) and (68), we find the desired result.
(ii) If we assume form $B$ as follows:

$$
\begin{equation*}
B:=\frac{t^{2} e_{p, q}(t x) e_{p, q}(t X) \operatorname{SIN}_{p, q}(t y) \operatorname{SIN}_{p, q}(t Y)}{\left(e_{p, q}(a t)-1\right)\left(e_{p, q}(b t)-1\right)} \tag{69}
\end{equation*}
$$

then, we find Theorem 9 (ii) in the same manner.

Corollary 11. Setting $a=1$ in Theorem 9, the following holds:

$$
\begin{align*}
\text { (i) } & \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{k-1}{ }_{C} B_{n-k, p, q}(x, y)_{C} B_{k, p, q}\left(\frac{X}{b}, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1}{ }_{C} B_{n-k, p, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{C} B_{k, p, q}(X, Y), \\
\text { (ii) } & \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{k-1}{ }_{S} B_{n-k, p, q}(x, y)_{S} B_{k, p, q}\left(\frac{X}{b}, \frac{Y}{b}\right)  \tag{70}\\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1}{ }_{S} B_{n-k, p, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{S} B_{k, p, q}(X, Y) .
\end{align*}
$$

Corollary 12. If $p=1$ in Theorem 9 , then we have

$$
\begin{align*}
\text { (i) } \quad & \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k, q}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{C} B_{k, q}\left(\frac{X}{b}, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{C} B_{k, q}\left(\frac{X}{a}, \frac{Y}{a}\right),  \tag{71}\\
\text { (ii) } \quad & \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} a^{n-k-1} b^{k-1}{ }_{S} B_{n-k, q}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{S} B_{k, q}\left(\frac{X}{b}, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} b^{n-k-1} a^{k-1}{ }_{S} B_{n-k, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{S} B_{k, q}\left(\frac{X}{a}, \frac{Y}{a}\right),
\end{align*}
$$

where ${ }_{c} B_{n, q}(x, y)$ denotes the $q$-cosine Bernoulli polynomials and ${ }_{s} B_{n, q}(x, y)$ denotes the $q$-sine Bernoulli polynomials.

Corollary 13. Putting $p=1$ and $q \rightarrow 1$, one holds:

$$
\begin{align*}
\text { (i) } & \sum_{k=0}^{n}\binom{n}{k} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{C} B_{k}\left(\frac{X}{b}, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\binom{n}{k} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{C} B_{k}\left(\frac{X}{a}, \frac{Y}{a}\right), \\
\text { (ii) } & \sum_{k=0}^{n}\binom{n}{k} a^{n-k-1} b^{k-1}{ }_{S} B_{n-k}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{S} B_{k}\left(\frac{X}{b}, \frac{Y}{b}\right)  \tag{72}\\
& =\sum_{k=0}^{n}\binom{n}{k} b^{n-k-1} a^{k-1}{ }_{S} B_{n-k}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{S} B_{k}\left(\frac{X}{a}, \frac{Y}{a}\right),
\end{align*}
$$

where ${ }_{C} B_{n}(x, y)$ is the cosine Bernoulli polynomials and ${ }_{S} B_{n}(x, y)$ is the sine Bernoulli polynomials.
Theorem 9 is a basic symmetric property of $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials. We aim to find several symmetric properties by mixing $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials.

Theorem 10. For nonzero integers $a$ and $b$, we have

$$
\begin{align*}
& \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k, p, q}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{S} B_{k, p, q}\left(\frac{X}{b}, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k, p, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{s} B_{k, p, q}\left(\frac{X}{a}, \frac{Y}{a}\right) \tag{73}
\end{align*}
$$

Proof. We assume form $C$ by mixing the $(p, q)$-cosine function with the $(p, q)$-sine function, such as the following:

$$
\begin{equation*}
C:=\frac{t^{2} e_{p, q}(t x) e_{p, q}(t X) \operatorname{CoS}_{p, q}(t y) \operatorname{SIN}_{p, q}(t Y)}{\left(e_{p, q}(a t)-1\right)\left(e_{p, q}(b t)-1\right)} \tag{74}
\end{equation*}
$$

Form $C$ of the above equation can be changed into

$$
\begin{align*}
C & =\frac{t}{e_{p, q}(a t)-1} e_{p, q}(t x) \operatorname{COS}_{p, q}(t y) \frac{t}{e_{p, q}(b t)-1} e_{p, q}(t X) \operatorname{SIN}_{p, q}(t Y) \\
& =\sum_{n=0}^{\infty} a^{n-1}{ }_{C} B_{n, p, q}\left(\frac{x}{a}, \frac{y}{a}\right) \frac{t^{n}}{[n]_{p, q}!} \sum_{n=0}^{\infty} b^{n-1}{ }_{S} B_{n, p, q}\left(\frac{X}{b}, \frac{Y}{b}\right) \frac{t^{n}}{[n]_{p, q}!}  \tag{75}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k, p, q}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{\left.{ }_{S} B_{k, p, q}\left(\frac{X}{b}, \frac{Y}{b}\right)\right) \frac{t^{n}}{[n]_{p, q}!},}\right.
\end{align*}
$$

or, equivalently:

$$
\begin{align*}
C & =\frac{t}{e_{p, q}(b t)-1} e_{p, q}(t x) \operatorname{COS}_{p, q}(t y) \frac{t}{e_{p, q}(a t)-1} e_{p, q}(t X) \operatorname{SIN}_{p, q}(t Y) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k, p, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{s} B_{k, p, q}\left(\frac{X}{a}, \frac{Y}{a}\right)\right) \frac{t^{n}}{[n]_{p, q}!} . \tag{76}
\end{align*}
$$

By comparing transformed Equations (75) and (76), we determine the result of Theorem 10.
Corollary 14. If $a=1$ in Theorem 10, then we find

$$
\begin{align*}
& \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{k-1}{ }_{C} B_{n-k, p, q}(x, y)_{S} B_{k, p, q}\left(\frac{X}{b}, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1}{ }_{C} B_{n-k, p, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{S} B_{k, p, q}(X, Y) \tag{77}
\end{align*}
$$

Corollary 15. Setting $p=1$ in Theorem 10, one holds:

$$
\begin{align*}
& \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k, q}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{S} B_{k, q}\left(\frac{X}{b}, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k, q}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{S} B_{k, q}\left(\frac{X}{a}, \frac{Y}{a}\right), \tag{78}
\end{align*}
$$

where ${ }_{C} B_{n, q}(x, y)$ is the $q$-cosine Bernoulli polynomials and ${ }_{S} B_{n, q}(x, y)$ is the $q$-sine Bernoulli polynomials.
Corollary 16. Assigning $p=1$ and $q \rightarrow 1$ in Theorem 10, the following holds:

$$
\begin{align*}
& \sum_{k=0}^{n}\binom{n}{k} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k}\left(\frac{x}{a}, \frac{y}{a}\right){ }_{S} B_{k}\left(\frac{X}{b}, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\binom{n}{k} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k}\left(\frac{x}{b}, \frac{y}{b}\right){ }_{S} B_{k}\left(\frac{X}{a}, \frac{Y}{a}\right) \tag{79}
\end{align*}
$$

where ${ }_{C} B_{n}(x, y)$ is the cosine Bernoulli polynomials and ${ }_{S} B_{n}(x, y)$ is the sine Bernoulli polynomials.

Theorem 11. Let $a$ and $b$ be nonzero integers. Then, we derive

$$
\begin{align*}
& \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k, p, q}\left(b x, \frac{y}{a}\right){ }_{s} B_{k, p, q}\left(a X, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k, p, q}\left(a x, \frac{y}{b}\right){ }_{s} B_{k, p, q}\left(b X, \frac{Y}{a}\right) . \tag{80}
\end{align*}
$$

Proof. Let us consider form $D$ containing $a$ and $b$ in the $(p, q)$-exponential functions as

$$
\begin{equation*}
D:=\frac{t^{2} e_{p, q}(a b t x) e_{p, q}(a b t X) \operatorname{COS}_{p, q}(t y) \operatorname{SIN}_{p, q}(t Y)}{\left(e_{p, q}(a t)-1\right)\left(e_{p, q}(b t)-1\right)} \tag{81}
\end{equation*}
$$

From the above form $D$, we can obtain

$$
\begin{align*}
D & =\frac{t}{e_{p, q}(a t)-1} e_{p, q}(a b t x) \operatorname{CoS}_{p, q}(t y) \frac{t}{e_{p, q}(b t)-1} e_{p, q}(a b t X) \operatorname{SIN}_{p, q}(t Y) \\
& =\sum_{n=0}^{\infty} a^{n-1}{ }_{C} B_{n, p, q}\left(b x, \frac{y}{a}\right) \frac{t^{n}}{[n]_{p, q}!} \sum_{n=0}^{\infty} b^{n-1}{ }_{S} B_{n, p, q}\left(a X, \frac{Y}{b}\right) \frac{t^{n}}{[n]_{p, q}!}  \tag{82}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k, p, q}\left(b x, \frac{y}{a}\right){ }_{S} B_{k, p, q}\left(a X, \frac{Y}{b}\right)\right) \frac{t^{n}}{[n]_{p, q}!},
\end{align*}
$$

and

$$
\begin{align*}
D & =\frac{t}{e_{p, q}(b t)-1} e_{p, q}(a b t x) \operatorname{COS}_{p, q}(t y) \frac{t}{e_{p, q}(a t)-1} e_{p, q}(a b t X) \operatorname{SIN}_{p, q}(t Y) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{c}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k, p, q}\left(a x, \frac{y}{b}\right){ }_{s} B_{k, p, q}\left(b X, \frac{Y}{a}\right)\right) \frac{t^{n}}{[n]_{p, q}!} . \tag{83}
\end{align*}
$$

By observing Equations (82) and (83) which are made by form $D$, we prove Theorem 11.
Corollary 17. Setting $a=1$ in Theorem 11, the following holds:

$$
\begin{align*}
& \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{k-1}{ }_{C} B_{n-k, p, q}(b x, y)_{{ }_{S} B_{k, p, q}}\left(X, \frac{Y}{b}\right)  \tag{84}\\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q} b^{n-k-1}{ }_{C} B_{n-k, p, q}\left(x, \frac{y}{b}\right){ }_{S} B_{k, p, q}(b X, Y)
\end{align*}
$$

Corollary 18. If $p=1$ in Theorem 11, then we obtain

$$
\begin{align*}
& \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k, q}\left(b x, \frac{y}{a}\right){ }_{S} B_{k, q}\left(a X, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k, q}\left(a x, \frac{y}{b}\right){ }_{s} B_{k, q}\left(b X, \frac{Y}{a}\right), \tag{85}
\end{align*}
$$

where ${ }_{C} B_{n, q}(x, y)$ is the $q$-cosine Bernoulli polynomials and ${ }_{S} B_{n, q}(x, y)$ is the $q$-sine Bernoulli polynomials.

Corollary 19. Let $p=1$ and $q \rightarrow 1$ in Theorem 11. Then one holds

$$
\begin{align*}
& \sum_{k=0}^{n}\binom{n}{k} a^{n-k-1} b^{k-1}{ }_{C} B_{n-k}\left(b x, \frac{y}{a}\right){ }_{S} B_{k}\left(a X, \frac{Y}{b}\right) \\
& =\sum_{k=0}^{n}\binom{n}{k} b^{n-k-1} a^{k-1}{ }_{C} B_{n-k}\left(a x, \frac{y}{b}\right){ }_{S} B_{k}\left(b X, \frac{Y}{a}\right) \tag{86}
\end{align*}
$$

where ${ }_{C} B_{n}(x, y)$ is the cosine Bernoulli polynomials and ${ }_{S} B_{n}(x, y)$ is the sine Bernoulli polynomials.
Next, we investigate the structure of approximate roots in $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials. Based on the theorems above, $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials have symmetric properties. Thus, we assume that the approximate roots of $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials also have symmetric properties as well. We aim to identify the stacking structure of the roots from the specific $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials found in Section 3.

First, the structure of approximate roots in the $(p, q)$-cosine Bernoulli polynomials is illustrated in Figure 1 when $y=5, q=0.9$, and the value of $p$ changes. Figure 1 reveals the pattern of the roots in the $(p, q)$-cosine Bernoulli polynomials when $p=0.5$. In addition, the approximate roots appear when $n$ changes from 1 to 30 . The red points become closer together when $n$ is 30 and $n$ becomes smaller as illustrated by the blue points. Based on the graphs with real and imaginary axes, the ( $p, q$ )-cosine Bernoulli polynomials are symmetric.


Figure 1. Stacking structure of approximate roots in the $(p, q)$-cosine Bernoulli polynomials when $p=0.5, q=0.9$, and $y=5$.

Here, we aim to confirm that changes in the value of the $(p, q)$-cosine Bernoulli polynomials changes the structure of the approximate roots as the value changes. The structure of the approximate roots in polynomials when $p=1$ and $q$ changes, can be found in the $q$-cosine Bernoulli polynomials (see [11]).

Figure 2 below illustrates the stacking structure of the approximate roots of the $(p, q)$-cosine Bernoulli polynomials fixed at $p=0.1, q=0.5$ and $y=5$ when $1 \leq n \leq 30$. Compared with Figure 1, Figure 2 displays a wider distribution of the approximate roots. The range of the left picture in Figure 1 is $-15<\operatorname{Re} x<15$ and the range of the left picture in Figure 2 is $-50<\operatorname{Re} x<50$. The structure of the approximate roots of $p=0.1$ when $n=30$ is wider on the real axis compared to when $p=0.5$. The right-hand graphs in Figures 1 and 2 also reveal the same distribution. In addition, as $n$ increases, the structure of the approximate roots appears symmetric.


Figure 2. Stacking structure of approximate roots in the $(p, q)$-cosine Bernoulli polynomials when $p=0.1, q=0.9$, and $y=5$.

Next, we examine the stacking structure of the approximate roots in the $(p, q)$-sine Bernoulli polynomials. The conditions are confirmed by equating them to the conditions of the $(p, q)$-cosine Bernoulli polynomials. The stacking structure of the approximate roots of the ( $p, q$ )-sine Bernoulli polynomials when $p=0.5, q=0.9$, and $y=5$ can be checked in Figure 3. At $1 \leq n \leq 30$, the distribution range of the approximate roots appears wider in the values on the real axis than in the imaginary axis, as shown in the left picture in Figure 3. Figure 3 reveals that, as the value of $n$ becomes larger, the approximate roots become more symmetric, and the approximate form approaches a circular shape, including the origin.


Figure 3. Stacking structure of approximate roots in the $(p, q)$-sine Bernoulli polynomials when $p=0.5, q=0.9$, and $y=5$ in 3D.

When we change the value of $p$, the structure of the approximate roots of the $(p, q)$-sine Bernoulli polynomials when $p=0.1$ under the same conditions as in Figure 3 is presented in Figure 4. In comparison with Figure 3, the area of the real and the imaginary axes in Figure 4 is greater, and the approximate roots have a wider distribution than observed in Figure 3. This property is common in the approximate roots of the $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials. This indicates that, as the value of $p$ decreases, the approximate roots of the $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials spread wider. In addition, as displayed in Figure 4, the structure of the approximate roots of the $(p, q)$-sine Bernoulli polynomials is symmetric as the value of $n$ increases.


Figure 4. Stacking structure of approximate roots in the $(p, q)$-sine Bernoulli polynomials when $p=0.1, q=0.9$, and $y=5$ in 3D.

## 5. Conclusions and Future Directions

In this paper, we explained about the $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials, their basic properties, and various symmetric properties. Based on the above contents, we identified the structures of the approximate roots of the $(p, q)$-cosine and $(p, q)$-sine Bernoulli polynomials. As a result, we observed that the above polynomials obtain a structure of approximate roots, which has certain patterns and has a symmetric property under the given circumstances.

Further study is needed regarding whether the structure of approximate roots for the $(p, q)$-cosine and ( $p, q$ )-sine Bernoulli polynomials have symmetric properties under different circumstances. Furthermore, we think researching theories related to this topic is important to mathematicians.
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#### Abstract

In this paper, we introduce $q$-cosine and $q$-sine Euler polynomials and determine identities for these polynomials. From these polynomials, we obtain some special properties using a power series of $q$-trigonometric functions, properties of $q$-exponential functions, and $q$-analogues of the binomial theorem. We investigate the approximate roots of $q$-cosine Euler polynomials that help us understand these polynomials. Moreover, we display the approximate roots movements of $q$-cosine Euler polynomials in a complex plane using the Newton method.
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## 1. Introduction

In 1990, Jackson who published influential papers on the subject introduced the $q$-number and its notation stems, see [1]. Floreanini and Vinet found that some properties of $q$-orthogonal polynomials are connected to the $q$-oscillator algebra in $[1-4]$. We begin by introducing several definitions related to $q$-numbers used in this paper, see $[3,5-8]$.

Throughout this paper, the symbols, $\mathbb{N}, \mathbb{Z}, \mathbb{R}$ and $\mathbb{C}$ denotes the set of natural numbers, the set of integers, the set of real numbers and the set of complex numbers, respectively.

For $a \in \mathbb{C}, n \in \mathbb{N}$ and $|q|<1$, the $q$-shifted factorial is defined by

$$
\begin{equation*}
(a ; q)_{0}=1, \quad(a ; q)_{n}=\prod_{j=0}^{n-1}\left(1-q^{j} a\right), \quad(a ; q)_{\infty}=\prod_{j=0}^{\infty}\left(1-q^{j} a\right) . \tag{1}
\end{equation*}
$$

It is well known that

$$
(a ; q)_{n}=\sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{2}\\
k
\end{array}\right]_{q} q^{(1 / 2) k(k-1)}(-1)^{k} a^{k}
$$

Let $x, q \in \mathbb{R}$ with $q \neq 1$. The number

$$
\begin{equation*}
[x]_{q}=\frac{1-q^{x}}{1-q} \tag{3}
\end{equation*}
$$

is called $q$-number. We note that $\lim _{q \rightarrow 1}[x]_{q}=x$. In particular, for $k \in \mathbb{Z},[k]_{q}$ is a $q$-integer.
After the appearance of $q$-numbers, many mathematicians have studied topics such as $q$-differential equations, $q$-series, and $q$-trigonometric functions. Of course, mathematicians also constructed and researched $q$-Gaussian binomial coefficients, see [2-4,7-11].

Definition 1. For $r \leq m$ and $m, r \in \mathbb{N}$, the $q$-Gaussian binomial coefficients are defined by

$$
\left[\begin{array}{c}
m  \tag{4}\\
r
\end{array}\right]_{q}=\frac{(q ; q)_{m}}{(q ; q)_{m-r}(q ; q)_{r}}
$$

For $r=0$, we note that $\left[\begin{array}{c}m \\ 0\end{array}\right]_{q}=0$ with $0 \leq r \leq m$, and also, we note that $[n]_{q}!=[n]_{q} \cdots[2]_{q}[1]_{q}$ and $[0]_{q}!=1$.

Definition 2. Let $0<|q|<1$ and $|z|<\frac{1}{|1-q|}$. Then, the $q$-exponential function is defined by

$$
\begin{equation*}
e_{q}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{[n]_{q}!}=\prod_{k=0}^{\infty} \frac{1}{\left(1-(1-q) q^{k} z\right)} \tag{5}
\end{equation*}
$$

For $0<q<1$ and $|z|<\frac{2}{1-q}$, the other form of $q$-exponential function can be defined as

$$
\begin{equation*}
E_{q}(z)=e_{q^{-1}}(z)=\sum_{n=0}^{\infty} q^{\binom{n}{2}} \frac{z^{n}}{[n] q!}=\prod_{k=0}^{\infty}\left(1+(1-q) q^{k} z\right) \tag{6}
\end{equation*}
$$

We note that $\lim _{q \rightarrow 1} e_{q}(z)=e^{z}$. Exponential function is expanded to the power series expressions of the two $q$-exponential functions by combining with $q$-numbers. Also, $q$-derivatives and $q$-integrals were extensively studied by many mathematicians, see [1,5,12]. Following the determination of the limit formulas for $q$-exponential functions taken from Rawlings [10], several other interesting $q$-series expansions were presented in the classical book by Andrews [5].

Theorem 1. From Definition 2, we note that

$$
\begin{align*}
& \text { (i) } e_{q}(x) e_{q}(y)=e_{q}(x+y), \quad \text { if } \quad y x=q x y . \\
& \text { (ii) } e_{q}(x) E_{q}(-x)=1 \text {. } \tag{7}
\end{align*}
$$

The proof of Theorem 1 and more properties of $q$-exponential functions can be found in $[2,13]$.
Definition 3. For real variable function $f$ where $x \neq 0$, the $q$-derivative operator is defined as

$$
\begin{equation*}
D_{q} f(x)=\frac{f(x)-f(q x)}{(1-q) x} \tag{8}
\end{equation*}
$$

We note that $D_{q} f(0)=f^{\prime}(0)$. It is possible to prove that $f$ is differentiable at 0 and it is clear that $D_{q} x^{n}=[n]_{q} x^{n-1}$.

In 2002, Kac and Pokman published a book about quantum calculus including $q$-derivatives and $q$-analogue of $(x-a)^{n}$ and $q$-trigonometric functions, see [14].

Definition 4. Let $n$ be a nonnegative integer. The $q$-analogues of subtraction and addition are defined by

$$
\begin{align*}
& \text { (i) }(x \ominus a)_{q}^{n}=\left\{\begin{array}{cl}
1 & \text { if } n=0 \\
(x-a)(x-q a) \cdots\left(x-q^{n-1} a\right) & \text { if } n \geq 1
\end{array}\right. \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} \frac{(-1 ; q)_{k}(-1 ; q)_{n-k}}{2^{n}} x^{k} a^{n-k}, \\
& \text { (ii) }(x \oplus a)_{q}^{n}=\left\{\begin{array}{cl}
1 & \text { if } n=0 \\
(x+a)(x+q a) \cdots\left(x+q^{n-1} a\right) & \text { if } n \geq 1
\end{array}\right.  \tag{9}\\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} \frac{(-1 ; q)_{k}(-1 ; q)_{n-k}}{2^{n}} x^{k}(-a)^{n-k},
\end{align*}
$$

respectively.
Definition 5. Let $x \in \mathbb{R}$ and $i=\sqrt{-1}$. Then, the $q$-trigonometric functions are defined by

$$
\begin{array}{ll}
\sin _{q}(x)=\frac{e_{q}(i x)-e_{q}(-i x)}{2 i}, & \operatorname{SIN}_{q}(x)=\frac{E_{q}(i x)-E_{q}(-i x)}{2 i} \\
\cos _{q}(x)=\frac{e_{q}(i x)+e_{q}(-i x)}{2}, & \operatorname{Cos}_{q}(x)=\frac{E_{q}(i x)+E_{q}(-i x)}{2}, \tag{10}
\end{array}
$$

where $\operatorname{SIN}_{q}(x)=\sin _{q^{-1}}(x), \operatorname{COS}_{q}(x)=\cos _{q^{-1}}(x)$.
Theorem 2. Using Theorem 1 (ii) and applying the chain rule, we have
(i) $\operatorname{COS}_{q}(x) \cos _{q}(x)+\operatorname{SIN}_{q}(x) \sin _{q}(x)=1$.
(ii) $\begin{cases}D_{q} \sin _{q}(x)=\cos _{q}(x), & D_{q} \operatorname{SIN}_{q}(x)=\operatorname{COS}_{q}(x), \\ D_{q} \cos _{q}(x)=-\sin _{q}(x), & D_{q} \operatorname{COS}_{q}(x)=-\operatorname{SIN}_{q}(x) .\end{cases}$

Moreover, we note Theorem $2(i)$ is the $q$-analogue of the identity $\sin ^{2} x+\cos ^{2} x=1$, see $[3,4,7]$.
In 2004, Gasper and Rahman introduced a comprehensive account of the basic $q$-hypergeometric series, see [4]. During the last three decades, one of the bridges between science and applied mathematics has been $q$-calculus, see [10]. Based on the above concepts, many mathematicians explored various fields of mathematics including $q$-differential equations, $q$-series, $q$-hypergeometric functions, and $q$-gamma and $q$-beta functions. Moreover, various discrete distributions combining $q$-numbers can be found in [2]. Therefore, $q$-calculus plays an important role in many different areas of mathematics.

Many researchers who studied the Bernoulli, Euler, and Genocchi polynomials in various fields realized the important role of $q$-calculus in mathematics. For a long time, the topics of Bernoulli, Euler, and Genocchi polynomials have been extensively researched in many mathematical applications including analytical number theory, combinatorial analysis, $p$-adic analytic number theory, and other fields. Therefore, many mathematicians have started researching Bernoulli, Euler, and Genocchi polynomials combining $q$-numbers, see [9,13,15-21].

The following diagram briefly explains the relation between the various types of degenerate Euler polynomials, Euler polynomials, and $q$-Euler polynomials. The polynomials in the first row are researched by Calitz [21], Kim and Ryoo [16], respectively. The study of the second row of the diagram has brought about beneficial results in combinatorics and number theory. In particular, the cosine and sine Euler polynomials in the second row of the diagram contain a motive in this paper. This is because we hold several questions regarding what is a definition form of $q$-cosine and $q$-sine Euler
polynomials and what is different properties between the $q$-cosine, $q$-sine Euler polynomials and the cosine, sine Euler polynomials.

The main subject of this paper is to construct $q$-cosine and $q$-sine Euler polynomials using Definitions 4 and 5. Also, we derive identities and properties for these polynomials in the third row of the diagram.

$$
\begin{aligned}
& \frac{2}{(1+\lambda t)^{\frac{1}{\lambda}}+1}(1+\lambda t)^{\frac{x}{\lambda}}=\sum_{n=0}^{\infty} E_{n, \lambda}(x) \frac{t^{n}}{n!} \quad \frac{2}{(1+\lambda t)^{\frac{1}{\lambda}}+1}(1+\lambda t)^{\frac{x}{\lambda}} \cos (t y)=\sum_{n=0}^{\infty} E_{n, \lambda}^{(C)}(x, y) \frac{t^{n}}{n!} \\
& \text { ( degenerate Euler polynomials) } \\
& \frac{2}{(1+\lambda t)^{\frac{1}{\lambda}}+1}(1+\lambda t)^{\frac{x}{\lambda}} \sin (t y)=\sum_{n=0}^{\infty} E_{n, \lambda}^{(S)}(x, y) \frac{t^{n}}{n!} . \\
& \text { ( degenerate sine Euler polynomials) } \\
& \frac{2}{e^{t}+1} e^{x t} \cos (t y)=\sum_{n=0}^{\infty} E_{n}^{(C)}(x, y) \frac{t^{n}}{n!} \\
& \frac{2}{e^{t}+1} e^{x t}=\sum_{n=0}^{\infty} E_{n}(x) \frac{t^{n}}{n!} \\
& \text { (Euler polynomials) } \\
& \frac{2}{e^{t}+1} e^{x t} \sin (t y)=\sum_{n=0}^{\infty} E_{n}^{(S)}(x, y) \frac{t^{n}}{n!} \\
& \text { ( sine Euler polynomials) } \\
& \frac{2}{e_{q}(t)+1} e_{q}(x t) \operatorname{COS}_{q}(t y)=\sum_{n=0}^{\infty} C E_{n, q}(x, y) \frac{t^{n}}{n!} \\
& \frac{2}{e_{q}(t)+1} e_{q}(x t)=\sum_{n=0}^{\infty} E_{n, q}(x) \frac{t^{n}}{n!} \\
& \text { ( } q \text {-Euler polynomials) } \\
& \frac{2}{e_{q}(t)+1} e_{q}(x t) \operatorname{SIN}_{q}(t y)=\sum_{n=0}^{\infty} S E_{n, q}(x, y) \frac{t^{n}}{n!} \\
& \text { ( } q \text {-sine Euler polynomials) }
\end{aligned}
$$

The definition of $q$-Euler polynomials of the third row are as follows.
Definition 6. The q-Euler numbers and polynomials are defined respectively as (see [19])

$$
\begin{equation*}
\sum_{n=0}^{\infty} E_{n, q} \frac{t^{n}}{n!}=\frac{2}{e_{q}(t)+1}, \quad \sum_{n=0}^{\infty} E_{n, q}(z) \frac{t^{n}}{n!}=\frac{2}{e_{q}(t)+1} e_{q}(t z) \tag{12}
\end{equation*}
$$

Recently, Kim and Ryoo introduced the basic concepts of cosine and sine Euler polynomials. In [16], the definitions and representative properties of cosine and sine Euler polynomials are as follows.

Definition 7. The cosine Euler polynomials $E_{n}^{(C)}(x, y)$ and the sine Euler polynomials $E_{n}^{(S)}(x, y)$ are defined by means of the generating functions

$$
\begin{equation*}
\sum_{n=0}^{\infty} E_{n}^{(C)}(x, y) \frac{t^{n}}{n!}=\frac{2}{e^{t}+1} e^{t x} \cos (t y), \quad \sum_{n=0}^{\infty} E_{n}^{(S)}(x, y) \frac{t^{n}}{n!}=\frac{2}{e^{t}+1} e^{t x} \sin (t y) \tag{13}
\end{equation*}
$$

In this paper, we denote that $E_{n}^{(C)}(x, y)={ }_{C} \mathcal{E}_{n}(x, y)$ and $E_{n}^{(S)}(x, y)={ }_{s} \mathcal{E}_{n}(x, y)$.

Theorem 3. For $n \geq 1$, we have

$$
\begin{align*}
& \text { (i) } \quad E_{n}^{(C)}(x+1, y)-E_{n}^{(C)}(x, y)=2 C_{n}(x, y) \\
& \text { (ii) } \quad E_{n}^{(S)}(x+1, y)-E_{n}^{(S)}(x, y)=2 S_{n}(x, y) \tag{14}
\end{align*}
$$

Based on [16], which contains Definition 7 and Theorem 3, many researchers found various expanded numbers and polynomials and their identities, see [15,20].

The main goal of this paper is to find various properties of $q$-cosine and $q$-sine Euler polynomials such as addition theorem, partial $q$-derivative, basic symmetric properties so on. In Section 2, we construct $q$-cosine and $q$-sine Euler polynomials. Then, using $q$-calculus, we identify basic properties of these polynomials. Section 3 presents an investigation of the special properties of $q$-cosine and $q$-sine Euler polynomials such as the identity of $q$-sine Euler polynomials using $q$-analogues of subtraction and addition. This is based on the properties of $q$-trigonometric and $q$-exponential functions. Moreover, we derive relationships between $q$-cosine and $q$-sine Euler polynomials and $q$-cosine and $q$-sine Bernoulli polynomials. In Section 4, we display the structure of approximate roots for $q$-cosine and $q$-sine Euler polynomials and find properties of these polynomials. We present some figures of the approximate roots of these polynomials in a complex plane using Newton's method.

## 2. Some Basic Properties of $q$-cosine and $q$-sine Euler Polynomials

In this section, we construct the $q$-cosine and $q$-sine Euler polynomials by using Theorem 4 . From the generating functions of these polynomials, we obtain some basic properties and identities. Moreover, we derive symmetric properties and partial $q$-derivatives for $q$-cosine and $q$-sine Euler polynomials.

Definition 8. The generating functions of $q$-cosine Euler polynomials and $q$-sine Euler polynomials are correspondingly defined by

$$
\begin{align*}
& \qquad \sum_{n=0}^{\infty}{ }_{C} \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}=\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{COS}_{q}(t y) \\
& \text { and }  \tag{15}\\
& \qquad \sum_{n=0}^{\infty}{ }_{S} \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}=\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{SIN}_{q}(t y) .
\end{align*}
$$

From Definition $8, q$-sine Euler polynomials can be confirmed as the following:

$$
\begin{aligned}
& { }_{S} \mathcal{E}_{0, q}(x, y)=0 \\
& { }_{s} \mathcal{E}_{1, q}(x, y)=-\frac{y}{1+q^{\prime}} \\
& { }_{S} \mathcal{E}_{2, q}(x, y)=-\frac{\left(1+q+q^{2}-2 x\right) y}{2\left(1+q+q^{2}\right)} \\
& { }_{S} \mathcal{E}_{3, q}(x, y)=-\frac{y\left(1+2 x+2 q x-4 x^{2}+q^{2}(1+2 x)+q^{5}\left(-1+4 y^{2}\right)+q^{3}\left(-1+2 x+4 y^{2}\right)\right)}{4(1+q)\left(1+q^{2}\right)}
\end{aligned}
$$

We will introduce the certain form of $q$-cosine Euler polynomials in Section 4. The motivation to derive the definition of $q$-cosine Euler polynomials and $q$-sine Euler polynomials can be found in Theorem 4.

Theorem 4. For $x, y \in \mathbb{R}$ and $i=\sqrt{-1}$, we have
(i) $\sum_{n=0}^{\infty}\left(\frac{\mathcal{E}_{n, q}\left((x \oplus i y)_{q}\right)+\mathcal{E}_{n, q}\left((x \ominus i y)_{q}\right)}{2}\right) \frac{t^{n}}{[n]_{q}!}=\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{COS}_{q}(t y)$,
(ii) $\quad \sum_{n=0}^{\infty}\left(\frac{\mathcal{E}_{n, q}\left((x \oplus i y)_{q}\right)-\mathcal{E}_{n, q}\left((x \ominus i y)_{q}\right)}{2 i}\right) \frac{t^{n}}{[n]_{q}!}=\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{SIN}_{q}(t y)$.

Proof. (i) We defined the generating function of $q$-Euler polynomials in Definition 6. Let us substitute $(x \oplus i y)_{q}$ instead of $z$ in the $q$-Euler polynomials. By using a property of $q$-analogues of the sine and cosine functions and by using Definition 1, we can find

$$
\begin{align*}
\sum_{n=0}^{\infty} \mathcal{E}_{n, q}\left((x \oplus i y)_{q}\right) \frac{t^{n}}{[n]_{q}!} & =\frac{2}{e_{q}(t)+1} \sum_{n=0}^{\infty}(x \oplus i y)_{q}^{n} \frac{t^{n}}{[n]_{q}!} \\
& =\frac{2}{e_{q}(t)+1} \sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} q^{(n-k)} x^{k}(i y)^{n-k}\right) \frac{t^{n}}{[n]_{q}!}  \tag{17}\\
& =\frac{2}{e_{q}(t)+1} e_{q}(t x) E_{q}(i t y) \\
& =\frac{2}{e_{q}(t)+1} e_{q}(t x)\left(\operatorname{COS}_{q}(t y)+i \operatorname{SIN}_{q}(t y)\right)
\end{align*}
$$

By using a similar method as when finding Equation (17), we can also obtain

$$
\begin{align*}
\sum_{n=0}^{\infty} \mathcal{E}_{n, q}\left((x \ominus i y)_{q}\right) \frac{t^{n}}{[n]_{q}!} & =\frac{2}{e_{q}(t)+1} e_{q}(t x) E_{q}(-i t y)  \tag{18}\\
& =\frac{2}{e_{q}(t)+1} e_{q}(t x)\left(\operatorname{COS}_{q}(t y)-i \operatorname{SIN}_{q}(t y)\right)
\end{align*}
$$

(ii) We can prove Theorem 4 (ii) through Equations (17) and (18).

Remark 1. From the Theorem 4 and Definition 8, the following holds
(i) $\quad c^{\mathcal{E}_{n, q}}(x, y)=\frac{\mathcal{E}_{n, q}\left((x \oplus i y)_{q}\right)+\mathcal{E}_{n, q}\left((x \ominus i y)_{q}\right)}{2}$
(ii) ${ }_{s} \mathcal{E}_{n, q}(x, y)=\frac{\mathcal{E}_{n, q}\left((x \oplus i y)_{q}\right)-\mathcal{E}_{n, q}\left((x \ominus i y)_{q}\right)}{2 i}$.

In [15], $C_{n, q}(x, y)$ and $S_{n, q}(x, y)$ are defined as follows:
(i) $\sum_{n=0}^{\infty} C_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}=e_{q}(t x) \operatorname{COS}_{q}(t y)$,
(ii) $\sum_{n=0}^{\infty} S_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}=e_{q}(t x) \operatorname{SIN}_{q}(t y)$.

Theorem 5. For any real numbers $x, y$, we have
(i) ${ }_{C} \mathcal{E}_{n, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}n \\ k\end{array}\right]_{q} E_{k, q} C_{n-k, q}(x, y)$,
(ii) ${ }_{s} \mathcal{E}_{n, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}n \\ k\end{array}\right]_{q} E_{k, q} S_{n-k, q}(x, y)$,
where $E_{n, q}$ is the $q$-Euler numbers.
Proof. ( $i$ ) From the generating function of $q$-cosine Euler polynomials, we can find a relation between the $q$-Euler numbers and $C_{n, q}(x, y)$ as follows.

$$
\begin{align*}
\sum_{n=0}^{\infty} C \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} & =\sum_{n=0}^{\infty} C E_{n, q} \frac{t^{n}}{[n]_{q}!} \sum_{n=0}^{\infty} C_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} E_{k, q} C_{n-k, q}(x, y)\right) \frac{t^{n}}{[n]_{q}!}, \tag{22}
\end{align*}
$$

and we obtain the required result of Theorem $5(i)$.
(ii) We also find a relation between the $q$-Euler numbers and $S_{n, q}(x, y)$ in a similar way as in the proof of $(i)$ and we have the required result.

Theorem 6. For a nonnegative integer $k$ and $|q|<1$, we derive

$$
\begin{align*}
& \text { (i) } \quad{ }_{C} \mathcal{E}_{n, q}(x, y)=\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}(-1)^{k} q^{(2 k-1) k} y^{2 k} E_{n-2 k, q}(x)  \tag{23}\\
& \text { (ii) } \quad{ }_{s} \mathcal{E}_{n, q}(x, y)=\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q}(-1)^{k} q^{(2 k+1) k} y^{2 k+1} E_{n-(2 k+1), q}(x)
\end{align*}
$$

where $[x]$ is the greatest integer not exceeding $x$ and $E_{n, q}(x)$ is the $q$-Euler polynomials.
Proof. ( $i$ ) From the generating function of $q$-Euler polynomials, we can change the $q$-cosine Euler polynomials as follows

$$
\begin{equation*}
\sum_{n=0}^{\infty} c \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}=\sum_{n=0}^{\infty} E_{n, q}(x) \frac{t^{n}}{[n]_{q}!} \operatorname{COS}_{q}(t y) \tag{24}
\end{equation*}
$$

By using the power series of $\operatorname{COS}_{q}(x)$, the right-hand side of Equation (24) is transformed as

$$
\begin{align*}
& \sum_{n=0}^{\infty} E_{n, q}(x) \frac{t^{n}}{[n]_{q}!} \sum_{n=0}^{\infty}(-1)^{n} q^{(2 n-1) n} y^{2 n} \frac{t^{2 n}}{[2 n]_{q}!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{c}
n+k \\
2 k
\end{array}\right]_{q}(-1)^{k} q^{(2 k-1) k} y^{2 k} E_{n-k, q}(x)\right) \frac{t^{n+k}}{[n+k]_{q}!}  \tag{25}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}(-1)^{k} q^{(2 k-1) k} y^{2 k} E_{n-2 k, q}(x)\right) \frac{t^{n}}{[n]_{q}!}
\end{align*}
$$

and we complete the proof of Theorem $6(i)$.
(ii) By applying the power series of $\operatorname{SIN}_{q}(x)$ in the generating function of $q$-sine Euler polynomials, we have

$$
\begin{align*}
\sum_{n=0}^{\infty} s \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} & =\sum_{n=0}^{\infty} E_{n, q}(x) \frac{t^{n}}{[n]_{q}!} \sum_{n=0}^{\infty}(-1)^{n} q^{(2 n+1) n} y^{2 n+1} \frac{t^{2 n+1}}{[2 n+1]_{q}!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q}(-1)^{k} q^{(2 k+1) k} y^{2 k+1} E_{n-2(k+1), q}(x)\right) \frac{t^{n}}{[n]_{q}!}, \tag{26}
\end{align*}
$$

and we finish the proof of Theorem 6 (ii).
Corollary 1. Let $y=1$ in Theorem 6. Then, the following holds

$$
\begin{align*}
& \text { (i) }{ }_{C} \mathcal{E}_{n, q}(x, 1)=\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}(-1)^{k} q^{(2 k-1) k} E_{n-2 k, q}(x), \\
& \text { (ii) } \quad{ }_{s} \mathcal{E}_{n, q}(x, 1)=\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q}(-1)^{k} q^{(2 k+1) k} E_{n-(2 k+1), q}(x), \tag{27}
\end{align*}
$$

where $[x]$ is the greatest integer not exceeding $x$ and $E_{n, q}(x)$ is the $q$-Euler polynomials.
Theorem 7. Let $x, y \in \mathbb{R},|q|<1$, and $e_{q}(t) \neq-1$. Then, we have

$$
\begin{align*}
& \text { (i) } \quad C_{n, q}(x, y)=\frac{1}{2}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}{ }_{c} \mathcal{E}_{k, q}(x, y)+{ }_{c} \mathcal{E}_{n, q}(x, y)\right),  \tag{28}\\
& \text { (ii) } S_{n, q}(x, y)=\frac{1}{2}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}{ }_{{ }_{q}} \mathcal{E}_{k, q}(x, y)+{ }_{s} \mathcal{E}_{n, q}(x, y)\right) .
\end{align*}
$$

Proof. (i) When $e_{q}(t) \neq-1$, we can consider the generating function of the $q$-cosine Euler polynomials to be

$$
\begin{equation*}
\sum_{n=0}^{\infty} C \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}\left(e_{q}(t)+1\right)=2 e_{q}(t x) \operatorname{Cos}_{q}(t y) \tag{29}
\end{equation*}
$$

The left-hand side of Equation (29) is changed as follows.

$$
\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{30}\\
k
\end{array}\right]_{q}{ }_{c} \mathcal{E}_{k, q}(x, y)+{ }_{c} \mathcal{E}_{n, q}(x, y)\right) \frac{t^{n}}{[n]_{q}!}=\sum_{n=0}^{\infty} c \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}\left(e_{q}(t)+1\right)
$$

The right-hand side of (29) is transformed as

$$
\begin{equation*}
2 e_{q}(t x) \operatorname{COS}_{q}(t y)=2 \sum_{n=0}^{\infty} C_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} \tag{31}
\end{equation*}
$$

By using Equations (30) and (31), we find the required result.
(ii) In a similar method as in the proof of (i), we have

$$
\begin{equation*}
\sum_{n=0}^{\infty} s \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}\left(e_{q}(t)+1\right)=2 e_{q}(t x) S I N_{q}(t y) \tag{32}
\end{equation*}
$$

Then, we obtain

$$
\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{33}\\
k
\end{array}\right]_{q} s \mathcal{E}_{k, q}(x, y)+{ }_{s} \mathcal{E}_{n, q}(x, y)\right) \frac{t^{n}}{[n]_{q}!}=2 \sum_{n=0}^{\infty} S_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}
$$

Therefore, we finish the proof of Theorem 7 (ii).

Corollary 2. If $q \rightarrow 1$ in Theorem 7 , we have

$$
\begin{align*}
& \text { (i) } C_{n}(x, y)=\frac{1}{2}\left(\sum_{k=0}^{n}\binom{n}{k} c \mathcal{E}_{k}(x, y)+{ }_{c} \mathcal{E}_{n}(x, y)\right),  \tag{34}\\
& \text { (ii) } S_{n}(x, y)=\frac{1}{2}\left(\sum_{k=0}^{n}\binom{n}{k} s \mathcal{E}_{k}(x, y)+{ }_{s} \mathcal{E}_{n}(x, y)\right),
\end{align*}
$$

where ${ }_{C} \mathcal{E}_{n}(x, y)$ is the cosine Euler polynomials and ${ }_{S} \mathcal{E}_{n}(x, y)$ is the sine Euler polynomials.
Theorem 8. For any real number $x, y$ and $|q|<1$, we have

$$
\begin{align*}
& \text { (i) } \frac{\partial}{\partial x} c \mathcal{E}_{n, q}(x, y)=[n]_{q C} \mathcal{E}_{n-1, q}(x, y), \\
& \text { (ii) } \frac{\partial}{\partial y} C^{\partial x} \mathcal{E}_{n, q}(x, y)=-[n]_{q \mathcal{S}} \mathcal{E}_{n-1, q}(x, y y)  \tag{35}\\
& \text { (x,y) }=[n]_{q S} \mathcal{E}_{n-1, q}(x, y), \\
& \frac{\partial}{\partial y} S_{n} \mathcal{E}_{n, q}(x, y)=[n]_{q C} \mathcal{E}_{n-1, q}(x, q y)
\end{align*}
$$

Proof. (i) For any real number $x$, we can find the partial $q$-derivative for $q$-cosine Euler polynomials as

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\partial}{\partial x} C^{\mathcal{E}} \tilde{n}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}=\frac{2}{e_{q}(t)+1} \operatorname{Cos}_{q}(t y) \frac{\partial}{\partial x} e_{q}(t x)=\frac{2 t}{e_{q}(t)+1} e_{q}(t x) \operatorname{COS}_{q}(t y) \tag{36}
\end{equation*}
$$

Using the $q$-derivative of the $q$-cosine function, we find

$$
\begin{equation*}
D_{q} \operatorname{COS}_{q}(t y)=-t \operatorname{SIN}_{q}(q t y) \tag{37}
\end{equation*}
$$

From Equation (37), we get

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\partial}{\partial y} c \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}=\frac{2}{e_{q}(t)+1} e_{q}(t x) \frac{\partial}{\partial y} \operatorname{COS}_{q}(t y)=-\frac{2 t}{e_{q}(t)+1} e_{q}(t x) \operatorname{SIN}_{q}(q t y) \tag{38}
\end{equation*}
$$

and we obtain the required results.
(ii) We also consider the partial $q$-derivative of $q$-sine Euler polynomials as

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\partial}{\partial x} S \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}=\frac{2 t}{e_{q}(t)+1} e_{q}(t x) \operatorname{SIN}_{q}(t y) \tag{39}
\end{equation*}
$$

and note that $D_{q} S I N_{q}(t y)=t \operatorname{COS}_{q}(q t y)$. Then, we obtain the results of Theorem 8.
In [18], Liu and Wang studied some symmetric properties of the Bernoulli and Euler polynomials. Based on the above paper, we observe some symmetric properties of the $q$-cosine and $q$-sine Euler polynomials. Moreover, symmetric properties can be found in the cosine and sine Euler polynomials.

Theorem 9. For any integers $a, b$, we have

$$
\begin{align*}
& \text { (i) } \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} a^{n-k} b^{k}{ }_{C} \mathcal{E}_{n-k, q}(b x, b y)_{C} \mathcal{E}_{k, q}(a x, a y) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} b^{n-k} a^{k}{ }_{C} \mathcal{E}_{n-k, q}(a x, a y)_{C} \mathcal{E}_{k, q}(b x, b y) \text {, } \\
& \text { (ii) } \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} a^{n-k} b^{k}{ }_{S} \mathcal{E}_{n-k, q}(b x, b y)_{S} \mathcal{E}_{k, q}(a x, a y)  \tag{40}\\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} b^{n-k} a^{k}{ }_{S} \mathcal{E}_{n-k, q}(a x, a y)_{S} \mathcal{E}_{k, q}(b x, b y) .
\end{align*}
$$

Proof. (i) To find a symmetric property, we assume form $A$ such that

$$
\begin{equation*}
A:=\frac{4\left(e_{q}(a b t x) \operatorname{COS}_{q}(a b t y)\right)^{2}}{\left(e_{q}(a t)+1\right)\left(e_{q}(b t)+1\right)} \tag{41}
\end{equation*}
$$

By considering the generating function of $q$-cosine Euler polynomials in Equation (41), we can find the following equation:

$$
\begin{align*}
A & =\frac{2}{e_{q}(a t)+1} e_{q}(a b t x) \operatorname{COS}_{q}(a b t y) \frac{2}{e_{q}(b t)+1} e_{q}(a b t x) \operatorname{COS}_{q}(a b t y) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} a^{n-k} b^{k}{ }_{C} \mathcal{E}_{n-k, q}(b x, b y)_{C} \mathcal{E}_{k, q}(a x, a y)\right) \frac{t^{n}}{[n]_{q}!}, \tag{42}
\end{align*}
$$

and

$$
\begin{align*}
A & =\frac{2}{e_{q}(b t)+1} e_{q}(a b t x) \operatorname{COS}_{q}(a b t y) \frac{2}{e_{q}(a t)+1} e_{q}(a b t x) \operatorname{COS}_{q}(a b t y) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} b^{n-k} a^{k}{ }_{C} \mathcal{E}_{n-k, q}(a x, a y)_{C} \mathcal{E}_{k, q}(b x, b y)\right) \frac{t^{n}}{[n]_{q}!} . \tag{43}
\end{align*}
$$

From Equations (42) and (43), we can find the required result.
(ii) In a similar way as with form $A$, we can make form $A^{\prime}$ such that

$$
\begin{equation*}
A^{\prime}:=\frac{4\left(e_{q}(a b t x) \operatorname{SIN}_{q}(a b t y)\right)^{2}}{\left(e_{q}(a t)+1\right)\left(e_{q}(b t)+1\right)} \tag{44}
\end{equation*}
$$

and we can find Theorem $9(i i)$ in a same manner as $(i)$.
Corollary 3. Assume $a=1$ in Theorem 9. Then, the following holds
(i) $\sum_{k=0}^{n}\left[\begin{array}{l}n \\ k\end{array}\right]_{q} b^{k} \mathcal{E}_{n-k, q}(b x, b y)_{C} \mathcal{E}_{k, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}n \\ k\end{array}\right]_{q} b^{n-k}{ }_{C} \mathcal{E}_{n-k, q}(x, y)_{C} \mathcal{E}_{k, q}(b x, b y)$,
(ii) $\sum_{k=0}^{n}\left[\begin{array}{c}n \\ k\end{array}\right]_{q} b^{k}{ }_{S} \mathcal{E}_{n-k, q}(b x, b y)_{S} \mathcal{E}_{k, q}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{c}n \\ k\end{array}\right]_{q} b^{n-k}{ }_{S} \mathcal{E}_{n-k, q}(x, y)_{S} \mathcal{E}_{k, q}(b x, b y)$.

Corollary 4. Assume $q \rightarrow 1$ in Theorem 9. Then, the following holds
(i) $\sum_{k=0}^{n}\binom{n}{k} a^{n-k} b^{k}{ }_{C} \mathcal{E}_{n-k}(b x, b y)_{C} \mathcal{E}_{k}(a x, a y)=\sum_{k=0}^{n}\binom{n}{k} b^{n-k} a^{k}{ }_{C} \mathcal{E}_{n-k}(a x, a y)_{C} \mathcal{E}_{k}(b x, b y)$,
(ii) $\sum_{k=0}^{n}\binom{n}{k} a^{n-k} b^{k}{ }_{S} \mathcal{E}_{n-k}(b x, b y)_{S} \mathcal{E}_{k}(a x, a y)=\sum_{k=0}^{n}\binom{n}{k} b^{n-k} a^{k}{ }_{S} \mathcal{E}_{n-k}(a x, a y)_{S} \mathcal{E}_{k}(b x, b y)$,
where ${ }_{C} \mathcal{E}_{n}$ is the cosine Euler polynomials and ${ }_{S} \mathcal{E}_{n}$ is the sine Euler polynomials.
Theorem 10. For any integers $a, b$, and $|q|<1$. Then, we obtain

$$
\begin{align*}
& \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} a^{n-k} b^{k}{ }_{C} \mathcal{E}_{n-k, q}(b x, b y)_{S} \mathcal{E}_{k, q}(a x, a y)  \tag{47}\\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} b^{n-k} a^{k}{ }_{C} \mathcal{E}_{n-k, q}(a x, a y)_{S} \mathcal{E}_{k, q}(b x, b y)
\end{align*}
$$

Proof. To derive a symmetric relation mixing the $q$-cosine Euler polynomials and the $q$-sine Euler polynomials, we take form $B$ as the following.

$$
\begin{equation*}
B:=\frac{4 \operatorname{COS}_{q}(a b t y) \operatorname{SIN}_{q}(a b t y)\left(e_{q}(a b t x)\right)^{2}}{\left(e_{q}(a t)+1\right)\left(e_{q}(b t)+1\right)} \tag{48}
\end{equation*}
$$

From form $B$, we can find the following equations:

$$
\begin{align*}
B & =\frac{2}{e_{q}(a t)+1} e_{q}(a b t x) \operatorname{COS}_{q}(a b t y) \frac{2}{e_{q}(b t)+1} e_{q}(a b t x) \operatorname{SIN}_{q}(a b t y) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} a^{n-k} b^{k}{ }_{C} \mathcal{E}_{n-k, q}(b x, b y)_{S} \mathcal{E}_{k, q}(a x, a y)\right) \frac{t^{n}}{[n]_{q}!} \tag{49}
\end{align*}
$$

and

$$
\begin{align*}
B & =\frac{2}{e_{q}(b t)+1} e_{q}(a b t x) \operatorname{COS}_{q}(a b t y) \frac{2}{e_{q}(a t)+1} e_{q}(a b t x) \operatorname{SIN}_{q}(a b t y) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} b^{n-k} a^{k}{ }_{C} \mathcal{E}_{n-k, q}(a x, a y)_{S} \mathcal{E}_{k, q}(b x, b y)\right) \frac{t^{n}}{[n]_{q}!} . \tag{50}
\end{align*}
$$

From (49) and (50), we can immediately complete the proof of Theorem 10.
Corollary 5. Suppose $q \rightarrow 1$ in Theorem 10. Then the following holds

$$
\begin{equation*}
\sum_{k=0}^{n}\binom{n}{k} a^{n-k} b^{k}{ }_{C} \mathcal{E}_{n-k}(b x, b y)_{S} \mathcal{E}_{k}(a x, a y)=\sum_{k=0}^{n}\binom{n}{k} b^{n-k} a^{k}{ }_{C} \mathcal{E}_{n-k}(a x, a y)_{S} \mathcal{E}_{k}(b x, b y) \tag{51}
\end{equation*}
$$

## 3. Some Special Properties of $q$-cosine Euler Polynomials and $q$-sine Euler Polynomials

In this section, we obtain some special properties of $q$-cosine and $q$-sine Euler polynomials using the properties of $q$-trigonometric functions, $(x \oplus y)_{q}$, and so on. Moreover, we find various types of relationships between $q$-cosine, sine Euler polynomials and other polynomials.

Theorem 11. For $|q|<1$, we obtain

$$
\begin{align*}
& \text { (i) } \quad{ }_{c} \mathcal{E}_{n, q}(1, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}(-1)^{n-k} q^{\binom{n-k}{2}}\left(2 C_{k, q}(x, y)-c_{c} \mathcal{E}_{k, q}(x, y)\right) x^{n-k} \\
& \text { (ii) } \quad{ }_{s} \mathcal{E}_{n, q}(1, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}(-1)^{n-k} q^{\binom{n-k}{2}}\left(2 S_{k, q}(x, y)-{ }_{s} \mathcal{E}_{k, q}(x, y)\right) x^{n-k} \tag{52}
\end{align*}
$$

Proof. (i) When $x=1$ in the generating function of $q$-cosine Euler polynomials, $c_{\mathcal{C}} \mathcal{E}_{n, q}(x, y)$, we have

$$
\begin{equation*}
\sum_{n=0}^{\infty} c \mathcal{E}_{n, q}(1, y) \frac{t^{n}}{[n]_{q}!}=2 \operatorname{COS}_{q}(t y)-\frac{2}{e_{q}(t)+1} \operatorname{COS}_{q}(t y) \tag{53}
\end{equation*}
$$

Using $e_{q}(x) E_{q}(-x)=1$ and $[n]_{q^{-1}}!=q^{-\binom{n}{2}}[n]_{q}$ !, the left-hand side of Equation (53) can be written as the following:

$$
\begin{align*}
\sum_{n=0}^{\infty} c \mathcal{E}_{n, q}(1, y) \frac{t^{n}}{[n]_{q}!} & =\left(2 e_{q}(t x) \operatorname{CoS}_{q}(t y)-\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{COS}_{q}(t y)\right) E_{q}(-t x) \\
& =\sum_{n=0}^{\infty}\left(2 C_{n, q}(x, y)-c \mathcal{E}_{n, q}(x, y)\right) \frac{t^{n}}{[n]_{q}!} \sum_{n=0}^{\infty}(-1)^{n} q^{\binom{2}{2}} x^{n} \frac{t^{n}}{[n]_{q}!}  \tag{54}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}(-1)^{n-k} q^{\left({ }_{2}^{2-k}\right)}\left(2 C_{k, q}(x, y)-c_{c} \mathcal{E}_{k, q}(x, y)\right) x^{n-k}\right) \frac{t^{n}}{[n]_{q}!} .
\end{align*}
$$

Comparing the both sides of Equation (54), we obtain the required result.
(ii) By using the same method as in the proof of (i), we have the proof of Theorem 11 (ii).

Corollary 6. When $q \rightarrow 1$ in Theorem 11, the following holds

$$
\begin{align*}
& \text { (i) }{ }_{c} \mathcal{E}_{n}(1, y)=\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k}\left(\left(2 C_{k}(x, y)-{ }_{c} \mathcal{E}_{k}(x, y)\right) x^{n-k},\right. \\
& \text { (ii) }{ }_{s} \mathcal{E}_{n}(1, y)=\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k}\left(2 S_{k}(x, y)-{ }_{s} \mathcal{E}_{k}(x, y)\right) x^{n-k} \tag{55}
\end{align*}
$$

where ${ }_{C} \mathcal{E}_{n}(x, y)$ is the cosine Euler polynomials and ${ }_{S} \mathcal{E}_{n}(x, y)$ is the sine Euler polynomials.
Lemma 1. For $|q|<1$ and a real number $r$, we have
(i) ${ }_{C} \mathcal{E}_{n, q}\left((x \oplus r)_{q}, y\right)=\sum_{k=0}^{n}\left[\begin{array}{l}n \\ k\end{array}\right]_{q} q^{(n-k)} \mathcal{C} \mathcal{E}_{k, q}(x, y) r^{n-k}$,
(ii) $c \mathcal{E}_{n, q}\left((x \ominus r)_{q}, y\right)=\sum_{k=0}^{n}\left[\begin{array}{l}n \\ k\end{array}\right]_{q}(-1)^{n-k} q^{\left({ }^{(-k}{ }_{2}\right)} c^{\mathcal{E}} \mathcal{E}_{k, q}(x, y) r^{n-k}$,

(iv) $\quad{ }_{s} \mathcal{E}_{n, q}\left((x \ominus r)_{q}, y\right)=\sum_{k=0}^{n}\left[\begin{array}{l}n \\ k\end{array}\right]_{q}(-1)^{n-k} q^{\left(\frac{n-k}{2}\right)}{ }_{S} \mathcal{E}_{k, q}(x, y) r^{n-k}$.

Proof. ( $i$ ) By substituting $(x \oplus r)_{q}$ instead of $x$ in the generating function of $q$-cosine Euler polynomials and using $q$-exponential functions, we derive

$$
\begin{align*}
\sum_{n=0}^{\infty} \mathcal{E}_{n, q}\left((x \oplus r)_{q}, y\right) \frac{t^{n}}{[n]_{q}!} & =\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{COS}_{q}(t y) E_{q}(t r) \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} q^{(n-k)} c \mathcal{E}_{k, q}(x, y) r^{n-k}\right) \frac{t^{n}}{[n]_{q}!}, \tag{57}
\end{align*}
$$

Thus, we find the required result immediately.
(ii) Putting $(x \ominus r)_{q}$ into $x$ in the generating function of $q$-cosine Euler polynomials and using $q$-exponential functions, we have

$$
\begin{equation*}
\sum_{n=0}^{\infty} c \mathcal{E}_{n, q}\left((x \ominus r)_{q}, y\right) \frac{t^{n}}{[n]_{q}!}=\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{COS}_{q}(t y) E_{q}(-t r) \tag{58}
\end{equation*}
$$

We find the required result in a similar way as in the proof of $(i)$.
(iii) We consider that

$$
\begin{equation*}
\sum_{n=0}^{\infty} s \mathcal{E}_{n, q}\left((x \oplus r)_{q}, y\right) \frac{t^{n}}{[n]_{q}!}=\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{SIN}_{q}(t y) E_{q}(t r) \tag{59}
\end{equation*}
$$

Then, we have the following result.
(iv) If we set $(x \ominus r)$ in $x$ in the generating function of $q$-sine Euler polynomials, then we have

$$
\begin{equation*}
\sum_{n=0}^{\infty} s \mathcal{E}_{n, q}\left((x \ominus r)_{q}, y\right) \frac{t^{n}}{[n]_{q}!}=\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{SIN}_{q}(t y) E_{q}(-t r) \tag{60}
\end{equation*}
$$

From Equation (60), we obtain the desired result.
Theorem 12. Let $|q|<1$ and $r, x, y \in \mathbb{R}$. From the Lemma 1, we have

$$
\text { (i) } \quad{ }_{c} \mathcal{E}_{n, q}\left((x \oplus r)_{q}, y\right)+c \mathcal{E}_{n, q}\left((x \ominus r)_{q}, y\right)
$$

$$
=\left\{\begin{array}{ll}
2 \sum_{k=0}^{n}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q} q^{(n-(2 k+1)}{ }^{(2)} C^{\mathcal{E}} 2 k+1, q(x, y) r^{n-(2 k+1)}, & \text { if } n=\text { odd } \\
2 \sum_{k=0}^{n}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q} q^{(n-2 k)} C^{\mathcal{E}_{2 k, q}}(x, y) r^{n-2 k}, & \text { if } n=\text { even }
\end{array} .\right.
$$

$$
\begin{equation*}
\text { (ii) } \quad{ }_{s} \mathcal{E}_{n, q}\left((x \oplus r)_{q}, y\right)+{ }_{s} \mathcal{E}_{n, q}\left((x \ominus r)_{q}, y\right) \tag{61}
\end{equation*}
$$

$$
= \begin{cases}\left.2 \sum_{k=0}^{n}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q} q^{(n-(2 k+1)}{ }_{2}\right) & \mathcal{E}_{2 k+1, q}(x, y) r^{n-(2 k+1)}, \\
\text { if } n=\text { odd } \\
2 \sum_{k=0}^{n}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q} q^{(n-2 k}{ }^{(2 k}{ }_{s} \mathcal{E}_{2 k, q}(x, y) r^{n-2 k}, & \text { if } n=\text { even }\end{cases}
$$

Proof. (i) By using Lemma 1 (i) and (ii), we obtain

$$
\begin{align*}
& C_{C} \mathcal{E}_{n, q}\left((x \oplus r)_{q}, y\right)+c_{c} \mathcal{E}_{n, q}\left((x \ominus r)_{q}, y\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} q^{\left(\frac{n-k}{2}\right)}\left(c^{\mathcal{E}_{k, q}}(x, y)+(-1)^{n-k}{ }_{c} \mathcal{E}_{k, q}(x, y)\right) r^{n-k} . \tag{62}
\end{align*}
$$

If $n$ is an odd or even number, then we derive the required result.
(ii) We omit the proof of Theorem 12 (ii) because we obtain the desired result in the same manner.

Corollary 7. Let $r=1$ in Theorem 12. Then, we have

$$
\begin{aligned}
& \text { (i) } \begin{array}{l}
c^{\mathcal{E}} \mathcal{E}_{n, q}\left((x \oplus 1)_{q}, y\right)+c^{\mathcal{E}} \mathcal{E}_{n, q}\left((x \ominus 1)_{q}, y\right) \\
= \begin{cases}2 \sum_{k=0}^{n}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q} q^{\left(n^{n-(2 k+1)}\right)} C^{\mathcal{E}} \mathcal{E}_{2 k+1, q}(x, y), & \text { if } n=\text { odd } \\
\left.2 \sum_{k=0}^{n}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q} q^{(n-2 k}{ }^{(2 k}\right) & \mathcal{E}_{2 k, q}(x, y),\end{cases}
\end{array} \text { if } n=\text { even }
\end{aligned},
$$

$$
\begin{equation*}
\text { (ii) }{ }_{s} \mathcal{E}_{n, q}\left((x \oplus 1)_{q}, y\right)+{ }_{s} \mathcal{E}_{n, q}\left((x \ominus 1)_{q}, y\right) \tag{63}
\end{equation*}
$$

$$
=\left\{\begin{array}{ll}
2 \sum_{k=0}^{n}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q} q^{\left({ }^{(-(2 k+1)}\right)}{ }_{S} \mathcal{E}_{2 k+1, q}(x, y), & \text { if } n=\text { odd } \\
2 \sum_{k=0}^{n}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q} q^{\left(n_{2}^{2 k}\right)} S^{2 k} \mathcal{E}_{2 k, q}(x, y), & \text { if } n=\text { even }
\end{array} .\right.
$$

Corollary 8. Let $q \rightarrow 1$ in Theorem 12. Then, we have

$$
\begin{align*}
& \text { (i) } \quad{ }_{C} \mathcal{E}_{n}(x+r, y)+C_{C} \mathcal{E}_{n}(x-r, y) \\
& = \begin{cases}2 \sum_{k=0}^{n}\binom{n}{2 k+1}_{C} \mathcal{E}_{2 k+1}(x, y) r^{n-(2 k+1)}, & \text { if } n=\text { odd } \\
2 \sum_{k=0}^{n}\binom{n}{2 k} C_{C} \mathcal{E}_{2 k}(x, y) r^{n-2 k}, & \text { if } n=\text { even }\end{cases} \\
& \text { (ii) } \begin{array}{c}
{ }_{S} \mathcal{E}_{n}(x+r, y)+s_{S}(x-r, y) \\
= \begin{cases}2 \sum_{k=0}^{n}\binom{n}{2 k+1}_{S} \mathcal{E}_{2 k+1}(x, y) r^{n-(2 k+1)}, & \text { if } n=\text { odd } \\
2 \sum_{k=0}^{n}\binom{n}{2 k} \mathcal{E}_{2 k}(x, y) r^{n-2 k}, & \text { if } n=\text { even }\end{cases}
\end{array} . \tag{64}
\end{align*}
$$

Corollary 9. From Lemma 1, one holds

$$
\begin{align*}
& \text { (i) } \quad c \mathcal{E}_{n, q}\left((x \oplus r)_{q}, y\right)+{ }_{s} \mathcal{E}_{n, q}\left((x \oplus r)_{q}, y\right) \\
& =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} q^{\left({ }^{(-k}\right)}\left(c^{2} \mathcal{E}_{k, q}(x, y)+{ }_{c} \mathcal{E}_{k, q}(x, y)\right) r^{n-k},  \tag{65}\\
& \text { (ii) } c_{c} \mathcal{E}_{n, q}\left((x \ominus r)_{q}, y\right)+{ }_{s} \mathcal{E}_{n, q}\left((x \ominus r)_{q}, y\right) \\
& \left.=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}(-1)^{n-k} q^{(n-k}\right)\left(c \mathcal{E}_{k, q}(x, y)+c_{c} \mathcal{E}_{k, q}(x, y)\right) r^{n-k} .
\end{align*}
$$

Theorem 13. For $|q|<1$, we have the following relation:

$$
\mathcal{E}_{n, q}(x)=\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n  \tag{66}\\
2 k
\end{array}\right]_{q}(-1)^{k} y^{2 k}{ }_{C} \mathcal{E}_{n-k, q}(x, y)+\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q}(-1)^{k} y^{2 k+1}{ }_{S} \mathcal{E}_{n-(2 k+1), q}(x, y)
$$

where $\mathcal{E}_{n, q}(x)$ is the $q$-Euler polynomials and $[x]$ is the greatest integer not exceeding $x$.

Proof. (i) We consider a multiplication between the generating function of $q$-cosine Euler polynomials and the $q$-cosine function such as

$$
\begin{equation*}
\sum_{n=0}^{\infty} \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} \cos _{q}(t y)=\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{COS}_{q}(t y) \cos _{q}(t y) \tag{67}
\end{equation*}
$$

By using the power series of a $q$-cosine function, the left-hand side of Equation (67) is written as

$$
\begin{align*}
\sum_{n=0}^{\infty} c \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} \cos _{q}(t y) & =\sum_{n=0}^{\infty} C^{\mathcal{E}} \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} \sum_{n=0}^{\infty}(-1)^{n} y^{2 n} \frac{t^{2 n}}{[2 n]_{q}!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{c}
n+k \\
2 k
\end{array}\right]_{q}(-1)^{k} y^{2 k}{ }_{C} \mathcal{E}_{n-k, q}(x, y)\right) \frac{t^{n+k}}{[n+k]_{q}!}  \tag{68}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}(-1)^{k} y^{2 k}{ }_{C} \mathcal{E}_{n-k, q}(x, y)\right) \frac{t^{n}}{[n]_{q}!} .
\end{align*}
$$

From Equations (67) and (68), we have

$$
\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n  \tag{69}\\
2 k
\end{array}\right]_{q}(-1)^{k} y^{2 k}{ }_{C} \mathcal{E}_{n-k, q}(x, y)\right) \frac{t^{n}}{[n]_{q}!}=\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{Cos}_{q}(t y) \cos _{q}(t y)
$$

In a similar way, we find the multiplication between the $q$-sin Euler polynomials and the $q$-sin function as follows.

$$
\begin{equation*}
\sum_{n=0}^{\infty}{ }_{s} \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} \sin _{q}(t y)=\frac{2}{e_{q}(t)+1} e_{q}(t x) \operatorname{SIN}_{q}(t y) \sin _{q}(t y) \tag{70}
\end{equation*}
$$

Applying the power series of a $q$-sine function, the left-hand side of Equation (70) is obtained as

$$
\begin{align*}
\sum_{n=0}^{\infty} s \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} \sin _{q}(t y) & =\sum_{n=0}^{\infty} s \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} \sum_{n=0}^{\infty}(-1)^{n} y^{2 n+1} \frac{t^{2 n+1}}{[2 n+1]_{q}!} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q}(-1)^{k} y^{2 k+1}{ }_{S} \mathcal{E}_{n-(2 k+1), q}(x, y)\right) \frac{t^{n}}{[n]_{q}!} \tag{71}
\end{align*}
$$

We can find (72) by using $\cos _{q}(t y) \operatorname{COS}_{q}(t y)+\sin _{q}(t y) \operatorname{SIN}_{q}(t y)=1$, which is a property of $q$-trigonometric functions.

$$
\begin{align*}
& \sum_{n=0}^{\infty}\left(\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}(-1)^{k} y^{2 k}{ }_{C} \mathcal{E}_{n-k, q}(x, y)+\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q}(-1)^{k} y^{2 k+1}{ }_{S} \mathcal{E}_{n-(2 k+1), q}(x, y)\right) \frac{t^{n}}{[n]_{q}!} \\
& =\frac{2}{e_{q}(t)+1} e_{q}(t x)\left(\cos _{q}(t y) \operatorname{CoS}_{q}(t y)+\sin _{q}(t y) \operatorname{SIN}_{q}(t y)\right)  \tag{72}\\
& =\sum_{n=0}^{\infty} \mathcal{E}_{n, q}(x) \frac{t^{n}}{[n]_{q}!}
\end{align*}
$$

From Equation (72), we can find the required result of Theorem 13.

Corollary 10. If $q \rightarrow 1$ in Theorem 13 , then we have

$$
\begin{equation*}
\mathcal{E}_{n}(x)=\sum_{k=0}^{\left[\frac{n}{2}\right]}\binom{n}{2 k}(-1)^{k} y^{2 k}{ }_{C} \mathcal{E}_{n-k}(x, y)+\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\binom{n}{2 k+1}(-1)^{k} y^{2 k+1}{ }_{S} \mathcal{E}_{n-(2 k+1)}(x, y) . \tag{73}
\end{equation*}
$$

Corollary 11. Setting $y=1$ in Theorem 13, one holds

$$
\mathcal{E}_{n, q}(x)=\sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n  \tag{74}\\
2 k
\end{array}\right]_{q}(-1)^{k}{ }_{C} \mathcal{E}_{n-k, q}(x, 1)+\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q}(-1)^{k}{ }_{S} \mathcal{E}_{n-(2 k+1), q}(x, 1)
$$

Corollary 12. From the Theorem 13 and Corollary 11, we have

$$
\begin{align*}
& \sum_{k=0}^{\left[\frac{n}{2}\right]}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}(-1)^{k}\left(y^{2 k}{ }_{C} \mathcal{E}_{n-k, q}(x, y)-{ }_{c} \mathcal{E}_{n-k, q}(x, 1)\right) \\
& =\sum_{k=0}^{\left[\frac{n-1}{2}\right]}\left[\begin{array}{c}
n \\
2 k+1
\end{array}\right]_{q}(-1)^{k}\left({ }_{s} \mathcal{E}_{n-(2 k+1), q}(x, 1)-y^{2 k+1}{ }_{S} \mathcal{E}_{n-(2 k+1), q}(x, y)\right) \tag{75}
\end{align*}
$$

To find a relationship between the $q$-cosine Euler polynomials and the $q$-cosine Bernoulli polynomials, we recall the definitions of $q$-cosine and $q$-sine Bernoulli polynomials, see [15]. The $q$-cosine Bernoulli polynomials $C_{C} B_{n}(x, y)$ and $q$-cosine Bernoulli polynomials ${ }_{S} B_{n}(x, y)$ are defined by means of the generating functions

$$
\begin{align*}
& \sum_{n=0}^{\infty} C B_{n, q}(x, y) \frac{t^{n}}{n!}=\frac{t}{e_{q}(t)-1} e_{q}(t x) \operatorname{COS}_{q}(t y) \\
& \sum_{n=0}^{\infty}{ }_{c} B_{n, q}(x, y) \frac{t^{n}}{n!}=\frac{t}{e_{q}(t)-1} e_{q}(t x) \operatorname{SIN}_{q}(t y) \tag{76}
\end{align*}
$$

Theorem 14. Let $x, y \in \mathbb{R}$ and $|q|<1$. Then we derive

$$
\begin{align*}
& \text { (i) } \quad {[n]_{q C} \mathcal{E}_{n-1, q}(x, y)+2_{C} B_{n, q}(x, y) } \\
&=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}\left(2_{C} B_{k, q}(x, y)-[k]_{q C} \mathcal{E}_{k-1, q}(x, y)\right),  \tag{77}\\
& \text { (ii) } \quad[n]_{q} \mathcal{S}_{n-1, q}(x, y)+2_{S} B_{n, q}(x, y) \\
& \quad=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}\left(2_{S} B_{k, q}(x, y)-[k]_{q S} \mathcal{E}_{k-1, q}(x, y)\right),
\end{align*}
$$

where ${ }_{C} B_{n, q}(x, y)$ is the $q$-cosine Bernoulli polynomials and ${ }_{S} B_{n, q}(x, y)$ is the $q$-sine Bernoulli polynomials.
Proof. (i) We substitute the generating function of $q$-cosine Euler polynomials with an expression that is related to the $q$-cosine Bernoulli polynomials as

$$
\begin{equation*}
\sum_{n=0}^{\infty} C \mathcal{E}_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}=\frac{2\left(e_{q}(t)-1\right)}{t\left(e_{q}(t)+1\right)} \sum_{n=0}^{\infty} C B_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!} \tag{78}
\end{equation*}
$$

From Equation (78), we have

$$
\begin{equation*}
\sum_{n=0}^{\infty} C \mathcal{E}_{n, q}(x, y) \frac{t^{n+1}}{[n]_{q}!}\left(\sum_{n=0}^{\infty} \frac{t^{n}}{[n]_{q}!}+1\right)=2 \sum_{n=0}^{\infty} C B_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}\left(\sum_{n=0}^{\infty} \frac{t^{n}}{[n]_{q}!}-1\right) \tag{79}
\end{equation*}
$$

We replace the left-hand side of (79) with the following equation.

$$
\begin{align*}
& \sum_{n=0}^{\infty} C_{C} \mathcal{E}_{n, q}(x, y) \frac{t^{n+1}}{[n]_{q}!}\left(\sum_{n=0}^{\infty} \frac{t^{n}}{[n]_{q}!}+1\right) \\
& =\sum_{n=0}^{\infty}[n]_{q \mathcal{C}} \mathcal{E}_{n-1, q}(x, y) \frac{t^{n}}{[n]_{q}!}\left(\sum_{n=0}^{\infty} \frac{t^{n}}{[n]_{q}!}+1\right)  \tag{80}\\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}[k]_{q C} \mathcal{E}_{k-1, q}(x, y)+[n]_{q \mathcal{C}} \mathcal{E}_{n-1, q}(x, y)\right) \frac{t^{n}}{[n]_{q}!}
\end{align*}
$$

Then, the right-hand side of (79) is transformed as

$$
2 \sum_{n=0}^{\infty}{ }_{C} B_{n, q}(x, y) \frac{t^{n}}{[n]_{q}!}\left(\sum_{n=0}^{\infty} \frac{t^{n}}{[n]_{q}!}-1\right)=2 \sum_{n=0}^{\infty}\left(\sum_{k=0}^{n}\left[\begin{array}{c}
n  \tag{81}\\
k
\end{array}\right]_{q}{ }_{c B_{k, q}}(x, y)-{ }_{c} B_{n, q}(x, y)\right) \frac{t^{n}}{[n]_{q}!} .
$$

By comparing Equations (80) and (81), we investigate a relation between the $q$-cosine Euler polynomials and $q$-cosine Bernoulli polynomials and complete the proof of Theorem 14.
(ii) By using a similar method as in (i), we derive the required result.

Corollary 13. When $q \rightarrow 1$ in Theorem 14 , the following holds

$$
\begin{align*}
& \text { (i) } n_{C} \mathcal{E}_{n-1}(x, y)+2_{C} B_{n}(x, y)=\sum_{k=0}^{n}\binom{n}{k}\left(2_{C} B_{k}(x, y)-k_{C} \mathcal{E}_{k-1}(x, y)\right),  \tag{82}\\
& \text { (ii) } n_{S} \mathcal{E}_{n-1}(x, y)+2_{S} B_{n}(x, y)=\sum_{k=0}^{n}\binom{n}{k}\left(2_{S} B_{k}(x, y)-k_{S} \mathcal{E}_{k-1}(x, y)\right),
\end{align*}
$$

where ${ }_{C} B_{n}(x, y)$ is the cosine Bernoulli polynomials, and ${ }_{S} B_{n}(x, y)$ is the sine Bernoulli polynomials.

## 4. Symmetric Structures of Approximate Roots for $q$-cosine Euler Polynomials and Their Application

In this section, we show the actual forms for $q$-cosine and $q$-sine Euler polynomials using the theorems from Section 2 and the Mathematica program. We observe the structure of the approximate roots of these polynomials and find some properties. We also show examples of $q$-cosine Euler polynomials using Newton's method.

First, we discuss $q$-cosine Euler polynomials. A few forms of $q$-cosine Euler polynomials are as follows:

$$
\begin{align*}
C^{\mathcal{E}} \mathcal{E}_{0, q}(x, y) & =1 \\
{ }_{C} \mathcal{E}_{1, q}(x, y) & =-\frac{1}{2}+x, \\
C_{C} \mathcal{E}_{2, q}(x, y) & =\frac{1}{4}\left(-1+q-2 x-2 q x+4 x^{2}-4 q y^{2}\right), \\
C^{\mathcal{E}} \mathcal{E}_{3, q}(x, y) & =\frac{1}{8}\left(-1+2 q+2 q^{2}-q^{3}-2 x+2 q^{3} x-4 x^{2}-4 q x^{2}-4 q^{2} x^{2}+8 x^{3}\right) \\
& -\frac{1}{8}\left(4 q\left(1+q+q^{2}\right)(-1+2 x) y^{2}\right),  \tag{83}\\
C^{\mathcal{E}} \mathcal{E}_{4, q}(x, y) & =\frac{1}{16}\left(-1+3 q+3 q^{2}-3 q^{4}-3 q^{5}+q^{6}-2 x+2 q x+6 q^{2} x+4 q^{3} x+6 q^{4} x\right) \\
& +\frac{1}{16}\left(2 q^{5} x-2 q^{6} x-4 x^{2}-4 q^{2} x^{2}+4 q^{3} x^{2}+4 q^{5} x^{2}-8 x^{3}-8 q x^{3}-8 q^{2} x^{3}\right) \\
& -\frac{1}{16}\left(8 q^{3} x^{3}-16 x^{4}+4 q\left(1+q^{2}\right)\left(1+q+q^{2}\right)\left(1-q+2(1+q) x-4 x^{2}\right) y^{2}\right) \\
& +q^{6} y^{4},
\end{align*}
$$

Next, we show the approximate roots table of $q$-cosine Euler polynomials. Based on Equation (83), we construct Table 1 for the approximate roots of $q$-cosine Euler polynomials. In Table 1, we vary the values of $p$ and $n$ when $y=7$. Then, we obtain only real roots with $1 \leq n \leq 7$ in $q=0.5$ and $q=0.9$.

From Table 1, we can consider two previews:
(1) When $n$ increases, the absolute values of the real roots approach to approximately 2.345 and 1 for $q=0.1$.
(2) When $q$ approaches 1, the approximate root distribution of $q$-cosine Euler polynomials are spread and most of them appear as real roots.

Figure 1 shows the structure of the approximate roots for $q$-cosine Euler polynomials. Let $y=7$ and $1 \leq n \leq 30$. The left graph in Figure 1 is $q=0.99$, the middle graph is $q=0.9$, and the right graph is $q=0.8$. The blue color denotes that $n$ is small, and the red color denotes that $n$ is 30 . In Figure 1, we show that the approximate roots of $q$-cosine Euler polynomials include all real numbers in $q=0.99$ when $n=30$. In addition, we conject that the approximate roots of $q$-cosine Euler polynomials show a circle structure near 0 when $q$ approaches 0 and $n$ continues to increase.


Figure 1. Stacking structure of approximation roots in $q$-cosine Euler polynomials when $q=0.99,0.9$, and 0.8 and $y=7$.

Table 1. Approximate zeros of $\mathcal{E}_{n, q}(x, 7)$.

| $n$ | $q=0.1$ | $q=0.5$ | $q=0.9$ |
| :---: | :---: | :---: | :---: |
| 1 | 0.5 | 0.5 | 0.5 |
| 2 | -2.00549, | -4.60151, | -6.18463, |
|  | 2.55549 | 5.35151 | 7.13463 |
| 3 | -2.3461, | -6.3923, | -10.5354, |
|  | 0.457296, | 0.496385, | 0.499698, |
|  | $-2.33937,-0.271276$, | $-7.20113,-0.610105$, | $-14.1519,-2.0322$, |
|  | $0.795233,2.37091$ | $1.36484,7.3839$ | $2.98714,14.9165$ |
|  | -2.34547, | $-7.58727,-1.07425$, | $-17.2997,-3.75091$, |
| 5 | $-0.185877-0.259313 i$, | 0.403015, | 0.497805, |
|  | $-0.185877+0.259313 i$, | $1.55082,7.67644$ | $4.617,17.9833$ |
|  | $0.92226,2.35051$ |  |  |
|  | $-2.34484,-0.335526$, | $-7.77643,-1.22901$, | $-20.0834,-5.08688$, |
| 6 | $-0.0397254-0.350112 i$, | $-0.200224,0.852848$, | $-1.00794,1.96854$, |
|  | $-0.0397254+0.350112 i$, | $1.51678,7.82041$ | $5.85703,20.6955$ |
|  | $0.969307,2.34607$ |  |  |
|  | -2.345, | $-7.87012,-1.28288$, | $-22.5628,-6.18568$, |
|  | $-0.293507-0.196006 i$, | $-0.40639,0.14643$, | -2.10138, |
| 7 | $-0.293507+0.196006 i$, | $1.10906,1.40412$, | 0.493322, |
|  | $0.0774528-0.366718 i$, | 7.89196 | 2.98756, |
|  | $0.0774528+0.366718 i$, |  | $6.86617,23.1113$ |
|  | $0.98748,2.34519$ |  |  |
| $\vdots$ | $\vdots$ | $\vdots$ |  |

Figure 2 shows the 3D structure of Figure 1 under the same conditions. The left shape is the approximate roots of $q$-cosine Euler polynomials when $q=0.99, y=7$, and $1 \leq n \leq 30$. This shape indicates that all the approximate roots are located on an imaginary axis. The middle shape in Figure 2 shows the approximate roots of $q$-cosine Euler polynomials when $q=0.9, y=7$, and $1 \leq n \leq 30$. Here, we can observe the movement of the approximate roots. When $q=0.8$ and $y=7$, we can see the right shape of Figure 2. The shape variation in Figure 2 implies that the approximate roots change to imaginary numbers from real numbers and that the root structure for $q$-cosine Euler polynomials vary according to $q$.


Figure 2. Stacking structure of the approximation roots in $q$-cosine Euler polynomials when $q=0.99,0.9$, and 0.8 and $y=7$ in 3D.

Conjecture 1. If $n$ increases and $q \rightarrow 0$, then the approximate roots of $q$-cosine Euler polynomials display a circle shape near the origin except for some zeros.

In Figure $3, q=0.99$ and $y=7$ when $1 \leq n \leq 30$. Under these conditions, we observe that the approximate roots of $q$-cosine Euler polynomials have a symmetric property and include all real numbers. By observing the right graphs in Figures 1 and 3, we can consider Conjecture 2.


Figure 3. Stacking structure of the approximate roots in $q$-cosine Euler polynomials when $q=0.99$ and $y=7$.

Conjecture 2. Prove that ${ }_{C} \mathcal{E}_{n, q}(x, y)$ is reflection symmetry analytic complex functions which has $\operatorname{Re}(x)=1 / 2$ in addition to the usual $\operatorname{Im}(x)=0$, when $y$ is a fixed point in real numbers.

By using the Newton's method(see [22]), we see the following Example 1. The equation of the left figure in Example 3 is $1.1965181875000004+2.912903125000001 x-5.745637500000002 x^{2}-$ $0.5555 x^{3}+x^{4}$, that is $q=0.1$. In Table 1 , we note that the approximate roots are $-2.33937,-0.271276,0.795233$, and 2.37091 , where $q=0.1$ and $y=7$. When we choose $-4 \leq$ $\operatorname{Re}(x) \leq 4$ and $-4 \leq \operatorname{Im}(x) \leq 4$, we obtain the left figure in a complex plane. The complex numbers in the red, violet, yellow, and sky-blue ranges move to $-2.3397,-0.271276,0.795233$, and 2.37091, respectively. The right figure in Example 3 illustrates the 4-th $q$-cosine Euler polynomials when $q=0.5$ and $y=7$. Numbers of the red, violet, yellow, and sky-blue ranges in the complex plane become $-7.20113,-0.610105,1.36484$, and 7.3839 , respectively (Figure 4).

Example 3. The 4-th q-cosine Euler polynomials display the following figures in a complex plane:


Figure 4. The 4-th $q$-cosine Euler polynomials for $q=0.1$ and $y=7$.

## 5. Conclusions

In this paper, we have identified several properties of $q$-cosine Euler polynomials and $q$-sine Euler polynomials. In addition, the relationship between polynomials was confirmed according to the various conditions of the variables. We were able to assume the structure of the approximate roots of the $q$-cosine Euler polynomials and the $q$-sine Euler polynomials and finally, produce some speculations. The structure of the approximate roots will come out in various ways depending on the condition of the variables, and new methods and theorems related to approaching this needs to be created and proved.

Author Contributions: Conceptualization, J.Y.K.; Data curation, C.S.R.; Formal analysis, C.S.R.; Methodology, J.Y.K.; Software, J.Y.K.; Writing-original draft, J.Y.K. These authors contributed equally to this work. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the Basic Science Research Program through the National Research Foundation of Korea (NRF) funded by the Ministry of Science, ICT and Future Planning (No. 2017R1E1A1A03070483).

Acknowledgments: The authors would like to thank the referees for their valuable comments, which improved the original manuscript in its present form.

Conflicts of Interest: The authors declare that there is no conflict of interests regarding the publication of this paper.

## References

1. Jackson, H.F. $q$-Difference equations. Am. J. Math. 1910, 32, 305-314. [CrossRef]
2. Charalambides, C.A. Discrete $q$-Distributions; Wiley: New York, NY, USA, 2016; ISBN 9781119119050.
3. Ernst, T. A Comprehensive Treatment of q-Calculus; Springer Science \& Business Media: New York, NY, USA, 2012.
4. Gasper, G.; Rahman, M. Basic Hypergeometric Series, 2nd ed.; Cambridge University Press: Cambridge, UK, 2004; ISBN: 9780511526251.
5. Andrews, G.E.; Crippa, D.; Simon, K. q-Series arising from the study of random graphs. SIAM J. Discrete Math. 1997, 10, 41-56. [CrossRef]
6. Charalambides, C.A. On the $q$-differences of the generalized $q$-factorials. J. Statist. Plann. Inference 1996, 54, 31-43. [CrossRef]
7. Exton, H. q-hypergeometric Functions and Applications; Halstead Press: New York, NY, USA; Ellis Horwood: Chichester, UK, 1983; ISBN 0853124914.
8. Kemp, A. Certain $q$-analogues of the binomial distribution. Sankhya A 2002, 64, 293-305.
9. Ostrovska, S. q-Bernstein polynomials and their iterates. J. Approx. Theory 2003, 123, 232-255. [CrossRef]
10. Rawlings, D. Limit formulas for $q$-exponential functions. Discrete Math. 1994, 126, 379-383. [CrossRef]
11. Sparavigna, A.C. Graphs of $q$-Exponentials and $q$-Trigonometric Functions. 2016. Available online: https: / /hal.archives-ouvertes.fr/hal-01377262 (accessed on 15 June 2020).
12. Jackson, H.F. On $q$-functions and a certain difference operator. Trans. R. Soc. Edinb. 2013, 46, 253-281. [CrossRef]
13. Phillips, G.M. Bernstein polynomials based on $q$-integers. Ann. Numer. Anal. 1997, 4, 511-518.
14. Kac, V.; Pokman, C. Quantum Calculus Universitext; Springer: New York, NY, USA, 2002; ISBN 9781461300717.
15. Kang, J.Y.; Ryoo, C.S. Various structures of the roots and explicit properties of $q$-cosine Bernoulli polynomials and $q$-sine Bernoulli polynomials. Mathematics 2020, 8, 463. [CrossRef]
16. Kim, T.; Ryoo, C.S. Some identities for Euler and Bernoulli polynomials and their zeros. Axioms 2018, 7, 56. [CrossRef]
17. Kim, T.; Ryoo, C.S. Sheffer Type Degenerate Euler and Bernoulli Polynomials. Filomat 2019, 33, 6173-6185. [CrossRef]
18. Liu, H.; Wang, W. Some identities on the Bernoulli, Euler and Genocchi polynomials via power sums and alternate power sums. Discrete Math. 2009, 309, 3346-3363. [CrossRef]
19. Mahmudov, N.I.; Momenzadeh, M. On a class of $q$-Bernoulli, $q$-Euler, and $q$-Genocchi polynomials. Abstr. Appl. Anal. 2014, 2014, 696454. [CrossRef]
20. Park, M.J.; Kang, J.Y. A study on the cosine tangent polynomials and sine tangent polynomials. J. Appl. Pure Math. 2020, 2, 47-56.
21. Carlitz, L. Degenerate Stiling, Bernoulli and Eulerian numbers. Utilitas Math. 1979, 15, 51-88.
22. Kharab, A.; Guenther, R.B. An Introduction to Numerical Methods: A Matlab Approach, 3rd ed.; Chapman and Hall/crc: Boca Raton, FL, USA, 2018; ISBN-13 978-1439868997.

## Article

# Certain Results for the Twice-Iterated 2D $q$-Appell Polynomials 

Hari M. Srivastava ${ }^{1,2, *}$, Ghazala Yasmin ${ }^{3}$, Abdulghani Muhyi ${ }^{3}$ and Serkan Araci ${ }^{4}$<br>1 Department of Mathematics and Statistics, University of Victoria, Victoria, BC V8W 3R4, Canada<br>2 Department of Medical Research, China Medical University Hospital, China Medical University, Taichung 40402, Taiwan<br>3 Department of Applied Mathematics, Aligarh Muslim University, Aligarh 202002, Uttar Pradesh, India; ghazala30@gmail.com (G.Y.); muhyi2007@gmail.com (A.M.)<br>4 Department of Economics, Faculty of Economics, Administrative and Social Sciences, Hasan Kalyoncu University, TR-27410 Gaziantep, Turkey; serkan.araci@hku.edu.tr<br>* Correspondence: harimsri@math.uvic.ca; Tel.: +1-250-472-5313 (Office); +1-250-477-6960 (Home)

Received: 16 September 2019; Accepted: 12 October 2019; Published: 16 October 2019


#### Abstract

In this paper, the class of the twice-iterated 2D $q$-Appell polynomials is introduced. The generating function, series definition and some relations including the recurrence relations and partial $q$-difference equations of this polynomial class are established. The determinant expression for the twice-iterated 2D $q$-Appell polynomials is also derived. Further, certain twice-iterated 2D $q$-Appell and mixed type special $q$-polynomials are considered as members of this polynomial class. The determinant expressions and some other properties of these associated members are also obtained. The graphs and surface plots of some twice-iterated 2D $q$-Appell and mixed type 2D $q$-Appell polynomials are presented for different values of indices by using Matlab. Moreover, some areas of potential applications of the subject matter of, and the results derived in, this paper are indicated.


Keywords: 2D $q$-Appell polynomials; twice-iterated 2D $q$-Appell polynomials; determinant expressions; recurrence relations; 2D $q$-Bernoulli polynomials; 2D $q$-Euler polynomials; 2D $q$-Genocchi polynomials; Apostol type Bernoulli; Euler and Genocchi polynomials

PACS: 33D45; 33D99; 33E20

## 1. Introduction, Definitions and Preliminaries

The subject of $q$-calculus leads to a new method for computations and classifications of $q$-series and $q$-polynomials. In fact, the subject of $q$-calculus was initiated in the 1920s. However, it has gained considerable popularity and importance during the last three decades or so. In the past decade, $q$-calculus was developed into an interdisciplinary subject and it served as a bridge between mathematics and physics. The field has been expanded explosively due mainly to its applications in diverse areas of physics such as cosmic strings and black holes [1], conformal quantum mechanics [2], nuclear and high energy physics [3], fluid mechanics, combinatorics, having connection with commutativity relations, number theory, and Lie algebra. The definitions and notations of the $q$-calculus reviewed here are taken from [4] (see also [5,6]).

The $q$-analogue of the Pochhammer symbol $(\alpha)_{m}$, which is also called the $q$-shifted factorial, defined by

$$
\begin{equation*}
(\alpha ; q)_{0}=1 \quad \text { and } \quad(\alpha ; q)_{m}=\prod_{r=0}^{m-1}\left(1-\alpha q^{r}\right) \quad(m \in \mathbb{N} ; \alpha \in \mathbb{C}) . \tag{1}
\end{equation*}
$$

The $q$-analogues of a complex number $\alpha$ and of the factorial function are defined as follows:

$$
\begin{equation*}
[\alpha]_{q}=\frac{1-q^{\alpha}}{1-q} \quad(q \in \mathbb{C} \backslash\{1\} ; \alpha \in \mathbb{C}) \tag{2}
\end{equation*}
$$

and

$$
\begin{gather*}
{[m]_{q}=\sum_{s=1}^{m} q^{s-1}, \quad[0]_{q}=0,[m]_{q}!=\prod_{s=1}^{m}[s]_{q}=[1]_{q}[2]_{q}[3]_{q} \cdots[m]_{q} \text { and }[0]_{q}!=1}  \tag{3}\\
(m \in \mathbb{N} ; q \in \mathbb{C} \backslash\{0,1\}),
\end{gather*}
$$

where $\mathbb{N}$ is the set of positive integers.
The $q$-binomial coefficients $\left[\begin{array}{c}m \\ s\end{array}\right]_{q}$ are defined by

$$
\left[\begin{array}{c}
m  \tag{4}\\
s
\end{array}\right]_{q}=\frac{(q ; q)_{m}}{(q ; q)_{s}(q ; q)_{m-s}}=\frac{[m]_{q}!}{[s]_{q}![m-s]_{q}!} \quad(s=0,1,2, \cdots, m) .
$$

The $q$-analogue of the classical derivative $D f$ or $\frac{d}{d t} f$ of a function $f$ at a point $t \in \mathbb{C} \backslash\{0\}$ is defined by

$$
\begin{equation*}
D_{q} f(t)=\frac{f(t)-f(q t)}{(1-q) t} \quad(0<|q|<1 ; t \neq 0) \tag{5}
\end{equation*}
$$

We also note that
(i) $\lim _{q \rightarrow 1} D_{q} f(t)=\frac{d f(t)}{d t}$, where $\frac{d}{d t}$ denotes the classical ordinary derivative,
(ii) $D_{q}\left(a_{1} f(t)+a_{2} g(t)\right)=a_{1} D_{q} f(t)+a_{2} D_{q} g(t)$,
(iii) $D_{q}(f g)(t)=f(q t) D_{q} g(t)+g(t) D_{q} f(t)=f(t) D_{q} g(t)+D_{q} f(t) g(q t)$,
(vi) $\quad D_{q}\left(\frac{f(t)}{g(t)}\right)=\frac{g(t) D_{q} f(t)-f(t) D_{q} g(t)}{g(t) g(q t)}=\frac{g(q t) D_{q} f(t)-f(q t) D_{q} g(t)}{g(t) g(q t)}$.

The two familiar $q$-analogues of the exponential function $e^{t}$ are given by

$$
\begin{equation*}
e_{q}(t):=\sum_{m=0}^{\infty} \frac{t^{m}}{[m]_{q}!}=\frac{1}{((1-q) x ; q)_{\infty}}, \quad 0<|q|<1,|x|<|1-q|^{-1} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{q}(t):=\sum_{m=0}^{\infty} q^{\frac{1}{2} m(m-1)} \frac{t^{m}}{[m]_{q}!}=(-(1-q) ; q)_{\infty} \quad(0<|q|<1 ; t \in \mathbb{C}) \tag{7}
\end{equation*}
$$

The above-defined $q$-exponential functions $e_{q}(t)$ and $E_{q}(t)$ satisfy the following properties:

$$
\begin{gather*}
D_{q} e_{q}(t)=e_{q}(t), D_{q} E_{q}(t)=E_{q}(q t)  \tag{8}\\
e_{q}(t) E_{q}(-t)=E_{q}(t) e_{q}(-t)=1 \tag{9}
\end{gather*}
$$

The class of Appell polynomials was introduced and characterized completely by Appell [7] in 1880. Further, Throne [8], Sheffer [9] and Varma [10] studied this class of polynomials from different points of view. For some subsequent and recent developments associated with the Appell polynomials, one may refer to the works [11-14].

In the year 1954, Sharma and Chak [15] introduced a $q$-analogue of the Appell polynomials and called this sequence of polynomials as $q$-Harmonics. Later, in the year 1967, Al-Salam [16] introduced the class
of the $q$-Appell polynomials $\left\{\mathcal{A}_{m, q}(x)\right\}_{m=0}^{\infty}$ and studied some of their properties. Some characterizations of the $q$-Appell polynomials were presented by Srivastava [17] in the year 1982. These polynomials arise in numerous problems of applied mathematics, theoretical physics, approximation theory and many other branches of the mathematical sciences [7,18-20]. The polynomials $\mathcal{A}_{m, q}(x)$ (of degree $m$ ) are called $q$-Appell polynomials, provided that they satisfy the following $q$-differential equation:

$$
\begin{equation*}
D_{q, x}\left\{\mathcal{A}_{m, q}(x)\right\}=[m]_{q} \mathcal{A}_{m-1, q}(x) \quad\left(m \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\} ; q \in \mathbb{C} ; 0<|q|<1\right) \tag{10}
\end{equation*}
$$

Recently, Keleshteri and Mahmudov [21] introduced the 2D $q$-Appell polynomials (2DqAP) $\left\{\mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)\right\}_{m=0}^{\infty}$ which are defined by means of the following generating function:

$$
\begin{equation*}
\mathcal{A}_{q}(t) e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \mathcal{A}_{m, q}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \quad(0<q<1) \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{A}_{q}(t)=\sum_{m=0}^{\infty} \mathcal{A}_{m, q} \frac{t^{m}}{[m]_{q}!}, \mathcal{A}_{q}(t) \neq 0 \quad \text { and } \quad \mathcal{A}_{0, q}=1 \tag{12}
\end{equation*}
$$

We write

$$
\mathcal{A}_{m, q}:=\mathcal{A}_{m, q}(0,0),
$$

where $\mathcal{A}_{m, q}$ denotes the 2D $q$-Appell numbers.
For $x_{2}=0$, the $2 \mathrm{DqAP} \mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)$ reduce to the $q$-Appell polynomials $\mathcal{A}_{m, q}(x)$ (see, for example, $[16,17,22]$ ), that is,

$$
\begin{equation*}
\mathcal{A}_{m, q}\left(x_{1}, 0\right)=\mathcal{A}_{m, q}\left(x_{1}\right) \tag{13}
\end{equation*}
$$

where $\mathcal{A}_{m, q}(x)$ are defined by

$$
\begin{equation*}
\mathcal{A}_{q}(t) e_{q}(x t)=\sum_{m=0}^{\infty} \mathcal{A}_{m, q}(x) \frac{t^{m}}{[m]_{q}!} \quad(0<q<1) \tag{14}
\end{equation*}
$$

and $\mathcal{A}_{m, q}$ given by

$$
\mathcal{A}_{m, q}:=\mathcal{A}_{m, q}(0)
$$

denotes the $q$-Appell numbers.
The explicit form of the 2DqAP $\mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)$ in terms qAP $\mathcal{A}_{m, q}(x)$ is given as follows (see [21]):

$$
\mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)=\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{15}\\
s
\end{array}\right]_{q} q^{\frac{1}{2}(m-s)(m-s-1)} \mathcal{A}_{s, q}\left(x_{1}\right) x_{2}^{m-s} .
$$

The function $\mathcal{A}_{q}(t)$ may be called the determining function for the set $\mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)$. Based on suitable selections for the function $\mathcal{A}_{q}(t)$, the following different members belonging to the family of the 2 D $q$-Appell polynomials $\mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)$ can be obtained:
I. If $\mathcal{A}_{q}(t)=\frac{t}{e_{q}(t)-1}$, the $2 \mathrm{DqAP} \mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)$ reduce to the $2 \mathrm{D} q$-Bernoulli polynomials (2DqBP) $\mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ (see $\left.[23,24]\right)$, that is,

$$
\mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)=\mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)
$$

where $\mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ are defined by

$$
\begin{equation*}
\frac{t}{e_{q}(t)-1} e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \tag{16}
\end{equation*}
$$

and $\mathfrak{B}_{m, q}$ given by

$$
\mathfrak{B}_{m, q}:=\mathfrak{B}_{m, q}(0,0)
$$

denotes the 2D $q$-Bernoulli numbers.
II. If $\mathcal{A}_{q}(t)=\frac{2}{e_{q}(t)+1}$, the $2 \mathrm{DqAP} \mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)$ reduce to the $2 \mathrm{D} q$-Euler polynomials ( 2 DqEP ) $\mathcal{E}_{m, q}\left(x_{1}, x_{2}\right)$ (see $[23,24])$, that is,

$$
\mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)=\mathcal{E}_{m, q}\left(x_{1}, x_{2}\right)
$$

where $\mathcal{E}_{m, q}\left(x_{1}, x_{2}\right)$ are defined by

$$
\begin{equation*}
\frac{2}{e_{q}(t)+1} e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \mathcal{E}_{m, q}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \tag{17}
\end{equation*}
$$

and $\mathcal{E}_{m, q}$ given by

$$
\mathcal{E}_{m, q}:=\mathcal{E}_{m, q}(0,0)
$$

denotes the 2D $q$-Euler numbers.
III. If $\mathcal{A}_{q}(t)=\frac{2 t}{e_{q}(t)+1}$, the 2DqAP $\mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)$ reduce to the 2D $q$-Genocchi polynomials (2DqGP) $\mathcal{G}_{m, q}\left(x_{1}, x_{2}\right)$ (see [23,24]; see also [25]), that is,

$$
\mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)=\mathcal{G}_{m, q}\left(x_{1}, x_{2}\right)
$$

where $\mathcal{G}_{m, q}\left(x_{1}, x_{2}\right)$ are defined by

$$
\begin{equation*}
\frac{2 t}{e_{q}(t)+1} e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \mathcal{G}_{m, q}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \tag{18}
\end{equation*}
$$

and $\mathcal{G}_{m, q}:=\mathcal{G}_{m, q}(0,0)$ denotes the 2D $q$-Genocchi numbers.
We recall here that, in a recent paper, Khan and Riyasat [26] introduced the twice-iterated $q$-Appell polynomials $\mathcal{A}_{m, q}^{[2]}(x)$ which are defined by means of the following generating function:

$$
\begin{equation*}
\dot{\mathcal{A}}_{q}(t) \ddot{\mathcal{A}}_{q}(t) e_{q}(x t)=\sum_{m=0}^{\infty} \mathcal{A}_{m, q}^{[2]}(x) \frac{t^{m}}{[m]_{q}!} \quad(0<q<1) . \tag{19}
\end{equation*}
$$

In this paper, the class of the twice-iterated 2D $q$-Appell polynomials is introduced by means of generating functions, recurrence relations, partial $q$-difference equations, and series and determinant expressions. Further, several results are obtained for the members corresponding to this polynomial family. In Section 2, the twice-iterated 2D $q$-Appell polynomials are introduced by means of the generating functions and series definition. Also, the recurrence relation and $q$-difference equations involving the twice-iterated 2D $q$-Appell polynomials are derived. In Section 3, a determinant expression for the twice-iterated 2D $q$-Appell polynomials is established. In Section 4, the determinant expressions and some other properties of the members belonging to the family of the twice-iterated $2 \mathrm{D} q$-Appell polynomials
are obtained. Section 5 provides several graphical representations and surface plots associated with several members of families of $q$-polynomials which have investigated in this paper. Finally, in Section 6 , we present some concluding remarks and observations.

## 2. Twice-Iterated 2D $q$-Appell Polynomials

In order to introduce the twice-iterated 2D $q$-Appell polynomials (2I2DqAP), we consider two different sets of the 2D $q$-Appell polynomials $\dot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right)$ and $\ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right)$ such that

$$
\begin{equation*}
\dot{\mathcal{A}}_{q}(t) e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \dot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \quad(0<q<1) \tag{20}
\end{equation*}
$$

where

$$
\begin{gather*}
\dot{\mathcal{A}}_{q}(t)=\sum_{m=0}^{\infty} \dot{\mathcal{A}}_{m, q} \frac{t^{m}}{[m]_{q}!}, \dot{\mathcal{A}}_{q}(t) \neq 0 \quad \text { and } \quad \dot{\mathcal{A}}_{0, q}=1 ;  \tag{21}\\
\ddot{\mathcal{A}}_{q}(t) e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \quad(0<q<1), \tag{22}
\end{gather*}
$$

where

$$
\begin{align*}
& \ddot{\mathcal{A}}_{q}(t)=\sum_{m=0}^{\infty} \ddot{\mathcal{A}}_{m, q} \frac{t^{m}}{[m]_{q}!}, \quad \ddot{\mathcal{A}}_{q}(t) \neq 0 \quad \text { and } \quad \ddot{\mathcal{A}}_{0, q}=1 ;  \tag{23}\\
& \ddot{\mathcal{A}}_{q}(t) e_{q}\left(x_{1} t\right)=\sum_{m=0}^{\infty} \ddot{\mathcal{A}}_{m, q}\left(x_{1}\right) \frac{t^{m}}{[m]_{q}!} \quad(0<q<1) . \tag{24}
\end{align*}
$$

The generating function for the 2I2DqAP is asserted by the following result.
Theorem 1. The generating function for the twice-iterated 2D $q$-Appell polynomials $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ is given by

$$
\begin{equation*}
\dot{\mathcal{A}}_{q}(t) \ddot{\mathcal{A}}_{q}(t) e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \quad(0<q<1) . \tag{25}
\end{equation*}
$$

Proof. By expanding the first $q$-exponential function $e_{q}\left(x_{1} t\right)$ in the left-hand side of the Equation (20) and then replacing the powers of $x$, that is, $x_{1}^{0}, x_{1}, x_{1}^{2}, \cdots, x_{1}^{m}$ by the polynomials $\ddot{\mathcal{A}}_{0, q}\left(x_{1}\right), \ddot{\mathcal{A}}_{1, q}\left(x_{1}\right)$, $\ddot{\mathcal{A}}_{2, q}\left(x_{1}\right), \cdots, \ddot{\mathcal{A}}_{m, q}\left(x_{1}\right)$ in the left-hand side and $x_{1}$ by $\ddot{\mathcal{A}}_{1, q}\left(x_{1}\right)$ in the right-hand side of the resultant equation, we have

$$
\begin{equation*}
\dot{\mathcal{A}}_{q}(t)\left(1+\ddot{\mathcal{A}}_{1, q}\left(x_{1}\right) \frac{t}{[1]_{q}!}+\ddot{\mathcal{A}}_{2, q}\left(x_{1}\right) \frac{t^{2}}{[2]_{q}!}+\cdots+\ddot{\mathcal{A}}_{m, q}\left(x_{1}\right) \frac{t^{m}}{[m]_{q}!}+\cdots\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \dot{\mathcal{A}}_{m, q}\left(\ddot{\mathcal{A}}_{1, q}\left(x_{1}\right), x_{2}\right) \frac{t^{m}}{[m]_{q}!} . \tag{26}
\end{equation*}
$$

Moreover, by summing up the series in the left-hand side and then using the Equation (24) in the resulting equation, we get

$$
\begin{equation*}
\dot{\mathcal{A}}_{q}(t) \ddot{\mathcal{A}}_{q}(t) e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \dot{\mathcal{A}}_{m, q}\left(\ddot{\mathcal{A}}_{1, q}\left(x_{1}\right), x_{2}\right) \frac{t^{m}}{[m]_{q}!} . \tag{27}
\end{equation*}
$$

Finally, denoting the resulting 2I2DqAP in the right-hand side of the above equation by $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$, that is,

$$
\begin{equation*}
\dot{\mathcal{A}}_{m, q}\left(\ddot{\mathcal{A}}_{1, q}\left(x_{1}\right), x_{2}\right)=\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) \tag{28}
\end{equation*}
$$

the assertion (25) of Theorem 1 is proved.

Remark 1. For $x_{2}=0$, the $2 I 2 D q A P \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ reduce to the twice-iterated $q$-Appell polynomials (see [26]) such that

$$
\begin{equation*}
\mathcal{A}_{m, q}^{[2]}\left(x_{1}\right):=\mathcal{A}_{m, q}^{[2]}\left(x_{1}, 0\right) . \tag{29}
\end{equation*}
$$

It is also noted that

$$
\begin{equation*}
\mathcal{A}_{m, q}:=\mathcal{A}_{m, q}(0)=\mathcal{A}_{m, q}(0,0) \tag{30}
\end{equation*}
$$

We next give the series definition for the 2I2DqAP $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ by proving the following result.
Theorem 2. The twice-iterated 2D $q$-Appell polynomials $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ are given by the following series expression:

$$
\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)=\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{31}\\
s
\end{array}\right]_{q} \dot{\mathcal{A}}_{s, q} \ddot{\mathcal{A}}_{m-s, q}\left(x_{1}, x_{2}\right) .
$$

Proof. In view of the Equations (21) and (22), the Equation (25) can be written as follows:

$$
\begin{equation*}
\sum_{s=0}^{\infty} \dot{\mathcal{A}}_{s, q} \frac{t^{s}}{[s]_{q}!} \sum_{m=0}^{\infty} \ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!}=\sum_{m=0}^{\infty} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!}, \tag{32}
\end{equation*}
$$

which, on using the Cauchy product rule, gives

$$
\sum_{m=0}^{\infty} \sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{33}\\
s
\end{array}\right]_{q} \dot{\mathcal{A}}_{s, q} \ddot{\mathcal{A}}_{m-s, q}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!}=\sum_{m=0}^{\infty} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} .
$$

Equating the coefficients of like powers of $t$ in both sides of the above equation, we arrive at the assertion (31) of Theorem 2.

Remark 2. For $x_{2}=0$, the series expression (31) becomes

$$
\mathcal{A}_{m, q}^{[2]}\left(x_{1}\right)=\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{34}\\
s
\end{array}\right]_{q} \dot{\mathcal{A}}_{s, q} \ddot{\mathcal{A}}_{m-s, q}\left(x_{1}\right),
$$

which is a known result [26] (p. 5, Equation (2.8)).
We now state and prove the following result.
Theorem 3. The following relation between the twice-iterated 2D $q$-Appell polynomials $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ and the twice-iterated $q$-Appell polynomials $\mathcal{A}_{m, q}\left(x_{1}\right)$ holds true:

$$
\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)=\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{35}\\
s
\end{array}\right]_{q} q^{\frac{1}{2} s(s-1)} x_{2}^{s} \mathcal{A}_{m-s, q}^{[2]}\left(x_{1}\right) .
$$

Proof. Using the Equations (7) and (19) in the left-hand side of the generating function (25), we get

$$
\begin{equation*}
\sum_{m=0}^{\infty} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!}=\left(\sum_{m=0}^{\infty} \mathcal{A}_{m, q}^{[2]}\left(x_{1}\right) \frac{t^{m}}{[m]_{q}!}\right)\left(\sum_{m=0}^{\infty} q^{\frac{1}{2} m(m-1)} \frac{\left(x_{2} t\right)^{m}}{[m]_{q}!}\right) \tag{36}
\end{equation*}
$$

which, on applying the Cauchy product rule in the left-hand side, yields

$$
\sum_{m=0}^{\infty} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!}=\sum_{m=0}^{\infty} \sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{37}\\
s
\end{array}\right]_{q} q^{\frac{1}{2} s(s-1)} x_{2}^{s} \mathcal{A}_{m-s, q}^{[2]}\left(x_{1}\right) \frac{t^{m}}{[m]_{q}!}
$$

Finally, equating the coefficients of like powers of $t$ on both sides of this last equation, we obtain the assertion (35) of Theorem 3.

Remark 3. By taking $x_{2}=1$ in the result (35), we get

$$
\mathcal{A}_{m, q}^{[2]}\left(x_{1}, 1\right)=\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{38}\\
s
\end{array}\right]_{q} q^{\frac{1}{2} s(s-1)} \mathcal{A}_{m-s, q}^{[2]}\left(x_{1}\right) .
$$

Remark 4. The following statements are equivalent:

$$
\begin{equation*}
\text { (a) } \mathcal{A}_{m, q}^{[2]}\left(x_{1},-x_{2}\right)=(-1)^{m} \mathcal{A}_{m, q}^{[2]}\left(0, x_{2}\right) \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { (b) } \mathcal{A}_{m, q}^{[2]}\left(x_{1}\right)=(-1)^{m} \mathcal{A}_{m, q}^{[2]}(0) \tag{40}
\end{equation*}
$$

In order to derive the $q$-recurrence relations and the $q$-difference equations for the twice-iterated 2D $q$-Appell polynomials by using the lowering operators that are, in fact, the $q$-derivative operator $D_{q}$, we first prove the following lemma.

Lemma 1. The twice-iterated 2D $q$-Appell polynomials $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ satisfy the following operational relations:

$$
\begin{gather*}
D_{q, x_{1}}\left(\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)\right)=[m]_{q} \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, x_{2}\right),  \tag{41}\\
D_{q, x_{2}}\left(\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)\right)=[m]_{q} \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, q x_{2}\right),  \tag{42}\\
\mathcal{A}_{m-s, q}^{[2]}\left(x_{1}, x_{2}\right)=\frac{[m-s]_{q}!}{[m]_{q}!} D_{q, x_{1}}^{s} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) \tag{43}
\end{gather*}
$$

and

$$
\begin{equation*}
q^{\frac{s(s-1)}{2}} \mathcal{A}_{m-s, q}^{[2]}\left(x_{1}, q^{s} x_{2}\right)=\frac{[m-s]_{q}!}{[m]_{q}!} D_{q, x_{2}}^{s} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) . \tag{44}
\end{equation*}
$$

Proof. In view of the Equation (25), the proof of the above lemma requires a direct use of the identity (5). We, therefore, skip the details involved.

We now derive the $q$-recurrence relations for the 2I2DqAP $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$.
Theorem 4. The twice-iterated 2D $q$-Appell polynomials $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ satisfy the following linear homogeneous recurrence relation:

$$
\mathcal{A}_{m, q}^{[2]}\left(q x_{1}, x_{2}\right)=\frac{1}{[m]_{q}} \sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{45}\\
s
\end{array}\right]_{q} q^{m-s}\left(\alpha_{s}+x_{2} \beta_{s}+\gamma_{s}\right) \mathcal{A}_{m-s, q}^{[2]}\left(x_{1}, x_{2}\right)+x_{1} q^{m} \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, x_{2}\right),
$$

where

$$
\begin{gather*}
t \frac{\ddot{\mathcal{A}}_{q}(t) D_{q, t} \dot{\mathcal{A}}_{q}(t)}{\dot{\mathcal{A}}_{q}(q t) \ddot{\mathcal{A}}_{q}(q t)}=\sum_{m=0}^{\infty} \alpha_{m} \frac{t^{m}}{[m]_{q}!}, \quad t \frac{\dot{\mathcal{A}}_{q}(t) \ddot{\mathcal{A}}_{q}(t)}{\dot{\mathcal{A}}_{q}(q t) \ddot{\mathcal{A}}_{q}(q t)}=\sum_{m=0}^{\infty} \beta_{m} \frac{t^{m}}{[m]_{q}!},  \tag{46}\\
t \frac{D_{q, t} \ddot{\mathcal{A}}_{q}(t)}{\ddot{\mathcal{A}}_{q}(q t)}=\sum_{m=0}^{\infty} \gamma_{m} \frac{t^{m}}{[m]_{q}!} .
\end{gather*}
$$

Proof. Consider the following generating function:

$$
\begin{equation*}
\mathrm{G}_{q}\left(q x_{1}, x_{2}, t\right)=\dot{\mathcal{A}}_{q}(t) \ddot{\mathcal{A}}_{q}(t) e_{q}\left(q x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \mathcal{A}_{m, q}^{[2]}\left(q x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} . \tag{47}
\end{equation*}
$$

By taking the $q$-derivative of the Equation (47) partially with respect to $t$, we get

$$
\begin{align*}
D_{q, t} & \left(\mathrm{G}_{q}\left(q x_{1}, x_{2}, t\right)\right)=x_{2} \dot{\mathcal{A}}_{q}(t) \ddot{\mathcal{A}}_{q}(t) e_{q}(q x t) E_{q}\left(q x_{2} t\right)+q x_{1} \dot{\mathcal{A}}_{q}(q t) \ddot{\mathcal{A}}_{q}(q t) e_{q}(q x t) E_{q}\left(q x_{2} t\right)  \tag{48}\\
& +\left(D_{q, t} \dot{\mathcal{A}}_{q}(t)\right) \ddot{\mathcal{A}}_{q}(t) e_{q}(q x t) E_{q}\left(q x_{2} t\right)+\dot{\mathcal{A}}_{q}(q t)\left(D_{q, t} \ddot{\mathcal{A}}_{q}(t)\right) e_{q}(q x t) E_{q}\left(q x_{2} t\right) .
\end{align*}
$$

Thus, upon factorizing $\mathrm{G}_{q}\left(q x_{1}, x_{2}, t\right)$ occurring in the left-hand side and multiplying both sides of the identity (48) by $t$, we find that

$$
\begin{align*}
& t D_{q, t}\left(\mathrm{G}_{q}\left(q x_{1}, x_{2}, t\right)\right) \\
& \quad=\mathrm{G}_{q}\left(q x_{1}, x_{2}, t\right)\left(t \frac{\ddot{\mathcal{A}}_{q}(t) D_{q, t} \dot{\mathcal{A}}_{q}(t)}{\mathcal{\mathcal { A }}_{t}(q t) \dot{\mathcal{A}}_{q}(q t)}+x_{2} t \frac{\dot{\mathcal{A}}_{q}(t) \ddot{\mathcal{A}}_{q}(t)}{\mathcal{\mathcal { A }}_{q}(q t) \dot{\mathcal{A}}_{q}(q t)}+t \frac{D_{q, t} \ddot{\mathcal{A}}_{q}(t)}{\dot{\mathcal{A}}_{q}(q t)}+q t x_{1}\right) . \tag{49}
\end{align*}
$$

In view of the assumption (46) and the Equation (47), the Equation (49) becomes

$$
\begin{align*}
& \sum_{m=0}^{\infty}[m]_{q} \mathcal{A}_{m, q}^{[2]}\left(q x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \\
& \quad=\sum_{m=0}^{\infty} q^{m} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!}\left(\sum_{m=0}^{\infty} \alpha_{m} \frac{t^{m}}{[m]_{q}!}+x_{2} \sum_{m=0}^{\infty} \beta_{m} \frac{t^{m}}{[m]_{q}!}+\sum_{m=0}^{\infty} \gamma_{m} \frac{t^{m}}{[m]_{q}!}+q x_{1}\right) \tag{50}
\end{align*}
$$

which, on using the Cauchy product rule, gives

$$
\begin{align*}
& \sum_{m=0}^{\infty}[m]_{q} \mathcal{A}_{m, q}^{[2]}\left(q x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \\
&= \sum_{m=0}^{\infty} \sum_{s=0}^{m}\left[\begin{array}{c}
m \\
s
\end{array}\right]_{q} q^{m-s}\left(\alpha_{s}+x_{2} \beta_{s}+\gamma_{s}\right) \mathcal{A}_{m-s, q}^{[2]}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!}  \tag{51}\\
& \quad+x_{1} \sum_{m=0}^{\infty}[m]_{q} q^{m} \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!}
\end{align*}
$$

Finally, upon equating the coefficients of like powers of $t$ on both sides of the above equation and dividing both sides of the resulting equation by $[m]_{q}$, we get the assertion (45) of Theorem 4.

We now state and prove the following result.

Theorem 5. The following recurrence relation for the twice-iterated 2D $q$-Appell polynomials $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ holds true:

$$
\begin{equation*}
\mathcal{A}_{m, q}^{[2]}\left(q x_{1}, x_{2}\right)=q^{m-1}\left(\frac{\ddot{\mathcal{A}}_{q}(t) D_{q, t} \dot{\mathcal{A}}_{q}(t)}{\dot{\mathcal{A}}_{q}(q t) \ddot{\mathcal{A}}_{q}(q t)}+x_{2} \frac{\dot{\mathcal{A}}_{q}(t) \ddot{\mathcal{A}}_{q}(t)}{\dot{\mathcal{A}}_{q}(q t) \ddot{\mathcal{A}}_{q}(q t)}+\frac{D_{q, t} \ddot{\mathcal{A}}_{q}(t)}{\ddot{\mathcal{A}}_{q}(q t)}+q x_{1}\right) \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, x_{2}\right) . \tag{52}
\end{equation*}
$$

Proof. We first use the Equation (47) in both sides of the Equation (49). Then, after some simplification, by equating the coefficients of like powers of $t$ on both sides of the resulting equation, we arrive at the assertion (52) of Theorem 5.

We next derive the $q$-difference equations which are satisfied by the twice-iterated 2D $q$-Appell polynomials.

Theorem 6. The twice-iterated 2D $q$-Appell polynomials $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ are the solutions of the following $q$-difference equations:

$$
\begin{equation*}
\left(\sum_{s=0}^{m} \frac{q^{m-s}}{[s]_{q}}\left(\alpha_{s}+x_{2} \beta_{s}+\gamma_{s}\right) D_{q, x_{1}}^{s}+x_{1} q^{m} D_{q, x_{1}}\right) \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)-[m]_{q} \mathcal{A}_{m, q}^{[2]}\left(q x_{1}, x_{2}\right)=0 \tag{53}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{s=0}^{m} \frac{q^{m-s}}{[s]_{q}}\left(\alpha_{s}+x_{2} \frac{\beta_{s}}{q^{s}}+\gamma_{s}\right) D_{q, x_{2}}^{s} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, \frac{x_{2}}{q^{s}}\right)+x_{1} q^{m} D_{q, x_{2}} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, \frac{x_{2}}{q}\right)-[m]_{q} \mathcal{A}_{m, q}^{[2]}\left(q x_{1}, x_{2}\right)=0 \tag{54}
\end{equation*}
$$

Proof. The proof of the assertions (53) and (54) of Theorem 6 would follow directly upon using the Equations (43) and (44), respectively, in the recurrence relation (45).

In the next section (Section 3 below), the determinant forms for the 2I2DqAP are established.

## 3. The Twice-Iterated 2D $q$-Appell Polynomials from the Determinant Viewpoint

One of the important aspects of the study of any polynomial system is to find its potentially useful determinant representation. Recently, Keleshteri and Mahmudov [21] introduced the determinant definitions for the $q$-Appell polynomials and the 2D $q$-Appell polynomials. These polynomials are useful in finding the solutions of some general linear interpolation problems and can also be used for computational purposes. Khan and Riyasat [26], on the other hand, established the determinant expressions for the twice-iterated $q$-Appell polynomials. This fact provides motivation for us to establish the determinant definitions and the determinant expressions for the twice-iterated 2D $q$-Appell polynomials 2I2DqAP by proving the following result.

Theorem 7. The 2I2DqAP $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ of degree $m$ are defined by

$$
\begin{align*}
& \mathcal{A}_{0, q}^{[2]}\left(x_{1}, x_{2}\right)=\frac{1}{\mathcal{B}_{0, q}}, \tag{55}
\end{align*}
$$

where $\mathcal{B}_{0, q} \neq 0, \mathcal{B}_{0, q}=\frac{1}{\mathcal{A}_{0, q}}$ and $\ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right) \quad\left(m \in \mathbb{N}_{0}\right)$ are the $q$-Appell polynomials of degree $m$.
Proof. Consider $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ as a sequence of the 2I2DqAP defined by the Equation (25). Also let $\mathcal{A}_{m, q}$ and $\mathcal{B}_{m, q}$ be two numerical sequences (the coefficients of the $q$-Taylor series expansions of functions) such that

$$
\begin{equation*}
\dot{\mathcal{A}}_{q}(t)=\dot{\mathcal{A}}_{0, q}+\dot{\mathcal{A}}_{1, q} \frac{t}{[1]_{q}!}+\dot{\mathcal{A}}_{2, q} \frac{t^{2}}{[2]_{q}!}+\cdots+\dot{\mathcal{A}}_{m, q} \frac{t^{m}}{[m]_{q}!}+\cdots \quad\left(m \in \mathbb{N}_{0} ; \dot{\mathcal{A}}_{0, q} \neq 0\right) \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\mathcal{A}}_{q}(t)=\mathcal{B}_{0, q}+\mathcal{B}_{1, q} \frac{t}{[1]_{q}!}+\mathcal{B}_{2, q} \frac{t^{2}}{[2]_{q}!}+\cdots+\mathcal{B}_{m, q} \frac{t^{m}}{[m]_{q}!}+\cdots \quad\left(m \in \mathbb{N}_{0} ; \mathcal{B}_{0, q} \neq 0\right), \tag{58}
\end{equation*}
$$

also satisfying the following condition:

$$
\begin{equation*}
\dot{\mathcal{A}}_{q}(t) \hat{\hat{\mathcal{A}}}_{q}(t)=1 . \tag{59}
\end{equation*}
$$

On using the Cauchy product rule for the two-series product $\mathcal{A}_{q}(t) \hat{\mathcal{A}}_{q}(t)$, we get

$$
\begin{aligned}
\dot{\mathcal{A}}_{q}(t) \hat{\mathcal{\mathcal { A }}}_{q}(t) & =\sum_{m=0}^{\infty} \dot{\mathcal{A}}_{m, q} \frac{t^{m}}{[m]_{q}!} \sum_{m=0}^{\infty} \mathcal{B}_{m, q} \frac{t^{m}}{[m]_{q}!} \\
& =\sum_{m=0}^{\infty} \sum_{s=0}^{m}\left[\begin{array}{c}
m \\
s
\end{array}\right]_{q} \dot{\mathcal{A}}_{s, q} \mathcal{B}_{m-s, q} \frac{t^{m}}{[m]_{q}!} .
\end{aligned}
$$

Consequently, we have

$$
\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{60}\\
s
\end{array}\right]_{q} \dot{\mathcal{A}}_{s, q} \mathcal{B}_{m-s, q}=\left\{\begin{array}{l}
1, \text { if } m=0 \\
0, \text { if } m \in \mathbb{N}
\end{array}\right.
$$

that is,

$$
\left\{\begin{array}{l}
\mathcal{B}_{0, q}=\frac{1}{\mathcal{A}_{0, q}}  \tag{61}\\
\mathcal{B}_{m, q}=-\frac{1}{\dot{\mathcal{A}}_{0, q}}\left(\sum_{s=1}^{m}\left[\begin{array}{l}
m \\
s
\end{array}\right]_{q} \dot{\mathcal{A}}_{s, q} \mathcal{B}_{m-s, q}\right) \quad\left(m \in \mathbb{N}_{0}\right)
\end{array}\right.
$$

Next, upon multiplying both sides of the Equation (25) by $\hat{\mathcal{A}}_{q}(t)$, we get

$$
\begin{equation*}
\dot{\mathcal{A}}_{q}(t) \hat{\mathcal{A}}_{q}(t) \ddot{\mathcal{A}}_{q}(t) e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\hat{\mathcal{A}}_{q}(t) \sum_{m=0}^{\infty} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]]_{q}!} . \tag{62}
\end{equation*}
$$

Further, in view of the Equations (22), (58) and (59), the above Equation (62) becomes

$$
\begin{equation*}
\sum_{m=0}^{\infty} \ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!}=\sum_{m=0}^{\infty} \mathcal{B}_{m, q} \frac{t^{m}}{[m]_{q}!} \sum_{m=0}^{\infty} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} . \tag{63}
\end{equation*}
$$

Now, on using the Cauchy product rule for the two series in the right-hand side of the Equation (63), we obtain the following infinite system for the unknowns $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ :

$$
\left\{\begin{array}{l}
\mathcal{B}_{0, q} \mathcal{A}_{0, q}^{[2]}\left(x_{1}, x_{2}\right)=1 ;  \tag{64}\\
\mathcal{B}_{1, q} \mathcal{A}_{0, q}^{[2]}\left(x_{1}, x_{2}\right)+\mathcal{B}_{0, q} \mathcal{A}_{1, q}^{[2]}\left(x_{1}, x_{2}\right)=\ddot{\mathcal{A}}_{1, q}\left(x_{1}, x_{2}\right), \\
\left.\mathcal{B}_{2, q} \mathcal{A}_{0, q}^{[2]}\left(x_{1}, x_{2}\right)+{ }_{1}^{2}\right]_{q} \mathcal{B}_{1, q} \mathcal{A}_{1, q}^{[2]}\left(x_{1}, x_{2}\right)+\mathcal{B}_{0, q} \mathcal{A}_{2, q}^{[2]}\left(x_{1}, x_{2}\right)=\ddot{\mathcal{A}}_{2, q}\left(x_{1}, x_{2}\right), \\
\vdots \\
\mathcal{B}_{m-1, q} \mathcal{A}_{0, q}^{[2]}\left(x_{1}, x_{2}\right)+\left[{ }_{1}^{m-1}\right]_{q} \mathcal{B}_{m-2, q} \mathcal{A}_{1, q}^{[2]}\left(x_{1}, x_{2}\right)+\cdots+\mathcal{B}_{0, q} \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, x_{2}\right)=\ddot{\mathcal{A}}_{m-1, q}\left(x_{1}, x_{2}\right), \\
\mathcal{B}_{m, q} \mathcal{A}_{0, q}^{[2]}\left(x_{1}, x_{2}\right)+\left[\begin{array}{l}
m \\
1
\end{array}\right]_{q} \mathcal{B}_{m-1, q} \mathcal{A}_{1, q}^{[2]}\left(x_{1}, x_{2}\right)+\cdots+\mathcal{B}_{0, q} \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)=\ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right), \\
\vdots
\end{array}\right.
$$

Obviously, the first equation of the system (64) leads to our first assertion (55). The coefficient matrix of the system (64) is lower triangular, so this helps us to obtain the unknowns $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ by applying the Cramer rule to the first $m+1$ equations of the system (64). Accordingly, we can obtain
where $m \in \mathbb{N}$. Thus, upon expanding the determinant in the denominator and taking the transpose of the determinant in the numerator, we get

$$
\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)=\frac{1}{\left(\mathcal{B}_{0, q}\right)^{m+1}}\left|\begin{array}{cccccc}
\mathcal{B}_{0, q} & \mathcal{B}_{1, q} & \mathcal{B}_{2, q} & \cdots & \mathcal{B}_{m-1, q} & \mathcal{B}_{n, q}  \tag{66}\\
0 & \mathcal{B}_{0, q} & {\left[\begin{array}{l}
2 \\
1
\end{array}\right]_{q} \mathcal{B}_{1, q}} & \cdots & {\left[\begin{array}{c}
m-1 \\
1
\end{array}\right]_{q} \mathcal{B}_{m-2, q}} & {\left[\begin{array}{c}
m \\
1
\end{array}\right]_{q} \mathcal{B}_{m-1, q}} \\
0 & 0 & \mathcal{B}_{0, q} & \cdots & {\left[\begin{array}{c}
m-1 \\
2
\end{array}\right]_{q} \mathcal{B}_{m-3, q}} & {\left[\begin{array}{c}
m \\
2
\end{array}\right]_{q} \mathcal{B}_{m-2, q}} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \mathcal{B}_{0, q} & {\left[{ }_{m-1}^{m}\right]_{q} \mathcal{B}_{1, q}} \\
1 & \ddot{\mathcal{A}}_{1, q}\left(x_{1}, x_{2}\right) & \ddot{\mathcal{A}}_{2, q}\left(x_{1}, x_{2}\right) & \cdots & \ddot{\mathcal{A}}_{m-1, q}\left(x_{1}, x_{2}\right) & \ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right)
\end{array}\right|
$$

Finally, after $m$ circular row exchanges, that is, after moving the $j$ th row to the $(j+1)$ st position for $j=1,2,3, \cdots, m-1$, we arrive at our assertion (56) of Theorem 7.

Theorem 8. The following identity for the 2I2DqAP $\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)$ holds true:

$$
\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)=\frac{1}{\mathcal{B}_{0, q}}\left(\ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right)-\sum_{s=0}^{m-1}\left[\begin{array}{c}
m  \tag{67}\\
s
\end{array}\right]_{q} \mathcal{B}_{m-s, q} \mathcal{A}_{s, q}^{[2]}\left(x_{1}, x_{2}\right)\right) \quad(m \in \mathbb{N})
$$

Proof. Expanding the determinant in the Equation (56) with respect to the $(m+1)^{\text {st }}$ row, we get

$$
\begin{aligned}
& \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)=\frac{(-1)^{m}}{\left(\mathcal{B}_{0, q}\right)^{m+1}}\left[\begin{array}{c}
m \\
m-1
\end{array}\right]_{q} \mathcal{B}_{1, q}\left|\begin{array}{cccccc}
1 & \ddot{\mathcal{A}}_{1, q}\left(x_{1}, x_{2}\right) & \ddot{\mathcal{A}}_{2, q}\left(x_{1}, x_{2}\right) & \cdots & \cdots & \ddot{\mathcal{A}}_{m-1, q}\left(x_{1}, x_{2}\right) \\
\mathcal{B}_{0, q} & \mathcal{B}_{1, q} & \mathcal{B}_{2, q} & \cdots & \ldots & \mathcal{B}_{m-1, q} \\
0 & \mathcal{B}_{0, q} & {\left[\begin{array}{c}
2 \\
1
\end{array}\right]_{q} \mathcal{B}_{1, q}} & \cdots & \cdots & {\left[\begin{array}{c}
m-1 \\
1
\end{array}\right]_{q} \mathcal{B}_{m-2, q}} \\
0 & 0 & \mathcal{B}_{0, q} & \cdots & \cdots & {\left[\begin{array}{c}
m-1 \\
2
\end{array}\right]_{q} \mathcal{B}_{m-3, q}} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \mathcal{B}_{0, q} & {\left[\left.\begin{array}{l}
{[m-2}
\end{array} \right\rvert\, \mathcal{B}_{q} \mathcal{B}_{1, q}\right.}
\end{array}\right| \\
& +\frac{(-1)^{m}}{\left(\mathcal{B}_{0, q}\right)^{m+1}}\left|\begin{array}{ccccccc}
1 & \ddot{\mathcal{A}}_{1, q}\left(x_{1}, x_{2}\right) & \ddot{\mathcal{A}}_{2, q}\left(x_{1}, x_{2}\right) & \cdots & \cdots & \ddot{\mathcal{A}}_{m-2, q}\left(x_{1}, x_{2}\right) & \ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right) \\
\mathcal{B}_{0, q} & \mathcal{B}_{1, q} & \mathcal{B}_{2, q} & \cdots & \cdots & \mathcal{B}_{m-1, q} & \mathcal{B}_{m-1, q} \\
0 & \mathcal{B}_{0, q} & {\left[\begin{array}{l}
2 \\
1
\end{array}\right]_{q} \mathcal{B}_{1, q}} & \cdots & \cdots & {\left[\begin{array}{c}
m-2 \\
1
\end{array}\right]_{q} \mathcal{B}_{m-3, q}} & {\left[\begin{array}{c}
m-1 \\
1
\end{array}\right]_{q} \mathcal{B}_{m-2, q}} \\
0 & 0 & \mathcal{B}_{0, q} & \cdots & \cdots & {\left[\begin{array}{c}
m-2 \\
2
\end{array}\right]_{q} \mathcal{B}_{m-4, q}} & {\left[\begin{array}{c}
m-1 \\
2
\end{array}\right]_{q} \mathcal{B}_{m-3, q}} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \cdots & \mathcal{B}_{0, q} & {\left[\begin{array}{c}
{[m-2}
\end{array} \mathcal{B}_{q} \mathcal{B}_{1, q}\right.}
\end{array}\right|
\end{aligned}
$$

$$
\begin{gathered}
=\frac{-1}{\mathcal{B}_{0, q}}\left[\begin{array}{c}
m \\
m-1
\end{array}\right]_{q} \mathcal{B}_{1, q} \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, x_{2}\right)+\frac{(-1)^{m}}{\left(\mathcal{B}_{0, q}\right)^{m}} \\
\left|\begin{array}{ccccccc}
1 & \tilde{\mathcal{A}}_{1, q}\left(x_{1}, x_{2}\right) & \ddot{\mathcal{A}}_{2, q}\left(x_{1}, x_{2}\right) & \cdots & \cdots & \ddot{\mathcal{A}}_{m-2, q}\left(x_{1}, x_{2}\right) & \ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right) \\
\mathcal{B}_{0, q} & \mathcal{B}_{1, q} & \mathcal{B}_{2, q} & \cdots & \cdots & \mathcal{B}_{m-1, q} & \mathcal{B}_{m-1, q} \\
0 & \mathcal{B}_{0, q} & {\left[{ }_{1}^{2}\right]_{q} \mathcal{B}_{1, q}} & \cdots & \cdots & {\left[{ }_{1}^{m-2}\right]_{q} \mathcal{B}_{m-3, q}} & {\left[{ }_{1}^{m-1}\right]_{q} \mathcal{B}_{m-2, q}} \\
0 & 0 & \mathcal{B}_{0, q} & \cdots & \cdots & {\left[{ }_{2}^{m-2}\right]_{q} \mathcal{B}_{m-4, q}} & {\left[{ }^{m-1}{ }_{2}^{2}\right]_{q} \mathcal{B}_{m-3, q}} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \cdots & \mathcal{B}_{0, q} & {\left[\begin{array}{c}
{[m-1} \\
m-2
\end{array}\right]_{q} \mathcal{B}_{1, q}}
\end{array}\right| .
\end{gathered}
$$

Next, by applying the same argument for the last determinant, we find that

$$
\begin{aligned}
& \mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)=\frac{-1}{\mathcal{B}_{0, q}}\left[\begin{array}{c}
m \\
m-1
\end{array}\right]_{q} \mathcal{B}_{1, q} \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, x_{2}\right)+\frac{(-1)^{m}}{\left(\mathcal{B}_{0, q}\right)^{m}}\left[\begin{array}{l}
m-1 \\
m-2
\end{array}\right]_{q} \mathcal{B}_{2, q} \\
& \left|\begin{array}{ccccccc}
1 & \ddot{\mathcal{A}}_{1, q}\left(x_{1}, x_{2}\right) & \ddot{\mathcal{A}}_{2, q}\left(x_{1}, x_{2}\right) & \ldots & \ldots & \ddot{\mathcal{A}}_{m-3, q}\left(x_{1}, x_{2}\right) & \ddot{\mathcal{A}}_{m-2, q}\left(x_{1}, x_{2}\right) \\
\mathcal{B}_{0, q} & \mathcal{B}_{1, q} & \mathcal{B}_{2, q} & \ldots & \ldots & \mathcal{B}_{m-3, q} & \mathcal{B}_{m-2, q} \\
0 & \mathcal{B}_{0, q} & {\left[\begin{array}{l}
2 \\
1
\end{array}\right]_{q} \mathcal{B}_{1, q}} & \ldots & \ldots & {\left[\begin{array}{c}
m-3 \\
1
\end{array}\right]_{q} \mathcal{B}_{m-4, q}} & {\left[\begin{array}{c}
m-2 \\
1
\end{array}\right]_{q} \mathcal{B}_{m-3, q}} \\
0 & 0 & \mathcal{B}_{0, q} & \ldots & \ldots & {\left[\begin{array}{c}
m-3 \\
2
\end{array}\right]_{q} \mathcal{B}_{m-5, q}} & {\left[\begin{array}{c}
m-2 \\
2
\end{array}\right]_{q} \mathcal{B}_{m-4, q}} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \cdots & \mathcal{B}_{0, q} & {\left[\begin{array}{c}
m-3 \\
m-3
\end{array} \mathcal{B}_{1, q}\right.}
\end{array}\right|
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{-1}{\mathcal{B}_{0, q}}\left[\begin{array}{c}
m \\
m-1
\end{array}\right]_{q} \mathcal{B}_{1, q} \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, x_{2}\right)-\frac{-1}{\left(\mathcal{B}_{0, q}\right)}\left[\begin{array}{l}
m-1 \\
m-2
\end{array}\right]_{q} \mathcal{B}_{2, q} \mathcal{A}_{m-2, q}^{[2]}\left(x_{1}, x_{2}\right)+\frac{(-1)^{m-2}}{\left(\mathcal{B}_{0, q}\right)^{m-1}}
\end{aligned}
$$

Again, we apply the same technique recursively until we arrive at the following consequence:

$$
\begin{gather*}
\mathcal{A}_{m, q}^{[2]}\left(x_{1}, x_{2}\right)=\frac{-1}{\mathcal{B}_{0, q}}\left[\begin{array}{c}
m \\
m-1
\end{array}\right]_{q} \mathcal{B}_{1, q} \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, x_{2}\right)-\frac{1}{\left(\mathcal{B}_{0, q}\right)}\left[\begin{array}{l}
m-1 \\
m-2
\end{array}\right]_{q} \mathcal{B}_{2, q} \mathcal{A}_{m-2, q}^{[2]}\left(x_{1}, x_{2}\right) \\
-\cdots-\frac{1}{\left(\mathcal{B}_{0, q}\right)^{2}}\left|\begin{array}{c}
1 \\
\mathcal{A}_{n, q}\left(x_{1}, x_{2}\right) \\
\mathcal{B}_{0, q}
\end{array}\right| \\
=\frac{-1}{\mathcal{B}_{0, q}}\left[\begin{array}{c}
m \\
m-1
\end{array}\right]_{q} \mathcal{B}_{1, q} \mathcal{A}_{m-1, q}^{[2]}\left(x_{1}, x_{2}\right)-\frac{1}{\left(\mathcal{B}_{0, q}\right)}\left[\begin{array}{l}
m-1 \\
m-2
\end{array}\right]_{q} \mathcal{B}_{2, q} \mathcal{A}_{m-2, q}^{[2]}\left(x_{1}, x_{2}\right) \\
-\cdots-\frac{1}{\left(\mathcal{B}_{0, q}\right)} \mathcal{B}_{m, q} \mathcal{A}_{0, q}^{[2]}\left(x_{1}, x_{2}\right)+\frac{1}{\mathcal{B}_{0, q}} \ddot{\mathcal{A}}_{n, q}\left(x_{1}, x_{2}\right) \tag{68}
\end{gather*}
$$

Finally, upon summing up the series in the left-hand side of the Equation (68), we arrive at the assertion (67) of Theorem 8.

Corollary 1. The following identity for the 2DqAP $\ddot{\mathcal{A}}_{n, q}\left(x_{1}, x_{2}\right)$ holds true:

$$
\ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right)=\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{69}\\
s
\end{array}\right]_{q} \mathcal{B}_{m-s, q} \mathcal{A}_{k, q}^{[2]}\left(x_{1}, x_{2}\right) \quad(m \in \mathbb{N})
$$

## 4. Several Members of the Twice-Iterated 2D $q$-Appell Polynomials

During the last two decades, much research work has been done for different members of the family of the $q$-Appell polynomials and the 2D $q$-Appell polynomials. By making suitable selections for the functions $\dot{\mathcal{A}}_{q}(t)$ and $\ddot{\mathcal{A}}_{q}(t)$, the members belonging to the family of the twice-iterated 2D $q$-Appell polynomials $\mathcal{A}_{k, q}^{[2]}\left(x_{1}, x_{2}\right)$ can be obtained. The 2D $q$-Bernoulli polynomials $\mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$, the 2D $q$-Euler polynomials $\mathcal{E}_{m, q}\left(x_{1}, x_{2}\right)$ and the 2D $q$-Genocchi polynomials $\mathcal{G}_{m, q}\left(x_{1}, x_{2}\right)$ are important members of the 2D $q$-Appell family. Therefore, in this section, we first introduce the 2D $q$-Euler based Bernoulli polynomials (2DqEBP) $\mathcal{E} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ and the 2D $q$-Genocchi based Bernoulli polynomials (2DqGBP) $\mathcal{G}^{\mathfrak{B}} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ by means of their respective generating functions and series definitions. We then explore other properties of these members.

### 4.1. The 2D $q$-Euler-Bernoulli Polynomials

Since, for

$$
\mathcal{A}_{q}(t)=\frac{2}{e_{q}(t)+1} \quad \text { and } \quad \mathcal{A}_{q}(t)=\frac{t}{e_{q}(t)-1}
$$

the $2 \mathrm{DqAP} \mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)$ reduce to the $2 \mathrm{DqEP} \mathcal{E}_{m, q}\left(x_{1}, x_{2}\right)$ and the $2 \mathrm{DqBP} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$, respectively. Therefore, for the same choices of $A_{q}(t)$, that is,

$$
\dot{\mathcal{A}}_{q}(t)=\frac{2}{e_{q}(t)+1} \quad \text { and } \quad \ddot{\mathcal{A}}_{q}(t)=\frac{t}{e_{q}(t)-1},
$$

the 2I2DqAP reduce to $2 \operatorname{DqEBP}_{\mathcal{E}} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ and are defined by means of generating functions as follows:

$$
\begin{equation*}
\frac{2 t}{\left(e_{q}(t)+1\right)\left(e_{q}(t)-1\right)} e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \mathcal{E} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \quad(0<q<1) \tag{70}
\end{equation*}
$$

The 2DqEBP $\mathcal{E}^{\mathfrak{B}}{ }_{m, q}\left(x_{1}, x_{2}\right)$ of degree $m$ are defined by the following series:

$$
\mathcal{E} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)=\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{71}\\
s
\end{array}\right]_{q} \mathfrak{B}_{s, q} \mathcal{E}_{m-s, q}\left(x_{1}, x_{2}\right) .
$$

The following relation between the $2 \operatorname{DqEBP}{ }_{\mathcal{E}} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ and the $\mathrm{qEBP}_{\mathcal{E}} \mathfrak{B}_{m, q}\left(x_{1}\right)$ holds true:

$$
\mathcal{E}^{\mathfrak{B}_{m, q}}\left(x_{1}, x_{2}\right)=\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{72}\\
s
\end{array}\right]_{q} q^{\frac{1}{2} s(s-1)} x_{2}^{s} \mathcal{E}^{\mathfrak{B}_{m-s, q}}\left(x_{1}\right),
$$

which, for $x_{2}=1$, yields

The 2DqEBP ${ }_{\mathcal{E}} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ satisfy the following recurrence relation:

$$
\begin{gather*}
\mathcal{E}^{\mathfrak{B}_{m, q}\left(q x_{1}, x_{2}\right)=q^{m-2}} \\
\cdot\left(\frac{t\left(e_{q}(q t)-1\right)\left(x_{2}\left(e_{q}(q t)+1\right)-e_{q}(t)\right)+\left(e_{q}(t)-t e_{q}(t)-1\right)\left(e_{q}(t)+1\right)}{t\left(e_{q}(t)+1\right)\left(e_{q}(t)-1\right)}+q^{2} x_{1}\right) \mathcal{E}^{\mathfrak{B}_{m-1, q}\left(x_{1}, x_{2}\right) .} . \tag{74}
\end{gather*}
$$

Further, by taking

$$
\begin{gathered}
\mathcal{B}_{0, q}=1, \\
\mathcal{B}_{j, q}=\frac{1}{[j+1]} \quad(j \in \mathbb{N})
\end{gathered}
$$

and

$$
\ddot{\mathcal{A}}_{m, q}\left(x_{1}, x_{2}\right)=\mathcal{E}_{m, q}\left(x_{1}, x_{2}\right)
$$

in the Equation (56), we obtain the determinant definition of the $2 \operatorname{DqEBP}_{\mathcal{E}} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ as given below.

Definition 1. The 2D $q$-Euler-Bernoulli polynomials $\mathcal{E}_{m, q}\left(x_{1}, x_{2}\right)$ of degree $m$ are defined by

$$
\begin{align*}
& \mathcal{E} \mathfrak{B}_{0, q}\left(x_{1}, x_{2}\right)=1, \tag{75}
\end{align*}
$$

$$
\begin{aligned}
& (m \in \mathbb{N}) \text {, }
\end{aligned}
$$

where $\mathcal{E}_{m, q}\left(x_{1}, x_{2}\right) \quad\left(m \in \mathbb{N}_{0}\right)$ are the 2D $q$-Euler polynomials of degree $m$.
4.2. The 2D q-Genocchi-Bernoulli Polynomials

Since, for

$$
\mathcal{A}_{q}(t)=\frac{2 t}{e_{q}(t)+1} \quad \text { and } \quad \mathcal{A}_{q}(t)=\frac{t}{e_{q}(t)-1}
$$

the $2 \mathrm{DqAP} \mathcal{A}_{m, q}\left(x_{1}, x_{2}\right)$ reduce to the $2 \mathrm{DqGP} \mathcal{G}_{m, q}\left(x_{1}, x_{2}\right)$ and the $2 \mathrm{DqBP} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$, respectively. Therefore, for the same choices of $A_{q}(t)$, that is,

$$
\dot{\mathcal{A}}_{q}(t)=\frac{2 t}{e_{q}(t)+1} \quad \text { and } \quad \ddot{\mathcal{A}}_{q}(t)=\frac{t}{e_{q}(t)-1},
$$

the 2I2DqAP reduce to $2 \operatorname{DqGBP}_{\mathcal{G}} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ and are defined by means of generating functions as follows:

$$
\begin{equation*}
\frac{2 t^{2}}{\left(e_{q}(t)+1\right)\left(e_{q}(t)-1\right)} e_{q}\left(x_{1} t\right) E_{q}\left(x_{2} t\right)=\sum_{m=0}^{\infty} \mathcal{G}^{\mathfrak{B}_{m, q}}\left(x_{1}, x_{2}\right) \frac{t^{m}}{[m]_{q}!} \quad(0<q<1) . \tag{77}
\end{equation*}
$$

The 2DqGBP ${ }_{\mathcal{G}} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ of degree $m$ are defined by the following series:

$$
\mathcal{G} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)=\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{78}\\
s
\end{array}\right]_{q} \mathfrak{B}_{s, q} \mathcal{G}_{m-s, q}\left(x_{1}, x_{2}\right) .
$$

The following relation between the 2 $\operatorname{DqGBP}_{\mathcal{G}} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ and the $\mathrm{qGBP}_{\mathcal{G}} \mathfrak{B}_{m, q}\left(x_{1}\right)$ holds true:

$$
\mathcal{G}^{\mathfrak{B}_{m, q}}\left(x_{1}, x_{2}\right)=\sum_{s=0}^{m}\left[\begin{array}{c}
m  \tag{79}\\
s
\end{array}\right]_{q} q^{\frac{1}{2} s(s-1)} x_{2}^{s} \mathcal{G}^{\mathfrak{B}_{m-s, q}}\left(x_{1}\right),
$$

which, for $x_{2}=1$, gives

$$
\mathcal{G} \mathfrak{B}_{m, q}\left(x_{1}, 1\right)=\sum_{s=0}^{m}\left[\begin{array}{l}
m  \tag{80}\\
s
\end{array}\right]_{q} q^{\frac{1}{2} s(s-1)} \mathcal{G}^{\mathfrak{B}_{m-s, q}}\left(x_{1}\right) .
$$

The 2DqGBP ${ }_{\mathcal{G}} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ satisfy the following recurrence relation:

$$
\begin{align*}
& \mathcal{G}^{\mathfrak{B}_{m, q}\left(q x_{1}, x_{2}\right)=q^{m-3} \cdot\left(\frac{\left(e_{q}(q t)+1\right)}{}\left(e_{q}(t)-t e_{q}(t)+1+x_{2} t\left(e_{q}(q t)+1\right)\right)\right.} \\
& t\left(e_{q}(t)+1\right)\left(e_{q}(t)-1\right)  \tag{81}\\
&\left.+\frac{q\left(e_{q}(t)-t e_{q}(t)-1\right)\left(e_{q}(t)+1\right)}{t\left(e_{q}(t)+1\right)\left(e_{q}(t)-1\right)}+q^{3} x_{1}\right) \mathcal{G}^{\mathfrak{B}_{m-1, q}\left(x_{1}, x_{2}\right) .}
\end{align*}
$$

In the next section (Section 5 below), we give some graphical representations and the surface plots of some of the members of the twice-iterated 2D $q$-Appell polynomials.

## 5. Graphical Representations and Surface Plots

Here, in this section, the graphs of the $q$-Euler-Bernoulli polynomials (qEBP) $\mathcal{E}^{\mathfrak{B}}{ }_{m, q}(x), q$-GenocchiBernoulli polynomials $(\mathrm{qGBP})_{\mathcal{G}} \mathfrak{B}_{m, q}(x)$ and the surface plots of the 2DqEBP $\mathcal{E}^{\mathfrak{B}_{m, q}}\left(x_{1}, x_{2}\right)$ and the 2DqGBP $\mathcal{G}^{\mathfrak{B}} \mathfrak{B}_{m, q}\left(x_{1}, x_{2}\right)$ are presented.

To draw the plot of the $\operatorname{qEBP}_{\mathcal{E}} \mathfrak{B}_{m, q}(x)$ and the $\operatorname{qGBP}_{\mathcal{G}} \mathfrak{B}_{m, q}(x)$, we choose $q=\frac{1}{2}$ and consider the values of the first four $q$-Euler-Bernoulli polynomials and of the first four $q$-Genocchi-Bernoulli polynomials, the expressions of these polynomials are given in Table 1.

Table 1. Expressions of the first four $\mathcal{E}^{\mathfrak{B}_{m, \frac{1}{2}}}(x)$ and $\mathcal{G}^{\mathfrak{B}_{m, \frac{1}{2}}}(x)$.

| $\mathbf{m}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{E}^{\mathcal{B}}{ }_{m, \frac{1}{2}}(x)$ | 1 | $x-\frac{7}{6}$ | $x^{2}-\frac{7}{4} x+\frac{79}{168}$ | $x^{3}-\frac{49}{24} x^{2}+\frac{79}{96} x+\frac{379}{2880}$ | $x^{4}-\frac{35}{16} x^{3}+\frac{145}{192} x^{2}+\frac{379}{1536} x+.0213$ |
| $\mathcal{G}^{\mathfrak{B}_{m, \frac{1}{2}}(x)}$ | 0 | 1 | $\frac{3}{2} x-\frac{7}{4}$ | $\frac{7}{4} x^{2}-\frac{49}{16} x+\frac{121}{96}$ | $\frac{15}{8} x^{3}-\frac{45}{16} x^{2}+\frac{855}{256} x+\frac{379}{1536}$ |

Further, by setting $m=4$ and $q=\frac{1}{2}$ in the series definitions (72) and (79) of $\mathcal{E} \mathfrak{B}_{m, \frac{1}{2}}\left(x_{1}, x_{2}\right)$ and $\mathcal{G}^{\mathfrak{B}_{m, q}}\left(x_{1}, x_{2}\right)$ and using the particular values of $\mathcal{E}^{\mathfrak{B}_{m, \frac{1}{2}}}(x)$ and $\mathcal{G}^{\mathfrak{B}_{m, \frac{1}{2}}}(x)$ from Table 1 , we find that

$$
\begin{align*}
\mathcal{E} \mathfrak{B}_{4, \frac{1}{2}}\left(x_{1}, x_{2}\right)= & x_{1}^{4}-\frac{35}{16} x_{1}^{3}+\frac{145}{192} x_{1}^{2}+\frac{379}{1536} x_{1}+0.0213+\frac{15}{8} x_{1}^{3} x_{2}-\frac{245}{64} x_{1}^{2} x_{2}+\frac{395}{256} x_{1} x_{2}  \tag{82}\\
& +\frac{379}{1536} x_{2}+\frac{35}{32} x_{1}^{2} x_{2}^{2}-\frac{245}{128} x_{1} x_{2}^{2}+\frac{395}{768} x_{2}^{2}+\frac{15}{64} x_{1} x_{2}^{3}-\frac{35}{128} x_{2}^{3}+\frac{1}{64} x_{2}^{4}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{G}^{\mathfrak{B}_{3, \frac{1}{2}}\left(x_{1}, x_{2}\right)=\frac{15}{8} x^{3}-\frac{45}{16} x^{2}+\frac{815}{256} x+\frac{379}{1536}}+ & +\frac{105}{32} x_{1}^{2} x_{2}-\frac{735}{128} x_{1} x_{2}-\frac{605}{256} x_{2}  \tag{83}\\
& +\frac{105}{64} x_{1} x_{2}^{2}-\frac{245}{128} x_{2}^{2}+\frac{15}{64} x_{2}^{3} .
\end{align*}
$$

Next, by using the expression given in Table 1 and the Equations (82) and (83), with the help of Matlab, we get the Figures 1-4 below.


Figure 1. Shape of $\mathcal{E} \mathfrak{B}_{m, \frac{1}{2}}(x)$.


Figure 2. Shape of $\mathcal{G}^{\mathfrak{B}}{ }_{m, \frac{1}{2}}(x)$.


Figure 3. Surface plot of $\mathcal{E}_{4, \frac{1}{2}}\left(x_{1}, x_{2}\right)$.


Figure 4. Surface plot of $\mathcal{G}^{\mathfrak{B}_{4, \frac{1}{2}}}\left(x_{1}, x_{2}\right)$.
Further, with the help of Matlab, we compute the real and complex zeros of $\mathcal{E} \mathfrak{B}_{m, \frac{1}{2}}(x)$ and $\mathcal{G}^{\mathfrak{B}}{ }_{m, \frac{1}{2}}(x)$ for $m=1,2,3,4$ and $x \in \mathbb{C}$. These zeros are mentioned in Tables 2 and 3 .

Table 2. Real zeros of $\mathcal{E}^{\mathfrak{B}_{m, \frac{1}{2}}}(x)$ and $\mathcal{G}^{\mathfrak{B}_{m, \frac{1}{2}}}(x)$.

| $m$ | $\mathcal{E}^{\mathfrak{B}_{m, \frac{1}{2}}(x)}$ | $\mathcal{G}^{\boldsymbol{B}}{ }_{m, \frac{1}{2}}(x)$ |
| :---: | :---: | :---: |
| 1 | 1.1667 | 0 |
| 2 | $0.3315,1.4185$ | 1.1667 |
| 3 | $-0.1213,0.7910,1.3719$ | $0.6620,1.0880$ |
| 4 | $0.7878,1.6239$ | -0.0726 |

Table 3. Complex zeros of $\mathcal{E} \mathfrak{B}_{m, \frac{1}{2}}(x)$ and $\mathcal{G}^{\mathfrak{B}_{m, \frac{1}{2}}}(x)$.

| $m$ | $\mathcal{E}^{\mathfrak{B}_{m, \frac{1}{2}}(x)}$ | $\mathcal{G}^{\mathfrak{B}_{m, \frac{1}{2}}(x)}$ |
| :---: | :---: | :---: |
| 1 | - | - |
| 2 | - | - |
| 3 | - | - |
| 4 | $-0.1121-0.0639 i,-0.1121+0.0639 i$ | $0.7863-1.0926 i, 0.7863+1.0926 i$ |

Also, with the help of Matlab, the zeros mentioned in Tables 2 and 3 are shown in the Figures 5 and 6.


Figure 5. Zeros of $\mathcal{E} \mathfrak{B}_{m, \frac{1}{2}}(x)$.


Figure 6. Zeros of $\mathcal{G}^{\mathfrak{B}_{m, \frac{1}{2}}}(x)$.

## 6. Concluding Remarks and Observations

As long ago as 1910, Jackson [27] studied the $q$-definite integral of an arbitrary function $f(t)$, which is defined as follows:

$$
\begin{equation*}
\int_{0}^{a} f(t) d_{q} t=(1-q) a \sum_{m=0}^{\infty} q^{m} f\left(a q^{m}\right) \quad(0<q<1 ; a \in \mathbb{R}) \tag{84}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b} f(t) d_{q} t=\int_{0}^{b} f(t) d_{q} t-\int_{0}^{a} f(t) d_{q} t \tag{85}
\end{equation*}
$$

We note also that

$$
\begin{equation*}
D_{q} \int_{0}^{t} f(x) d_{q} x=f(t) \tag{86}
\end{equation*}
$$

Applying the double $q$-integral to both sides of the Equation (42), that is,

$$
\begin{equation*}
\int_{0}^{x_{1}} \int_{0}^{x_{2}}[m]_{q} \mathcal{A}_{m-1, q}^{[2]}\left(t_{1}, q t_{2}\right) d_{q} t_{1} d_{q} t_{2}=\int_{0}^{x_{1}} \int_{0}^{x_{2}} D_{q, t_{2}} \mathcal{A}_{m, q}^{[2]}\left(t_{1}, t_{2}\right) d_{q} t_{1} d_{q} t_{2} \tag{87}
\end{equation*}
$$

we have

$$
\begin{equation*}
[m]_{q} \int_{0}^{x_{1}} \int_{0}^{x_{2}} \mathcal{A}_{m-1, q}^{[2]}\left(t_{1}, q t_{2}\right) d_{q} t_{1} d_{q} t_{2}=\int_{0}^{x_{1}}\left(\mathcal{A}_{m, q}^{[2]}\left(t_{1}, x_{2}\right)-\mathcal{A}_{m, q}^{[2]}\left(t_{1}, 0\right)\right) d_{q} t_{1} \tag{88}
\end{equation*}
$$

In view of the Equation (41), the above Equation (88) yields

$$
\begin{align*}
& {[m]_{q} \int_{0}^{x_{1}} \int_{0}^{x_{2}} \mathcal{A}_{m-1, q}^{[2]}\left(t_{1}, q t_{2}\right) d_{q} t_{1} d_{q} t_{2} } \\
& =\int_{0}^{x_{1}} \frac{1}{[m+1]_{q}}\left(D_{q, t_{1}} \mathcal{A}_{m+1, q}^{[2]}\left(t_{1}, x_{2}\right)-D_{q, t_{1}} \mathcal{A}_{m+1, q}^{[2]}\left(t_{1}, 0\right)\right) d_{q} t_{1}  \tag{89}\\
= & \frac{1}{[m+1]_{q}}\left(\mathcal{A}_{m+1, q}^{[2]}\left(x_{1}, x_{2}\right)-\mathcal{A}_{m+1, q}^{[2]}\left(0, x_{2}\right)-\mathcal{A}_{m+1, q}^{[2]}\left(x_{1}, 0\right)+\mathcal{A}_{m+1, q}^{[2]}(0,0)\right),
\end{align*}
$$

which, on using the Equations (13) and (39), becomes

$$
\begin{gather*}
\int_{0}^{x_{1}} \int_{0}^{x_{2}} \mathcal{A}_{m, q}^{[2]}\left(t_{1}, q t_{2}\right) d_{q} t_{1} d_{q} t_{2} \\
=\frac{1}{[m+1]_{q}[m+2]_{q}}\left(\mathcal{A}_{m+2, q}^{[2]}\left(x_{1}, x_{2}\right)-(-1)^{m} \mathcal{A}_{m+2, q}^{[2]}\left(x_{1},-x_{2}\right)-\mathcal{A}_{m+2, q}^{[2]}\left(x_{1}\right)+\mathcal{A}_{m+2, q}^{[2]}\right) . \tag{90}
\end{gather*}
$$

Further, in view of the Equations (31) and (34), the Equations (90) yields

$$
\begin{gather*}
\int_{0}^{x_{1}} \int_{0}^{x_{2}} \mathcal{A}_{m, q}^{[2]}\left(t_{1}, q t_{2}\right) d_{q} t_{1} d_{q} t_{2}=\frac{1}{[m+1]_{q}[m+2]_{q}} \\
\cdot \sum_{s=0}^{m+2}\left[\begin{array}{c}
m+2
\end{array}\right]_{q} \dot{\mathcal{A}}_{s, q}\left(\ddot{\mathcal{A}}_{m+2-s, q}\left(x_{1}, x_{2}\right)-(-1)^{m} \ddot{\mathcal{A}}_{m+2-s, q}\left(x_{1}, x_{2}\right)-\ddot{\mathcal{A}}_{m+2-s, q}\left(x_{1}\right)+\ddot{\mathcal{A}}_{m+2-s, q}\right) . \tag{91}
\end{gather*}
$$

In conclusion, we choose to reiterate the now well-understood fact that the results for the $q$-analogues, which we have considered in this article for $0<q<1$, can easily be translated into the corresponding results for the so-called ( $p, q$ )-analogues (with $0<q<p \leqq 1$ ) by applying some obviously trivial parametric and argument variations, the additional parameter $p$ being redundant. In fact, the so-called ( $p, q$ )-number $[n]_{p, q}$ is given (for $0<q<p \leqq 1$ ) by (see also [28])

$$
\begin{align*}
{[n]_{p, q} } & := \begin{cases}\frac{p^{n}-q^{n}}{p-q} & (n \in\{1,2,3, \cdots\}) \\
0 & (n=0)\end{cases}  \tag{92}\\
& =: p^{n-1}[n]_{\frac{q}{p}},
\end{align*}
$$

where, for the classical $q$-number $[n]_{q}$, we have

$$
\begin{align*}
{[n]_{q} } & :=\frac{1-q^{n}}{1-q} \\
& =p^{1-n}\left(\frac{p^{n}-(p q)^{n}}{p-(p q)}\right)  \tag{93}\\
& =p^{1-n}[n]_{p, p q} .
\end{align*}
$$

Consequently, any claimed extensions of most (including the present) investigations involving the classical $q$-calculus to the corresponding obviously straightforward investigations involving the $(p, q)$-calculus are truly inconsequential.

Further investigations along the lines presented in this paper, which are associated with the various recent generalizations and extensions of the Apostol type Bernoulli, Euler and Genocchi polynomials introduced by, for example, Srivastava et al. (see $[29,30]$ ) may be worthy of consideration by the targeted readers.

Author Contributions: All authors contributed equally.
Funding: This research received no external funding.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Strominger, A. Information in black hole radiation. Phys. Rev. Lett. 1993, 71, 3743-3746.
2. Youm, D. q-deformed conformal quantum mechanics. Phys. Rev. D 2000, 62, 095009. [CrossRef]
3. Lavagno, A.; Swamy, P.N. q-deformed structures and nonextensive statistics: A comparative study. Phys. A Stat. Mech. Appl. 2002, 305, 310-315. [CrossRef]
4. Andrews, G.E.; Askey, R.; Roy, R. 71st Special Functions of Encyclopedia of Mathematics and Its Applications; Cambridge University Press: Cambridge, UK, 1999.
5. Aral, A.; Gupta, V.; Agarwal, R.P. Applications of $q$-Calculus in Operator Theory; Springer: New York, NY, USA, 2013.
6. Ernst, T. A Comprehensive Treatment of q-Calculus; Springer: Basel, Switzerland; Heidelberg, Germany; New York, NY, USA; Dordrecht, The Netherlands; London, UK, 2012.
7. Appell, P. Sur une classe de polynômes. Ann. Sci. École. Norm. Supér. 1880, 9, 119-144. [CrossRef]
8. Thorne, C.J. A property of Appell sets. Am. Math. Mon. 1945, 52, 191-193. [CrossRef]
9. Sheffer, I.M. Note on Appell polynomials. Bull. Am. Math. Soc. 1945, 51, 739-744. [CrossRef]
10. Varma, R.S. On Appell polynomials. Proc. Am. Math. Soc. 1951, 2, 593-596. [CrossRef]
11. Pintér, Á.; Srivastava, H.M. Addition theorems for the Appell polynomials and the associated classes of polynomial expansions. Aequ. Math. 2013, 85, 483-495. [CrossRef]
12. Srivastava, H.M.; Özarslan, M.A.; Yılmaz, B. Some families of differential equations associated with the Hermite-based Appell polynomials and other classes of Hermite-based polynomials. Filomat 2014, 28, 695-708. [CrossRef]
13. Srivastava, H.M.; Özarslan, M.A.; Yaşar, B.Y. Difference equations for a class of twice-iterated $\Delta_{h}$-Appell sequences of polynomials. Rev. Real Acad. Cienc. Exactas Fís. Natur. Ser. A Mat. (RACSAM) 2019, 113, 1851-1871. [CrossRef]
14. Srivastava, H.M.; Ricci, P.E.; Natalini, P. A family of complex Appell polynomial sets. Rev. Real Acad. Cienc. Exactas Fís. Nat. Ser. A Mater. (RACSAM) 2019, 113, 2359-2371. [CrossRef]
15. Sharma, A.; Chak, A.M. The basic analogue of a class of polynomials. Riv. Mat. Univ. Parma (Ser. 4) 1954, 5, 325-337.
16. Al-Salam, W.A. q-Appell polynomials. Ann. Mat. Pura Appl. (Ser. 4) 1967, 4, 31-45. [CrossRef]
17. Srivastava, H.M. Some characterizations of Appell and $q$-Appell polynomials. Ann. Mat. Pura Appl. (Ser. 4) 1982, 130, 321-329. [CrossRef]
18. Anshelevich, M. Appell polynomials and their relatives. III: Conditionally free theory. Ill. J. Math. 2009, 53, 39-66. [CrossRef]
19. Levi, D.; Tempesta, P.; Winternitz, P. Umbral calculus, difference equations and the discrete Schrödinger equation. Math. Phys. 2004, 45, 4077-4105. [CrossRef]
20. Tempesta, P. Formal groups, Bernoulli-type polynomials and L-series. C. R. Math. Acad. Sci. Paris 2007, 345, 303-306. [CrossRef]
21. Keleshteri, M.E.; Mahmudov, N.I. A study on $q$-Appell polynomials from determinant point of view. Appl. Math. Comput. 2015, 260, 351-369.
22. Srivastava, H.M.; Khan, S.; Riyasat, M. $q$-Difference equations for the twice-iterated $q$-Appell and mixed type q-Appell Polynomials. Arab. J. Math. 2019, 8, 63-77. [CrossRef]
23. Carlitz, L. $q$-Bernoulli numbers and polynomials. Duke Math. J. 1948, 15, 987-1000. [CrossRef]
24. Mahmudov, N.I. On a class of $q$-Bernoulli and $q$-Euler polynomials. In: Proceedings of the International Congress in Honour of Professor Hari M. Srivastava. Adv. Differ. Equ. 2013, 2013, 108. [CrossRef]
25. Srivastava, H.M. Some generalizations and basic (or $q$-) extensions of the Bernoulli, Euler and Genocchi polynomials. Appl. Math. Inf. Sci. 2011, 5, 390-444.
26. Khan, S.; Riyasat, M. Determinant approach to the twice-iterated $q$-Appell and mixed type $q$-Appell polynomials. arXiv 2016, arXiv:1606.04265.
27. Jacson, F.H. On $q$-definite integrals. Q. J. Pure Appl. Math. 1910, 41, 193-203.
28. Srivastava, H.M.; Tuglu, N.; Çetin, M. Some results on the $q$-analogues of the incomplete Fibonacci and Lucas polynomials. Miskolc Math. Notes 2019, 20, 511-524. [CrossRef]
29. Srivastava, H.M.; Masjed-Jamei, M.; Beyki, M.R. A parametric type of the Apostol-Bernoulli, Apostol-Euler and Apostol-Genocchi polynomials. Appl. Math. Inf. Sci. 2018, 12, 907-916. [CrossRef]
30. Srivastava, H.M.; Masjed-Jamei, M.; Beyki, M.R. Some new generalizations and applications of the Apostol-Bernoulli, Apostol-Euler and Apostol-Genocchi polynomials. Rocky Mt. J. Math. 2019, 49, 681-697. [CrossRef]

## MDPI

St. Alban-Anlage 66
4052 Basel
Switzerland
Tel. +41 616837734
Fax +41 613028918
www.mdpi.com

Symmetry Editorial Office
E-mail: symmetry@mdpi.com www.mdpi.com/journal/symmetry


MDPI
St. Alban-Anlage 66
4052 Basel
Switzerland
Tel: +41 616837734
Fax: +41 613028918
www.mdpi.com
MDPI

