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Preface to ”Sustainability in the Global-Knowledge

Economy”

The irruption of digital technologies over the last decades has had a profound impact on all

economic sectors. The valuation of that impact is still open for discussion, but Corrado, Hulten,

and Sichel determined that the share of aggregate intangible capital stock increased three-fold

relative to tangible capital during the three decades from 1973 to 2003, reaching a massive 50% of

tangible capital, and the figures in developed economies are similar and growing. As the authors

note “. . . knowledge capital should be such an important driver of modern economic growth is

hardly surprising, given the evidence from everyday life and the results of basic intertemporal

economic theory. What is surprising is that intangibles have been ignored for so long and that they

continue to be ignored in financial accounting practice at the firm level.”(Corrado, Hulten, and Sichel

2009). Digitization, understood as the phenomenon of intelligent connection between products and

activities through the exchange of information thanks to digital technologies, allows the modification

of business models impacting both suppliers of such goods and services and consumers. As Porter

and Heppelmann highlight, this allows companies to exponentially increase the creation of value

for their clients through the modification of their value chains thanks to the appearance of new

functionalities, greater security in processes and improvements in efficiency, and the optimization

of the possibilities offered to their clients (Porter and Heppelmann 2015).

The optimization of these processes involves the management of massive amounts of data that

not only help companies but also public administrations, the education sector, and non-governmental

organizations to offer more advanced solutions to their customers that enable them to maximize their

value creation. However, not all companies are prepared for the optimization of these processes; the

adoption of technologies for massive data analysis is not the only factor to be taken into account, as it

also influences the way these technologies are adopted and their use. Decisions on these aspects can

change the very essence of the development of the companies’ activities, even though the end-user

hardly finds any differences, beyond the improvement in service efficiency, product quality, and

selection improvement (Ballestar et al. 2019).

Robotization and artificial intelligence are the most pervasive dimensions of technological

change of the 4.0 industrial revolution. While the process started before WWII, it was not until

the 1970s that the auto industry generalized the replacement of manual workers by robots began

seriously. During the following decades, it spread across many industries, beginning in integrated

production lines but later grew in all sectors, including the services industry, highlighting the large

number of occupations that are at peril of being replaced during the next few years, especially

after the impact of the COVID-19 pandemic, which will be labor displacing. Artificial intelligence

is also gaining ground in a growing range of activities including security, health, and the most

basic operation of integrated domestic appliances at home. But this is likely just the beginning,

as it will take over most of a mounting number of decision-making processes that for centuries

have been the restricted ground of technically proficient experts and professionals, such as lawyers,

economists, doctors, bankers, and engineers (Acemoglu and Restrepo 2019; Autor and Salomons

2018; Faia et al. 2020; Frey and Osborne 2017). This will widely affect employment chances at all

levels. It will transform aspects like trade union bargaining power, working conditions of a large

number of individuals with low skills, or those that do not possess highly specialized technical skills

in the STEM area. It will motivate them to redefine their capabilities and knowledge to void the
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gloomy perspectives of labor instability, low salaries, and social uncertainty.

Unfortunately, labor is not the only risk to sustainability derived from the growing accumulation

of knowledge. As Mahnkopf suggests, electronic texts could save millions of trees, reducing

greenhouse gas emissions by millions of tons (Mahnkopf 2019). Though there is an increase in the

composition of new materials (fiber, siliceous, plastics, etc.), their production and operation require

large amounts of energy for the making. Electricity is needed for ICT infrastructure (the cloud,

computer warehouses, and data centers that hold digital content using Big Data, e-commerce, the

Internet of Things) which is the backbone of the digital economy. Jones estimates that, by 2030, 21%

of the global demand for electricity will come from ICT production and use, showing the relevance

of new sectors in the future of the economy and change in consumption patterns (Jones 2018).

However, deep learning also has uses in pattern recognition to define the taxonomy of animal

and vegetal species, in estimating biodiversity, and in management and conservation, and the

automatization of these tasks due to the vast amount of data that would otherwise be lost. Deep

learning is also useful in species distribution models, the analysis of carbon cycles, hazard assessment,

and prediction, and forest management thanks to the need for vast amounts of data for classification,

modeling, and prediction in forest ecology research. As there is an increase in data recollection and

new models adapted to its use, all branches of ecology will take advantage of the new methodologies

to gain efficiency, using newly design algorithms to spur knowledge and research on all earth

cycle issues (Christin, Hervet, and Lecomte 2019; Liu et al. 2018; Reichstein et al. 2019). But, as

Huntingford et al. propose, machine learning models will probably be more useful for the analysis

of climate change, as they will be able to deliver “. . . new insights into the incredibly rich diversity

of interconnected Earth System behaviours and their multiple interactions with biochemical cycles. . .

[revealing] . . . climate system attributes and enhance forecasting across time scales, it is AI that can

then adopt this information to support decisions.” (Huntingford et al. 2019).

While former issues are usually downplayed, or just ignored, the latter are somehow

exaggerated when speaking about the impact of the knowledge economy on sustainability.

The following pages will detail its positive impacts in areas like logistics, agriculture, etc., leaving

space for more perspectives on the process, which is arguably one of the most relevant in the history

of humankind and should help overcome some of the issues related to environmental decay and

climate change.
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Abstract: This study explores the effect of intangible assets and sub-components of intangible assets
on sustainable growth and firm value in Turkey. The cumulative (i.e., aggregative) value of intangible
assets of firms and sub-components of intangible assets were used as test variables in the current study.
Further, intangible assets of the firms were divided into three sub-components using the classification
of Corrado, Hulten and Sichel, namely computerized information and database, innovative property,
and economic competence. Firms listed on Borsa İstanbul were analyzed to test the hypotheses.
Two different measures of sustainable growth of firms and unique measure of firm value were used as
dependent variables. The final sample includes 1353 observations for nine years between 2005–2013 in
Turkey. Ordinary least square (OLS) and Heckman two-stage estimation procedures were employed
to test the hypotheses. Estimation results of OLS and Heckman two-stage procedures show that
the cumulative value of intangible assets affect the sustainable growth rates of firms and firm value
positively. When the cumulative value of intangible assets was classified into three sub-components,
both computerized information and database and economic competence impact the sustainable
growth rates of firms and firm value.

Keywords: intangible assets; sustainable growth; firm value; computerized information and database;
economic competence; innovative property; Turkey; Borsa Istanbul

1. Introduction

In the literature, there are many definitions of intangibles assets. While some of these definitions
made by authors refer to one type of specific item among intangible assets (such as brand, trademark,
etc.), other authors discuss definitions in a broader context. According to Mooney [1], Siegel and
Shim [2], and Andrews and De Serres [3], who discussed intangible assets in a broader context,
intangible assets have no physical substance and represent a right granted by the government or by
another company. Furthermore, according to Augier and Teece [4], intangible assets are non-current
assets and are different from tangible (physical) assets. These differences are that intangible assets are
used by one party, their transfer costs are hard to calibrate, their property rights are limited, and the
enforcement of property rights is relatively difficult.

There are many types of intangible assets such as patents, copyright, trademarks, design, mineral
exploration, brand, software, formula, trade secrets, capitalized research and development, goodwill,
databases, domain, human capital, motion pictures, consumer lists, customer loyalty, licenses, market
share, and marketing rights [3,5–7]. Even though different countries have enforced local regulations
about how to record intangible assets, the International Accounting Standards Board (IASB) determined

Sustainability 2019, 11, 5359; doi:10.3390/su11195359 www.mdpi.com/journal/sustainability1
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some criteria to account, record, report, and value intangible assets at the international level. Thus, many
countries have adopted the standards of the IASB into local regulations or use a two-book system to
prepare their financial statements in accordance with the standards of IASB and their local regulations,
as in Turkey. According to International Accounting Standard 38 [7], intangible assets should be
identifiable, should be controlled by the firm, and should provide future economic benefits to the firm,
and the cost of intangible assets can be measured reliably if firms report these kinds of items as an asset.
In Turkey, firms listed on Borsa İstanbul should prepare their financial statements in accordance with
the directions of the IASB. Thus, intangible investments made by firms are included in the financial
statements of firms as an asset, if firms abide by the IASB’s reporting criteria.

There are many studies that explore the effects of intangible assets or the sub-components of
intangible assets or some types of specific intangible assets (such as patent, trademark, R&D) on
firm performance [8–12], on firm value [13], on firm level and country level productivity [14–16],
on stock price [17–19], on economic growth [3,20,21], on analyst coverage, and analyst following [22,23].
Most recently, some scholars have focused on the relationship between firm governance structures and
intangible assets and the sub-components of intangible assets (particularly R&D) [12,24–27].

The outcomes of this research show that firms now invest more in intangible assets than in
tangible assets because intangible assets play an effective role in sustaining a firm’s competitive
advantage [9] due to not being easy to imitate [27] and being an important determinant of firm
internalization [10]. Intangible assets such as software and R&D are critical investments that sustain a
firm’s market presence in future years by reducing costs and increasing profits, and intangibles are
strategic investments for the long-run growth path of firms [21]. The sustainable growth of a firm
can be considered a comprehensive mechanism to evaluate the long-run sustainability of a firm [28].
On the other hand, investing in intangible assets is important for the knowledge economy because
intangible assets containing information elements such as R&D, patents, or software rather than
tangible assets play an important role in the sustainable growth of firms and firm value. In this regard,
intangible assets of firms may affect the sustainable growth of firms and it will be interesting to discuss
the association between the intangible assets and sub-components of intangible assets classified by
Corrado et al. [29–32] and the sustainable growth rate of firms. Recently, from the narrow perspective
of intangible assets, Xu and Wang [33] researched the effect of intellectual capital which is a common
form of intangible investment on firms’ sustainable growth rate and found that intellectual capital has
a positive impact on the sustainable growth of firms in Korea. We take into account the intangible
value of a firm in broader context, covering the aggregative value of intangible assets of firms and the
sub-components of intangible assets classified by Corrado et al. [29–32]. The first research question is,
do these kinds of strategic investments, intangible assets, make firms benefit from sustainable growth?
Which kind of sub-components of intangible assets make firms more likely to have sustainable growth?
Intangible assets affect firm value positively [13], because much research has empirically documented
the positive effect of intangible assets on firm value. However, which kinds of sub-component of
intangible assets are more effective to enhance firm value is still unknown. This issue has not been
discussed using the classification of Corrado et al. [29–32] regarding intangible assets.

In this study, we used the cumulative value of intangible assets of firms and the sub-components of
intangible assets classified by Corrado et al. [29–32] as variables of interest. In this most commonly used
classification, the researchers attempt to categorize three main sources of intangible assets [16,29–32].
These are “Computerized Information and Databases,” “Innovative Property,” and “Economic
Competence.” While “innovative property” strongly emphasizes the creation of new ideas and
includes items such as patents, rights, films, licenses, and R&D, “economic competence” emphasizes
the economic impact of intangibles such as agreements and special costs. “Computerized information
and databases” includes software and databases [26]. We employed two measures of sustainable
growth of firms and unique measure of firm value as dependent variables. Our estimation model
also includes firm structure–specific (firm size, firm leverage, firm performance, firm age) and firm
governance–specific (board independency, board gender diversity, top management gender diversity,
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CEO duality) control variables. Two different econometric approaches are used to estimate the results.
One is ordinary least square, the other is the Heckman two-stage estimation procedure. The Heckman
selection model was employed because female participation in the top management level of firms
affects firms’ intangibles [26,27] and thus indirectly affects sustainable growth of firms and firm value.
The results of the two estimation procedures document that intangible assets of firms affect firm value
and sustainable growth of firms positively. In addition, two sub-components of intangible assets,
namely, “computerized information and database” and “economic competence,” positively affect firm
value and the sustainable growth of firm.

The paper contributes to the existing literature as follows. First, we provide evidence of the
relationship between intangible assets, sustainable growth and firm value of firms listed on Borsa
İstanbul for the first time. Second, it determines which kind of sub-components of intangible assets
affect the sustainable growth rate of firms and firm value. Third, we used Turkish listed firms and thus,
the outcomes of this paper shed light on the effect of intangible assets on the sustainable growth of
firms and firm value in emerging markets. The literature on the effect of intangible capital on firm
value in Turkey focuses more on a single component of intangible capital, intellectual capital and found
a positive relationship between intellectual capital and firm value & performance [34–38]. In this paper,
we used various sub-components of intangible capital and its effect both on sustainable growth and
firm value.

The following subheadings present literature review and hypotheses regarding relationship
among intangible assets and sub-components of intangible assets with sustainable growth and firm
value. Then, the research design (sample selection, estimation model) is presented. Finally, the results
of this paper are explained.

2. Literature Review and Hypothesis Development

2.1. Intangible Assets and Sustainable Growth

The term sustainable growth emerged in the 1970s in the field of business. Higgins [39] used
the term to address firms’ optimal growth from a financial perspective. Accordingly, it indicates a
maximum rate that a firm grows at relying on its own resources without using any financial tools
outside the company.

As far as the relationship between intangible investment and sustainable growth is considered,
firms in general make a large amount of physical investment, which is the main source of production.
However, they have difficulty with generating non-physical capital including intellectual capital,
R&D activities, and innovative activities, and some studies found that the ownership of a large
amount of physical capital accelerates the sustainable growth rate of firms [40]. Another stream
of literature, on the other hand, presents contrasting results [33,41–46]. Accordingly, intangible
investment in various forms positively affects a firm’s sustainable growth. A common form of
intangible investment is intellectual capital, which is defined as a set of resources including knowledge,
capabilities, networks, operation processes, individual, and organizational relations. Xu and Wang [33]
found that intellectual capital has a positive effect on financial performance of Korean manufacturing
companies. Furthermore, a similar analysis is also tested for another industry. Xu and Wang [41]
concluded that intellectual capital contributes to financial performance in the textile industry. In a
similar vein, Mukherjee and Şen [42] revealed that intellectual capital is an influencing factor for
corporate sustainable growth as much as other factors, including physical capital, relational capital,
innovation capital, and process capital. Moreover, Ying et al. [43] argued that intellectual capital
affects sustainable growth of firms indirectly. First, it enhances managers’ capabilities to discover
strategic resources for the firm, which in turn results in performance improvement. Liang et al. [44]
emphasized the role of organizational capabilities such as developing new products and changing
organizational structure to experience the performance-enhancing effect of information technology.
Some authors use R&D expenditure to proxy intangible assets and found that R&D activities positively
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affect firm growth [45,46]. Xu and Wang [33] found that advertising stimulates R&D activities through
increasing the reputation of the firms’ current products and services. Based on these previous studies,
we hypothesize that

• H1: Firms with greater intangible assets tend to have better sustainable growth rate;
• H1A: Firms with greater innovative property tend to have better sustainable growth rate;
• H1B: Firms with greater computerized information and databases tend to have better sustainable

growth rate;
• H1C: Firms with greater economic competency tend to have better sustainable growth rate.

We expect that the cumulative value of intangible assets and the sub-components of intangible
assets (innovative property, computerized information and database, economic competency) have a
positive and significant effect on the sustainable growth of firms if the hypotheses (H1, H1A, H1B,
H1C) are supported.

2.2. Intangible Assets and Firm Value

There is an extant literature on the relationship between intangible assets and firm value, which is
commonly measured as Tobin’s Q (see Table 1). Some of these studies focus on specific industries such
as semiconductors [37,47,48], communications [49], food [50], and pharmaceuticals and chemicals [51].

Megna and Klock [13], one of the first studies analyzing the effect of intangible capital on firm
value, used patents and R&D to proxy intangible capital stock of the firms in the semiconductor
industry for the period 1972–1990 and found that intangible capital is an important determinant of
firm value. When firm-specific effects are taken into account, Tobin’s q varies from one firm to another
in the same industry even after adjusting for intangible capital. In other words, the effect of intangibles
on firm value is not sufficient to explain the variation between firms. Shane and Klock [47] used
patent citations as an alternative indicator for intangible capital and detected a contrasting result to
the previous evidence. Accordingly, patent citations do not have a significant effect on Tobin’s Q.
Chin et al. [48], on the contrary, tested a similar hypothesis and the analysis revealed a positive and
significant effect of patent citations on firms, which are valuable players within the value chain in the
semiconductor industry. As far as the communications industry is concerned, Klock and Megna [49]
used four types of intangible capital, namely R&D, radio spectrum licenses, advertising, and customer
base, and found that licenses and advertising contribute to the variation in this industry, but the
effect of licenses on Tobin’s Q is larger than that of advertising. Wu and Bjornson [50] analyzed
the effect of advertising activity and found that advertising activity positively affects the firm value
regardless of the changing economic and social conditions in the food industry. In the chemicals and
pharmaceutical industry, Gleason and Klock [51] found a similar pattern between intangible capital,
which was proxied by R&D and advertising activity, and firm value. We observe further evidences
examining the effect of intangible assets on firm value in manufacturing sectors [52–55], technology
sectors [36,56], and telecommunications [49]. Tseng and James [52] used four types of intangible capital
such as human capital, relationship capital, innovation capital, and organizational capital to construct
intellectual capital and found that there is a positive relationship between intellectual capital and firm
value, which is measured as Tobin’s Q, market/book value, and value added intellectual coefficient.
Moreover, Salman et al. [53] revealed that the effect of these subcomponents varies. For instance,
the effect of human capital on firm value is larger than that of other types of capital. Ehie and Olibe [54]
through using another type of intangible capital, found that R&D investment in the manufacturing
sector generates a larger positive effect on firm value than in the services sector. Dženopoljac et al. [55],
with a specific emphasis on technology sector, found that there are no differences among ICT sectors in
terms of financial performance. Among other components of intangible capital, human capital has the
highest impact on firm performance for firms operating in ICT sector [36].
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Besides these industry-specific studies, we also observed some evidence analyzing variation in
Tobin’s Q regarding intangible capital, which address a positive effect of intangible assets in the form
of R&D, patents, patent citations, software investments, licenses, and organizational capital on firm
value (see Table 1). Based on the previous evidence we determined the following hypotheses:

• H2: Firms with greater intangible assets tend to have better firm value;
• H2A: Firms with greater innovative property tend to have better firm value;
• H2B: Firms with greater computerized information and databases tend to have better firm value;
• H2C: Firms with greater economic competency tend to have better firm value.

We expect that the cumulative value of intangible assets and the sub-components of intangible
assets (innovative property, computerized information and database, economic competency) have
positive and significant effect on firm value if the hypotheses (H2, H2A, H2B, H2C) are supported.

3. Research Design

3.1. Sample Selection and Data Collection

Although there is no precise information regarding the total number of firms in Turkey, the listed
firms in Borsa İstanbul constitute only a small part of the total number. Firms in Turkey are
generally small firms and family firms. According to Turkish Statistical Institute and Organisation
for Economic Co-operation and Development, as of 2015, the percentage of firms in manufacturing
and services in total firms (except agricultural firms) are respectively 12% and 88%. In this research,
the manufacturing covers eight main sub-sectors; food, textile, wood, chemistry, metal, machinery
and equipment, transport vehicles, and furniture, while the service covers wholesale and retail
trade, transport, construction, education, health, tourism, and entertainment [69]. In this paper,
we examined Turkish firms listed on Borsa İstanbul to test the hypotheses. The final sample comprises
1353 observations between 2005–2013 and covers four main sectors, namely manufacturing, technology,
telecommunication, and trading. The dataset starts from 2005 because, in Turkey, International
Financial Reporting Standards (IFRS) have been applied since 2004, and different valuation techniques
before IFRS and after IFRS may affect the results of the study. The dataset ends in 2013 because of
a data access problem and difficulties with the hand-collection process. Information regarding the
sub-components of intangible assets is located in the footnotes of financial statements. We reached
the footnotes of financial statements of each firm and collected the information regarding which
kind of intangible assets firms invest in, and then we classified these items in three sub-components
following the paper by Corrado et al. [29–32]. Financial firms, holdings, firms in the extractive sector
(i.e., mining), and tourism firms are excluded because they are subject to different regulations and
the structure of their financial statements is slightly different. Besides, some firms did not disclose
information regarding their corporate governance structures and the sub-components of intangible
assets. Thus, we classified them as missing data. The total number of firms were retrieved from the
Capital Market Depository of Turkey (MKK) [70] using their annual statistics. The Capital Market
Depository of Turkey provides its members with registration, settlement, and custody services [70].
Besides, The Capital Market Depository of Turkey also provides information regarding the ownership
structures, dividend payments, public offerings of listed firms in Borsa İstanbul. Then, we excluded
the above-mentioned firms and missing data. Table 2 presents the sample selection procedure and
final sample. The dataset is unbalanced.
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Table 2. Sample selection procedure and final sample by year.

Panel A: Sample Selection Procedure

Sector/Year 2005 2006 2007 2008 2009 2010 2011 2012 2013 Tot.

Number of firms 319 335 335 335 335 352 375 418 439 3243
Excluded and missing data 238 229 223 175 168 178 189 233 257 1890

Total obs. 81 106 112 160 167 174 186 185 182 1353
Total obs./ The number of firms 25.39% 31.64% 33.43% 47.76% 49.85% 49.43% 49.6% 44.25% 41.45% 41.72%

Panel B: Final sample by year and sector

Sector/Year 2005 2006 2007 2008 2009 2010 2011 2012 2013 Tot.

Manufacturing 64 82 87 130 137 142 148 147 144 1081
Technology 8 11 12 13 13 15 16 16 16 120

Telecommunication 3 4 4 5 5 5 5 5 5 41
Trading 6 9 9 12 12 12 17 17 17 111

Total obs. 81 106 112 160 167 174 186 185 182 1353

Information regarding the dependent variables in the current study (sustainable growth and
firm value) are obtained from the Financial Information News Network (FINNET) database [71].
FINNET database is one of the common databases which provides detailed information and updates
regarding the financial statements items of listed firms in Borsa Istanbul. This database does not
provide information regarding the corporate governance structures of firms. We reached data
regarding the calculation of sustainable growth rates of firms from FINNET database, and then we
measured the sustainable growth rates for each firm. FINNET database presents the final scores
for firm value. If they are not available, we accessed the financial statements of firms to measure
their sustainable growth rates and firm value. The variables of interest (intangible assets and three
sub-components, namely “Computerized Information and Databases,” “Innovative Properties,” and
“Economic Competence”) were manually collected from firms’ financial reports, and the footnotes
of financial statements. First, the financial reports of firms were obtained from the Public Disclosure
Platform of Turkey (KAP) for each year [72]. The Public Disclosure Platform of Turkey provides
the listed firms’ financial statements and their footnotes. Besides this platform presents the detailed
information regarding merger and takeover, related party transactions, dividend payment policies of
firms, credit rating, and sustainability reports [72]. Then, we reached the footnotes of financial reports
regarding the intangible assets of firms. These footnotes show which kind of intangible assets firms
hold. Therefore, we classified the intangible assets of firms into three sub-headings as mentioned in
the paper by Corrado et al [29–32]. (Please see Section 3.2.3, for more detailed information regarding
how intangible assets are classified into three sub-headings.)

Data regarding control variables such as a firm’s board structure (Board Gender Diversity, Board
Independency, Duality) and top management structure (Gender Diversity in Top Management) were
hand-collected because there is no database that discloses the corporate governance structures of firms
in Turkey. First, we reached the firms’ activity reports or corporate governance compliance reports,
then we determined the percentages of females and independent members on the board of directors
of firms, and firms with CEO duality for each year. All activity reports and corporate governance
compliance reports were retrieved from firms’ websites. In the current study, top managers refer to
the lists of managers who have a right to manage daily activities of the business. This information,
and the percentage of females at the top management level of firms, was manually obtained from the
firms’ annual reports. Information regarding firm-specific control variables such as leverage, firm
size, and financial performance was obtained from the FINNET database [71]. Finally, we manually
calculated firm age using corporate webpages or activity reports of firms. The ownership structure
(the percentage of institutional owners) of firms were retrieved from the database of the MKK [70].
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3.2. Model

Ordinary least squares (OLS) is mainly used to test our hypotheses in this study. The estimation
models are as follows:

SGRi,t or SGR2i,t. (or FVi,t) = β0 + β1 Intangiblesi,t + β2 Board Female Percenti,t +

β3 Board Independencei,t + β4 Dualityi,t + β5 Top Female Percenti,t + β6 Firm Sizei,t +

β7 Leveragei,t + β8 Firm Performancei,t + β9 Firm Agei,t + β10 Institutional Owneri,t +

ΣSector Dummies + ΣYear Dummies + ε

(1)

While the above model (1) is utilized to investigate the effect of the cumulative value of intangible
assets of firms on sustainable growth rate (SGR1 and SGR2) and firm value (FV), the below model
(2) is utilized to estimate the effect of each sub-component (namely, computerized information and
databases, innovative property and economic competence) of intangible assets on sustainable growth
rate (SGR1 and SGR2) and firm value (FV) of firms. The second model shows us which sub-component
of intangible assets is more important in improving sustainable growth and firm value. All control
variables are included in all models.

SGRi,t or SGR2i,t. (or FVi,t) = β0 + β1 Computerized Infoi,t + β2 Innovative Propertyi,t
+ β3 Economic Competencei,t + β4 Board Female Percenti,t + β5 Board Independencei,t
+β6 Dualityi,t + β7 Top Female Percenti,t + β8 Firm Sizei,t + β9 Leveragei,t + β10 Firm

Performancei,t + β11 Firm Agei,t + β12 Institutional Owneri,t + ΣSector Dummies
+ ΣYear Dummies + ε

(2)

The coefficient of β1 in model 1 (Intangibles) is also expected to be positive, while the coefficients of
β1, β2, β3 in the model 2 (Computerized Info, Innovative Property, Economic Competence) are also expected
to be positive.

3.2.1. Dependent Variables

Sustainable Growth

Two types of sustainable growth rate measures (SGR1 and SGR2, respectively) are employed as
dependent variables in this study due to enhancing the validity of results. The first rate formulated by
Higgins [39] and many researchers [33,73–75] were used or modified this formula to calculate firms’
sustainable growth rate in their studies. According to this formula (SGR1), sustainable growth reflects
firm’s retention policy, cost containment ability, asset utilization efficiency, and financial strategy [76].
The calculation of the first rate is as follows:

SGR1 = Profit Margin × Asset Turnover × Retention Ratio × Financial Leverage (3)

Profit margin is calculated as net income divided by sales. Asset turnover is measured as
sales divided by total assets. Financial leverage is calculated as total debts divided by total assets.
Retention ratio is calculated as retained earnings divided by net income [33,39,73,77].

The second measure of sustainable growth rate (SGR2) was also used by many
researchers [73,77–79]. Some researchers refer to this rate as internal growth rate in their studies [79,80].
This rate is the maximum growth rate that can be achieved without debt or equity external financing [80].
The formulation of the second rate is as follows:

SGR2 = ROE × Retention Ratio/1- ROE × Retention Ratio (4)

ROE is the return on equity which is calculated as net income divided by shareholders’ equity.
The calculation of retention ratio is mentioned above.
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Firm Value

Firm value (FV) is measured as market value of assets divided by book value of assets [81,82].

FV =Market value of assets/Book value of assets (5)

Book value of assets refers to the value of firm according to the balance sheet of firm, (i.e. total
equity of firm), while market value of assets is calculated as the total number of shares of firms is
multiplied by the price of a share. We retrieved this information from FINNET database [71].

3.2.2. Variables of Interest

Intangible assets and sub-components of intangible assets are used as the variables of interest in
this study. The cumulative amount of intangible assets and sub-components of intangible assets are
employed as the variables of interest. The amount of these variables refers to accumulated intangible
assets and sub-components of intangible assets over the years by firms. Cumulative intangible assets
(Intangibles) are calculated as the total amount of cumulative intangible assets divided by non-current
assets. There are many classifications [60,83–88] regarding intangible assets in the earlier literature.
For example, Sveiby [85] also divided intangible assets into three sub-components including employee
competence and external (e.g., relationship between suppliers and customers, brandnames, trademarks,
image) and internal intangibles (e.g., patents, concepts, model, computer). Kaplan and Norton [87] also
classified intangible assets into three categories: human capital (skills, talent, knowledge), information
capital (databases, information systems, networks), and organization capital (culture, leadership). It is
difficult to score such classifications. We follow the most commonly used classification [3,16,20,21,89]
made by Corrado et al. [29–32] because testing the effect of each intangible asset item can be difficult.
For instance, each firm may not have to invest in or have intangible assets like motion pictures or
patents, which are items in the innovative property classification. In this case, using only investments in
motion pictures or patents as the variable of interest may not be meaningful due to insufficient number
of observations. On the other hand, Corrado et al. [29–32], on the other hand, made this classification
based on balance sheet items. Reaching the balance sheet items of firms enables us to make this
classification. The disadvantage of this classification compared to the other classifications is that some
items such as employee competence, human capital, customer-based capital are not considered in
this classification. Thus, following the paper by Corrado et al. [29–32], each item regarding intangible
assets are divided into three sub-components in this study. These are “Computerized Information and
Databases,” “Innovative Property,” and “Economic Competence.”

These sub-components still contain a number of items as follows. Computerized information
and databases (Computerized Info), which refers to knowledge embedded in computer programs and
computerized databases [30], is composed of the total cumulative amounts of software, information
systems, domains, and consumer databases in this study. Innovative property (Innovative Property),
which refers to knowledge acquired through scientific research and development and non-scientific
inventive and creative activities [30], comprises the total cumulative amounts of capitalized research
and development, copyrights, designs, licenses, and patents in this study. Economic competence
(Economic Competence), which refers to knowledge embedded in firm-specific human and structural
resources including brand names [30] or which covers investments to retain or gain market share [31],
is composed of the total cumulative amounts of trademarks, special costs, agreements, rights, customer
lists, and dealer lists in this study. All sub-components are divided by non-current assets.

More detailed information regarding the classification of sub-components of intangible assets is
provided in Table 3. Fındık and Ocak [12] were used a similar classification to investigate the effect of
intangible assets on firm performance (ROA) in Turkey.
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Table 3. Detailed information regarding the classification of sub-components of intangible assets.

Computerized Information and Database Innovative Property Economic Competency

Software
Computer programs
Information systems

Data processing
Domains

Customer databases

Patent
Licenses

Wholesale licenses
Electricity generation licenses

Energy generation licenses
Technology licenses

Mineral exploration licenses
GSM and telecommunication Licenses

Motion picture
Films

Development expenses
Industrial design
Depletable assets

Research expenses
Preparation and development

Expenses
Rights

Water resources rights
Mining rights

Concession rights
Land lease rights

Betting rights
Rights for tax exemption

Irrevocable rights
Slot rights

Advances given
Brands

Trademarks
Bottling agreements

Pre-operating expenses
Special cost

Communication networks
with Dealers

Customer networks
Production concession

Agreements
Service concession agreements

Dealer lists
Customer lists

Accumulated orders
Distribution agreements

Non-compete agreements
Favorable lease contracts

3.2.3. Control Variables

In this study, some firm governance-specific (Board and Top Management Levels) and
firm-specific control variables are employed. Institutional owner percentage is used as a control
variable. Firm governance-specific variables are controlled because prior research shows that
firms with good governance structure invest more in intangible assets, particularly in research
and development [24,26,90–102]. Firms are also aware that good governance leads to sustainable
growth and it is gaining recognition as a key factor in driving sustainable growth [103–105] and good
governance leads to higher firm value [106,107]. Board independency (Board Independence), board
female percentage (Board Female Percent), CEO duality (Duality) and females in the top management
level of firms are handled as the components of corporate governance. Board Independence is calculated
as the number of independent directors on the board of a firm divided by total number of directors.
Board Female Percent is calculated as the total number of female directors on a firm’s board divided by
total number of directors. Top Female Percent is calculated as the total number of females in s firm’s top
management team level divided by total numbers of managers at top management level. Duality equals
1 if the chairman and CEO are the same person, 0 otherwise.

Firm structure-specific variables are also controlled in this study because recent studies documented
that large firms, firms with low leveraging, profitable firms and older firms have more opportunities
for sustainable growth [33,73,75,79,108,109] and these structural features of firms can be decisive for
investing in intangible assets [11,26], the governance structures of firms [110]. The structural features
of firms may have an effect on firm value [111]. Firm size (Firm Size) is the natural logarithm of total
assets of a firm. Financial leverage (Leverage) is calculated as the total debts divided by total assets.
Financial performance (Firm Performance) is measured as net income divided by total assets. Firm age
(Firm Age) is the natural logarithm of the number of years since establishment. One of the types of the
ownership structures of firms (institutional owners) is controlled in this study because previous studies
emphasize that the ownership structures of firm may have an impact on sustainable growth [108] and firm
value [112]. Institutional ownership (Institutional Owner) is the percentage of total shares of institutional
owners. Finally, sector dummies (Sector Dummies) and year dummies (Year Dummies) are included
because of their potentially unobservable effects and because, during the period investigated, Turkish
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firms are exposed to the negative effects of the financial crisis. The global financial crisis in 2008 decreases
financial performances [113]. To control for heteroscedasticity, we obtained robust standard errors by
clustering firms.

4. Results

This section covers descriptive statistics, correlation matrix and OLS and Heckman two-stage
estimation results.

4.1. Descriptive Statistics

This subheading covers basic statistics regarding variables that are used in estimation models.
Table 4 presents descriptive statistics regarding variables. The mean value of SGR1 is 0.0342. The range
of values of SGR1 varied from −0.0370 to 0.7537. The mean value of SGR2 is 0.0032, and the range
values of SGR2 varied from −0.0574 to 0.1245. The average value of firm value (FV) is 2.0484, and the
range of values of FV varied from 0 to 74.600. The mean value of SGR1 is slightly higher than the
value for sustainable growth rate which was calculated by Xu and Wang [33] and lower than the
value of sustainable growth rate calculated by Feng et al. [108]. The mean value of Intangibles is
0.0763. The mean values regarding the sub-components of intangible assets indicate that firms have
more cumulative innovative property (Innovative Property) (0.0547) than the other sub-components of
intangible assets, namely computerized information and databases (Computerized Info) (0.0064) and
economic competence (Economic Competence) (0.0163).

Table 4. Descriptive statistics.

Variable Mean Std. Dev. Min Max

SGR1 0.0342 0.0479 −0.0370 0.7537
SGR2 0.0032 0.0072 −0.0574 0.1245

FV 2.0484 3.7418 0 74.600
Intangibles 0.0763 0.1444 0 0.9859

Computerized Info 0.0064 0.0376 0 0.4620
Innovative Property 0.0547 0.1171 0 0.9857

Economic Competence 0.0163 0.0651 0 0.6580
Board Female Percent 0.1149 0.1468 0 0.8000
Board Independence 0.1075 0.1507 0 0.5000

Duality 0.0901 0.2865 0 1
Top Female Percent 0.1130 0.1460 0 1
Top Female Dummy 0.5173 0.4998 0 1

Firm Size 19.280 1.5238 15.322 23.957
Leverage 0.4943 0.4808 0.0176 8.6743

Firm Performance 0.0301 0.1444 −3.2284 1.0050
Firm Age 3.4712 0.4729 0.6931 4.6249

Institutional Owner 0.3615 0.3000 0 0.9897

Female (Board Female Percent) and independent member (Board Independence) percentages on boards
are respectively 0.1149 and 0.1075. Of the observations, on average, 9.01% have CEO duality (Duality).
The percentage of females at the top management level of firms is 11.30%. Of observations, 51.73%
have a female at the top management level of firms. The average firm size is 19.280 (approximately
215 Million Turkish Lira 40 Million Dollars). The average values of leverage (Leverage) and financial
performance (Firm Performance) are respectively 0.4943 and 0.0301. The mean value of firm age (Firm
Age) is 3.4712 (Raw form of firm age is 32 years approximately). The mean value of institutional owners’
percentage (Institutional Owner) is 0.3615.
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4.2. Correlation Matrix

The correlation matrix in Table 5 is used to control multicollinearity among the variables.
The results regarding correlation coefficients show that there is no multicollinearity problem among the
variables. Intangible assets (Intangibles) are positively correlated with sustainable growth rates (SGR1
and SGR2) and firm value (FV). The values of two sub-components (Computerized Info and Economic
Competence) of cumulative intangible assets are positively correlated with the sustainable growth rates
(SGR1 and SGR2) and firm value (FV). Innovative property is only positively correlated with one
type of sustainable growth rates (SGR1). Hence, independent members on the board of firm (Board
Independence) is positively correlated with intangible assets (Intangibles) and two sub-components of
intangible assets (Innovative Property, Economic Competence). On the other hand, Duality is negatively
and significantly correlated with all sub-components of intangible assets (Computerized Info, Innovative
Property, and Economic Competence). We separately ran Intangibles and the sub-components (Computerized
Info, Innovative Property, and Economic Competence) in different estimation models because the total
amounts of the sub-components of intangible assets may substitute for Intangibles.

Table 5. Correlation matrix.

Panel A: Correlation Coefficients Among Variable SGR1 to Board Independence

Variables 1 2 3 4 5 6 7 8

(1) SGR1 1
(2) SGR2 0.644 *** 1

(3) FV 0.052 * 0.0722 ** 1
(4) Intangibles 0.156 *** 0.123 *** 0.123 *** 1

(5) Computerized Info 0.130 *** 0.087 ** 0.114 *** 0.362 *** 1
(6) Innovative Property 0.049 * 0.014 0.036 0.627 *** 0.106 *** 1

(7) Economic Competence 0.095 *** 0.067 ** 0.066 ** 0.509 *** −0.007 −0.004 1
(8) Board Independence −0.006 −0.035 −0.015 0.157 *** 0.037 0.133 *** 0.089 *** 1
(9) Board Female Percent −0.021 0.026 −0.016 −0.043 * −0.024 −0.050 * 0.026 −0.075 ***

(10) Duality 0.049 * 0.011 −0.024 −0.038 −0.051 * 0.053 * −0.077 *** 0.033
(11) Firm Size 0.367 *** 0.194 *** 0.037 0.161*** 0.137 *** 0.058 ** 0.120 *** 0.110 ***
(12) Leverage −0.015 −0.116 *** 0.152 *** 0.155*** 0.022 0.147 *** 0.055 * 0.114 ***
(13) Firm Age 0.136 *** 0.137 *** 0.019 −0.100*** −0.099 *** −0.114 *** 0.013 0.040

(14) Firm Performance 0.224 *** 0.175 *** 0.108 *** 0.033 0.039 0.001 −0.038 −0.104 ***
(15) Institutional Owner 0.298 *** 0.151 *** 0.157 *** 0.160 *** 0.155 *** 0.025 0.135 *** 0.045 *
(16) Top Female Percent 0.069 ** 0.0161 −0.046 0.070 ** 0.100 *** 0.056 ** 0.039 0.039

Panel B: Correlation coefficients among variable Board Female Percent to Top Female Percent

Variables 9 10 11 12 13 14 15 16

(9) Board Female Percent 1
(10) Duality 0.072 ** 1

(11) Firm Size −0.159 *** −0.104 *** 1
(12) Leverage −0.094 *** −0.010 0.129*** 1
(13) Firm Age −0.011 −0.016 0.191*** −0.023 1

(14) Firm Performance −0.025 −0.040 0.263*** −0.399 *** 0.058 ** 1
(15) Institutional Owner −0.090 *** 0.002 0.584*** 0.006 0.075 *** 0.222 *** 1
(16) Top Female Percent 0.145 ** 0.056 ** -0.069** −0.003 −0.003 −0.024 −0.030 1

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01.

4.3. Main Estimation Results

This sub-heading presents the OLS estimation results. Table 6 presents the effects of intangible
assets (Intangibles) and the sub-components of intangible assets (namely, Computerized Info, Innovative
Property, and Economic Competence) on sustainable growth (SGR1 in column 1 and 4 and SGR2 in column
2 and 5) and firm value (FV in column 3 and 6). We obtained robust standard errors by clustering firms
to control for heteroscedasticity. Besides, we tested the normality of the data and the results of these
assumption show that the data is normally distributed.
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Table 6. Main estimation results.

(1) (2) (3) (4) (5) (6)

VARIABLES SGR1 SGR2 FV SGR1 SGR2 FV

Intangibles 0.0237 *** 0.168 ** 0.310 *
(0.00789) (0.0690) (0.163)

Computerized Info 0.101 *** 0.856 *** 1.506 **
(0.0285) (0.295) (0.607)

Innovative Property −0.00358 0.0320 −0.0732
(0.00943) (0.0789) (0.194)

Economic Competence 0.0272 * 0.259 * 0.579 *
(0.0162) (0.136) (0.330)

Board Independence −0.00749 −0.142 −0.240 −0.00542 −0.0640 −0.172
(0.0116) (0.103) (0.249) (0.0116) (0.102) (0.249)

Board Female Percent 0.00881 0.236 *** −0.0550 0.00829 0.217 *** −0.0524
(0.00780) (0.0676) (0.170) (0.00782) (0.0669) (0.170)

Duality 0.00960 ** 0.0362 −0.0629 0.0104 *** 0.0408 −0.0531
(0.00377) (0.0331) (0.0769) (0.00380) (0.0330) (0.0776)

Top Female Percent 0.00898 −0.0388 0.352 ** 0.00840 −0.0513 0.324 *
(0.00762) (0.0661) (0.165) (0.00771) (0.0656) (0.167)

Firm Size 0.00707 *** 0.0565 *** −0.109 *** 0.00698 *** 0.0606 *** -0.108 ***
(0.000936) (0.00808) (0.0205) (0.000936) (0.00969) (0.0205)

Leverage −0.00541 ** −0.0611 *** 0.906 *** −0.00449 * −0.117 ** 0.924 ***
(0.00238) (0.0180) (0.121) (0.00239) (0.0502) (0.123)

Firm Age 0.00750 *** 0.0412 * 0.126 ** 0.00821 *** 0.0482 ** 0.134 **
(0.00249) (0.0216) (0.0532) (0.00250) (0.0213) (0.0534)

Firm Performance −0.0240 *** 0.0974 *** 1.543 *** −0.0226 *** 0.791 *** 1.642 ***
(0.00830) (0.0375) (0.300) (0.00836) (0.156) (0.304)

Institutional Owner 0.0255 *** 0.0715 * 0.635 *** 0.0256 *** 0.0455 0.621 ***
(0.00444) (0.0384) (0.0960) (0.00444) (0.0379) (0.0960)

Constant −0.135 *** −1.039 *** 2.587 *** −0.136 *** −1.140 *** 2.544 ***
(0.0183) (0.157) (0.390) (0.0184) (0.183) (0.392)

Year Fixed Yes Yes Yes Yes Yes Yes
Sector Fixed Yes Yes Yes Yes Yes Yes
Observations 1353 1353 1353 1353 1353 1353

F Value 15.00 *** 8.17 *** 12.57 *** 14.05 *** 9.38 *** 11.56 ***
R2 0.200 0.129 0.189 0.206 0.157 0.192

Test of Normality
Jarque-Bera 4.519 4.743 0.7433 4.416 3.891 2.263

Chi2 0.1044 0.0933 0.6896 0.1099 0.1429 0.3225

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01, Standard errors in parentheses.

Table 6 shows that the intangible assets positively and significantly affect sustainable growth rates
of firms (SGR1 and SGR2) (Column 1: 0.0237 and Column 2: 0.168). Moreover, the intangible assets
of firms (Intangibles) affect firm value (FV) positively and significantly (Column 3: 0.310). We accept
H1 and H2. The same table shows that computerized information and databases (Computerized
Info) and economic competence (Economic Competence) are positively and significantly related to the
rates of sustainable growth (SGR1 and SGR2) (Column 4: 0.101; 0.0272 and Column 5: 0.856; 0.259).
Besides, computerized information and databases (Computerized Info) and economic competence
(Economic Competence) are positively and significantly associated with firm value (FV) (Column 6: 1.506,
0.579). We accept H1B, H1C, H2B, and H2C. It was found that innovative property (Innovative Property)
had no effect on sustainable growth rates (SGR1 and SGR2) and firm value (FV) (Column 4: −0.00358;
Column 5: 0.0320; Column 6: 0.0732). Thus, we do not accept H1A and H2A. The magnitudes of
coefficients (0.101 and 0.856 and 1.506 vs 0.0272 and 0.259 and 0.579) show that the computerized
information and databases (which includes software, information systems, domains, and consumer
databases) is a more important element than economic competence (which includes brand names,
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trademarks, special costs, agreements, rights, customer lists, dealer lists) to enhance sustainable growth
and firm value. On the other hand, the reason for the insignificant association between innovative
property (Innovative Property) and sustainable growth (SGR1 and SGR2) and firm value (FV) is exposed
when the context of the sub-component of innovative property (Innovative Property) is investigated
(please see the Section 3.2.3). The sub-component of intangible assets Innovative Property comprises
capitalized research and development, copyrights, designs, licenses, and patents. The research and
development item in the innovative property classification is highly risky and the return on this item
may spread over years [93]. Many patents in the innovative property classification may provide only
limited protection and be created for strategic purposes only distantly related to firm’s own innovation
efforts [11,73,114]. Thus, innovative property may not affect sustainable growth and firm value for
this reason.

The results regarding control variables are as follows. While the percentage of independent
members on the boards of firms (Board Independence) negatively but insignificantly affected sustainable
growth rates (SGR1 and SGR2) and firm value (FV) (−0.00749, −0.142, −0.240, −0.00542, −0.0640,
and −0.172, respectively) in all columns, the percentage of females on the boards of firms (Board
Female Percent) significantly and positively influences sustainable growth rate 2 (SGR2) (Column
2: 0.236; Column 5: 0.217). CEO duality (Duality) is positively and significantly associated with
sustainable growth rate 1 (SGR1) (Column 1: 0.00960; Column 4: 0.0104). The percentage of females
in top management positions significantly and positively affects only firm value (FV) (Column 3:
0.352; Column 6: 0.324). The results show that the percentage of institutional owners (Institutional
Owner) (0.0255, 0.0715, 0.635, 0.0256, and 0.621, respectively) and firm age (Firm Age) (0.00750,
0.0412, 0.126, 0.00821, 0.0482, and 0.134, respectively) generally have positive and significant effects
on sustainable growth rates (SGR1 and SGR2) and firm value (FV). While firm leverage (Leverage)
negatively and significantly affects the sustainable growth rates (SGR1 and SGR2) (−0.0541, −0.0611,
−0.00449, and −0.117, respectively), it has a positive and significant effect on firm value (FV) (0.906 and
0.924). On the other hand, firm size (Firm Size) has a negative and significant effect on firm value (FV)
(−0.109 and −0.108), and it positively and significantly affects the sustainable growth rates (SGR1 and
SGR2) (0.00707, 0.0565, 0.00698, and 0.0606, respectively).

4.4. Heckman Estimation Results

Some recent studies, especially studies in Turkey, indicate that females at the top management
level of firms are more likely to invest in intangible assets, particularly in R&D and the innovative
property type of intangible assets [26,27]. (In the current study, the correlation table also shows that
females at top management level (Top Female Percent) positively and significantly correlated with
intangible assets and the sub-components of intangible assets.) These studies assert that females are
more innovative than males [99] and they may bring more innovative ideas such as intangible assets to
a firm [24]. Thus, female participation at the top management level of firms affects firms’ intangibles
and it indirectly affects sustainable growth of firms and firm value. We adopted a model with some
firm-specific characteristics as the determinants of female participation at the top management level of
firms. The first stage of the Heckman two-stage estimation model is as follows:

Top Female Dummyit = β0 + β1 Board Female Percenti,t + β2 Board Independencei,t
+β3 Dualityi,t + β4 Firm Sizei,t + β5 Leveragei,t + β6 Firm Performancei,t

+ β7 Firm Agei,t + β8 Institutional Owneri,t + ΣSector Dummies + ΣYear Dummies + ε

(6)
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In the first stage of the Heckman two-stage estimation procedures, we determined which firms
are more likely to have females at their top management level. Even though discussions on the
appointment of a female to the top levels of firms refers to the board of directors of firms, we argue
that these discussions are valid for top management level of firms. Thus, we used some board-specific
attributes and firm-specific characteristics in the first stage of selection model. Prior literature stated that
female managers and boards with more independent directors are more likely to hire females [115,116].
Besides, CEO who holds the board chairperson may enforce the female participation [117,118].
While large firms may face more pressure to appoint females to the top levels of firms, old firms have
more conservative structure and they are less likely to appoint females to top levels of firms [118,119]
and higher percentage of institutional owners increases the female presence [118]. We controlled firm
performance because presentation of females in top levels of firms increases the performance of firms,
thus firms with high performance are more likely to present on top levels of firms [120]. We used sector
and year fixed effects because of potential effects. After calculation of the inverse Mills ratio (IMR),
we re-ran our OLS models with the addition of the IMR. Top Female Dummy is equal to 1 if there is a
female in the top managements of firms, 0 otherwise. Other variables in the first stage of the Heckman
two-stage estimation model are explained above. The results of the first stage of Heckman two-stage
estimation model shows that high leveraged firms and firms with high board gender diversity are more
likely to hire females at the top management levels. However, firms with high board independence
are less likely to hire females at the top management level. The second stages of Heckman two-stage
estimation models are as follows:

SGR1i,t or SGR2i,t (or FVi,t) = β0 + β1 Intangiblesi,t + β2 Board Female Percenti,t

+ β3 Board Independencei,t + β4 Dualityi,t + β5 Top Female Percenti,t + β6 Firm Sizei,t

+ β7 Leveragei,t + β8 Firm Performancei,t + β9 Firm Agei,t + β10 Institutional Owneri,t

+ IMR + ΣSector Dummies + ΣYear Dummies + ε

(7)

SGRi,t or SGR22i,t. (or FVi,t) = β0 + β1Computerized Infoi,t + β2Innovative Propertyi,t
+ β3Economic Competencei,t + β4 Board Female Percenti,t + β5 Board Independencei,t
+β6 Dualityi,t + β7 Firm Sizei,t + β8 Leveragei,t + β9 Firm Performancei,t + β10 Firm

Agei,t + β11 Institutional Owneri,t + IMR + ΣSector Dummies + ΣYear Dummies + ε

(8)

The other columns (2, 3, 4, 5, 6, and 7) in Table 7 present the results regarding the second stage of
Heckman two-stage estimation. Intangible assets positively and significantly affect the sustainable
growth of firms (SGR1 and SGR2) (Column 2: 0.0250; Column3: 0.357) and firm value (FV) (Column4:
0.338). Besides, we found that the sub-components of intangible assets, computerized information and
database have a positive and significant impact on sustainable growth rates (SGR1 and SGR2) and
firm value (FV) (Column 5: 0.0976; Column 6: 0.823; Column 7: 1.727). On the other hand, economic
competence affects only one type of sustainable growth rate (SGR1) and firm value (FV) (Column 5:
0.0279 and Column 7: 0589). We found no association among innovative property, sustainable growth
rates and firm value as in the OLS estimation results. The results of the Heckman two-stage estimation
procedure generally confirm the results of the OLS estimation procedure.
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Table 7. Heckman estimation results.

(1) (2) (3) (4) (5) (6) (7)

VARIABLES
Top Female

Dummy
SGR1 SGR2 FV SGR1 SGR2 FV

Intangibles 0.0250 *** 0.357** 0.338**
(0.0078) (0.141) (0.161)

Computerized Info 0.0976 *** 0.823 ** 1.727 ***
(0.0307) (0.327) (0.639)

Innovative Property −0.00373 0.0248 0.0443
(0.00953) (0.0809) (0.196)

Economic
Competence 0.0279 * 0.208 0.589 *

(0.0162) (0.137) (0.327)
Board Independence −1.0203 ** −0.0077 −0.0423 −0.239 −0.00549 −0.132 −0.191

(0.3944) (0.0116) (0.2086) (0.247) (0.0116) (0.103) (0.247)
Board Female Percent 1.2148 *** 0.0072 0.2861 ** −0.0773 0.00785 0.234 *** −0.0830

(0.2712) (0.0077) (0.1404) (0.168) (0.00784) (0.0680) (0.169)
Duality 0.0780 0.0090 ** 0.0634 −0.0751 0.0102 *** 0.0403 −0.0615

(0.1264) (0.0037) (0.0677) (0.0763) (0.00380) (0.0335) (0.0770)
Top Female Percent − 0.0080 0.0424 0.345 ** 0.00759 −0.0414 0.316 *

(0.0076) (0.1375) (0.163) (0.00774) (0.0671) (0.166)
Firm Size −0.0076 0.0033 −0.1267 * −0.475 *** 0.00340 −0.0129 −0.461 ***

(0.0288) (0.0026) (0.0713) (0.0975) (0.00306) (0.0345) (0.100)
Leverage 0.2106 ** 0.0078 0.3795 * 2.379 *** 0.00879 0.159 2.326 ***

(0.1029) (0.0069) (0.2175) (0.405) (0.00792) (0.105) (0.413)
Firm Age 0.1101 0.0190 *** 0.5377 *** 1.020 *** 0.0164 *** 0.179 *** 0.991 ***

(0.0846) (0.0055) (0.1416) (0.217) (0.00535) (0.0684) (0.223)
Firm Performance −0.4540 −0.0219 *** 0.1693 ** 1.987 *** −0.0211 ** 0.127 *** 2.062 ***

(0.3782) (0.0083) (0.0837) (0.318) (0.00840) (0.0391) (0.322)
Institutional Owner 0.1926 0.0396 *** 0.8493 *** 1.831 *** 0.0398 *** 0.306 ** 1.767 ***

(0.1416) (0.0080) (0.2477) (0.328) (0.00918) (0.121) (0.338)
IMR − 0.1038 ** 4.086 ** 8.674 *** 0.106 * 1.764 ** 8.289 ***

(0.0533) (1.740) (2.307) (0.0629) (0.843) (2.374)
Year Fixed Yes Yes Yes Yes Yes Yes Yes

Sector Fixed Yes Yes Yes Yes Yes Yes Yes
Constant −0.8829 ** −0.226 *** −3.996 *** −3.832 ** −0.219 *** −2.243 *** −3.548 **

(0.3663) (0.0387) (1.207) (1.681) (0.0410) (0.585) (1.723)
Observations 1,353 1,353 1,353 1,353 1,353 1,353 1,353

F Value 73.41 *** 14.42 *** 7.45 *** 13.21 *** 13.44 *** 7.50 *** 12.17 ***

Pseudo R2 & R2 0.0401 0.201 0.115 0.205 0.206 0.135 0.208

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01, Standard errors in parentheses.

5. Discussion

This aim of this is to analyze the effects of intangible assets and sub-components of intangible assets,
namely computerized information and databases, innovative property, and economic competence,
on firm value and the sustainable growth of firms listed on Borsa İstanbul from 2005 to 2013.
Two different estimation procedures of the OLS and Heckman two-stage are used to test the hypotheses.

Based on OLS and Heckman estimation results, intangible assets have an impact on sustainable
growth and firm value. Also, two sub-components of intangible assets, namely computerized
information and databases and economic competence, affect the sustainable growth rates of firms and
firm value positively and significantly. We found no association between the other sub-component of
intangible assets, innovative property, with the sustainable growth of firms and firm value.

A possible explanation for this is that innovative property comprises R&D items and the return
on this item may spread over years [93]. Many patents in innovative property classification may
provide only limited protection and be created for strategic purposes only distantly related to firm’s
own innovation efforts [11,73,114]. Thus, based on our research, innovative property does not have an
impact on sustainable growth rates of firms and firm value.

The findings of the research imply that managers of firms should take into account the importance
of intangible assets for sustainable growth and firm value and thus, they should know that more
investment in these kinds of strategic assets will increase the success of a firm. As far as the relationship
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between computerized information and databases and performance indicators is concerned, firms
through investing in this subcomponent need to improve the skills of the current employees or hire
new ones to increase performance improvement effect of the computerized information and databases.
Additionally, investing in these assets will necessitate the changes in the organization of the work.
For instance, some specific operations that require a long time to complete will be implemented in a
shorter time, thus firms will be able to discover new markets.

The study has some limitations. First, a small sample was used compared to a similar study by
Xu and Wang [33]. Second, the sample covers only nine years between 2005 and 2013. Most of the data
was collected by hand. Data access problems and the hand-collection process caused us to work with
this data.

Future research may use a larger sample and could extend the year range or may add alternative
corporate governance characteristics, firm-specific characteristics or alternative sustainable growth
measures to the research model. The hypotheses of the study may be tested using data from different
countries. Therefore, the effects of the amounts of important items in each sub-component of intangible
assets such as software, brands, and trademarks on sustainable growth and firm value may be tested.
Lagged values for the sub-components of intangible assets, particularly innovative property, may be
used as test variables in future research. Alternatively, the effect of different classification made by some
authors [60,84–88] on firm value of the sustainable growth of firms may be tested in the future study.
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Abstract: The growing shortage of skilled social workers, accompanied by an ageing population
and the increasing number of fragile, elderly individuals that require social services, poses a
serious challenge for our society. The magnitude of this problem is seen in the various predictions
hypothesizing that, globally, there is likely to be a shortfall of millions of social workers for the
successful provision of social services. To make matters worse, there are not enough social work
students to fill that void, whereas the existing employee turnover is another serious concern for the
social work field. Policy makers in many countries do not yet understand the pattern of growing
needs and have no tool to forecast the future increase in educational requirements for creating a pool
of adequately skilled social workers. In addition to this, understanding the patterns of workforce
entrance and exit for social workers and the dynamics of transition becomes important for national
policy and decision makers. In our paper, we build on current research about knowledge management
in social work settings to demonstrate that knowledge management can have a positive impact
in helping to fulfil the important role of social work in any ageing society. With our research, we
contribute to the underdeveloped literature about knowledge management in the public sector and
especially in social work settings and to the knowledge-based view of the organization. We present a
multiple decrement model of social workers’ entrance and transition from social work student and
social worker trainee to fully productive social worker, to their exit, whether by changed profession,
retirement or death. We argue that the availability of social workers in a national economy depends
on the development and operationalization of appropriate policies, where knowledge management
can be influential. Our model allows measuring the quality of the national policy system related to
the social work profession, something which has not been achieved yet, and shows how knowledge
management solutions can positively influence the whole field of social work. We apply an objective
measuring tool, grounded in an already developed actuarial–mathematical method. Our case relies
on the collection and analysis of relevant data found in publicly available statistical reports for
Slovenia. Existing data enables us to provide assumptions on how to better forecast the transition of
social workers.

Keywords: knowledge management; social work; sustainable development of social work; social
work centers; multiple decrement model

1. Introduction

Social sustainability can be defined as a process for creating sustainable, successful environments
that promote wellbeing, by understanding what people need from the places where they live and
work [1]. Moreover, social sustainability combines design of the physical realm with design of the social
world, namely infrastructure to support social and cultural life, social amenities, systems for citizen
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engagement and space for people and places to evolve [2]. The social dimension of sustainability has
gained rather inadequate attention and recognition in previous studies, considering that this aspect is
typically difficult to define and operationalize [3,4]. Consequently, most of the previous initiatives
have primarily focused on the economic and environmental aspects of sustainable development, while
overlooking the social dimension of sustainability [5,6]. Social sustainability, however, is integral
to the quality of a human system, as it fosters lasting conditions for human wellbeing, particularly
for the most vulnerable individuals or groups [3,7], including the elderly. Mutual development of
knowledge management and social sustainability could potentially enhance the overall performance
levels of social work organizations. Moreover, if knowledge management initiatives are properly
implemented, they may positively influence the sustainability of the entire social system in any ageing
society. Additionally, we argue that the sustainability of any social system is not only a problem
of public finances but that it is also about ensuring an adequate number of skilled social workers.
Currently, we are dealing with a decrease in the availability of social workers, while at the same time,
the requirement of social services for the elderly is constantly growing. Therefore, we must determine
whether we have enough social workers available for the sustainable provision of wellbeing for service
users in social work. Such initiatives may also positively influence the sustainability of public finances,
following possible efficiency improvements [8].

Knowledge and the way it is managed has been with humankind since the beginning of time [9].
Nowadays, in the knowledge economy, an organization’s ability to manage knowledge effectively is
increasingly more crucial [10]. Similarly, authors [11] believe that knowledge management can equip
employees with real time information so that they can react appropriately and make decisions that
will allow them to successfully fulfil organizational goals. Previous research already established four
basic knowledge management process stages, namely creating knowledge, storing and retrieving
knowledge, transferring knowledge and implementing knowledge [12]. Knowledge creation typically
involves tapping the tacit and, in most cases, highly subjective, insights, informal skills and practice (or
know-how) of individual employees in ways that an organization can act on [13]. For organizations, it
is also important to appropriately arrange and store their knowledge, as it enables them quicker and
easier access and distribution of knowledge within the organization [14]. Furthermore, knowledge
transfer is another integral part of knowledge management, as it enables organizations to absorb and
appropriately use knowledge of paramount importance for their functioning and follows the key goal
of turning knowledge into organizational assets and resources [15]. Among the resources examined,
an organization’s knowledge or intellectual assets are generally considered the most critical for its
long-term successful functioning [16]. Knowledge implementation is the final stage of the knowledge
management process that creates real value for the organization by making knowledge active and
relevant [17]. In addition, management support can be perceived as the degree to which management
understands the importance of knowledge management and the extent to which it participates in its
implementation and activities [18]. Additionally, the support and active participation of managers
could significantly influence the positive outcomes of knowledge management in organizations [19].
From the perspective of organizations, it is particularly important to determine the effectiveness of
knowledge management and its overall contribution to organizational performance. As knowledge is
an intangible strategic asset of an organization, its measurement possesses a serious challenge [20].
However, [21] argues that it is possible to measure the effectiveness of knowledge management with
changes in soft measures such as enhanced communication, enhanced collaboration, enhanced learning
and enhanced performance. Moreover, improvements in the aforementioned aspects could result also
in improved service quality.

Knowledge management has captured the attention of researchers in the knowledge-based
economy [22], with interest in this academic and practice-oriented discipline witnessing a significant
rise in recent years [23–25]. There is also a need nowadays to gain additional insight into how
knowledge management is evolving within the context of public sector organizations [26], including
social work organizations. Researchers have argued that the adaptation and implementation of
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knowledge management practices can be beneficial [27] in any type of organization, whether private
or public [28], and can play an important role [29] in improving the wellbeing of services users and the
quality of services and programs offered to them [30,31]. However, few studies focus on knowledge
management initiatives in the public sector, especially in comparison to the private sector [32,33].
The scattered and limited understanding of knowledge management in the context of the public
sector [32,34] is a major challenge for organizations, as knowledge becomes more and more a critical
resource for their functioning [35]. However, it is also important to acknowledge that dominant
discussions related to knowledge management in general are not adapted to fit the context of the public
sector and social work [36]. Therefore, we must consider that public sector organizations function in a
unique context that differs significantly from the private sector. Simply implementing private sector
knowledge management tools and models that worked well in that environment might prove to be
counterproductive in the context of the public sector [26], and more so in social work. Another specific
related to social work is that in general employees are more reluctant to embrace “quantocentric”
cultures and approaches [37]. Moreover, there is growing discontent among social work professionals
as the levels of formalization of social work practice increase [38]. Consequently, what is needed for
the successful implementation of knowledge management in the public sector is the development of a
research area that has been largely unexplored [27]. Public sector organizations and their employees
must also acknowledge these challenges when discussing knowledge management initiatives, as the
need and significance of knowledge management for the public sector are now overwhelming [39].
Moreover, researchers [39] believe that the only question that remains for public organizations is not if
but how can they benefit the most from knowledge management initiatives.

Social work is considered as particularly important because it closely follows its mission to enhance
human wellbeing and help meet the basic needs of all people, with particular attention to the needs and
empowerment of people who are vulnerable, oppressed, and living in poverty [40]. Its commitment to
support and help people makes social work different from many other professions [41], and authors [40]
believe that it has an important role to play in any ageing society. In our research, we opted to focus on
Slovenian social work centers that are and have been the basic institutions, which through measures
and services for social security, cover the predominant part of social protection on the national level.
Their founder is the state, and the central role as the coordinators of social protection and welfare
services devolves upon them [42]. Currently, there are approximately 1250 employees in Slovenian
social work centers [43]. Slovenia is similar to other countries experiencing a shortage of skilled social
workers [44]. Due to the existing shortage, guaranteeing the supply of an adequate workforce that
is engaged in practice and for educating future social workers is one of the core challenges for all
societies. Such shortages should also raise an important concern for national policy and decision
makers. We argue that similar to the case of nursing staff shortages [45], specific models for workforce
forecasting with regard to social workers will be gaining in importance and recognition. Effective
forecasting models help managers and policy and decision makers to predict possible shortages or
excesses of workforce and its consequences for organizational activities such as planning of activities
and annual budgets [45]. Actual data from 2015 show that the European Union had the second highest
old-age dependency ratio (29.2%) after Japan (42.7%). The old-age dependency ratio is expected to rise
in the European Union by 25 percentage points by 2070, reaching 54.2% [46]. As such, this ratio is
going to have a significant impact on the future functioning of our ageing society. Population ageing
accompanied by the decrease in births and increasing life expectancy over the last century has already
had a strong influence on the changes in the global age structure [47]. The number of people over 60
will grow from 901 million in 2015 to 1.4 billion in 2030 [48]. In addition to this, for example in Slovenia,
there will be 31.5% of persons aged 65 years or more in 2060, in comparison to the 20.4% in 2020 [49].
As the population ages and lives longer, the need for social services increases. Long-term care will
become even more important and will require an additional number of skilled social workers [50].

Therefore, we believe it is of crucial importance to develop a better understanding of knowledge
management in general in the particular context of the public sector, including social work organizations.
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Moreover, appropriately implementing knowledge management in practice through the more
systematic and effective capture, dissemination, transfer and implementation of knowledge in the
context of the public sector, including social work services, is perceived as important due to its impact
on influencing public policies [51], improving the wellbeing of social services users and the quality
of services and programs [30,31], as well as ensuring an adequate number of skilled social workers.
Knowledge management in the context of social work is intended to add value to services by increasing
wellbeing, societal effectiveness and general welfare [52,53], and is not solely focused on generating
profit and competitive advantages, as is typically the case in the private sector [34]. Moreover, due
to various objective barriers such as time and energy, many of the social work knowledge nowadays
remains hidden in organizations [54]. While discussing knowledge management in the context of
social work can be very important, it can also be explained with the fact that often the ability of
such organizations to achieve their goals is in close correlation to the experience and skills of their
employee [55]. Moreover, reference [56] argues that access to knowledge, and the skills of employees to
use knowledge effectively, importantly influences realizing the benefits to individuals and their lives,
which is something that social organizations primarily aim to achieve. Therefore, a knowledgeable,
highly skilled and competent workforce is the integral component when discussing transformation
of outcomes for services users. Especially the role of knowledge, which empowers employees with
resources, skills and the ability to seek and share knowledge, as well as implement it in practice as an
integral part of their everyday tasks and learning activities. Nowadays, social work organizations
can already be labelled as knowledge intensive organizations, as they are reliant on the knowledge of
their employees so that they can provide services, rather than relying on their physical capital [57].
Therefore, in our paper, we consider knowledge management as the ability of social workers to be
able to better utilize their existing resources for achieving the wellbeing of service users. Knowledge
management can additionally positively influence the job satisfaction of individual employees [58],
which raises motivation levels of individuals [59] and mitigates their turnover intentions [60]. As such,
we argue that it can foster the sustainable development of the social dimension of sustainability and
social work, which is of paramount importance in ageing societies. However, it is also important
to acknowledge the existing conditions of social work such as high staff turnover, lack of training
and education, and lack of preparation for additional tasks as they can all hamper the successful
functioning of social work organizations and proper implementation of knowledge management [61].

Despite knowledge management being of paramount importance, though, the academic research
of knowledge management in the public sector is still in its nascent stage [39]. Knowledge and
understanding about knowledge management in social work in particular is scarce [62,63]. Furthermore,
authors [26] argue that the public sector research on knowledge management is clearly fragmented,
typically being dominated by unrelated research in the education and research sectors. This highlights
an important challenge related to knowledge management research in the public sector, as it provokes
researchers to tackle the topic also in other public sector fields and organizations such as social work
centers in our research. Additionally, authors [26] posit, that researchers have so far neglected fields
that would possibly have the largest impact on the society as a whole, including the sustainable
development of social work.

In addition to this, we believe that examining the relationship between knowledge management
and the availability of social workers is important, given that this aspect has been neglected in previous
studies. In our paper, we present a multiple decrement model of social workers’ entrance and transition
from social work student and social worker trainee to fully productive social worker, to their exit,
whether by changed profession, retirement or death. We are also following the proposition advanced
by [26], of continuing the evolution of public sector knowledge management and tackling existing
research needs to provide insight to other practitioners, academics and national policy and decision
makers. We conduct our initial quantitative analysis about existing knowledge management practices
on data of 98 employees in Slovenian social work centers, obtained through online questionnaires and
in-person contact. We include social work centers as according to [43], a modern, professional and
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effective system of social care is needed in order to appropriately address the increasingly demanding
and complex needs of services users. Moreover, as indicated by [64] the successful resolution of the
needs of services users nowadays requires broader knowledge from different fields and [65] argues that
the role of knowledge and knowledge management in the whole process can be particularly important.
In addition, authors [55] believe that knowledge management is continuously spreading beyond its
original private sector focus and is creating links to other disciplines such as social work that were hard
to imagine at the beginning of knowledge management. Moreover, as indicated by [66] in the context
of Slovenia public sector managers and employees lack sufficient skills and knowledge in (knowledge)
management topics. As social work is an important part of the public sector, this gap in knowledge is
also present social work. We therefore argue that the potential of knowledge management in social
work is high as it is a field that is nowadays underdeveloped and underutilized in practice in social
work. We first estimate the extent and effectiveness of existing knowledge management practices using
descriptive statistics in the SPSS software (version 24.0). To test the reliability of our measurement
instruments, we analyze the Cronbach’s α of all nine constructs. Later, the impact of knowledge
management on the sustainable development of social work is analyzed using a multiple decrement
model. In determining special cases of a multistate transition model, we follow the examples of [67–69].

The primary goal of our study is to contribute to the underdeveloped literature about knowledge
management in the public sector [26] and especially in social work settings [62,63]. The intent of our
paper is to partially fill this gap with a theoretical analysis followed by an empirical examination
that links knowledge management and social work by considering the positive effects of knowledge
management on the availability of skilled social workers. In this way, we would respond to certain
shortfalls in the existing research and contribute to the theoretical advancement of the field [39].
In addition to this, our paper also continues with the tradition of [70], who started exploring how
professional caregivers can organize in more effective ways, in particular how can they share (or
transfer) and implement knowledge in order to deliver high-quality services and ensure wellbeing for
their users. This new focus on knowledge management in social work setting is extremely promising
as an area of exploration in the context of the broader public sector [71]. By particularly focusing
on social work organizations, our paper extends previous studies on knowledge management in the
public sector as they were typically exploring the education and research sectors [26]. Additionally, in
line with the knowledge-based view of the organization [72–74], our study recognizes the important
role of knowledge in social work centers as potentially the primary source influencing their functioning.
A paradigm shift towards a knowledge-based view of the organization is also suggested by some social
work researchers [75,76]. We also aim to contribute the previously neglected aspect of sustainable
development, the social dimension of sustainability [5,6]. Empirically, our research will provide
support to social work centers in their evaluation of existing knowledge management practice and
will potentially emphasize the importance of implementing such initiatives in the future. Moreover,
the results of our study are intended to promote the necessity of sustainable development of social
work among policy and decision makers who matter, at the national level. Our quantitative approach
provides a methodological foundation, as the majority of previous works exploring managerial
topics in social work organizations have relied on qualitative approaches, being mainly case studies
and interviews [17]. As such, our quantitative paper follows the example of [77] in promoting
methodological diversity in the social work field, considering that the scope of social work research is
indeed broad and multidisciplinary.

2. Materials and Methods

Primary data from respondents were collected from May 2018 to January 2019. We opted for
an adapted online and in-person questionnaire, which was filled out by social work managers and
social work employees in Slovenian social work centers with approximately 1250 employees [43].
Our sample frame consists of e-mail contacts of employed individuals available to the Social Chamber
of Slovenia and the subsequent personal contacts developed with individual respondents.
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We established numerous personal relationships with managers and employees in social work
centers and sent several reminders to respondents to fill out our questionnaire in order to tackle the
issue of non-response bias. Researchers [78,79] define that common method bias could potentially result
from artefactual covariance between independent and dependent variables, where one respondent
answers all measures, similar to single source data collected through questionnaires, as is also the case
in our study. To counteract the negative aspects of common method bias, we enabled the respondents
to remain anonymous at all times and encouraged them to provide answers as honestly as possible. 98
respondents completed the whole questionnaire. We edited and analyzed the data in the SPSS software
(version 24.0). The response rate in our study is 7.9%. The largest proportion of respondents work in
an organization with 26 to 50 employees (33.3%) and in an organization with 50 or more employees
(33.3%). More than two thirds of respondents (71.3%) are aged from 30 to 49 years. 80.2% are women,
which is consistent with the observation of authors [80], that social work is predominantly a female
profession. 64.5% of respondents have successfully acquired level 7 of education as explained in the
Decree on the introduction and use of the classification system of education and training in Slovenia.
78.7% have been employed in their present organizations for at least 6 years.

For individual constructs, which measured the extent and effectiveness of knowledge management
in social work centers, we select measurement instruments that are in the scientific environment:
(1) well established: developed and/or used by some of the key authors of the examined topics; (2)
frequently used: scientific papers that consider the development of measurement instruments are
often cited; (3) up to date: the relevant measurement instruments are also used in the latest research.
We measure management responsibility with 7 items. Statements intended to measure the opinion
of respondents regarding management responsibility and were focused on whether an organization
has a specific manager dedicated to knowledge management, the level of management support for
knowledge management and the existing incentive structure. We measure knowledge creation with 2
items that were exploring the creation of new ideas in a social work center and its subsequent critical
evaluation. Similarly, we measure knowledge storage and retrieval with 2 items. We examine how
knowledge is stored and retrieved with a particular focus on whether social work centers have standard
procedures and databases. 5 items were used to measure knowledge transfer in organizations with
emphasis on whether they have readily available knowledge for transfer and gaining insight about
individual employees that possess specific knowledge. To measure knowledge implementation, we
used 6 items in order to analyze how knowledge implementation impacts organizational performance
and to gain an understanding whether the newly gained knowledge is actually used in their daily
practice. We measure enhanced collaboration through 3 items. The items were intended to focus
on improved collaboration and improved team work. We utilize 2 items to measure enhanced
communication. The items were designed to gain insight into the existing communication structure.
Similarly, we measure enhanced learning with 7 items. We examine how this influences the ability to
improve innovativeness, learning, competences and experience. To measure enhanced performance,
we used 4 items in order to analyze how it impacts improved processes, enables better decision making
and contributes towards an overall better functioning organization in a very general manner.

The application of life table techniques to the study of labor force status and mobility was first
suggested by [81]. Such a life table can be constructed for a fixed group of people who share a
membership-defining event (the cohort) [82], such as members of a defined profession, in our case
social workers. Similarly, multistate work-life expectancy models have been used in studies by several
authors [82–87], especially focusing on occupational health or pension models. Authors [82] argue that
work-life and related expectancies are conceptually the same as health expectancies, both being an
expected occupation time, with the difference being that the former occur in the context of labor force
activity rather than in health statistics. Therefore, as our focus is on examining the availability of social
workers and their entrance into and exit from the profession, we rely on using multiple decrement
models, as explained below.
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Multiple decrement models that represent a special case of multistate transition models were
already developed by [67–69]. For successful forecasting of employment productivity states into which
social workers can be organized, we will further develop the model for forecasting the entrance and
exit to and from the social work profession. The basic model allows us to forecast the number of
social workers entering and exiting the profession in each age cohort and derives the probabilities
of transition at various ages on the national level, based on a demographic multiple decrement
model [88,89]. The model will enable long term projections of available social workers in different
states of productivity. The model will also enable an understanding of the patterns of social workers
that enter and exit the workforce and how different policies can influence the dynamics of the existing
workforce of social workers at different age cohorts. The increase in number of social workers due
to novel policy tools and potential effects of knowledge management has not been included in the
model yet. Social workers can move among various states such as social work student, social worker
trainee, fully productive social worker, to exit by changing profession, by retirement or in the event of
death (see Figure 1). Multiple decrement models are currently being used in disability insurance [88].
In our research, they will be extended as a tool for human resource management and for forecasting
the entrance and exit of social workers. In multiple decrement models that have m different states for
social workers, there are m + 1 states for transition from one state to another.

 
Figure 1. Transitions to and from employment for social workers. Legend: SWS—social work student;
SWT—social worker trainee; FPSW—fully productive social worker; CPE—changed profession exit;
RE—retirement exit; DE—death exit; significant transitions for policy and decision makers are marked
with green arrows.

We denote the initial state where the individual is a social work student as state 0 and transition,
which models social workers in state of type j, by the line of the graph from this child node to the state
(node) j, j = 1, 2, . . . , m. The model should describe the probabilities of transition from state 0 to state
j ∈ SW (where SW is a set of different types of social workers) or, in general, from the child node to
node j at various time points. All paths to j determine the dynamics of human resource management
(state of type j) or different types of social worker exit (by changed profession, retirement or death).
In a multiple decrement setup, transition between any two states, from i to j, i > j = 1, 2, . . . , m is not
possible (directed graph). Let us consider a social worker aged x denoted by (x). We denote the future
work period of the social work that they will do in a current state (type of employment) i ∈ SW by
Ti(x). Therefore, x + Ti(x) will be the age when the social worker exits the current state i and enters a
new state, j ∈ SW. The future work period in the category of type i, Ti(x), is a random variable with
probability distribution function.

Gi (t) = Pr (Ti ≤ t), t ≥ 0 (1)
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The function Gi(t) represents the probability that the social worker will exit the profession due to
different reasons, such as death, retirement or a change in profession (state type of j) within t years, for
any fixed t. We assume that Gi(t), the probability distribution of Ti is known. We also assume that Gi(t)
is continuous and has probability density gi(t) = Gi’(t). Data for Gi(t) should be available from the
national statistics office. As such, we describe:

gi (t) dt = Pr (t < Ti < t + dt, i ∈ SW) (2)

where Equation (2) describes the probability that the social worker will transfer from state of type I in
the infinitesimal time interval from t to t + dt. Therefore, the probability that a social worker x years
old in state of employment i will transfer into a state of employment j within t years is denoted by the t
qx (i,j). Consequently, we have a known relationship:

t qx (i,j) = G(i,j:t) (3)

t px (i) = 1 − G(i,j:t) (4)

which denotes the probability that a x years old social worker will remain in his or her current state at
least for t years.

The graph starts at the initial state i = SWS (social work student). We can observe all possible
paths from SWS through some of the identified child nodes j∈SW, which enable different exits from
states. Namely such exits from the social workers’ workforce include the possibility of employment in
other professions, retirement or death.

Forecasting future distribution of social workers S according to the type of state based on current
distribution of social workers among different types of states and matrix of transitions among different
types of states for social workers x years old in multiple decrement model (i→j; i ∈ SW, j ∈ SW) will be
described by transition equations:

Sx+1, τ+1 = Sx, τPx,τ =

[S(0)
x S(1)

x S(2)
x S(3)

x S(4)
x S(5)

x ]t

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

p(0)x q(0,1)
x q(0,2)

x q(0,3)
x q(0,4)

x q(0,5)
x

0 p(1)x q(1,2)
x q(1,3)

x q(1,4)
x q(1,5)

x

0 0 p(2)x q(2,3)
x q(2,4)

x q(2,5)
x

0 0 0 p(3)x q(3,4)
x q(3,5)

x

0 0 0 0 p(4)x q(4,5)
x

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
t

= [S(0)
x+1S(1)

x+1S(2)
x+1S(3)

x+1S(4)
x+1S(5)

x+1]t+1

(5)

Appropriately implementing knowledge management activities can influence the quality of human
resource management and thus also the intensity of transitions. The details of the transitions will be
modelled as a directed graph. By observing all possible paths from the initial state through transition
types of states in different states (transition nodes in the graph), based on national demographic
statistics, one can calculate the projected labor supply of different categories. Knowledge management
solutions will be needed for such transitions that also remain subjects of further research. Our model
will be further developed in the future, based on the theoretical foundations of [68].

3. Empirical Results

3.1. Extent and Effectiveness of Knowledge Management in Social Work Centers

Table 1 presents descriptive statistics for all nine constructs analyzed in our paper that are related
to the extent and effectiveness of knowledge management in social work centers.

From the results in Table 1, we can see a moderate mean value for the construct of knowledge
transfer (3.51). The mean values for the other four constructs that measure the extent of knowledge
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management in social work centers show low or at best moderate values. The mean values are:
management responsibility (2.77), knowledge implementation (2.81), knowledge creation (2.87),
knowledge storage and retrieval (2.94). Our part of the research that focused on the effectiveness of
knowledge management in social work centers had a necessary condition. Respondents had to declare
that their respective organization formally or informally engages in knowledge management activities.
Consequently, this might influence the potential favorable opinions towards the effectiveness of their
existing knowledge management efforts. Nevertheless, we found only moderate mean values for all
four measured constructs that measure the effectiveness of knowledge management in social work
centers. The mean values are as follows: enhanced communication (3.43), enhanced performance (3.50),
enhanced collaboration (3.60), improved learning (3.63). The mean values indicate that the activity
levels of knowledge management in the practice of social work centers are at best moderate. Similarly,
the mean values also suggest that knowledge management is in practice only moderately effective.

Table 1. Mean values, standard deviation and Cronbach’s α for all measured constructs.

Variable Mean SD Cronbach’s α

1. Management responsibility 2.77 0.97 0.90
2. Knowledge creation 2.87 1.10 0.84

3. Knowledge storage and retrieval 2.94 1.15 0.87
4. Knowledge transfer 3.51 0.86 0.82

5. Knowledge implementation 2.81 0.96 0.91
6. Enhanced collaboration 3.63 0.55 0.90

7. Enhanced communication 3.59 0.47 0.62
8. Enhanced learning 3.58 0.61 0.86

9. Enhanced performance 3.42 0.45 0.42

3.2. Case Study of Slovenian Female Social Workers

As mentioned in previous paragraphs, appropriately implementing knowledge management
can influence the intensity of transitions between different states. Moreover, it can positively impact
the perceived job satisfaction among individuals [58], that consequently improves the motivation of
individuals [59] and reduces their turnover intentions [60]. Therefore, we present the hypothesized
impact of knowledge management on the transitions using a sample of Slovenian social workers.
As the population of social workers employed in social work centers is too small, we additionally
focus on the whole sector of social work. Our assumption is that the transitions will be similar in the
social work sector as a whole and in individual social work centers. The number of employees in
social work in Slovenia in 2017 was 19,373 [90], of which 1250 are employed in social work centers [43].
We present the age structure in 5-year age cohorts in Table 2:

Table 2. Employees in social work 2017.

Ages Total 15–19 20–24 25–29 30–34 35–39 40–44 45–49 50–54 55–59 60–64 65+

Social workers 19,373 107 937 1596 2157 2443 2826 3050 3447 2298 492 20

Data source: [90].

The transition matrix could be written based on demographic data and employment tables for
different occupation groups for the year 2017, which were collected at the state level by [90]. As social
work is predominantly a female dominated profession [80], we focused on female social workers aged
45 years old. The structure of female social workers aged 45 years old who are distinguished due to
their different category is represented by the vector Sx, being the sum of net transitions of cohort:

S2017
45 =

[
S(0)45 S(1)45 S(2)45 S(3)45 S(4)45 S(5)45

]
2017

= [0 0 546 0 0] (6)
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P2017
45 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

p(0)45 q(0,1)
x45 q(0,2)

45 q(0,3)
45 q(0,4)

45 q(0,5)
45

0 p(1)45 q(1,2)
x45 q(1,3)

45 q(1,4)
45 q(1,5)

45
0 0 p(2)45 q(2,3)

45 q(2,4)
45 q(2,5)

45
0 0 0 p(3)45 q(3,4)

45 q(3,5)
45

0 0 0 0 p(4)45 q(4,5)
45

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
2017

(7)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0.98 0 0.10 0 0.01
0 0 0.97 0.02 0 0.01
0 0 0.92 0.05 0.02 0.01
0 0 0 0.97 0.02 0.01
0 0 0 0 0.99 0.01

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(8)

Given the allocation of female social workers by category and the studied cohort in the following
year (when they are x + 1 years old), we can calculate:

S2018
46 = S2017

45 P2017
45 = [S(0)

46 S(1)
46 S(2)

46 S(3)
46 S(4)

46 S(5)
46 ]2018 (9)

In Table 3, we present the forecast of the availability of female social workers aged 45 in 2017
up to the studied year 2032, when they will be 60 years old. Additionally, in Table 3, we include the
hypothesized improvements due to knowledge management activities implemented in social work
organizations. The forecast is based on a multiple decrement model.

Table 3. Female Social Workers aged 45 in 2017 to aged 60 in 2032.

Original Improved

Year Age SWS SWT FPSW CPE RE DE SWS SWT FPSW CPE RE DE

2017 45 0 0 546.00 0 0 0 0 0 546.00 0 0 0
2018 46 0 0 502.32 27.30 10.92 5.46 0 0 524.16 10.92 5.46 5.46
2019 47 0 0 462.13 51.60 21.40 10.86 0 0 503.19 21.08 10.87 10.86
2020 48 0 0 425.16 73.16 31.46 16.22 0 0 483.07 30.51 16.21 16.22
2021 49 0 0 391.15 92.22 41.12 21.51 0 0 463.74 39.25 21.48 21.51
2022 50 0 0 359.86 109.01 50.37 26.76 0 0 445.19 47.35 26.69 26.76
2023 51 0 0 331.07 123.73 59.25 31.95 0 0 427.39 54.83 31.83 31.95
2024 52 0 0 304.58 136.57 67.75 37.09 0 0 410.29 61.74 36.88 37.09
2025 53 0 0 280.22 147.71 75.89 42.18 0 0 393.88 68.09 41.85 42.18
2026 54 0 0 257.80 157.29 83.69 47.22 0 0 378.12 73.93 46.73 47.22
2027 45 0 0 546.00 0 0 0 0 0 363.00 79.27 51.52 52.20
2028 46 0 0 502.32 27.30 10.92 5.46 0 0 348.48 84.15 56.22 57.15
2029 47 0 0 462.13 51.60 21.40 10.86 0 0 334.54 88.60 60.83 62.03
2030 48 0 0 425.16 73.16 31.46 16.22 0 0 321.16 92.63 65.34 66.87
2031 49 0 0 391.15 92.22 41.12 21.51 0 0 308.31 96.27 69.75 71.66
2032 50 0 0 359.86 109.01 50.37 26.76 0 0 295.97 99.55 74.06 76.41

Data source: [90], own calculations.

Table 4 provides a summary of the important hypothesized improvements due to knowledge
management activities implemented in social work organizations.

Table 4. Difference in female Social Workers aged 45 in 2017 to aged 60 in 2032.

Difference

Year Age FPSW CPE RE

2017 45 0 0 0
2018 46 21.84 −16.38 −5.46
2019 47 41.06 −30.52 −10.53
2020 48 57.91 −42.65 −15.25
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Table 4. Cont.

Difference

Year Age FPSW CPE RE

2021 49 72.59 −52.97 −19.64
2022 50 85.33 −61.66 −23.68
2023 51 96.32 −68.90 −27.42
2024 52 105.71 −74.83 −30.87
2025 53 113.66 −79.62 −34.04
2026 54 120.32 −83.36 −36.96
2027 45 125.82 −86.19 −39.64
2028 46 130.28 −88.20 −42.08
2029 47 133.79 −89.50 −44.30
2030 48 136.47 −90.16 −46.31
2031 49 138.40 −90.27 −48.14
2032 50 139.65 −89.89 −49.78

Data source: [90], own calculations.

4. Discussion

Nowadays, there is an imperative to seek sustainable development in all dimensions, including
the social dimension [91]. Moreover, as [92] emphasizes, in a socially sustainable society individuals
do not have to tackle any structural obstacles related to many aspects of their functioning, including
health and social services. In addition to this, social workers already recognize social sustainability,
as it deals with individual health and wellbeing, nutrition, shelter, education and cultural needs [93].
Sustainability themes also have multiple implications for social work in general, such as social resilience
to future economic and ecological shocks [94]. The extent and effectiveness of knowledge management
in general indicate that knowledge management practices are less developed in social work centers in
comparison to other fields and organizations, especially in the context of the private sector.

4.1. Theoretical Implications

The concept of knowledge management is novel and remains largely unexplored and underutilized
in the public sector [27]. Furthermore, knowledge management is especially neglected as a research
topic in the field of social work [17,62,63]. Similarly, the aspect of social sustainability has gained
inadequate attention and recognition in previous studies [3,4]. In this paper we make four important
theoretical contributions to this area.

Our first theoretical contribution to the literature of knowledge management research is applying
and testing components of knowledge management to the public sector. In our study, we present
a theoretical explanation and empirical validation of how knowledge management can positively
influence the availability of skilled social workers. Previous studies suggested that knowledge
management initiatives could help organizations to impact public policies through the more systematic
and effective capture, dissemination, transfer and implementation of knowledge [51], and in this
manner improve the quality of existing services and programs [31]. However, those studies did not
explore the relationship between knowledge management and the availability of skilled social workers
that we focus on in our research. Thus, our study presents a relevant contribution to the literature as we
show how knowledge management can have the potential to influence the availability of skilled social
workers and how this could potentially influence the ability of organizations to achieve their goals.

Our second theoretical contribution to the literature involves the knowledge-based view of the
organization [72–74]. With our study we aim to draw attention to the importance of knowledge
management in social work by establishing the primary components that underlie its functioning.
Our research orientation is supported by social work researchers that propose a shift towards the
knowledge-based view of social work organizations [75,76]. We aimed to conceptualize and empirically
validate how knowledge and knowledge management can help social work organizations to deliver
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higher quality services. In line with the recommendations of [26], we go beyond the typical framework
of knowledge management research in the public sector.

With our third theoretical contribution we devote attention to the previously neglected aspect
of sustainable development, the social dimension of sustainability [5,6]. With our fourth theoretical
contribution we respond to the need to include more methodological diversity in the scope of social
work research [77]. By applying quantitative research methods to a sample of Slovenian social
work organizations we add to previous research. The usage of such methods is also important
to enhance the ability of social work organizations to understand and effectively respond to their
existing challenges [95]. In our study, we focus on a sample of managers and employees working in
Slovenian social work centers and measure their individual perceptions of different topics related to
knowledge management.

4.2. Practical Implications

We used the results of our research to propose a number of relevant practical recommendations
especially for managers and also for employees in social work organizations. Although their primary
goal is not to create profit, we do believe they could still benefit from our suggestions. Social work
organizations indeed have the responsibility to deliver high-quality services to their users and contribute
to the wellbeing of society as a whole [55]. Individuals employed in such organizations have become
increasingly more aware that like other organizations functioning in the context of the public sector they
must respond to the growing complex demands of their users, while being exposed to a diminishing
amount of resources available. Consequently, they are considering making internal improvements in
order to maximize their available resources [96]. We believe, that our model provides clear reasoning
for how improvements related to knowledge management activities could benefit the social work field.

We argue that there is a potential of knowledge management in influencing public policies [30]
by advancing informed debate and decision making [97]. Moreover, it can impact the sustainable
development of social work by enhancing the wellbeing of service users by improving the quality
of services and programs [30,31]. Typically, bureaucratic organizations can exploit knowledge
management advantages by empowering employees that are able to create knowledge networks and
more efficiently organize their work in teams [98]. People employed in social work tend to have both
communication competencies and team work skills that are both helpful in successful knowledge
management initiatives. In addition, knowledge management could help ensure the appropriate
number of skilled social workers in social work organizations by motivating social workers [59],
enhancing their job satisfaction levels [58] and reducing their turnover intention [60].

Moreover, based on the results of our study, which indicate that knowledge management is
underdeveloped in social work centers, we propose improvements in at least four areas that were
examined to determine the current levels of knowledge management. Managers who are directly
responsible for knowledge management in an organization can enhance the possibility of achieving the
desired goals of improved wellbeing of service users, through knowledge management [99]. Therefore,
social work centers could reconsider the possibility of a manager that is at least part-time responsible
for all knowledge management related activities in an organization as in the majority of cases such
a manager is nowadays absent. Management support is fundamental to the success of knowledge
management initiatives [100]. We particularly advise managers to actively support and engage in
creating and maintaining a supportive workplace environment where employees are motivated to apply
and implement knowledge in their work [101]. A clearly defined incentive structure [62,102] typically
encourages employees to participate in knowledge management activities. Therefore, social work
centers could change their human resource management practices towards more knowledge-based
compensation. Such a practice would encourage employees to engage in knowledge-intensive activities
through incentive systems that recognize their involvement in knowledge processes. Organizations
could potentially function better if they base their incentive system on such knowledge activities [103].
Moreover, such an incentive system could make the profession more desirable for potential students.
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As our population is ageing, it is also extremely important to engage more young people to choose
the social work profession and enter the educational process. Similarly, important to the success
of knowledge management is clear and active communication of expectations and benefits related
to knowledge management [62]. Therefore, we would encourage delivering strong messages from
management [104]. The mere existence of ideas and knowledge is not enough to improve the
functioning of social work centers. Consequently, social work centers should strive to continuously
critically evaluate new ideas [105,106], apply new knowledge in practice [107,108] and be aware that the
sole existence of knowledge is not enough [12,109]. Information communication technologies directly
support knowledge management practices [110]. It would be beneficial for Slovenian social work
centers to solve the ongoing challenges regarding information communication technologies [103,111]
that are changing their existing working patterns.

Furthermore, we propose improvements in all four topics wherein we aimed to gain insight
about the existing effectiveness of knowledge management. As mentioned, informed [97] and
improved [112,113] decision making is a prerequisite of influencing public policies. Social work
managers should provide guidelines for their subordinates on how to question existing knowledge
patterns, how to creatively think about innovative solutions and analyze their applicability and how
to utilize this new knowledge in organizational decision-making processes. Also mentioned above,
organizing work in teams could prove to be more efficient in practice [98]. Therefore, we encourage
social work centers to promote the importance and positive effect of team work to their employees [114].
On the basis of existing literature, we argue that readily available knowledge makes employees
more aware of who knows what in their organization [115–117]. We encourage organizations to
enhance their efforts in making knowledge readily available to every single employee. Utilizing new
knowledge, additional skills and experience can positively influence the functioning of social work
centers [118,119]. Therefore, it would be beneficial for organizations to encourage managers and
employees to continuously acquire new knowledge, additional skills and experience and focus on
constantly improving learning at the individual, group and organizational level [120]. The end goal of
knowledge management activities should be to help social work centers achieve excellence in their
daily routines [17,121]. We argue that they should engage and provide support for any activity or
initiative that can potentially improve the quality of their overall performance [92,112], measured by
the wellbeing of social services users. To conclude, we believe it is the responsibility of managers to
consider which aspects of knowledge management are most effective in practice, and what role these
practices might have on stimulating higher levels of organizational performance.

Considering that the case study of Slovenian female social workers actually shows that the existing
patterns of entrance and exit of social workers will decrease the availability of social workers despite
the increasing need for staffing, it is of paramount importance to endorse efforts that acknowledge
the importance of understanding workforce entrance and exit in the social work profession on a
national level in order to provide the required number of well-trained social workers who will provide
wellbeing for a growing number of service users in an ageing society. Efforts to maintain or improve
the availability of social workers should focus also on the quality of knowledge management activities,
as this can contribute towards maintaining fully productive social workers and mitigate any intention
among them to change their profession or retire early. Knowledge management measures are typically
related to the four already established knowledge management process stages, namely knowledge
creation, knowledge storage and retrieval, knowledge transfer and knowledge implementation [11,12]
and management support. They would result in improvements in use of the societal resources available
to social workers through the so-called soft measures such as enhanced collaboration, enhanced
communication, enhanced learning, and indirectly in enhanced performance [21]. As is evident from
Table 4, we argue that in the event of successful knowledge management implementation, more female
social workers would remain fully productive for a longer period, and they would be less motivated to
change their profession due to various reasons, while also staying longer as active participants on the
labor market.
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4.3. Limitations and Future Research Directions

Despite newly gained insight into knowledge management in the context of social work
organizations, our paper is not without limitations. The first limitation is related to our sample
frame. Due to the implementation of the GDPR act, our scope for respondents was limited. The second
limitation relates to generalizability. We cannot confirm our findings across the whole field of social
work, as we included only a proportion of managers and employees employed in social work centers.
Third, the transition matrix is only hypothesized based on moderate estimates of how knowledge
management would potentially influence the patterns of entrance and exit from the workforce of
social workers.

Future research should aim to include more social work organizations, with the aim to draw final
conclusions related to the field. It would also be extremely beneficial to compare our results to other
European countries. Moreover, our results show that public data regarding workforce entrance and exit
in general, and specifically for social workers, should be maintained and regularly published, to afford
researchers better access to data regarding workforce availability. As the whole topic of knowledge
management is novel and unexplored in social work, it offers several potential opportunities for future
exploration for both researchers and practitioners in social work. We would especially urge follow-up
studies face-to-face open-ended interviews to gain additional understanding about specific topics that
are related to the extent and effectiveness of knowledge management in social work. Such methods
would enable researchers to overcome issues related to interpreting the results of questionnaires that
only use Likert scale ranges.

5. Conclusions

Our results are highly relevant and discuss the important potential impact of knowledge
management on the social work profession due to the fact that: (1) there is an imperative to focus on
the social dimension of sustainability as it is integral to the quality of a human system, (2) the existing
supply of social workers is not sufficient to provide wellbeing for the growing elderly population, (3) at
the moment, involvement in knowledge management activities in social work is not extensive enough
to positively influence the functioning of social work organizations that are and will be responsible for
taking care of our ageing population. Along with the sustainable development of social work, this
represents the possible future path towards satisfying the ever-growing demand for social services. (4)
The model we have developed allows better understanding of patterns in the social work profession
regarding workforce entrance and exit and can be utilized by: (1) social work organizations that employ
social workers, to increase their understanding regarding the social workers’ demographics and the
potential impact of knowledge management on policies and other improvements; (2) social workers’
unions, i.e., with regard to negotiating processes that deal with the existing shortage of social workers;
as well as (3) policy and decision makers, when discussing and developing future policies covering this
important topic of our ageing society. In the long term, the results of our study regarding knowledge
management can make an important contribution in providing support to ensure appropriate social
services to our ageing society. Therefore, our contribution is also indirectly towards the sustainability
of our society as a whole. To conclude, we believe that while addressing the challenge of ensuring the
wellbeing of service users it is also important to acknowledge the institutional framework, as it can
potentially act as a major constraint. A thorough reflection on the existing legislation and the way
services are currently being provided is necessary. We believe that knowledge management could
contribute to improving the existing state of affairs to some degree, however, it cannot yet move social
work beyond the challenges related to its institutional framework.
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42. Kuzmanič Korva, D.; Perkovič, M.; Kovač, J.; Rapošta-Tajnšek, P.; Flaker, V. Preoblikovanje Organiziranosti
Centrov za Socialno Delo v Republiki Sloveniji; Skupnost CSD Slovenije: Ljubljana, Slovenia, 2004.

43. Ministry of Labour, Family, Social Affairs and Equal Opportunities. Available online: http://www.mddsz.
gov.si/197/delovna_podrocja/sociala/reorganizacija_centrov_za_socialno_delo/ (accessed on 5 April 2019).

44. Harlow, E. Why don’t women want to be social workers anymore? New managerialism, postfeminism and
the shortage of social workers in social services departments in England and Wales. Eur. J. Soc. Work 2004, 7,
167–179. [CrossRef]

45. Squires, A.; Jylha, V.; Jun, J.; Ensio, A.; Kinnune, J. A scoping review of nursing workforce planning and
forecasting research. J. Nurs. Manag. 2017, 25, 587–596. [CrossRef]

40



Sustainability 2019, 11, 6374

46. European Commission. The 2018 Ageing Report; European Commission: Luxemburg, 2017.
47. Dimovski, V.; Grah, B.; Colnar, S. Modelling the industrial workforce dynamics and exit in the ageing society.

In Proceedings of the 9th IFAC Conference on Manufacturing Modelling, Management and Control, Berlin,
Germany, 28–30 August 2019.

48. United Nations, World Population Prospects: The 2015 Revision. Available online: http://esa.un.org/unpd/
wpp/ (accessed on 5 July 2019).

49. Eurostat, Eurostat Database: Demographic Balances and Selected Indicators, EUROPOP 2018, Slovenia.
Available online: https://www.stat.si/StatWeb/en/news/Index/8316 (accessed on 8 September 2019).

50. Marc, M.; Bartosiewicz, A.; Burzynska, J.; Chmiel, Z.; Januszewicz, P. A nursing shortage-a prospect of global
and local policies. Int. Counc. Nurs. 2019, 66, 9–16. [CrossRef]

51. Riege, A.; Lindsay, N. Knowledge management in the public sector: Stakeholder partnership in the public
policy development. J. Knowl. Manag. 2006, 10, 24–39. [CrossRef]

52. Ortenblad, A. Who is the learning organization for? A stakeholder contingency approach to contextualizing
managerial panaceas. In Handbook of Research on Knowledge Management: Adaptation and Context; Ortenblad, A.,
Ed.; Edward Elgar: Cheltenham, UK; Northampton, MA, USA, 2014.

53. Ortenblad, A.; Koris, R. Is the learning organization idea relevant to higher educational institutions? A
literature review and a multi-stakeholder contingency approach. Int. J. Educ. Manag. 2014, 28, 173–214.
[CrossRef]

54. Beddoe, L. Investing in the future: Social workers talk about research. Br. J. Soc. Work 2011, 41, 557–575.
[CrossRef]

55. Bloice, L.; Burnett, S. Barriers to knowledge sharing in third sector social care: A case study. J. Knowl. Manag.
2016, 20, 125–145. [CrossRef]

56. Institute for Research and Innovation in Social Services. Available online: https://lx.iriss.org.uk/sites/default/
files/resources/sharing_knowledge_improving_practice_changing_lives.pdf (accessed on 29 October 2019).

57. Lettieri, E.; Borga, F.; Savoldelli, A. Knowledge management in non-profit organizations. J. Knowl. Manag.
2004, 8, 16–30. [CrossRef]

58. Kianto, A.; Vanhala, M.; Hielmann, P. The impact of knowledge management on job satisfaction. J. Knowl.
Manag. 2016, 20, 621–636. [CrossRef]

59. North, K.; Hornung, T. The Benefits of Knowledge Management—Results of the German Award “Knowledge
Manager 2002”. J. Univers. Comput. Sci. 2002, 9, 361–389.

60. Muchinsky, P.M.; Tuttle, M.L. Employee turnover: An empirical and methodological assessment. J. Vocat.
Behav. 1979, 14, 43–77. [CrossRef]

61. Alexanderson, K. Vilja, Kunna, Förstå: Om Implementering av Systematisk Dokumentation för
Verksamhetsutveckling i Socialtjänsten [Willingness, Comprehension, Capability: About Implementation of
Systematic Documentation for Developing Social Work in the Public Social Work Services]. Ph.D. Thesis,
Orebro University Library, Orebro, Sweden, 2006.

62. Austin, M.J.; Ciaassen, J.; Vu, C.M.; Mizrahi, P. Knowledge Management: Implications for Human Service
Organizations. J. Evid. Based Soc. Work 2008, 5, 361–389. [CrossRef]

63. Leung, Z.C.S. Knowledge management in social work—The interplay of knowledge sharing platforms. Int.
Soc. Work 2014, 57, 143–155. [CrossRef]

64. Social Protection Institute of the Republic of Slovenia. Available online: https://www.irssv.si/upload2/
Socialni%20polozaj%20v%20Sloveniji%202015_2016_dopolnjeno%20koncno%20porocilo_2.pdf (accessed on
28 October 2019).

65. Bjorkenheim, J. Knowledge and social work in health care: The case of Finland. Soc. Work Health Care 2007,
44, 261–278. [CrossRef]

66. Ministry of Public Administration. Available online: http://www.mju.gov.si/si/delovna_podrocja/razvoj_
projektov_kakovost_javne_uprave_in_kohezijska_politika/strategija_razvoja_javne_uprave/ (accessed on 29
October 2019).

67. Bogataj, D.; McDonnell, D.R.; Bogataj, M. Management, financing and taxation of housing stock in the
shrinking cities of aging societies. Int. J. Prod. Econ. 2016, 181, 2–13. [CrossRef]

68. Bogataj, D.; McDonnell, D.; Bogataj, M. Reverse mortgage schemes financing urban dynamics using the
multiple decrement approach. Springer Proc. Math. Stat. 2015, 135, 27–47. [CrossRef]

41



Sustainability 2019, 11, 6374

69. Rogelj, V.; Bogataj, D. Planning and financing the home and facility-based care using the multiple decrement
approach. J. Decis. Syst. 2018, 27, 132–143. [CrossRef]

70. Kahn, W.A. Caring for the caregivers: Patterns of organizational caregiving. Adm. Sci. Q. 1993, 38, 539–563.
[CrossRef]

71. Henttonen, K.; Kianto, A.; Ritala, P. Knowledge sharing and individual work performance: An empirical
study of a public sector organization. J. Knowl. Manag. 2016, 20, 749–768. [CrossRef]

72. Grant, R. Towards a Knowledge Based Theory of the Firm. Strateg. Manag. J. 1996, 17, 109–122. [CrossRef]
73. Hislop, D.; Bosua, R.; Helms, R. Knowledge Management in Organizations—A Critical Introduction, 4th ed.;

Oxford University Press: Oxford, MS, USA, 2018.
74. Kogut, B.; Zander, U. Knowledge of the firm and the evolutionary theory of the multinational corporation. J.

Int. Bus. Stud. 2003, 34, 516–529. [CrossRef]
75. Edge, K. Powerful public sector knowledge management: A school district example. J. Knowl. Manag. 2005,

9, 42–52. [CrossRef]
76. Fitch, D. Examination of the child protective services decision-making context with implications for decision

support system design. J. Soc. Serv. Res. 2006, 32, 117–134. [CrossRef]
77. Soydan, H. Producing Knowledge for Evidence-Based Practice and the Future of Social Work Research.

In Evidence Based and Knowledge Based Social Work: Research Methods and Approaches in Social Work Research;
Aarhus University Press: Aarhus, Denmark, 2008.

78. Podsakoff, P.M.; MacKenzie, S.B.; Lee, J.Y.; Podsakoff, N.P. Common method biases in behavioral research: A
critical review of the literature and recommended remedies. J. Appl. Psychol. 2003, 88, 879–903. [CrossRef]

79. Podsakoff, P.M.; MacKenzie, S.B.; Podsakoff, N.P. Sources of method bias in social science research and
recommendations on how to control it. Annu. Rev. Psychol. 2012, 63, 539–569. [CrossRef]

80. McPhail, B.A. Setting the Record Straight: Social Work is Not a Female-Dominated Profession. Soc. Work
2004, 49, 323–326. [CrossRef]

81. Hoem, J.M. Point estimation of forces of transition in demographic models. J. R. Stat. Soc. 1970, 33, 275–289.
[CrossRef]

82. Nurminen, M.; Nurminen, T. Multistate worklife expectancies. Scand. J. Work Environ. Health 2005, 31,
169–178. [CrossRef] [PubMed]

83. Dudel, C.; Lopez Gomez, M.A.; Benavides, F.G.; Myrskylä, M. The length of working life in Spain: Levels,
recent trends, and the impact of the financial crisis. Eur. J. Popul. 2018, 34, 769–791. [CrossRef] [PubMed]

84. Dudel, C.; Myrskylä, M. Working Life Expectancy at Age 50 in the United States and the Impact of the Great
Recession. Demography 2017, 54, 2101–2123. [CrossRef] [PubMed]

85. Pedersen, J.; Bjorner, J.B. Worklife expectancy in a cohort of Danish employees aged 55–65 years—Comparing
a multi-state Cox proportional hazard approach with conventional multi-state life tables. BMC Public Health
2017, 17, 879. [CrossRef] [PubMed]

86. Schoen, R. Multistate Transfer Rate Estimation from Adjacent Populations. Popul. Res. Policy Rev. 2016, 35,
217–240. [CrossRef]

87. Nurminen, M. Worklife expectancies of fixed-term Finnish employees in 1997–2006. Scand. J. Work Environ.
Health 2008, 34, 83–95. [CrossRef]

88. Deshmukh, S. Multiple Decrement Models in Insurance: An Introduction Using R; Springer: New Delhi, India,
2012.

89. Promislow, S.D. Fundamentals of Actuarial Mathematics, 3rd ed.; John Wiley & Sons: Chichester, UK, 2015.
90. Slovenian Statistical Office. Delovno Aktivno Prebivalstvo Po Spol, Skd Dejavnost, Leto, Starostni Razred.

Available online: https://pxweb.stat.si/pxweb/Dialog/SaveShow.asp (accessed on 15 July 2019).
91. Belchior Rocha, H. Social Work Practices and the Ecological Sustainability of Socially Vulnerable Communities.

Sustainability 2018, 10, 1312. [CrossRef]
92. Missimer, M.; Robert, K.H.; Broman, G. A strategic approach to social sustainability—Part 2: A principle-based

definition. J. Clean. Prod. 2017, 140, 42–52. [CrossRef]
93. Brennan, E. Definitions for social sustainability and social work paper. In White Paper Distributed for CSWE

Conference; Portland State University: Portland, OR, USA, 2010.
94. Blake, J. Sustainable communities and social work practice learning: Reflections on emergent, learning

partnerships. J. Pract. Teach. Learn. 2009, 9, 93–114. [CrossRef]

42



Sustainability 2019, 11, 6374

95. Teater, B.; Devaney, J.; Forrester, D.; Scourfield, J.; Carpenter, J. Quantitative Research Methods for Social Work:
Making Social Work Count, 1st ed.; Palgrave: London, UK, 2016.

96. Dimovski, V.; Penger, S.; Peterlin, J.; Grah, B.; Černe, M.; Klepec, M. Advanced Management and Leadership
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Abstract: Increasing the fuel efficiency of industrial machines through digitalization can enable the
transport and logistics sector to overcome challenges such as low productivity growth and increasing
CO2 emissions. Modern digitalized machines with embedded sensors that collect and transmit
operational data have opened up new avenues for the identification of more efficient machine use.
While existing studies of industrial machines have mostly focused on one or a few conditioning
factors at a time, this study took a complementary approach, using a large set of known factors that
simultaneously conditioned both the fuel consumption and productivity of medium-range forklifts (n
= 285) that operated in a natural industrial setting for one full year. The results confirm the importance
of a set of factors, including aspects related to the vehicles’ travels, drivers, operations, workload
spectra, and contextual factors, such as industry and country. As a novel contribution, this study
shows that the key conditioning factors interact with each other in a non-linear and non-additive
manner. This means that addressing one factor at a time might not provide optimal fuel consumption,
and instead all factors need to be addressed simultaneously as a system.

Keywords: digitalization; complementarities; sustainability; fuel consumption; heavy-duty
equipment; productivity; sensor data

1. Introduction

In line with the ongoing focus on environmental sustainability in the global economy, the transport
and logistics sector is also concerned with the negative environmental impact of using heavy-duty
industrial equipment. The depletion of the ozone layer has been a worldwide concern for the
last few decades [1], and hazardous materials that affect the ozone layer are emitted through the
fuel consumption of various equipment in different industrial sectors. Most heavy-duty industrial
equipment, such as forklifts, terminal tractors, cranes, straddle carriers, and reach stackers, are
diesel-fueled and have been shown to be a key source for hydrocarbon, NOx, and particulate matter
emissions that contribute significantly to the formation of haze/smog [2,3]. Although the number of
electric vehicles is increasing [4], reducing fuel consumption from diesel-fueled industrial machines
remains one of the key challenges for environmental sustainability [5].

The development of more advanced vehicles has contributed to humans’ enhanced capabilities
to perform difficult industrial tasks, but this has in turn led to an even stronger response from the
environment [6,7]. The growing fuel consumption and carbon emissions from such heavy-duty
equipment add to the already existing emissions in the transport and logistics sector [2,8]. For example,
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without the intervention of governments and clear energy efficiency measures it is predicted that in
the European Union greenhouse gas emissions produced by trucks will be around 35% higher in 2030
than the 1990 levels [9]. In comparison to other vehicles, diesel vehicles consume the most fuel [2,10].
At the same time, heavy-duty vehicles are being overloaded in order to reduce operating costs, and
this has had significant negative environmental impacts [3]. Thus, because fuel efficiency is directly
linked to CO2 emission [9], vehicle fuel consumption and vehicle productivity [1] should be explicitly
considered together in order to reduce these vehicles’ environmental impact.

Digitalization and the Internet of Things (IoT) enable us to measure fuel consumption in heavy-duty
industrial equipment and to identify factors that influence fuel consumption in a manner that has
not previously been possible. The very low transaction costs for operational data collection enabled
by digitalization make it possible to collect continuous detailed operational data from a large set of
vehicles operating in their actual work contexts. However, in general, the transport and logistics sector
is lagging in digitalization, particularly in the European Union [11,12]. Recent concerns include how
to transform the massive amounts of data collected from vehicles into useful knowledge [13], and
answering this requires more empirical knowledge from longitudinal studies of vehicle use in real-life
situations. Given all this, the aim of this study is to identify factors that condition fuel consumption in
relation to the productivity of medium-range forklifts that use sensor data.

Studies on road freight transportation and logistics that have analyzed the effect of sensor data on
fuel consumption show the importance of factors related to (i) vehicles, (ii) their environments, (iii)
their travels, (iii) their drivers, and (iv) their operations [13–16]. However, these studies have focused
their attention on only one or a few conditioning factors at a time, while ignoring the complementarity
perspective. Previous studies that have summarized fuel consumption factors [17,18] have not
demonstrated how these factors interact with each other in an empirical setting, so as to condition the
fuel consumption and productivity of forklifts, and this is the first knowledge gap targeted here. While
recent studies have focused on truck freight transportation in general, there is a limited number of
studies [19–23] that have investigated the factors that condition the fuel consumption and productivity
of forklifts, which have different operations from ground transportation, with more starts and stops
and shorter travel distances [24]. This is the second knowledge gap addressed in this work. Finally,
most studies have focused either on fuel consumption factors or on productivity factors separately,
while the present study addresses this knowledge gap by targeting both simultaneously. The work
in the present study used empirical data from the actual use of a large set of medium-range forklifts
equipped with data sensors and operating in a natural setting over the course of one full year, and this
contrasts with other studies looking at small samples of a few machines operating in artificial settings.
In order to handle the interactions of the large number of factors (independent variables) studied here,
the partial least square regression method was employed for the first time in this context.

Our results demonstrate the importance of a number of conditioning factors, including travel,
driver, and operations-related factors related to fuel consumption, such as distance, average speed,
and time-related parameters such as production hours, engine hours, hydraulic hours, driving hours,
and idling hours. This study shows that operating in certain workload spectra significantly increases
fuel consumption. The results also demonstrate the importance of contextual factors and show that
specific customer segments and countries realize more efficient fuel consumption than others. One
important practical implication of the results provided here is that there is an opportunity to change
the behavior of vehicle drivers in order to reduce fuel consumption, which will both increase economic
productivity and reduce CO2 emissions, and thus reduce the negative environmental impact of such
vehicles. The results can further be used to monitor driver behavior and to formulate feedback
mechanisms and training packages, and can be used to further develop fuel and productivity-related
factors. With regards to theory, unlike the partiality of previous studies, this study demonstrates
that several factors must be addressed simultaneously and in a complementary manner in order to
reduce fuel consumption and thereby increase the productivity and reduce the CO2 emissions of
medium-range forklifts.
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The remainder of this paper is organized as follows. The next section presents work related to key
drivers affecting fuel consumption. We then present the research methodology, which is followed by a
description of the results. Following that, a discussion and conclusion are presented.

2. Related Work

Digitalization has profoundly affected modern nations, organizations, and individuals [12].
The Industrial IoT and new digital environments, such as big data, mobile and service platforms,
cloud computing, and social media, enable new combinations of resources, communication channels,
products, services, and digital business models [8,25–28]. Numerous sensors, camera images, and
barcode scans produce a vast amount of data, and this creates a great opportunity to uncover hidden
patterns that might affect fuel consumption and thus CO2 emissions without reducing equipment
productivity in unexpected ways [14,20]. However, making sense of these services and data is a
challenge for both manufacturers and customers [11,12], and these advancements in technology, smart
services, and large, complex datasets raise many questions regarding the use of digital technologies for
environmental sustainability. One such question is how to use and analyze large sets of sensor data in
order to reduce the fuel consumption of heavy equipment without reducing productivity.

Over the past few years there has been an increasing number of studies on the factors affecting fuel
consumption and CO2 emissions in the field of road freight transportation and logistics. For example, it
was previously found that engine load conditions [29], vehicle speed [30,31], payload [32,33], fleet size
and mix [33], driver behavior [34–36], and surface roughness [37] are key factors that affect vehicle fuel
consumption. All of these factors were later summarized in the following five key groups of factors
(Table 1) that significantly affect the fuel consumption of road freight transport [17,18]: (i) vehicle-related
(vehicle weight, shape, engine and transmission models, and fuel and oil type); (ii) environment-related
(surface and temperature conditions); (iii) travel-related (speed and acceleration/deceleration); (iv)
driver-related (driver behavior, gear selection, and idling); and (v) operations-related (fleet size, mix,
payload, and empty kilometers).

Factors affecting fuel consumption have been widely studied in the road freight transportation
and logistics fields, but factors affecting the fuel consumption of forklifts have received little attention.
Forklift operations differ from ground transportation in that in the former there is a need for more
starting and stopping and the distances traveled are much shorter [24]. Most of the studies that have
addressed forklift efficiency and fuel consumption have focused on operational features and have
developed a number of models that indirectly affect the fuel consumption of forklifts through order
sequencing, storage allocation, and path minimization [19–23]. However, these models are criticized
for having low flexibility, restricted applicability to the particular operating conditions, and difficulty
being adapted to different warehouse layouts. Thus, these models are difficult to apply in more
complex real-life settings. Moreover, while driver behavior has a direct influence on fuel consumption
and efficiency, it is often neglected in these models. For example, in a recent study [24], it was observed
that drivers with similar tasks had different driving behaviors and that average speed was the most
significant variable affecting the fuel consumption of forklifts.

A number of studies have also investigated the impact of information and communication
technologies (ICT) on fuel consumption and thus on CO2 emissions. For ICT-based scheduling systems
with telematics applications for data communication, it has been shown that positioning and navigation
have a rate of return of 40–75% due to savings in fuel consumption [38,39], and the introduction of
semi-automated computerized route optimization and scheduling systems and onboard monitoring
computers has positively affected fuel efficiency [40]. ICT use at different levels—including vehicle,
company, supply chain, and network levels—has also been shown to have a positive effect on reducing
mileage, fuel consumption, and CO2 emissions [41]. Internet-based freight applications that match
the consignor’s demand and the carrier’s supply provide an efficient way to find the right truck and
to organize the delivery process in a way that decreases empty travel distances, and thus improves
average vehicle load and fuel efficiency while reducing CO2 emissions [18].
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Table 1. Factors affecting fuel consumption.

Categories Factors

Vehicle-related

Vehicle curb weight
Vehicle shape

Engine size/type
Engine temperature

Transmission
Fuel type/composition

Oil viscosity
Other characteristics (maintenance, age, accessories, etc.)

Environment-related

Roadway gradient
Wind conditions

Ambient temperature
Altitude

Pavement type
Other

characteristics
(humidity, surfaceconditions, etc.)

Travel-related
Speed

Acceleration/deceleration
Congestion

Driver-related
Driver aggressiveness

Gear selection
Idling time

Operations-related

Fleet size and mix
Payload

Empty kilometers
Number of stops

Source: [17,18].

With the advancement of ICT and the proliferation of sensors, companies are now able to capture
multivariate time series datasets related to vehicle use. Over the last decade, a number of studies
have analyzed large amounts of road freight transportation data in order to identify key parameters
and their effects on fuel consumption. For example, data from a global positioning system have been
shown to be effective in predicting the driving and idling fuel consumption rates of heavy vehicle
fleets [13,15,42]. Among the key parameters collected from the sensor data of heavy-duty vehicles,
the most important for fuel consumption are vehicle configuration, speed, payload factors, traffic
congestion, and regenerative braking [43]. Differences in the operating environment of long-haul trucks
and customer usage also play an important role in fuel efficiency [44], and the analysis of logging data
revealed real-world driving behaviors that have a major influence on fuel economy [16]. In addition,
big data analysis obtained from digital tachographs demonstrated the importance of driving patterns
such as acceleration/deceleration, speed, and revolutions per minute [14] on fuel efficiency. Overall,
these studies confirmed previously established factors for efficient fuel consumption.

While recent studies, including sensor-based studies, have already discovered a number of factors
that affect vehicle fuel consumption, the majority of them have studied these factors separately, and
thus only provide a partial understanding of existing fuel consumption factors. To overcome this, a
specific theory of complementarities has been advanced to show that changing only one factor might
not come close to achieving the benefits that are available using a system of specific complementarities
that are addressed in a purposeful and synchronized manner [45]. In the present study, we apply a
methodology that can potentially demonstrate which complementary factors can be studied together in
order to improve fuel efficiency. We also focus on fuel consumption as a dependent variable but do not
disregard the relationship between fuel consumption and the productivity of a vehicle. Moreover, in the
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present study we focus on one specific and homogeneous type of heavy-duty vehicle—medium-range
forklifts—and thus present a unique and detailed analysis of factors that affect fuel consumption.

3. Method

This study’s empirical basis was a particular company that is a leading global provider of heavy
industrial vehicles with lifting capabilities, such as forklifts, reach stackers, and terminal tractors. The
company’s key customer segments include industrial ports, saw mills, and steel mills. The choice of
company can be explained by the crucial importance of the transport and logistics sector for economic
growth and employment [11,46,47], and current studies demonstrate that this industry has undergone
significant development in terms of activities and employment [48]. The demand for road freight
transport and logistics services is continuously growing [49], and thus the productivity of this industry
has a significant impact on environmental sustainability with regard to CO2 emission reductions [41].
Although the road freight transport industry is important for the social and economic development
of a country, this industry is characterized by environmental, social, and competitive pressures, as
well as by demanding customers [50]. Under these conditions, digital technologies are seen as the
main enabling tool for effective and efficient operations [18,41], and transport and logistics companies
increasingly depend on their ability to use these technologies in analyzing fuel consumption in order
to move freight on time with reduced damage to the environment.

The study of the company’s vehicles was motivated by several factors. Connectivity of vehicles is
a part of the company’s strategy, and the number of connected vehicles is constantly increasing. The
company is in the transition process with the introduction of sensor data technologies and has a large
enough set of vehicles with data sensors sending daily operational data from various countries and
customer segments. The sensors on the vehicles send a vast amount of data to the company cloud
regarding the usage and performance of the vehicles, e.g., accumulated distance, forward and reverse
directions, speed, time, load, temperature, and fuel. The data indicate that diesel fuel consumption
varies quite significantly between different customers, and this was the impetus for this study to
attempt to identify key determinants of fuel consumption in relation to productivity. Below, the data
collection procedures and analytical method are presented in detail.

3.1. Sample and Data Collection

For the purpose of analyzing what factors affect fuel consumption, a homogeneous group of
vehicles, i.e., medium-range (9–18 tons) forklifts, which are primarily designed to lift and move
materials over short distances, were chosen, and the data were collected daily from 1 January 2017 to 31
December 2017. The main concern from the company under investigation was that the available data
indicate that diesel fuel consumption varies quite significantly between different industry segments.
The final data sample was represented by 285 forklifts constructed during 2012–2017, including 13
forklift models, 5 engine models, and 3 transmission models. The forklifts operated in 16 countries,
primarily in the US (16.5%), Great Britain (13.9%), and Germany (12.5%), and in 15 industry segments
(Figure 1), including sawmills (34%), material handling and logistics (26%), brick and concrete industry
(9%), and steel mills (6%).

Descriptive statistics are presented in Table A1 (Appendix A). The independent (explanatory)
variables used in this study were chosen based on previous studies that identified them as significant
for fuel consumption. Among these variables are vehicle distance, speed, number of idles, shock
and overload occurrences, engine, driving and idle time, and time spent in different driving modes,
time spent and number of lifts in different workload spectra, and variables related to ambient, engine
coolant, hydraulic, and transmission oil temperature. For the 285 forklifts, the average forklift drove
29.8 km per day with an average speed of 6.6 km per hour, carrying a total weight of 661 ton and lifting
176 loads. The average time per day that the engine was running while the vehicle was moving or
using load handling function was 9.5 h, and the average number of hours a vehicle was idling was 4.1 h.
The average time during which a vehicle carried a very heavy load was 0.2 h. On average, the majority

49



Sustainability 2019, 11, 6708

of forklifts spent their working time in different workload spectra, but most of them did not spend
significant time in heavy load spectra. The average ambient temperature was 16 ◦C, and the engine
coolant temperature, hydraulic fluid temperature, and transmission oil temperature did not exceed
their limits. The dependent (output) variables were provided by the company and included average
fuel consumption per day, engine hour, load, ton, and ton-meter. On average, one forklift consumed 65
L of diesel fuel per day, 7 L per hour, 1.6 L per load, 0.7 L per ton, and 0.02 L per ton-meter.

 
Figure 1. Distribution of vehicles among industry segments.

3.2. Data Preparation and Analysis

The aim of this study was to explore fuel consumption factors using a number of underlying
explanatory variables. Partial least-squares regression (PLSR) is a regression method that allows for
the identification of latent variables (linear combinations of explanatory variables) and their effects
on response variables [51]. Over the last decade, this method has become widely used in various
fields of business research, including the Information Systems discipline, marketing, and strategic and
operations management [52]. In addition, this method has become popular in the analysis of factors
affecting fuel consumption [53,54]. MATLAB software was used for the PLSR analysis.

PLSR is a method that is used for modeling linear regressions between multiple, possibly correlated,
explanatory variables and multiple dependent variables. This method combines the basic functions
of canonical correlation analysis, principal component analysis, and multiple regressions [55]. The
least-squares solution for multiple linear regression [56]:

Y = XB + ε, (1)

is given by:
B = (XTX) −1XTY. (2)

The problem is that XTX is singular, either because the number of columns (variables) in X exceeds
the number of rows (objects) or because of collinearity. PLSR circumvents this by decomposing X to
orthogonal scores T and loadings P:

X = T P. (3)

Furthermore, PLSR regresses Y on the first column of the scores, and its aim is to incorporate
information on both X and Y in the definition of the loadings and scores. The loadings and scores are
chosen in such a way as to describe, as much as possible, the covariate between X and Y.
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PLSR overcomes two key challenges of classical regression methods, namely a large number of
correlated explanatory variables and a small sample size with a large number of predictors [57]. Another
important advantage of PLSR is that it does not have many specific assumptions for the analyzed data.
The data only need to be relatively normally distributed (Figure A1, Appendix B) and cleansed of
influential outliers prior to analysis [58]. Correlation coefficients between explanatory variables were
strong and significant in most cases, demonstrating potential multicollinearity. Therefore, PLSR was
an appropriate method for analyzing the available data.

4. Results

The PLSR technique was used to analyze the effect of the explanatory variables on fuel-related
dependent variables. First, the prediction ability of key PLSR models with dependent variables, such
as liters per day, liters per hour, liters per load, liters per ton, liter per ton-meter, was established by
the percentage of variation accounted for by the principal components. Second, key drivers of fuel
consumption in relation to productivity were extracted by analyzing the normal probability plots and
bar loads of the most important regression variables.

4.1. Prediction Ability

The choice of PLS factors was made by exploring the percentage of the variance explained in the
response variables (Figure A2, Appendix C) and the root mean of the dependent variables. Table 2
provides the percentage variation accounted for by the PLS factors.

The first nine PLS factors included all of the variance information for X and Y. First, by using
39.063% of the information in potential influencing factors, the first nine PLS factors explained 95.984%
of the variance in fuel consumption per day. Second, for 40.722% of the information in potential
influencing factors for liters per hour, the first nine PLS factors explained 59.729% of the variance.
The percentage of variations accounted for by PLS factors demonstrates that fuel per time unit (day
and hour) are promising dependent variables to explain fuel consumption reductions based on the
available explanatory variables. Third, for 40.451% of the information in potential influencing factors,
the first nine PLS factors explained 38.719% of the variance in liters per load. Fourth, for 40.259% of
the information in potential influencing factors, the first nine PLS factors explained 32.045% of the
variance in liters per ton. Fifth, for 41.377% of the information in potential influencing factors, the first
nine PLS factors explained 28.251% of the variance in liters per ton-meter. The percentage of variation
accounted for by PLS factors demonstrates that the models do not have strong predictive ability from
the explanatory variables in relation to the constructed variables of fuel consumption per load, per ton,
and per ton-meters. Thus, more explanatory variables can improve the predictive ability in relation to
fuel consumption per load, per ton, and per ton-meters. These dependent variables can also be subject
to further examination of whether they account for relevant activities and measures in the physical
world in order to find ways to reduce fuel consumption.

4.2. Key Determinants of Fuel Consumption and Productivity

Normal probability plots and bar loads were used to demonstrate the most important regression
variables. Normal probability plots helped us to find cut-off limits in order to select important variables
for fuel consumption (Figure A1, Appendix B). We began our analysis by focusing on fuel consumption
per day and per hour (Figure 2) and further analyzed what factors affect fuel consumption per load,
per ton, and per ton-meter (Figure 3). On the left-hand side of each figure, bar loads demonstrate the
weight of the most influential factors of fuel consumption decrease and the right-hand side shows the
weight of the most important factors that affect fuel consumption increase.
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Table 2. Variation accounted for by partial least-squares factors.

Latent Factor
Percentage of

Explained
Variance for X

Cumulative
Percentage of

Explained
Variance for X

Percentage of
Explained

Variance for Y

Cumulative
Percentage of

Explained
Variance for Y

Root Mean
Squared Error
of Prediction

Liters per day

1 16.372 16.372 90.645 90.645 12.604
2 5.428 21.800 2.803 93.448 10.548
3 3.245 25.045 1.424 94.872 9.331
4 2.691 27.736 0.542 95.414 8.824
5 2.064 29.800 0.258 95.672 8.573
6 2.168 31.968 0.130 95.802 8.443
7 2.069 34.037 0.091 95.893 8.351
8 2.658 36.695 0.051 95.944 8.299
9 2.368 39.063 0.040 95.984 8.258

Liters per hour

1 15.079 15.079 24.089 24.089 1.485
2 7.374 22.453 21.527 45.616 1.257
3 4.218 26.671 5.083 50.699 1.197
4 3.687 30.358 3.530 54.229 1.153
5 2.481 32.839 2.325 56.554 1.124
6 1.930 34.769 1.598 58.152 1.103
7 1.530 36.299 1.086 59.238 1.088
8 2.706 39.005 0.258 59.496 1.085
9 1.717 40.722 0.233 59.729 1.082

Liters per load

1 14.698 14.698 18.262 18.262 1.126
2 8.888 23.586 13.841 32.103 1.026
3 3.801 27.387 2.870 34.973 1.004
4 1.924 29.311 1.789 36.762 0.990
5 2.312 31.623 0.832 37.594 0.984
6 2.810 34.433 0.419 38.013 0.980
7 2.278 36.711 0.343 38.356 0.978
8 2.167 38.878 0.222 38.578 0.976
9 1.573 40.451 0.141 38.719 0.975

Liters per ton

1 15.628 15.628 14.153 14.153 0.528
2 7.723 23.351 12.18 26.333 0.489
3 3.795 27.146 2.602 28.935 0.481
4 2.159 29.305 1.621 30.556 0.465
5 2.574 31.879 0.654 31.210 0.473
6 2.701 34.580 0.326 31.536 0.472
7 2.179 36.759 0.260 31.796 0.471
8 1.871 38.630 0.151 31.947 0.470
9 1.629 40.259 0.098 32.045 0.470

Liters per ton-meter

1 11.463 11.463 13.663 13.663 0.017
2 11.89 23.353 7.814 21.477 0.016
3 3.963 27.316 2.839 24.316 0.106
4 2.466 29.782 1.888 26.204 0.015
5 3.012 32.794 0.795 26.999 0.015
6 2.520 35.314 0.508 27.507 0.015
7 2.187 37.501 0.386 27.893 0.015
8 2.018 39.519 0.221 28.114 0.015
9 1.858 41.377 0.137 28.251 0.015
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Figure 2. Bar loads of the most relevant variables for fuel consumption per time (liter/day, liter/hour).

The results demonstrated that high fuel consumption per day was mainly caused by distance driven
and time-related parameters, such as production, engine, hydraulic driving, and idling hours. Low
fuel consumption per day was strongly associated with minimum ambient temperature, and among
the different countries, Norway demonstrated the most efficient fuel usage. High fuel consumption
per hour depended strongly on distance driven, average speed, and weight lifted. In comparison to
other customer segments, the material handling and logistics segment was shown to be the most fuel
efficient. Overall, the results demonstrate the importance of travel-related, operations-related, and
driver-related factors on fuel consumption per unit of time. Interestingly, the results demonstrated
that leaving machines idling for a shorter time period might lead to fuel savings per hour, but in the
long run this led to high fuel consumption per day. The results also demonstrated that high hydraulic
fluid temperatures can waste fuel, and thus this has to be addressed through maintenance in order to
maintain a stable hydraulic system.
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Figure 3. Bar loads of the most relevant variables for fuel consumption and productivity (liter/load,
liter/ton, liter/ton-meter).
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The results further demonstrated that high fuel consumption per load, per ton, and per ton-meter
was associated with time spent in a specific load spectrum. For example, time spent in the load
spectrum of 20–30 tons was associated with high fuel consumption per load, per ton, and per ton-meter.
Interestingly, a number of lifts in specific load spectra and time spent in these lead spectra in some
cases have different effects on fuel consumption. While these factors and their effect as such are
interesting, the present study’s aim was not to consider one or two factors and their effect on fuel
consumption but the whole system of factors together. Overload hours were also associated with high
fuel consumption per load and ton. For other segments, the wood products industry was shown to be
efficient in terms of fuel consumption and productivity. Although somewhat counterintuitive, total
loads lifted and total weight were associated with fuel-saving per load, per ton, and per ton-meter. On
the one hand, this can be explained by short distances driven by forklifts, on the other hand, while the
less loaded a forklift the less efficient it is, a heavier loaded forklift is more efficient until a certain level
and a non-linear behaviour occurs because of the scale effects. This can also be explained by all three
dependent variables not having a fixed ratio of driving/lifting/weight for vehicles, and thus to establish
how fuel consumption can decrease without losing productivity these variables must be reconsidered.

5. Discussion

While fuel costs are increasing and governments are taking actions towards reducing greenhouse
gas emissions, manufacturers and users of heavy-duty equipment are struggling to reduce fuel
consumption while improving the productivity of vehicles. Although factors related to fuel
consumption are a heavily researched area in road freight transportation and logistics field, the current
state of knowledge demonstrates a gap with respect to complementary factors and their interactions,
which can reduce fuel consumption and improve the productivity of heavy-duty equipment [1] and,
therefore, align with both ecological sustainability and economic productivity. Moreover, making sense
of newly collected data via sensors over an extended time period presents another challenge in relation
to fuel consumption and productivity. This study attempted to respond to the need for companies to
move towards cleaner productivity by finding patterns in a large dataset that are indicative of fuel
efficiency and cleaner productivity of heavy-duty equipment, which, in our case, was medium-range
forklifts. The present study advances the current literature in the following important ways.

First, our results contribute to the literature that investigates factors of fuel consumption and
productivity in the field of road freight transportation and logistics [13,14,16]. In contrast to previous
studies, which approached fuel consumption factors in a monolithic manner, studying one or a few
factors per study, the present study shows that when several factors are considered at the same time and
for a larger set of forklifts that operate in natural settings for a longer time, a more complex situation
emerges regarding the factors that affect fuel consumption and thus CO2 emission. For the first time,
this study shows that various factors that have been established as drivers of fuel consumption, when
considered jointly, may manifest conflicting contradictors and non-linear behaviour.

Second, our results also contribute to the limited literature that focuses on models that
indirectly affect fuel consumption of forklifts through order sequencing, storage allocation, and
path minimization [19–23]. These studies are mostly criticized for restricted applicability to the
particular operating conditions and difficult application in complex real-life settings. In the present
study, we collected and analyzed longitudinal data of forklifts in real-life use. The results from this study
reveal that mostly travel-, driver-, and operations-related factors complement each other to increase
fuel consumption per unit time, including distance, average speed, and time-related parameters, such
as production, engine, hydraulic, driving, and idle hours. The results also demonstrate the importance
of the environment- and vehicle-related variables. Additionally, particular industry segments and
countries are shown to be more effective in terms of fuel consumption.

Third, besides complementary fuel consumption drivers, the present study supports currently
limited evidence on the importance of driver behaviour of forklifts [24]. In contrast to current studies
that focus on driver behaviour in freight transportation and logistics in general, there is a limited

55



Sustainability 2019, 11, 6708

number of studies that investigate driver behaviour of forklifts in relation to fuel consumption and
productivity. The results of the present study demonstrate that driver behavior such as compliance to
speed limits and idling can significantly affect the fuel consumption per time unit of a forklift. The
impact on fuel efficiency and productivity by this behavior is often highlighted as a promising research
direction to identify fuel-saving practices, and the results from this study confirm the importance of
driver behaviour as a complementary factor.

The results of the present paper are important for practitioners who focus on drivers of fuel
consumption and productivity. In general, the present study demonstrates that several factors available
through sensors, of various kinds, should be elaborated in a deliberately synchronized manner in order
to improve the fuel consumption and productivity of a vehicle. This study guides practitioners by
informing that when considered jointly, various factors that have been established as drivers of fuel
consumption may manifest conflicting contradictors.

This study has the following limitations. First, we used only one homogeneous group of
vehicles—medium-range forklifts. The analysis can further be applied to a different range of forklifts
and adjusted to different types of heavy-duty vehicles, such as reach stackers and tractors. Second, the
daily dataset was analyzed for one year and is expandable to include more vehicles and to uncover
new patterns in fuel consumption over a longer time. The data from the sensors were sent every
second; thus, a more detailed analysis of fine-grained data might also bring new insights into patterns
of fuel consumption. Third, the analysis was done on the vehicle level and might further be extended
by focusing on the individual driver level. Therefore, future studies over a longer time span and on
a larger scale might help to discover new patterns that can be used to adjust fuel consumption and
productivity. Finally, while we applied the systems approach of the complementarity theory [59],
future experimental studies can explore the nature of the interactions of the various factors identified.

6. Conclusions

In the present paper, an analysis of sensor data aimed at discovering drivers of fuel consumption
and productivity was carried out. Most previous studies have focused only on one or a few factors
that affect fuel consumption in terms of liters of fuel consumed, and little attention has been paid
to complementary relationships among them and their effect on fuel consumption and productivity,
which was the target in the present study. An evaluation of the effect of several explanatory variables
on fuel consumption revealed the considerable effect of distance, average speed, and time-related
variables on overall fuel consumption per unit time. The analysis also demonstrated the importance of
activities in different workload spectra and overload hours in relation to fuel consumption per load,
per ton, and per ton-meter. In addition, for activity-based parameters, particular industry segments
and countries were shown to be more efficient in terms of fuel consumption. In contrast to previous
studies, this study demonstrated which combinations of fuel consumption factors can be used to
further establish complementary relationships between factors. The results of the study can further be
used to conduct controllable experiments to explore the nature of the interactions among particular
factors, among which complementary relationships emerge. The results of the study can also be used in
a more detailed analysis of forklift activities in different workload spectra and for different dependent
variables. The results can also be used to further explore practices in fuel consumption in different
countries and industry segments to formulate a list of the best practices. Thus, further analysis can
bring new insights into how to reduce fuel consumption and become more cost effective without losing
vehicle productivity.
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Appendix A

Table A1. Descriptive statistics of variables used in the analysis.

Variables
Unit of

Measurement
Description Mean

Standard
Deviation

Counters

Distance forward km Total distance forward covered by a
vehicle during a specific time period 24.463 20.707

Distance in reverse km Total distance in reverse covered by a
vehicle during a specific time period 5.333 6.412

Total distance km Total distance covered by a vehicle
during a specific time period 29.796 24.230

Idle occurrences number Number of times when a vehicle has been
idling without performing/producing 8.310 8.867

Shock occurrences number

Number of shocks (hard braking,
crashing into the bumper, crossing a
railway, and any other jarring events)

experienced by a vehicle

58.240 102.521

Number of
overloads number Number of times a vehicle lifted more

than its rated capacity 15.250 49.380

Total weight ton Total number of tons being lifted by a
vehicle during a specific time period 660.731 727.788

Total loads lifted number Number of loads lifted by a vehicle
during a specific time period 175.850 172.781

Speed average km/h The average speed a vehicle achieves
during a given time period 6.623 3.161

Speed maximum km/h The maximum speed of a vehicle within a
set time period 20.320 6.763

Diesel level
maximum % The filling levels of diesel fuel 84.910 22.906

Battery voltage V The voltage of the battery 17.188 12.718

Time

Driving time hour Total number of hours a vehicle is driven
(speed greater than 0) 5.273 3.778

Hydraulic time hour Total hours of hydraulic function use 2.540 2.004

Idling time hour
Time the engine is running but the vehicle

is not moving or using load handling
functions

4.102 3.519

Engine time hour
Time the engine is running when vehicle

is moving or using load handling
functions

9.509 6.660

Time in ECO mode hour Time the vehicle has been driving in Eco
driving mode 0.919 0.925

Time in Normal
mode hour Time the vehicle has been driving in

Normal driving mode 1.814 1.298

Time in Power
mode hour Time the vehicle has been driving in

Power driving mode 2.239 1.560

Production time hour Engine time minus idle time 5.408 3.936
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Table A1. Cont.

Variables
Unit of

Measurement
Description Mean

Standard
Deviation

Time in overload hour Time during which a vehicle carried a
very heavy load 0.187 0.750

Load spectra (time)

Load spectrum
0–10percentage

time
hour Time during which a vehicle operated in

load spectrum 0–10 2.517 2.418

Load spectrum
11–20percentage

time
hour Time during which a vehicle operated in

load spectrum 11–20 0.488 0.582

Load spectrum
21–30percentage

time
hour Time during which a vehicle operated in

load spectrum 21–30 0.571 0.814

Load spectrum
31–40percentage

time
hour Time during which a vehicle operated in

load spectrum 31–40 0.444 0.687

Load spectrum
41–50percentage

time
hour Time during which a vehicle operated in

load spectrum 41–50 0.288 0.383

Load spectrum
51–60percentage

time
hour Time during which a vehicle operated in

load spectrum 51–60 0.238 0.369

Load spectrum
71–80percentage

time
hour Time during which a vehicle operated in

load spectrum 71–80 0.132 0.264

Load spectrum
81–90percetage

time
hour Time during which a vehicle operated in

load spectrum 81–90 0.094 0.271

Load spectrum
91–100percentage

time
hour Time during which a vehicle operated in

load spectrum 91–100 0.063 0.193

Load spectrum
above

101percentage time
hour Time during which a vehicle operated in

load spectrum above 100 0.255 0.524

Load Spectra (Number of Lifts)

Load spectrum
0–10percentage

counter
number Number of lifts in load spectrum 0–10 36.670 48.323

Load spectrum
11–20 percentage

counter
number Number of lifts in load spectrum 11–20 31.755 41.679

Load spectrum
21–30percentage

counter
number Number of lifts in load spectrum 21–30 27.693 37.146

Load spectrum
31–40percentage

counter
number Number of lifts in load spectrum 31–40 18.240 25.740
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Table A1. Cont.

Variables
Unit of

Measurement
Description Mean

Standard
Deviation

Load spectrum
41–50percentage

counter
number Number of lifts in load spectrum 41–50 13.190 24.116

Load spectrum
51–60percentage

counter
number Number of lifts in load spectrum 51–60 9.833 17.099

Load spectrum
61–70percentage

counter
number Number of lifts in load spectrum 61–70 7.676 15.649

Load spectrum
71–80percentage

counter
number Number of lifts in load spectrum 71–80 4.699 10.615

Load spectrum
81–90percentage

counter
number Number of lifts in load spectrum 81–90 2.34 7.699

Temperature

Ambient
temperature

minimum

◦C Minimum ambient temperature during a
given time period 10.940 8.045

Ambient
temperature
maximum

◦C Maximum ambient temperature during a
given time period 20.770 9.290

Ambient
temperature

average

◦C Average ambient temperature during a
given time period 16.190 8.371

Engine coolant
temperature

average

◦C Average engine coolant temperature
during a given time period 78.312 11.117

Hydraulic
temperature

average

◦C Average hydraulic temperature average
during a given time period 44.889 13.079

Transmission oil
temperature

average

◦C Average transmission oil temperature
during a given time period 63.907 12.515

Fuel-related Variables Per Time Unit

Fuel used Liter/day
The amount of fuel consumed by a

vehicle during a specific time period (per
day)

65.409 47.196

Fuel used per hour Liter/hour Average fuel consumption per engine
hour 7.031 2.391

Fuel used per load Liter/load Average fuel consumption per load 1.604 7.398

Fuel used per ton Liter/ton Average fuel consumption per ton 0.691 4.925

Fuel used per
ton-meter Liter/ton-meter Average fuel consumption per ton-meter 0.0216 0.264
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Figure A1. Normal probability plots of the most relevant variables for fuel consumption (liter/day,
liter/hour, liter/load, liter/ton, liter/ton-meter). The data that did not follow the straight line were used
to find cut-off limits in order to select important variables for fuel consumption.
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Figure A2. The choice of partial least-squares factors based on explained variance, preserving the
essence of the original data (liter/day, liter/hour, liter/load, liter/ton, liter/ton-meter). Those factors that
accounted for little variation were excluded from the analysis.
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Abstract: Employees use mobile phones for several information processes at work, either in relation
to their work or their personal life. This study uses descriptive statistics and regression analysis in
order to identify which information processes are accessed by employees to reach their personal
and professional goals when using mobile phones at work, using a sample of 368 professionals
from different fields in Romania. The results of the study show that messaging applications (e-mail,
sms, Messenger, Whatsapp, etc.) and searches for information on the Internet are the biggest time
consumers for personal purposes, while telephone conversations (voice only) and searches for useful
information on the Internet are the biggest consumers of working time for professional purposes.
Based on the opinions of employees, we found that the most important effect of mobile phone use at
work for personal purposes lies in the fact that it helps employees be more productive through a better
work–life balance. The mobile phone was originally designed as a personal device, but today, since
employers are allowing or requiring its use, during work, it is also used for professional purposes.

Keywords: mobile phone; information processes; personal information; professional information;
employees

1. Introduction

The mobile phone can generate social capital, leading to economic, social and political
opportunities [1]. Geser states that before the appearance of mobile phones, formal organizations
had created sophisticated fixed telephone lines specifically for their structural and organizational
purposes [2]. Today, mobile phones are substituting most of the fixed phones and are adding new
functions for the users, such as activity recognition using cell phone sensors [3].

Information is especially useful for developing and sustaining a company’s competitiveness
in terms of its products and services on the market [4–6]. It is achieved by organizational control
of information processes that involve information processing such as the acquisition, recording,
organization, retrieval, display, or dissemination of information. Information processes have been
considered from the information systems theories perspective. We considered the mobile phone as
an instrument used by the individual to perform any generally recognized information processing:
collect, organize, analyze, store (and retrieve), transmit (and receive), process and display. According to
Encyclopedia Britannica, information processing is considered the acquisition, recording, organization,
retrieval, display and dissemination of information [7]. The European Commission provides a
definition of information processing as “any operation or set of operations such as collection, recording,
organization, structuring, storage, adaptation or alteration, retrieval, consultation, use, disclosure by
transmission, dissemination or otherwise making available, alignment or combination, restriction,
erasure or destruction” [8] (p. 33). A similar definition of information processes can be extracted
from Alter, who defines an information system as “a work system whose processes and activities are

Sustainability 2020, 12, 965; doi:10.3390/su12030965 www.mdpi.com/journal/sustainability67
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devoted to processing information, i.e., capturing, transmitting, storing, retrieving, manipulating, and
displaying information” [9] (p. 6).

Smartphones are able to realize any of these information processing types. The focus of human
behavior defines the purpose of the information processing, differentiating professional and personal
purposes. Hence, this study considers two types of information processes involving the use of mobile
phones: personal and professional information processes.

Mobile phones are processing information through different software, accessing many kinds of
information from different information channels. Information processes connect the user with these
channels by the information transmitted or accessed through them (e.g., information processes appear
in the use of e-mail, sms, Messenger, Whatsapp, GPS, Waze, etc.). Therefore, it becomes obvious that
information processes cannot be treated separately from their related information channels. Due to
their various kind of processed information, different software and diverse information channels, this
study considers the different practical use of mobile phones in different information processes: games,
getting evidence through audio-video recordings for the work done (only for professional purposes),
messaging applications (e-mail, sms, Messenger, Whatsapp, etc.), movies/videos viewing applications,
music-listening applications (including on-line radio), online stores, orientation applications (maps,
GPS, Waze, etc.), phone calls (voice only), search for useful information on the Internet, social networks
(Facebook, Twitter, Instagram, etc.), specialized applications made available by the company, and
video calls.

What kind of information processes will bring benefits to companies? Just ones used for
professional purposes? Or could even the information processes used by employees for private matters
sustain their working tasks? This study puts forward several reasons for using mobile phones for
personal information processes at work and also stresses the positive and negative effects of mobile
phone use at work for personal purposes. However, enterprises need to learn how information should
be used in order to generate profitability and be competitive on the market [4], and how a culture of
knowledge sharing could be promoted [10].

Today, mobile phones are replacing computers and are used to call, text, send e-mails, run video
conferences, do micro-blogging, interact on social-networks, surf the Internet, watch and share videos
and pictures, play video games, and utilize a tremendous array of software-driven applications. The
main positive aspects of cell phone use (CPU) reported by other studies comprise the following:

• CPU is positively related to anxiety and satisfaction with life [11];
• CPU counts in positive use for organizations as it is important to have knowledge of market and

share information and keep in touch with clients and superiors [12,13];
• CPU has positive impact on the experience of work and the ability to effectively solve problems

on the spot [12];
• Smartphone promotes autonomy in a workplace, making employees feel better [13].

The main negative aspects to cell phone use (CPU) reported by previous studies include:

• CPU disrupts physical activity behaviour, causing high frequency users to be less physically active
and more sedentary in comparison to low frequency users [14];

• Smartphone users are obsessed with their smartphones [15];
• CPU is negatively related to academic performance [11];
• CPU in the manufacturing sector may not positively contribute to productivity gains [13];
• CPU dependence on smartphones at work may increase workers’ perception of their job

performance and workplace social capital; however, on the negative side, it may lead to the
emergence of smartphone addiction symptoms [15];

• CPU negatively affects attention as focus is on chatting, listening to music and other activities,
while academic activities are neglected and left to suffer [16];

• Excessive use of smartphones separates people from realities [13];
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• When employees use their smartphones to work on their projects from their work, sometimes
they bring stress from their workplaces into their private lives at home, so they cannot separate
their work and non-work lives [13].

Regarding the possible positive or negative influences when using mobile devices at work for
personal purposes, in this study we outline the likely effects that may have an impact on individuals
and organizations. These effects (either positive or negative) are related to productivity, efficiency,
pace of work, work–life balance (WLB), colleagues from work and stress at work. Personal purposes
are related to private life: communication with loved ones, interests regarding home-owning or other
properties (e.g., car, personal goods, etc.), contact with friends and relatives, and also information
regarding friends and relatives. These purposes have nothing to do with work tasks. Professional
purposes are related to the work environment: work tasks, working with colleagues, working hours,
deadlines for specific activities, etc. These purposes should not be related to personal issues. However,
if we take into account that nowadays individuals work long hours every day and private matters
are dealt with at the same time (and sometimes it becomes impossible to do so after working hours),
then a work–life balance (WLB) is needed. The concept of WLB indicates to what extent the job allows
employees to fulfill their personal life needs, considering their working hours. For WLB, mobile
devices play a central role since they constantly provide workers with access to information, keeping
them in touch with other people.

As these two issues recharge the engines of competitiveness—information and technology (mobile
phone, the Internet, etc.), considering the return rates on digital investment [17]—it is important for
managers to give proper importance to this mix if they wish to create a business-friendly, sustainable
and value-added business.

The mobile phone has become a device that many of us cannot not live without, with many aspects
of our daily life being influenced by its use [18]. Data included in the Human Development Index
comprise a component on mobile phone subscription per 100 inhabitants, showing that the number of
mobile subscriptions per 100 inhabitants in Romania between 2000–2010 grew by approximately 10.54
times, from 11.3 to 119.2, reaching a ratio of more than one subscription per inhabitant [19]. As the
percentage of the population using the Internet on various devices grew from 3.6% in 2006 to 59.5%
in 2016 [19], we can assume that the lives of Romanian workers have been influenced by the use of
mobile phones and by Internet connectivity. Smartphone adoption by workers is similar all over the
world; managers are facing the challenge of efficient integration of these new devices into the daily
routine of their workers. It has been found that research is needed not only to determine how more
mindful usage of technology influences employee engagement and effectiveness, but also to determine
how the most effective norms around these practices could be created [20].

Given the large variety of apps available for today’s smartphones, it is quite difficult to describe a
complete taxonomy of areas in which these devices can be used. According to Yim and Gomez, mobile
phones have three major intervention areas [21]:

• Communication with others, generating information, knowledge, emotional support, etc.;
• The process of focusing on information, which is connected to occupational practices and widening

of knowledge, and enriching them;
• Flexibility in life at work.

The focus of our research is on the use of mobile phones at work, its main research question
being how mobile phones are used by employees and for which purposes. We investigated several
characteristics of the relationship between the use of mobile phones at work and which information
processes are accessed by employees for personal and professional purposes, discovering that mobile
phone use, as a knowledge-sharing instrument, is an important aspect at work. We consider that
today, smartphones are the most used mobile devices on the market. In this study, we have not
considered simple mobile phones, with no Internet connection, as nowadays these are rarely used. We
also considered that any available use of a mobile phone involves the participation of an individual
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in an information process, since this device requires the user to acquire, record, organize, retrieve,
display or disseminate information in relation to another individual or software. The phone calls,
video calls, messaging, or use of any available apps involves the participation of an individual in an
information process.

2. Theoretical Framework and Hypotheses

The access to information by means of smartphones is linked to learning processes. In a study
involving students from Jamaica, it was found that when a mobile phone is used as a learning tool,
there is pleasure when using it [22]. In addition, a mobile phone becomes an opportunity to rethink the
higher education system, with students being always ready to use it in the classrooms for learning [22].
The communication function of these devices has consequences for the use of authority. In some cases,
the use of mobile phones leads to the exclusion of authority’s delegation to subordinates, as managers
are always in touch with what is happening in the company [2], being able to call any subordinate on
their mobile phone.

The unlimited access to worldwide sources of information changes the practical perspective
of bounded rationality in decision-making. As Bratianu et al. assume, decision-makers should
acknowledge the fact that good decisions rely on a manifold approach that simultaneously integrates
various types of knowledge, intuition and bounded rationality [23]. From this perspective, the use of
mobile phones at work expands the types of knowledge instantly available to a decision- maker, be it
internal or external information.

This simple device (mobile phone) can also invade people’s personal life. For example, in the case
of doctors, who can be called at any time in their leisure moments, mobile phones bring a way for
patients to notify them in case of urgent need [2]. Ultimately, a mobile phone is seen on the market as a
marketing tool. This is due to the fact that the target audience is directly or indirectly contacted (either
by voice calls or by text messages, etc.), based on the information that phone operators already have
(age, marital status, occupation, domicile, number of children, etc.) [24].

2.1. Knowledge Management through Mobile Phones

The connection of mobile devices with the knowledge management field comes from the fact
that the use of mobile phones expands knowledge-sharing [25]. High availability and ease of access,
for practically any category of information, are basic conditions for knowledge sharing that are built
into mobile phones. Access to social networks is, by its very nature, a knowledge-sharing activity.
This wave of change affects the prospects of companies as regards the use of mobile phones in their
information systems and knowledge management system. Pitichat states that, “every single company
needs to work on a flow of information and knowledge in order to develop their employees to make
them more productive” [13] (p. 5). This way, people can share information and knowledge easily for
several purposes, whether personal or professional.

The use of smartphones, flows of information and knowledge in and out of an organization, without
borders, creates a richer and potentially more effective information environment. Bratianu stresses
that knowledge flows from individuals to groups of people and then to the whole organization [26],
and, since organizations are open systems, knowledge flows across boundaries towards external
business environments.

The adoption of smartphones at work has also been assessed by Ahmed et al. using a Technology
Acceptance Model (TAM) [27]. Using this model, the author explains the perceptions of using new
technologies, underlining their ease of use and usefulness that, in turn, affects the intention of adopting
social media as a tool for knowledge sharing [27]. The TAM model has been widely applied in research
on the use of social media for knowledge sharing as a means of looking into different scenarios for
knowledge sharing, and for emerging Information Technology (IT) [27].
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2.2. Differetiating Personal and Professional Information Processes through Mobile Phones

Mobile and smartphones, together with the Internet, digital television, and smart electronics,
are new technologies that have brought about new e-business opportunities [28]. For instance, more
and more Romanian users are accessing the Internet from their personal mobile phones [28]. This
creates new opportunities for doing business in the online environment, removing several costs for
companies. Chandramat et al. argue that communication barriers with anyone in the world have
disappeared through voice calls, and multimedia messages have become increasingly important, being
real engines of growth, alongside classical voice services [29]. In personal life, mobile phones are
not only used for communicating with others. Smartphones have reached a much higher degree
of utilization through such applications as calendar appointments, social networking, on-line radio,
music, and games applications [30].

Problematic smartphone use is facilitated by such characteristics of technology as easy access, the
possibility of escaping daily life, being able to remain anonymous online, and the frequency of alerts
and messages. Popular apps such as Facebook are designed in such a way that the amount of time
people spend on them increases [31]. The time spent each day (on average) at the workplace accessing
different information channels has reached 1.55 h on social networking sites, and 1.44 h daily on seeking
entertainment on the Internet (e.g., music, movies, videos, etc.), and 1.46 h on knowledge-related
sites [32]. Whatsapp is the most used application, followed by Facebook and Gmail [32].

Mobile games are video games played online via a mobile device, being particularly popular when
downloaded for free (e.g., “premium game”—games played for free and where customers can pay for
extra features), and can be single-player or multiplayer games [33]. Moreover, the social elements of
most mobile games are significant features in current digital gaming, as social networking sites (SNSs)
are successfully integrated and used across many gaming platforms [34]. Earlier findings suggest
smartphone gaming, specifically casual gaming, is one of the main activities users engage in, but it is
not the most popular activity, as social networking (i.e., using Facebook) is more prevalent [34]. While
games can be used during personal time, we believe that they should not be used during working
hours since playing a game requires full visual attention to the game and the periodic use of hands
for controlling behaviour in the game. For these reasons, we consider that spending time playing
games on the mobile phone is highly unlikely to happen during work. That is why we consider that,
in prioritising the time spent on the mobile phone at work, playing games should be one of the last
choices—the main choices should be related to work needs, and the use of professional applications.
Therefore, the following hypothesis has been formulated:

Hypothesis 1 (H1). There is a negative correlation between the use of mobile phones in the workplace for
professional purposes and the use of game applications.

Even if mobile phones do not bring happiness, a recent study reported all respondents had
confirmed that mobile phones make them happier and help them find a job more easily [1]. In another
study, Yim and Gomez report that mobile phones helped respondents reduce their transport costs
and improve their social relationships [21]. At the same time, mobile phones are more effective as
they facilitate better communication for informal groups, beyond any control from organizations [35].
However, given that companies invest in specialized applications for mobile phones (used for
professional purposes), Geser agrees that the use of mobile phones at work for personal purposes
should be regulated by a constant procedure, which should be controlled [35].

According to Pitichat, there are three directions in the use of smartphones at the workplace:
(i) autonomy—many companies have started using a Bring Your Own Device (BYOD) policy that
can reduce costs and increase productivity; (ii) relationships—smartphones have been integrated into
people’s lives. Therefore, it would be counterproductive if companies prohibited employees from
bringing their smartphones to work. Although there are some companies that totally prohibit their
employees from using their own smartphones at work for security reasons, they provide to their
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employees a smartphone to be used at work; (iii) knowledge sharing—every single company needs to
work on a flow of information and knowledge in order to develop their employees and make them
more productive [13]. With the integration of smartphones and social network applications, people
can share information and knowledge more easily [13]. Also, the “internal social networks have also
experienced a rise in popularity, offering to employees and managers a knowledge-share opportunities
and a virtual collaboration platform that keeps e-mail inboxes from being overwhelmed” [13] (p. 5).
Companies have specialized applications, such as cloud computing, social-sharing sites like Facebook,
video-sharing sites like Youtube, and document-sharing site like GoogleDocs [13].

Considering the benefits for the company, there are several acceptable uses of mobile phones in
the workplace. Calling colleagues or partners is a natural use of any phone at the workplace. Text
messaging, such as SMS, has been seen for a long time as a feature of mobile phones. However, the
smartphone supplements classic mobile phone capabilities with computer capabilities. In order to
understand the prevalence of one of the two different uses of smartphones at work, we decided to
verify what kind of capability is most often used: the classic mobile phone (represented by calls and
messaging) or the computer connected to the Internet. We consider the use of specialized applications
made available by the company as most representative of the use of the computer capabilities of
smartphones. Therefore, the second hypothesis has been formulated:

Hypothesis 2 (H2). Most often, the mobile phone is used for professional purposes in the workplace through
specialized applications made available by the company.

The number of outgoing and incoming calls and their duration leads to a considerable amount of
time that is lost through cell phone conversations. In this sense, Colbert et al. argue that research is
needed to set up rules and practices for using technology at the workplace [20], even if there is a study
confirming the discrepancies between what employees declare to be the time spent on phone calls for
personal issues, and the real time spent on mobile phone calls [36].

Donya and Kumah reported that 47% of respondents need a mobile phone to carry out their
working tasks, and by default, the rest of the 53% of respondents use their mobile phones for other
purposes [37]. In another study, more than half of respondents admitted taking their mobile phone with
them wherever they went [12]. Moreover, employees are expected at work to undertake individual
responsibility concerning the use of their mobile phones for personal purposes, so it is advisable that
they use their phones at lunch or tea breaks [12].

As social networks have invaded the virtual environment that employees are logging into every
day, managers have begun to think about how these socialization applications should be integrated
into the practices of companies [38].

Bakhuisen argues that the main categories of information exchange at the workplace are [39]:

• Task information related to tasks at hand, followed by information about the policy and plans of
the organization (sharing vertically or top-down);

• Management information related to results, indicators, and monitoring (leaders need to know
how an organization is performing);

• Social information, often given by the human resources department, covering such topics as
trainings, pensions, or sick leave.

We should add to this list the information accessed from sources outside the organization,
information from open sources or social networks. All these categories of information could be
transferred (sent, uploaded or downloaded) using a mobile phone.

In a study conducted by Londhe et al., most respondents reported being compatible with listening
to music and radio on their mobile phone at work, claiming it helps them reduce stress at the
workplace [1]. At the same time, the use of the mobile phone is associated with a relaxed and positive
working environment [1,40]. Similarly, Wahla and Awan underline that the use of mobile phones at
the workplace for professional purposes has positive effects: it keeps the workers in touch with their
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managers and customers, while employees are kept up-to-date with the information on the market [12].
The findings of the same study point out that employees working in services had reported working
more efficiently with a mobile phone and, therefore being more efficient [12]. Also, as people are
responsible for their use of mobile phones, they do not disturb the work of other colleagues [12].

In addition, the study of Donya and Kumah reported that 26.7% of respondents used their mobile
phone extensively to spread information related to working tasks, while 16.7% used their phones less
intensely for the same purpose [37]. The same authors also reported that 46.7% of respondents do not
use their mobile phone to spread or receive information related to working tasks [37].

According to Wahla and Awan, employees working in production are exposed to risks if they use
their mobile phones while working, having a negative impact on their productivity [12]. Also, mobile
phones distract the attention of employees and can lead to a lower labour productivity, disturbing
the activity of other colleagues [12]. Therefore, it is important for employees to use cell phones only
in cases of emergency during working hours, or for a limited time at lunch time or during other
breaks [12]. The same authors state that text messages have been preferred by employees as they
can hide from supervisors, and the overexploitation of the mobile phones for other than professional
purposes should worry managers [12].

Summarising the arguments above, we can conclude that text messaging might be the first choice
for using a smartphone for personal purposes for the following reasons:

• Employees can hide from supervisors when using their smartphone;
• Duration is considerably lower compared to cell phone conversations, with messaging distracting

the attention of employees from work for shorter period of time;
• Personal interaction is not synchronous, compared to cell phone conversations which require

synchronous interaction, giving the worker more freedom of choice as to when to detract attention
from work;

• Messaging less disturbs the work of other colleagues, compared to phone calls;
• Several messaging applications are now available for social media.

Therefore, the following hypothesis has been formulated:

Hypothesis 3 (H3). Most often, the mobile phone is used for personal purposes in the workplace through
messaging applications (e-mail, sms, Messenger, Whatsapp, etc.).

Nowadays, there are more and more discussions related to smartphone addiction [30,40–44]. In
opposition, Ozkan and Solmaz deny this idea, in particular for Generation Z, saying that this generation
is not addicted but has a habit of using smartphones as it is something usual [45]. This generation
also wants to express its personality through social networks [45]. Kumar and Devi argue that most
social media users are part of a homogeneous group, so the financial investments should follow their
needs [46]. Finally, Potongsangarun et al. discuss the attitude towards mobile phone networks as
being a function depending on three variables: personal factors, behavior and marketing [47]. Tan et al.
admit that using mobile phones, and especially their applications, leads to less face to face interaction,
and, ultimately, to loneliness [48]. As we can see from the previous arguments, social networks are
characterised by a special feature when we look at the information processes. They allow multiple
types of knowledge sharing: sharing thoughts, images and music. These networks enable people
to express their personality and to feel a sense of group belonging. They create more context for
information than simple Internet pages and generate more emotional reactions from users, leading to
powerful emotional attractiveness. Compared to Internet pages, used for searching information, which
are static and passive informational environments, social networks are vibrant, dynamic, emotional
environments. People experience a feeling of connectivity with their friends and acquaintances and, at
work, this need for connectivity can enter into conflict with the need to focus attention on the work to
be done.
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In analysing this conflict, we want to see if the propensity of employees to increase the time
spent using smartphones at work brings an increase or a decrease in time spent on social networks. A
decrease of time spent on social networks, when time spent on smartphone at work increases, will
show that some restraining factors are manifested. In accordance to what has been stated above, this
study hypothesizes that:

Hypothesis 4 (H4). There is a positive correlation between the use of mobile phone at the workplace for personal
purposes and access to social networks (Facebook, Twitter, Instagram, etc.).

3. Research Methodology

3.1. Research Instrument, Data Collection and Sample

The aim of this study is to suggest two regression models to show which information processes
are accessed by employees for personal and professional purposes when using mobile phones at work.
It is a quantitative research that has been conducted using an online research questionnaire.

The questionnaire comprises 24 questions, with many sub-questions (items) that collected the
ratings given by respondents on a 5-point Likert scale (1 = “never”; 5 = “very often” or 1 = “totally
agree”; 5 = “totally disagree”), using rating names adapted to each question. Many of the items
of this tool are related to information processes and information channels accessed through mobile
phones, already discussed in the results of other studies [1,2,13,21,26,30,35,37,40,41,44,49], including
perceptions of the behavior of managers related to the use of mobile devices at work, plus personal data
covering nationality, age, gender, the highest level of education reached in a specific field. However, as
this study focuses only on information processes used at work for personal or professional purposes,
the additional collected data will be used in future research.

Along with the demographic variables, the whole questionnaire includes 95 items. The internal
consistency of the items was tested only on 40 sub-questions in the questionnaire (those used for the
current paper), excluding the items related to demographic variables. The Cronbach’s α coefficient of
these research sub-questions had a value of 0.868 (details in Table 1), higher than 0.600, which indicates
that the internal consistency of the items has been reached.

Table 1. Reliability Statistics for the items used in the current paper.

Cronbach’s α Number of Items *

0.868 40

* The items related to demographic variables were excluded.

This instrument was pretested at the beginning of July 2018 and was subsequently modified. It
was pretested using interviews with 10 specialists in such fields as marketing research, marketing
analysis, engineering and education, who provided feedback and ideas for modifying it. The interviews
were conducted in order to ensure that the items of the questionnaire are understandable and easy to
complete. The participants made improvements, depending on the nature of their experience, both
in terms of question formulation, type of variables and statistical analysis. The main improvements
that have been made to the questionnaire in the pre-testing phase were: the informational channels
were listed in order to clarify the items (for example: messaging applications (E-mail, sms, Messenger,
WhatsApp, etc.), social networks (Facebook, Twitter, Instagram, etc.)); a distinction was made between
telephone calls (voice only) and video calls (video calls) and the possibility of not using the mobile
phone at work at all was also considered.

The questionnaire was distributed by e-mail and on social networks using a message that presented
the study’s aim, so as to stimulate the curiosity of potential respondents and invite them to take part in
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the research. The invitation to fill in the questionnaire also contained a questionnaire link, and was
sent by the authors of this study. To complete the questionnaire, the respondents needed 15 min.

As all the potential respondents could not be counted (as we used such social networks as Facebook),
we have not computed the response rate. Nonetheless, 368 valid responses from professionals working
in Romania in different fields of activity were collected online between mid-July and December of 2018,
using convenience sampling.

Sample respondents (N = 368, see details in Table 2) in the questionnaire included several
socio-demographic characteristics, which can be summarized as follows: Romanian nationality; aged
between 18 and over 48 (with the following distribution: 13% aged 18–23, 39% aged 24–29, 22%
aged 30–35, 14% aged 36–41, 7% aged 42–47 and 5% aged over 48); gender (69% females and 31%
males); highest level of education (with the following distribution: high school 5%, post-secondary
1%, undergraduate degree 42%, postgraduate degree 47% and phd degree 5%). The questionnaire
was completed by people who work in organizations in various fields of production and services (see
details in Table A7).

Table 2. Case Processing Summary.

Responses N %

Valid 368 100.0
Excluded(a) 0 0.0

Total 368 100.0

3.2. Developed Variables And Models and Calculation Of Information Processes Intensity

The proposed regression models are multiple and linear, which implies that the target link between
the variables is proportional, with the occurrence of at least two independent variables. The general
form of the multiple linear model is [50] (p. 90)

Y = β0 + β1 × X1 + β2 × X2 + . . . +βp × Xp + ε (1)

where:

β0 = constant
β1, β2, . . . , βp = regression coefficients for each independent variable
X1, X2, . . . , Xp = independent variables
Y = dependent variable
ε = residual variable

In order to design the regression model showing which information processes are accessed
by employees for their personal purposes when using mobile phones at work, we have used the
dependent variable—use of mobile phone at work for personal purposes (with possible answers
“Yes/No”)—and the independent variables—games, messaging applications (e-mail, sms, Messenger,
Whatsapp, etc.), movies/videos viewing applications, music listening applications (including on-line
radio), online stores, orientation applications (maps, GPS, Waze, etc.), phone calls (voice only), search
for useful information on the Internet, social networks (Facebook, Twitter, Instagram, etc.), specialized
applications made available by the company and video calls (with possible answers the using of these
information processes on a scale from 1—minimum to 5—maximum).

For the regression model showing which information processes are accessed by employees for their
professional purposes when using mobile phones at work, we have used the dependent variable—use
of mobile phone at work for professional purposes (with possible answers “Yes/No”)—and the
independent variables—games, getting evidence through audio-video recordings for the work done,
messaging applications (e-mail, sms, Messenger, Whatsapp, etc.), movies/videos viewing applications,
music listening applications (including on-line radio), online stores, orientation applications (maps,
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GPS, Waze, etc.), phone calls (voice only), search for useful information on the Internet, social networks
(Facebook, Twitter, Instagram, etc.), specialized applications made available by the company and video
calls (with possible answers the using of these information processes on a scale from 1—minimum to
5—maximum).

The dependent variables for both regression models were simple, in line with the aim of the study
to confirm the action of using mobile phone at work for personal and/or professional purposes. As
for the independent variables, these consist of the choices of respondents (in a declarative manner) in
using mobile phones for specific information processes through their related channels.

We have selected the same independent variables as for dependent variables (the action of using
mobile phone at work for personal/professional purposes) in order to maintain data comparability,
except one independent variable—getting evidence through audio-video recordings for the work
done—which is obviously specific only to professional purposes. To select the independent variables,
we took two aspects into account: their discussion in previous studies, and whether they were realistic
for the working environment in Romania.

In the analysis, we also have calculated the intensity of the use of information processes (in
percentages), which represents an indicator related to the distance between minimum and maximum
at which the mean of the use of information processes is located.

Using a scale with responses from 1 (minimum) to 5 (maximum) for using information processes,
the distance between extremities is four intervals (therefore, it will result in the denominator value
5 − 1 = 4). To normalize the numerator between 0–4, it is necessary to subtract a point (so it will result
in the numerator value mean − 1). Therefore, the following formula was used

Intensity of using an informational process P (%) =
(Mean for using the informational process P − 1)/(5 − 1) × 100

(2)

To present synthetic results other than the regression analysis, we have used specific items and
responses in the questionnaire that are described in the results section.

4. Results

Respondents were asked to specify the percentage of time spent on using mobile phones at the
workplace for personal and professional purposes. The results are shown in Table 3.

Table 3. Use of mobile phones for personal purposes at work.

Item Answer Total Percentage

Use of mobile phone for
personal purposes at work

No 62 16.85
Yes 306 83.15

Total 368 100

On one hand, 83.15% of respondents declared using mobile phones at work for personal purposes.
On the other hand, 16.85% denied it. More specifically, respondents in the second category work mainly
in the following areas: public administration, defence and public order, commerce, construction, the
manufacturing and extractive industry, engineering, education, health services, financial and insurance
services, transport.

Being a fairly wide range of industries, we may consider that the use of mobile phones at work
for personal purposes is largely based on individual choice, and is clearly influenced by the personal
characteristics of each person [40]. Besides, the Pearson correlation coefficient between the use of
mobile phones at work for personal purposes and field of activity (0.037) indicates a weak positive
correlation (details in Table A1).

Respondents were also asked if their bosses prohibit and penalize the use of mobile phone for
personal purposes during work. The question had five possible answers on a scale from 1—minimum
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to 5—maximum (1 = “never”; 2 = “rarely”; 3 = “sometimes”; 4 = “very often”; 5 = “always”) and
the results indicated an average of 1.71 with a standard deviation of 1.02. The distribution of the
answers was: 61% never, 16% rarely, 18% sometimes, 3% very often, 2% always. As long as most of the
respondents who are part of this research sample declared that their bosses do not prohibit or penalize
the use of the mobile phone for personal purposes at work, the present study makes sense for using
mobile devices for personal purposes at work.

A total of 68.75% of respondents declared using their mobile phone for work purposes, while
31.25% denied it (details in Table 4). In a further analysis, individuals in the first category are
currently working in the following fields of activity: public administration, commerce, information
and telecommunications (IT), extractive industry, engineering, education, energy production and
distribution, health services, financial and insurance services, shows, cultural and recreational activities,
tourism, hotels and restaurants, and other areas.

Table 4. Use of mobile phone for professional purposes at work.

Item Answer Total Percentage

Use of mobile phone for
professional purposes at work

No 115 31.25
Yes 253 68.75

Total 368 100

According to the Pearson correlation coefficient (−0.133), there is a weak negative correlation
between the field of activity and the use of a mobile phone for professional purposes correlation (details
in Table A2). The ability to use phones at work for such purposes depends on company size, company
policy, leadership, etc.

Most respondents (32%) reported using mobile phones at work, 80% for professional and 20%
for personal purposes. Moreover, 19% admitted the opposite: the mobile phone is used by 20%
of respondents for professional and by 80% for personal purposes. Finally, 16% of them use the
mobile phone 60% for professional and 40% for personal purposes. Extremities indicate that 12%
of respondents use their mobile phone strictly for personal purposes, and only 4% for professional
purposes (see details in Figure 1).

Figure 1. Percentages for personal/professional use of mobile phone at work.
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It is natural for employees to use their mobile phone, depending on the nature of their work.
For example, in the back office, it is normal for financial services to use mobile phone discussions
in order to solve specific problems, while in the field of constructions, at the workplace, it is very
important for the mobile phone to be used with caution when performing tasks in difficult working
conditions. Finally, for the considered sample, the mobile phone shows its functionality, especially
from a professional point of view.

4.1. Personal Use of Mobile Phone in Information Processes at Work

Respondents were asked to tick on a scale from 1 (never) to 5 (very often) how they use the mobile
phone for personal purposes at work. This question does not go into personal details (how much time
is dedicated to discussions, with whom are the discussions, what kind of information is being searched
on the Internet, etc.). Instead, the item provides a global view of the types of information processes
that are accessed at work and are not related to working tasks.

Table 5 shows the averages for each of the personal information processes taken into consideration
and the significant differences between groups, considering the following demographic variables:
gender, age and the highest level of education.

Table 5. Personal information processes at work through different information channels (ranked
decreasingly) and significant differences between groups.

Personal Information Processes
Mean

(N = 368)
Std. Deviation

p for Kruskal Wallis Test *

Gender Age Highest Level of Education

Messaging applications (e-mail, sms,
Messenger, Whatsapp, etc.) 3.59 1.18 0.118 0.002 0.843

Search for useful information on the Internet 3.43 1.24 0.191 0.029 0.663
Phone calls (voice only) 3.34 1.10 0.771 0.986 0.958

Social networks (Facebook, Twitter,
Instagram, etc.) 3.01 1.34 0.185 0.000 0.470

Orientation applications
(maps, GPS, Waze, etc.) 2.45 1.39 0.058 0.634 0.721

Online stores 2.17 1.21 0.652 0.106 0.300
Music listening applications (including

on-line radio) 2.11 1.38 0.408 0.002 0.224

Specialized applications made
available by the company 1.96 1.30 0.234 0.639 0.368

Movies/videos viewing applications 1.88 1.20 0.128 0.007 0.032
Video calls 1.39 0.77 0.066 0.049 0.164

Games 1.35 0.77 0.011 0.000 0.001

* p < 0.05.

Most employees use text messaging applications (e-mail, sms, Messenger, Whatsapp, etc.) with
an average of 3.59 out of five (intensity of use of 64.75%). The intensity of 64.75% was obtained as
follows: (3.59 − 1)/4 × 100. Therefore, hypothesis H3 “Most often, the mobile phone is used for personal
purposes in the workplace through messaging applications (e-mail, sms, Messenger, Whatsapp, etc.)”
has been validated.

In addition, employees search for useful information on the Internet with an average of 3.43 and a
level of intensity of 60.75%. Finally, they use phone calls (voice only) with an average of 3.34 (intensity
of use—58.5%). The lowest average was recorded for games: 1.35, with intensity of use of only 8.75%.

The distribution for the considered sample is not normal, so that, in order to test the significant
differences between groups considering demographic variables, was used the nonparametric test
Kruskal Wallis. With 95% confidence, it can be stated that there are significant differences between
males and females regarding the use of games for personal purposes at work. The results indicate
significant differences between the considered age groups for personal use of mobile devices at work
for: messaging applications (e-mail, sms, Messenger, Whatsapp, etc.), the search for useful information
on the Internet, social networks (Facebook, Twitter, Instagram, etc.), music listening applications
(including online radio), movies/videos viewing applications, video calls and games. Also, there are
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significant differences between groups that have different levels of education for personal use of mobile
phone at work for movies/videos viewing applications and games.

The first four highest averages indicate that employees want to communicate with other people
either through text messages or voice calls. Further, they want to be aware of what is happening outside
their working environment, accessing useful information from the Internet, but also by using social
networks. While the personal information processes that employees choose at work have previously
been reported, the reasons why employees use mobile phones for personal purposes at work are listed
below. Respondents were asked to tick on a scale from 1 (totally disagree) to 5 (totally agree) for what
reasons they use mobile phone for personal purposes at work (see details in Table 6).

Table 6. Reasons for using mobile phone for personal information at work (ranked decreasingly).

Reasons for Using Mobile Phone
at Work for Personal Purposes

Mean
(N = 368)

Std. Deviation

Phone helps me to find out if
something bad happens to loved

ones
4.39 0.89

The phone helps me to find out if
there are critical issues with my

home or property (car, home, etc.)
4.13 1.06

The phone helps me to schedule
my time after work, by contacting

friends and relatives
3.81 1.08

The phone helps me know more
about relatives, friends, etc.,

through social networks
3.20 1.32

The most common reason respondents give for using the mobile phone at work for personal
purposes, is the need to know that loved ones are safe. Secondly, the same need for safety is related
to personal goods or properties. At the same time, the mobile phone is useful for work–life balance,
helping employees schedule their time after work. Again, the need to get information about friends or
relatives is important, so employees connect to social networking in order to keep up with the news.
All the reasons checked by respondents have an intensity level of over 55%, with an average over 3.20
from 5.

When the mobile phone is used in the workplace for personal purposes, depending on the
working conditions (how close employees are working, if there are possible recreational facilities, etc.),
individual positive or individual/collective negative effects may occur.

For the results below, respondents were asked to tick on a scale from 1 (totally disagree) to 5
(totally agree) for how they use the mobile phone for personal purposes at work. We considered that
using the mobile phone at work for professional purposes is a positive behavior, hence, we asked the
respondents only about the positive or negative effects of the personal use of the mobile phone. We
developed a scale of answers based on information from the pretesting phase.

The results from Table 7 show an interesting phenomenon: with an average of 3.17 out of 5 (54.25%
intensity), employees have agreed that the mobile phone improves their efficiency, while with an
average of 2.65 out of 5 (and intensity of 41.25%), they said they work more efficiently when they do
not have the mobile phone next to them. Of course, there are many other negative effects that may
occur at work when using mobile phone for personal purposes: slowing the pace of work, distracting
attention, stress, and even disturbing other colleagues’ activities. Finally, the best benefit of using a
mobile phone in the workplace for personal purposes is having a work–life balance, resulting in better
productivity (with a mean of 3.18 out of 5).
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Table 7. Effects that come after using phone at work for personal purposes (ranked decreasingly).

Effects Mean (N = 368) Std. Deviation

Positive

Phone helps me to be more productive because it keeps my
work–life balance 3.18 1.18

The mobile phone used in the workplace for personal purposes
improves my efficiency 3.17 1.22

Negative

Message communication at work slows my pace of work 2.72 1.28
The mobile phone used at work for personal reasons distracts me 2.69 1.27

I work more efficiently when I do not have my mobile phone next to me 2.65 1.39
Colleagues disturb the activity of other colleagues when they use the

mobile phone for personal purposes 2.48 1.30

Phone calls with family and friends at work reduce my productivity 2.48 1.22
Using personal mobile for my personal purposes stresses me at work 1.89 1.07

The second hypothesis, related to personal purposes, H4 “There is a positive correlation between
the use of mobile phone at the workplace for personal purposes and access to social networks (Facebook,
Twitter, Instagram, etc.)”, has been validated too.

Mobile phone use in the workplace for personal purposes, related to accessing social networks
(Facebook, Twitter, Instagram, etc.), is positively and weakly correlated, with a correlation coefficient
of 0.386 (details in Table 8). In other words, the more the mobile phone is used at work for personal
purposes, the more social networks (Facebook, Twitter, Instagram, etc.) are among the information
processes chosen by employees.

Table 8. Pearson coefficient for testing hypothesis H4.

Pearson Correlations Coefficient (N = 368)

Personal purposes Social networks (Facebook, Twitter, Instagram, etc.)
Personal purposes 1 0.386 *

Social networks (Facebook,
Twitter, Instagram, etc.) 0.386 * 1

* p < 0.01.

4.2. Professional Use of Mobile Phones in Information Processes at Work

The other hypothesis is related to professional purposes; H1 “There is a negative correlation
between the use of mobile phone in the workplace for professional purposes and games applications”
has been validated.

Mobile phone use in the workplace for professional purposes, related to accessing gaming
applications, is negatively and very weakly correlated, with a correlation coefficient of −0.044 (details
in Table 9). In other words, the more the mobile phone is used in the workplace for professional
purposes, the less it will be used for gaming applications.

Table 9. Pearson coefficient for testing hypothesis H1.

Pearson Correlations Coefficient (N = 368)

Professional purposes Games
Professional purposes 1 −0.044 *

Games −0.044 * 1

* p < 0.05.

Respondents were asked to tick on a scale from 1 (never) to 5 (very often) what they use the
mobile phone for when using it for professional purposes at work. This question does not go into too
many professional details, but provides a general view regarding the types of information processes
that are accessed at work and are related to the working tasks. Table 10 shows the averages for each
of the professional information processes taken into consideration and the significant differences
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between groups considering the following demographic variables: gender, age and the highest level
of education.

Table 10. Professional information processes at work through different information channels (ranked
decreasingly) and significant differences between groups.

Professional Information Processes
Mean

(N = 368)
Std. Deviation

p for Kruskal Wallis Test *

Gender Age Highest Level of Education

Phone calls (voice only) 3.56 1.45 0.211 0.000 0.458
Search for useful information on the Internet 2.91 1.45 0.084 0.111 0.314

Messaging applications (e-mail, sms,
Messenger, Whatsapp, etc.) 2.83 1.46 0.092 0.007 0.835

Specialized applications made available by
the company 2.14 1.36 0.106 0.075 0.692

Orientation applications
(maps, GPS, Waze, etc.) 2.13 1.33 0.004 0.070 0.237

Social networks (Facebook, Twitter,
Instagram, etc.) 1.90 1.20 0.922 0.316 0.705

Getting evidence through audio-video
recordings for the work done 1.76 1.17 0.009 0.237 0.605

Video calls 1.60 0.97 0.275 0.110 0.371
Online stores 1.48 0.95 0.182 0.668 0.227

Movies/videos viewing applications 1.48 0.88 0.340 0.360 0.438
Music listening applications

(including on-line radio) 1.39 0.85 0.290 0.934 0.175

Games 1.15 0.54 0.164 0.128 0.085

* p < 0.05.

Most employees use the mobile phone at the working place for phone calls (voice only), with an
average of 3.56 out of 5 (an intensity of use of 64%). Moreover, they search for useful information on
the Internet, with an average of 2.91 and level of intensity of use of 47.75%. They also use messaging
applications (e-mail, sms, Messenger, Whatsapp, etc.) with an average of 2.83 (level of intensity of use
of 45.75%). Finally, they use specialized applications, made available by the company, with an average
of 2.14 (an intensity of use level of 28.5%). Therefore, hypothesis H2—“Most often, the mobile phone it
is used for professional purposes in the workplace through specialized applications made available by
the company”—has not been validated.

The lowest average was recorded for games: 1.15, with an intensity of use of only 3.75%. The first
four highest averages indicate that employees need to communicate, either through voice calls or text
messages, with professionals from the work environment. Also, they need to access useful information
from the Internet and use specialized applications made available by the company.

Using the nonparametric test Kruskal Wallis, with 95% confidence, it can be stated that there
are significant differences between males and females in personal use of mobile devices at work for:
orientation applications (maps, GPS, Waze, etc.) and getting evidence through audio-video recordings
for the work done. The results indicate significant differences between the considered age groups
for personal use of mobile phones at work for: phone calls (voice only) and messaging applications
(e-mail, sms, Messenger, Whatsapp, etc.).

4.3. Personal versus Professional Use of Mobile Phone in Information Processes at Work

Taking into account the same types of information processes, we present in Figure 2 a comparison
between how often these processes are used for personal and professional purposes.

The biggest difference between the use of mobile phones in personal and professional information
processes has been recorded for social networks (Facebook, Twitter, Instagram, etc.), which are
most often used by employees for personal purposes. Then, there are big differences for messaging
applications (e-mail, sms, Messenger, Whatsapp, etc.) and music listening applications (including
on-line radio), which are more often used again for personal aims.

Regarding the specialized applications made available by the company, phone calls (voice only)
and video calls, it seems that employees use them more for professional purposes at work. All the rest
of the information processes analyzed are more intensely used for personal purposes.
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Figure 2. Information processes through different information channels: personal vs. professional.

4.4. Regression Analysis

4.4.1. A Model for Personal Use of Mobile Phones at Work and the Information Processes which They
are Used for

Using backward regression analysis method, in the first version of the model, the use of the mobile
phone in the workplace for personal purposes has been made for all the information processes that
appear in the questionnaire (details in Table A3). The final model indicates that the use of a mobile
phone for personal purposes at workplace is only for: social networks (Facebook, Twitter, Instagram,
etc.), phone calls (voice only) and messaging applications (e-mail, sms, Messenger, Whatsapp, etc.)
(details in Table A3). The best version of the model is the eighth, with an adjusted R2 of 0.186 and an
estimated standard error of 0.338 (details in Table A3). For all model variants, p values are 0 (details
in Table A4), so the dependent variable are explained by the action of the independent variables.
The eighth model has been chosen (details in Tables 11 and A4).

Table 11. Regression analysis for personal use of mobile phones at work and the information processes
which they are used for.

Model *
Unstandardized Coeff. Standardized Coeff.

t p
B Std. Error Beta

(Constant) 0.500 0.065 7.668 0.013
Phone calls (voice only) −0.048 0.019 −0.140 −2.483 0.000

Messaging applications (e-mail,
sms, Messenger, Whatsapp, etc.) 0.091 0.022 0.286 4.096 0.000

Social networks (Facebook,
Twitter, Instagram, etc.) 0.073 0.018 0.260 4.074 0.046

Specialized applications made
available by the company −0.028 0.014 −0.096 −2.005 −0.055

* Dependent Variable—Personal purposes.

The model for the considered sample (N = 368) for the use of the mobile phone at work for
personal purposes has significance levels for the variables less than 0.05 (0.013; 0.000; 0.000; 0.046;
−0.055), and is the following:
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Using mobile phone at work for personal purposes = 0.500 − 0.048 × phone calls (voice only) +
0.091 ×messaging applications + 0.073 × social networks −

0.028 × specialized applications made available by the company
(3)

The use of mobile phones in the workplace for personal purposes is very low (it achieves a score
of 0.5 out of a maximum of 5), when employees do not use the mobile phone at all for: phone calls
(voice only), messaging applications, social networking, and specialized applications made available
by the company. This mobile phone use for personal purposes increases by 0.588 when employees
are using mobile phone for: phone calls (voice only), messaging applications, social networking
and specialized applications made available by the company—each of them growing by one unit
(0.500 − 0.048 × 1 + 0.091 × 1 + 0.073 × 1 − 0.028 × 1 = 0.588). It is interesting that when employees
use their mobile phones for voice calls and specialized applications made available by the company,
the general trend of time spent on the phone for personal purposes decreases.

In other words, once personal interests have been resolved by phone calls (voice only) or through
specialized applications made available by the company, the time spent on the phone for personal
purposes should decrease. The model clearly indicates that the biggest productive time spent for
personal purposes appears in messaging applications (e-mails, sms, Messenger, Whatsapp, etc.) and
social networks (Facebook, Twitter, Instagram, etc.).

4.4.2. A Model for Professional Use of Mobile Phones at Work and the Information Processes Which
They Are used for

The first version of the regression model obtained through the backward method links the use
of the mobile phone at the workplace for professional purposes with all the information processes
that appear in the questionnaire (details in Table A5). The final model indicates that the use of mobile
phones at the workplace for professional purposes is only for: phone calls (voice only), online stores
and search for useful information on the Internet (details in Table A5). The optimal version of the
model is the tenth, with an adjusted R2 of 0.331, and an estimated standard error of 0.380 (details in
Table A5). For all model variants, p values are 0 (details in Table A6), so the dependent variable are
explained by the action of the independent variables. Again, the analysis has confirmed that the tenth
model is to be chosen (details in Tables 12 and A6).

Table 12. Regression analysis for professional use of mobile phones at work and the information
processes which they are used for.

Model *
Unstandardized Coefficients Standardized Coefficients

t p
B Std. Error Beta

1
(Constant) 0.051 0.058 0.883 0.378

Phone calls (voice only) 0.160 0.015 0.502 10.371 0.000
Search for useful information on the

Internet 0.056 0.017 0.177 3.341 0.001

Online stores −0.066 0.023 −0.136 −2.846 0.005

* Dependent Variable—Professional purposes.

The model for the considered sample (N = 368) for the use of the mobile phone at work for
professional purposes has significance levels for the variables less than 0.05 (0.378, 0.000, 0.001, 0.05),
and is the following:

Using mobile phone at work for professional purposes = 0.051 + 0.160 × phone calls
(voice only) + 0.056 × search for useful information on the Internet − 0.066 × online stores

(4)

The use of mobile phones at the workplace for professional purposes is very low (with a score of
0.051 out of a maximum of 5), when employees do not use the mobile phone at all for: phone calls (voice
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only), and to search for useful information on the Internet and online stores. The use of the mobile
phone at the workplace for professional purposes increases by 0.201 when the mobile phone is used
by employees for: phone calls (voice only), and the search for useful information on the Internet and
online stores, with each of them growing by one unit (0.051 + 0.160 × 1 + 0.056 × 1 − 0.066 × 1 = 0.201).
As employees use their mobile phone for online stores, the general trend of time spent on the phone
for professional purposes decreases.

In other words, once the professional interests of searching for useful information about online
stores have been resolved, the time spent on the phone for professional purposes should decrease.
The model clearly indicates that the biggest consumers of work time for work purposes are telephone
conversations (voice only) and the searches for useful information on the Internet.

5. Discussion and Conclusions

The use of mobile phones at work has two separate behavioural components. Employees use the
devices for several information processes, some being related to work and others to their personal
life. Most of them are involved in both personal and professional informational processes, during
their working hours. The effects of the use of mobile phones/smartphones at work can be perceived
as positive or negative, based on the resulting productivity [40,42]. The time spent on the use of
mobile phones at work cannot be implicitly considered a waste. If it is spent on solving personal
problems, social networks, personal leisure or comfort-related activities, it reduces working time, thus
reducing productivity. However, that time can also be spent for professional purposes, thus having
positive effects such as keeping the workers in touch with managers and customers, keeping employees
up to date with information on the market and regarding the organizational environment, helping
employees quickly access important information from public or specialized sources, using specialized
software for doing their work. As our study has shown what information processes people access
where they live and work, it contributes to possible future research on social sustainability [51]. We
support this aspect, due to the fact that social sustainability promotes well-being at the workplace and
information regarding the impact of technology on employees. Since this study shows what personal
and professional information processes are accessed by employees at work, the results should be
interesting for decision-makers in companies.

The aim of our research was to propose two regression models that capture what information
processes are accessed by employees for personal and professional purposes when using the mobile
phone at work.

In the first part of the quantitative analysis (mostly with descriptive statistics), we found that only
3% reported not using the mobile phone at work, with 4% using it only for professional purposes,
and 12% only for personal purposes (details in Figure 1). Even if the time on the mobile phone is
spent for personal interests, the overall effect might still be positive for the organization. We have
found that employees reduce their level of stress related to personal issues by staying informed about
their loved ones and their goods (see details in Table 6), thus creating a relaxed, less stressful, positive
working environment. Results also stress that the biggest difference between the use of personal and
professional information processes, in which the mobile phone is used at work, has been recorded
for social networks (Facebook, Twitter, Instagram, etc.), which are most often used by employees for
personal purposes. The biggest differences in favor of professional purposes have been found in the
use of specialized applications made available by the company, phone calls (voice only) and video calls
that employees use more for professional purposes at work.

The most unexpected result was the top positions of the two opinions regarding the positive
effects of the use of mobile phones during work, with averages higher than the other six negative
effects identified (details in Table 7). Employees say the most important effects of using mobile phones
for personal interests are that they help them be more productive because they keep their work–life
balance, and that phones used in the workplace for personal purposes improve their efficiency. A study
based on the opinions of managers might show a different perspective.
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The personal use of mobile devices was more intense than the professional use in eight application
categories out of eleven, showing an imbalance between the personal and professional use of mobile
phones at work (details in Figure 2). Yet, since the mobile phone was originally designed as a personal
device, the fact that today it is used in a significant proportion for professional purposes is a beneficial
fact, convincing many employers not to prohibit its use during work. Moreover, the study has shown
that the possibility of using the mobile phone during working time for personal purposes reduces the
stress of the employees related to personal life uncertainties and risks (details in Table 6), and creates a
work environment based on trust, leading to increased employee performance.

In the second part of the quantitative analysis, we have analysed the two regression models.
Summarizing the findings, the first hypothesis “There is a negative correlation between the use of
mobile phone in the workplace for professional purposes and games applications”, the third hypothesis
“Most often, the mobile phone it is used for personal purposes in the workplace through messaging
applications (e-mail, sms, Messenger, Whatsapp, etc.)”, and the fourth hypothesis “There is a positive
correlation between mobile phone use in the workplace for personal purposes and accessing Social
networks (Facebook, Twitter, Instagram, etc.)”, have been validated. The second hypothesis—“Most
often, the mobile phone is used for professional purposes in the workplace through specialized
applications made available by the company”—has not been validated. Both regression models
provide empirical evidence for these hypotheses (validated or not): the biggest productive time
consumers for personal purposes are messaging applications (e-mail, sms, Messenger, Whatsapp, etc.)
and social networks (Facebook, Twitter, Instagram, etc.) and the biggest consumers of work time
for work purposes are telephone conversations (voice only) and searches for useful information on
the Internet.

Our results proved that preferences for using mobile phones for personal purposes
through messaging and social networks (Facebook, Twitter, Instagram, etc.) remain somewhat
stable [12,40,45,48]. The on-line stores, orientation applications (maps, GPS, Waze, etc.), music listening
applications (including on-line radio), watching movies and videos, video calls and playing games
were statistically excluded by the calculated regression model for personal use of mobile phones at
work. Also, our study has proven that games are not used on the mobile devices at the workplace for
professional purposes [30]. Regarding the use of mobile phones at work for professional purposes
through specialized applications made available by the company, there is currently little emphasis on
this, although there are opinions arguing that the use of mobile phones at work should be regulated by
a constant procedure [35]. The study proved that the use of specialized applications made available
by the company leads to a decrease in the time spent for personal purposes, but the regression
model for the professional use of the mobile phone didn’t reveal a significant impact of this kind
of applications. In fact, the specialized applications made available by the company, messaging
applications, orientation applications (maps, GPS, Waze, etc.), social networks (Facebook, Twitter,
Instagram, etc.), getting evidence through audio-video recordings for the work done, video calls,
movies/videos viewing applications, music listening applications (including on-line radio) and games
were statistically excluded by the calculated regression model for professional use of mobile phones
at work.

We consider that the use of mobile devices at work for personal interests, firstly, through the use
of messaging applications, then for searching information on the Internet and, with a lower intensity,
for voice-calls (details in Table 5), shows that the length of worktime interruption for the satisfaction of
personal interests is important. The employees show they prefer uses that require shorter times, even
if this reduces the consistency of the transferred information.

In using mobile devices for professional interests, the order of intensity of use is reversed. On the
first place are voice-calls, followed by the search for information on the Internet. The use of messaging
applications is in third place (details in Table 10). We consider that this order shows that, in the case of
professional use of mobile devices, the quality of the information flow is more important and not the
time invested in the transfer process.
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Considering the limitations of this study, we must point out that respondents were only from
Romania, without using a sampling scheme, hence the results are not relevant for other geographical
areas. Yet, given the worldwide behavioral similarities in the use of smart phones, we expect that
similar general studies in other countries could show similar results. We collected data on industries in
which the respondents work, in order to be able to analyze their diversity, not for a sampling scheme.
In the questionnaire, we used the Classification of Activities of the National Romanian Economy [52]
to gain a global view of the fields of activities in which employees are currently working (details in
Table A7). Hence, the resulting sample has no representativeness for each industry and the number of
nominated industries (17) is very high relative to the total number of 368 respondents (with an average
of 22 respondents/industry), which shows that no industry is predominant. This paper is limited
regarding any influences from different industries on the usage of mobile phones and any significant
differences between industries in terms of mobile phone usage. Thus, further research on specific
industries might show different results, due to the specificity of potential uses of mobile phones in
each industry or even in each type of job. Further lines of research on our topic could concentrate on
analyzing the collected data on personal and professional information processes at work, taking into
consideration the socio-demographic data of respondents.

Another limitation is the restriction of the applications of mobile phones to a classification of
relevant categories, which we used during data collection. This classification covers most of the uses of
smartphones but, given the versatility of applications that can be hosted by mobile devices, we cannot
claim to have covered all their potential uses.
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Appendix A

Table A1. Pearson coefficient for correlations between personal purposes and field of activity.

Pearson Correlations Coefficient (N = 368)

Personal purposes Field of activity
Personal purposes 1 0.037 *

Field of activity 0.037 * 1

* p < 0.05.

Table A2. Pearson coefficient for correlations between professional purposes and field of activity.

Pearson Correlations Coefficient (N = 368)

Professional purposes Field of activity
Professional purposes 1 −0.133 *

Field of activity −0.133 * 1

* p < 0.05.
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Table A3. Regression analysis for personal use of mobile phones at work and the information processes
which they are used for—other results (1).

Model R * R2 Adjusted R2 Std. Error Durbin-Watson

1 0.455 (a) 0.207 0.182 0.339
2 0.455 (b) 0.207 0.185 0.338
3 0.454 (c) 0.207 0.187 0.338
4 0.454 (d) 0.206 0.188 0.338
5 0.452 (e) 0.204 0.188 0.338
6 0.449 (f) 0.201 0.188 0.338
7 0.445 (g) 0.198 0.187 0.338
8 0.442 (h) 0.195 0.186 0.338 2.024

Notes: * a Predictors: (Constant), Specialized applications made available by the company, Social networks (Facebook,
Twitter, Instagram, etc.), Video calls, Games, Phone calls (voice only), Music listening applications (including on-line
radio), Orientation applications (maps, GPS, Waze, etc.), Online stores, Search for useful information on the Internet,
Messaging applications (e-mail, sms, Messenger, Whatsapp, etc.), Movies/videos viewing applications. b: Predictors:
(Constant), Specialized applications made available by the company, Social networks (Facebook, Twitter, Instagram,
etc.), Video calls, Phone calls (voice only), Music listening applications (including on-line radio), Orientation applications
(maps, GPS, Waze, etc.), Online stores, Search for useful information on the Internet, Messaging applications (e-mail, sms,
Messenger, Whatsapp, etc.), Movies/videos viewing applications. c: Predictors: (Constant), Specialized applications
made available by the company, Social networks (Facebook, Twitter, Instagram, etc.), Video calls, Phone calls (voice only),
Music listening applications (including on-line radio), Orientation applications (maps, GPS, Waze, etc.), Search for useful
information on the Internet, Messaging applications (e-mail, sms, Messenger, Whatsapp, etc.), Movies/videos viewing
applications. d: Predictors: (Constant), Specialized applications made available by the company, Social networks
(Facebook, Twitter, Instagram, etc.), Video calls, Phone calls (voice only), Orientation applications (maps, GPS, Waze,
etc.), Search for useful information on the Internet, Messaging applications (e-mail, sms, Messenger, Whatsapp, etc.),
Movies/videos viewing applications. e: Predictors: (Constant), Specialized applications made available by the company,
Social networks (Facebook, Twitter, Instagram, etc.), Video calls, Phone calls (voice only), Orientation applications (maps,
GPS, Waze, etc.), Messaging applications (e-mail, sms, Messenger, Whatsapp, etc.), Movies/videos viewing applications.
f: Predictors: (Constant), Specialized applications made available by the company, Social networks (Facebook, Twitter,
Instagram, etc.), Phone calls (voice only), Orientation applications (maps, GPS, Waze, etc.), Messaging applications
(e-mail, sms, Messenger, Whatsapp, etc.), Movies/videos viewing applications. g: Predictors: (Constant), Specialized
applications made available by the company, Social networks (Facebook, Twitter, Instagram, etc.), Phone calls (voice
only), Orientation applications (maps, GPS, Waze, etc.), Messaging applications (e-mail, sms, Messenger, Whatsapp,
etc.). h: Predictors: (Constant), Specialized applications made available by the company, Social networks (Facebook,
Twitter, Instagram, etc.), Phone calls (voice only), Messaging applications (e-mail, sms, Messenger, Whatsapp, etc.).
Dependent Variable—Personal purposes.

Table A4. Regression analysis for personal use of mobile phones at work and the information processes
which they are used for—other results (2).

Model * Sum of Squares df Mean Square F p

1 Regression 10.667 11 0.970 8.443 0.000 (a)
Residual 40.887 356 0.115

Total 51.554 367
2 Regression 10.665 10 1.066 9.311 0.000 (b)

Residual 40.889 357 0.115
Total 51.554 367

3 Regression 10.649 9 1.183 10.355 0.000 (c)
Residual 40.905 358 0.114

Total 51.554 367
4 Regression 10.616 8 1.327 11.636 0.000 (d)

Residual 40.939 359 0.114
Total 51.554 367

5 Regression 10.510 7 1.501 13.169 0.000 (e)
Residual 41.045 360 0.114

Total 51.554 367
6 Regression 10.385 6 1.731 15.176 0.000 (f)

Residual 41.170 361 0.114
Total 51.554 367

7 Regression 10.231 5 2.046 17.925 0.000 (g)
Residual 41.324 362 0.114

Total 51.554 367
8 Regression 10.066 4 2.516 22.018 0.000 (h)

Residual 41.489 363 0.114
Total 51.554 367

Notes: * Predictors for Models 1–8 are the same as those specified in the notes a–h from Table A1. Dependent
Variable—Personal purposes.
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Table A5. Regression analysis for professional use of mobile phones at work and the information
processes which they are used for—other results (1).

Model R * R2 Adjusted R2 Std. Error Durbin-Watson

1 0.593 (a) 0.352 0.330 0.380
2 0.593 (b) 0.352 0.332 0.379
3 0.593 (c) 0.351 0.333 0.379
4 0.593 (d) 0.351 0.335 0.379
5 0.592 (e) 0.351 0.336 0.378
6 0.591 (f) 0.350 0.337 0.378
7 0.589 (g) 0.347 0.336 0.378
8 0.586 (h) 0.344 0.335 0.379
9 0.584 (i) 0.341 0.334 0.379
10 0.580 (j) 0.336 0.331 0.380 1.807

Notes: * a: Predictors: (Constant), Games, Phone calls (voice only), Video calls, Social networks (Facebook, Twitter,
Instagram, etc.), Getting evidence through audio-video recordings for the work done, Specialized applications made
available by the company, Online stores, Music listening applications (including on-line radio), Orientation applications
(maps, GPS, Waze, etc.), Movies/videos viewing applications, Search for useful information on the Internet, Messaging
applications (e-mail, sms, Messenger, Whatsapp, etc.). b: Predictors: (Constant), Games, Phone calls (voice only), Video
calls, Getting evidence through audio-video recordings for the work done, Specialized applications made available by
the company, Online stores, Music listening applications (including on-line radio), Orientation applications (maps, GPS,
Waze, etc.), Movies/videos viewing applications, Search for useful information on the Internet, Messaging applications
(e-mail, sms, Messenger, Whatsapp, etc.). c: Predictors: (Constant), Games, Phone calls (voice only), Video calls, Getting
evidence through audio-video recordings for the work done, Specialized applications made available by the company,
Online stores, Music listening applications (including on-line radio), Movies/videos viewing applications, Search for
useful information on the Internet, Messaging applications (e-mail, sms, Messenger, Whatsapp, etc.). d: Predictors:
(Constant), Games, Phone calls (voice only), Getting evidence through audio-video recordings for the work done,
Specialized applications made available by the company, Online stores, Music listening applications (including on-line
radio), Movies/videos viewing applications, Search for useful information on the Internet, Messaging applications
(e-mail, sms, Messenger, Whatsapp, etc.). e: Predictors: (Constant), Games, Phone calls (voice only), Getting evidence
through audio-video recordings for the work done, Specialized applications made available by the company, Online
stores, Music listening applications (including on-line radio), Movies/videos viewing applications, Search for useful
information on the Internet. f: Predictors: (Constant), Games, Phone calls (voice only), Getting evidence through
audio-video recordings for the work done, Specialized applications made available by the company, Online stores,
Movies/videos viewing applications, Search for useful information on the Internet. g: Predictors: (Constant), Phone
calls (voice only), Getting evidence through audio-video recordings for the work done, Specialized applications
made available by the company, Online stores, Movies/videos viewing applications, Search for useful information
on the Internet. h: Predictors: (Constant), Phone calls (voice only), Specialized applications made available by the
company, Online stores, Movies/videos viewing applications, Search for useful information on the Internet. i: Predictors:
(Constant), Phone calls (voice only), Specialized applications made available by the company, Online stores, Search
for useful information on the Internet. j: Predictors: (Constant), Phone calls (voice only), Online stores, Search for
useful information on the Internet. Dependent Variable—Professional purposes.

Table A6. Regression analysis for professional use of mobile phones at work and the information
processes which they are used for—other results (2).

Model * Sum of Squares df Mean Square F p

1 Regression 27.801 12 2.317 16.045 0.000 (a)
Residual 51.261 355 0.144

Total 79.063 367
2 Regression 27.796 11 2.527 17.547 0.000 (b)

Residual 51.266 356 0.144
Total 79.063 367

3 Regression 27.788 10 2.779 19.348 0.000 (c)
Residual 51.274 357 0.144

Total 79.063 367
4 Regression 27.766 9 3.085 21.531 0.000 (d)

Residual 51.296 358 0.143
Total 79.063 367

5 Regression 27.724 8 3.466 24.234 0.000 (e)
Residual 51.338 359 0.143

Total 79.063 367
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Table A6. Cont.

Model * Sum of Squares df Mean Square F p

6 Regression 27.637 7 3.948 27.638 0.000 (f)
Residual 51.426 360 0.143

Total 79.063 367
7 Regression 27.411 6 4.568 31.929 0.000 (g)

Residual 51.652 361 0.143
Total 79.063 367

8 Regression 27.196 5 5.439 37.962 0.000 (h)
Residual 51.867 362 0.143

Total 79.063 367
9 Regression 26.981 4 6.745 47.013 0.000 (i)

Residual 52.082 363 0.143
Total 79.063 367

10 Regression 26.596 3 8.865 61.505 0.000 (j)
Residual 52.467 364 0.144

Total 79.063 367

Notes: * Predictors for Models 1–10 are the same as those specified in the notes a–j from Table A5. Dependent
Variable—Professional purposes.

Table A7. Field of activity in which respondents are currently working.

Field of Activity in Which Respondents are Currently Working * Frecvency %

Agriculture, forestry, fishing 3 0.82
Public administration 26 7.07

Defense and public order 5 1.36
Trade 35 9.51

Construction 6 1.63
Information and telecommunications (IT) 47 12.77

Manufacturing industry 12 3.26
Extractive industry 2 0.54

Engineering 20 5.43
Education 23 6.25

Energy production and distribution 3 0.82
Health 30 8.15

Financial and insurance services 52 14.13
Entertainment, cultural and recreational activities 4 1.09

Transport 3 0.82
Tourism hotels and restaurants 8 2.17

Another field of activity 89 24.18
Total 368 100.00

Note: * there was used the Classification of Activities in the National Romanian Economy [52].
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Abstract: The concept of sustainability has gone far beyond the issues of the sustainable management
of natural and environmental resources. Nowadays, sustainability is part of the social sciences in
a different way. The aim of this research was dual. Firstly, we analyzed the different contexts and
areas of knowledge where this concept is used in society by using social listening on Twitter, one of
the most popular social networks today. The sentiments of these conversations were rated to assess
whether the feelings and perceptions of these conversations on the social network were positive or
negative regarding the use of the concept. Also, we tested if these perceptions about the topic were
attuned to other more formal fields, such as scientific research, or strategies followed nationally or
internationally by agencies and organizations related to sustainability. The method used on this first
part of the research consisted of an analysis of 15,000 tweets collected from Twitter using natural
language processing (NLP) for clustering the main areas of knowledge of topics where the concept of
sustainability was used, and the sentiment of these conversations on the social network. Secondly,
we mapped the social network of users who generated or spread content regarding sustainability on
Twitter within the period of observation. Social network analysis (SNA) focuses on the taxonomy
of the network and its dynamics and identifies the most relevant players in terms of generation
of conversation and also their referrers who spread their messages worldwide. For this purpose,
we used Gephi, an open source software used for network analysis and visualization, that allows
for the exploration and visualization of large networks of any kind, in depth. The findings of this
research are new, not only because of the mix of technology and methods used for extracting data
from Twitter and analyzing them from different perspectives, but also because they show that social
listening is a powerful method for analyzing relevant social phenomena. Listening on social networks
can be used more effectively than other more traditional processes to gather data that are more costly
and time consuming and lack the momentum and spontaneity of digital conversations.

Keywords: sustainability; social media; social listening; natural language processing; social network

1. Introduction

Sustainability is the quality of the sustainable. This is expressed in the Cambridge Dictionary:
“the quality of being able to continue over a period of time”. Sustainability is therefore the quality of
temporal continuity, without altering its specific properties, and can be associated with multiple natural,
social, political, or economic phenomena. The most widespread and well-known concept associated
with sustainability is “sustainable development”, introduced by the UN in 1987 [1]. However, the idea
of sustainability is much older. For instance, the concept was used in relation to Young’s [2] discussion
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of the enclosure movement in the early 19th century [3], in which sustainability and productivity
were associated with the development of private institutions and initiatives. Similarly, sustainability
also appears as a novel criterion in the use of forest resources, through principles of sustainable
management [4,5]. Sustainability also appeared as a when the term “maximum sustainable production”
was coined in Schaefer’s study of fisheries [6].

In addition to its use in the management of natural and environmental resources, the concept
of sustainability has been used frequently in the social sciences. For instance, in the social science
literature we found sustainable competitive advantage, corresponding to “an advantage that allows a
business to be more successful than its competitors over a long period of time” (https://business_finance.
enacademic.com/). Similarly, public debt is considered to be sustainable, and economists introduce
sustainability rules to make it so. Very specific problems of economic policy, such as dollarization,
are seen as a problem of “fiscal sustainability” [7]. With reference to the foreign sector of the economy,
external sustainability is also required [8]. In the same way pension sustainability seeks to allow
pensions to be maintained in the long run, just as the welfare state has to be sustainable in the long run,
which in turn will require its own more general and complex rules [9].

However, since 1987, sustainability, in relation to businesses, has taken on the sense of being
careful with the use of natural resources, beyond the relative scarcity expressed through prices [10].
There is also now a certain circularity in the use of these resources that refers to tasks not only of
recycling but of transformation [11].

It is interesting to note, for example, how the processing industry has adapted to the concept,
especially the one based on combustion processes, such as castings (metal casting). Thus, an editorial of
the American sector journal referred to the speech of the president and CEO of ThyssenKrupp Waupaca
at the 114th Metal Casting Congress in the United States, where we can read that the sustainability
was already concerned not only with the survival of the planet, but also about the survival of the
country and the sector, for which it proposed to strengthen the use and development of “green
technologies”. Similarly, in economics, we found the concept of sustainable finance that “emphasizes
the environmental development and institutional aspects of the investment that promotes sustainable
growth” [12].

We even found the development of indices such as those of the Dow Jones Sustainability
Indices (DJSI), developed from 1999 in a collaboration between S&P Dow Jones and RobecoSAM
(https://www.robecosam.com/csa/indices/djsi-index-family.html), which pointed out the extent to
which a company will generate long-term value to the investor depending on the management of those
resources that are more or less sustainable in terms not only economic, but also environmental and social.
In a similar way, there is a growing concern in the economic world to turn the company’s organizational
culture into “sustainable sustainability” [13], in which the concrete proposal for sustainability is
articulated as a central part of the strategy to differentiate itself from other organizations, forcing the
reporting not only in financial terms but also in social and environmental terms.

There are many more examples of the increasing use of sustainability and the sustainable as
elements of scientific research and social and economic behavior. However, there is little research, to our
knowledge, on how people currently talk, perceive, and interact with the concept of sustainability
on social networks and whether their behavior is oriented towards the type of action that we
call sustainable.

In an attempt to understand these issues, the work that follows investigated how sustainability
and sustainable terms are handled on social networks and what this entails. This research also tried to
find out to what extent this perception on social media is aligned with what scientists do when they
research sustainability and sustainable.

The second section is a literature review and states our hypotheses. We contrast the use of
sustainability and sustainable terms in social networks with the world of scientific research. The third
section provides a description of the Twitter data collection and the methods applied to analyze
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the tweets. In a fourth section, the empirical analysis of the results is carried out, followed by
the conclusions.

2. Literature Review and Research Hypotheses

Sustainability is a complex, dynamic, and interdisciplinary problem. This forces the development
of what is called a “transdisciplinary approach” [14]. It is important to understand how social and
natural sciences must “embrace” [15] to advance the ultimate goals of this complex field of sustainability,
but also to understand how society perceives these objectives and what behaviors it considers necessary
to modify for this purpose.

A very positive step in this direction is seen in the work related to the scientometric review of the
research that is being carried out throughout the world in relation to sustainability and sustainable
development [16]. In this case, the research methodology has sought to map scientific knowledge and
understand the structure and development that scientific researchers, faculties, countries, and scientific
journals have followed with the choice of topics, terms, and trends in sustainability studies.

With 2094 bibliographic records, the approach followed by [16] is based on analysis of coauthorship,
cocitation, or word use analysis, as well as performing clustering analyses based on geospatial analysis,
generating networks of authors and scientific journals, from the Keyhole Markup Language (KML)
files and the use of Google Earth.

This type of analysis, based on a broad semantic conception, or a network format, had already
been used in other coauthoring analyses or publications in other areas, such as applied mathematics
and physics [17], just as the art of “navigating” hypertexts had previously been introduced [18].

What is new in this scientometric analysis is their focus on sustainability and sustainable
development, demonstrating that in international research on these topics, there are institutions that are
intensifying this research area, such as the Chinese Academy of Sciences, with more than 65 articles in
a brief interval of time. Also, there appeared to be a clear citations burst by country and periods, with a
variable extension, between 1991, the initial moment, in the United Kingdom, and 2014 [16]. Likewise,
using these citation bursts and some measures of centrality, fourteen keywords and themes were found
to be the most referenced and influential in the realization of these articles. These themes included
environment, climate change, design, policy, impact, sustainability indicator, energy or innovation.
Also, the central and most impactful journals, from the Journal of Cleaner Production (impact factor of
5715) to the more general ones such as the Current Opinion in Environmental Sustainability (impact factor
of 3954) allowed us also to analyze how the map of the most cited authors was formed.

No less important is the centrality study of the most influential documents, among which [10]
stands out. In addition, the clustering exercise carried out in [16] allowed us to detect eleven fields of
analysis with clear labels and reference documents in each of them. In short, the article provides a
scientific visualization of a literature devoted to the study of sustainability and sustainable development,
based on scientometric analysis based on coword, cocitation, or geospatial clustering and analysis.

As shown by the results of [16] in the literature of the social sciences, sustainability offer us
an answer to diverse challenges in mankind’s use of the natural resources. The extent to which
sustainability is seen in seminal works as the need to find an appropriate institutional framework [19]
and, in this sense, to find novel solutions (in the semantic field of “design”, “policy”, or “innovation”)
is clear. We see, too, that there is a feeling of the need to argue production and consumption models
and to reflect on the limitations of substitutability between natural resources and resources generated
in economic activity, in classical contributions [20,21], which are at the heart of the problems posed
by “climate change” from “energy” uses. Similarly, sustainability forces a time-critical approach [22]
and material well-being is only ensured on a long-term path, where important intergenerational
issues are raised [23,24], focusing a lot of current research around “design”, “sustainability indicators”,
or “impact” or “energy” use, again, or “policy”, again and again.

Within this perspective, our approach reinforces and complements other lines of research using
semantic techniques and network theory around research production containing sustainability and
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sustainable development terms, like [16]. Our contribution is dual. Firstly, we worked on a sentiment
analysis of twitter data using natural language processing (NLP) techniques, and secondly, we drew
the social network that generates, interacts, and spreads messages on Twitter regarding the topic of
sustainability. We focused on two main hypotheses that were relevant for the analysis of the concept of
sustainability on social media.

Our first hypothesis (H1) asked if there is a semantic map that allows us to systematize social
expressions related to sustainability, extending the applications of NLP and clustering based on
sentiment analysis methods from previous research such as [25–27]. To this end, two complementary
hypotheses were raised. Firstly, (H1a) stated that social media is attuned to other more formal
fields, such as scientific research or strategies followed nationally or internationally by agencies and
organizations of a different nature related to any aspect of sustainability. Secondly, (H1b) stated that
the terms sustainable and sustainability are also mainly used in a positive context on the Twitter social
network. Users generate dialogue, look for information, and spread it among the network as a way of
amplifying a particular message.

The contrasting instrument for this first hypothesis was an analysis of the tweets using natural
language processing (NLP) for sentiment analysis. An analysis of the relative importance of the terms
was carried out, already classified according to the feeling they generate, and analyzed based on some
of the most widespread theories and evidence in social sciences that have as their object the study of
sustainability or the sustainable.

As a second hypothesis (H2), we used graph theory to draw the network of accounts that generate
content about sustainability and what accounts interact with them. For this purpose, some of the most
relevant nodes and connections were studied, providing different measures of centrality and cohesion
of the network built for this purpose [28,29].

3. Data Collection and Methods

The analysis performed in this research had two main objectives. The first one consisted of the
analysis of the tweets that contain the words “sustainable” or “sustainability” on Twitter social network
and understanding what are the main topics and feelings linked to them. With this purpose a sample
of 15,000 tweets was collected within thirty days, from the 23th of November to the 22nd of December
2019, which contained either of these two keywords: “sustainable” or “sustainability”. After a detailed
inspection of the quality of the data to verify that the tweets met with the requirements to be used in
this research, 14,029 (93.52%) were considered valid.

The second aim consisted of the analysis of the network of relationships among the accounts that
interact with the gathered tweets, regarding the topic of sustainability. We identified who are the
ones that create them and who are the ones who retweet them and become a referrer. In addition
to this, we drew the structure and hierarchy of the social communities that share content and drive
the conversation.

From a technical point of view, the extraction of data was made developing our own python script
that connects to the premium search tweets 30-day API that provides a rolling 30 days of access to its
historical data and also allows us to apply filters for the extraction, such as date, hashtag, user account,
etc. In the extraction for this research we only applied a filter using the keywords “sustainable”
and “sustainability”.

The gathered tweets were stored in a json file that was processed and analyzed using our own
python scripts that employ natural language processing (NLP) libraries for sentiment analysis and
word cloud construction. Finally, the file was also processed with the Gephi software. Gephi is an open
source software for exploring and manipulating networks that was developed by Bastian, Heymann,
and Jacomy [28]. In our research we used this software for the identification of communities and
relationships among users that generate and interact with tweets that contain the two keywords.
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3.1. Sentiment Analysis

Once the extract, transformation, and load (ETL) process was finished, we used natural language
processing to perform sentiment analysis and word cloud visual representations.

The sentiment analysis stage was performed using the lexicon-based sentiment analysis and
classification, one of the most popular methods for measuring the polarity of sentiment of a collection of
documents (Ahuja and Shakeel, 2017). In this particular case, we applied the Valence Aware Dictionary
for Sentiment Reasoning (VADER), which is a rule-based model that is able to manage a wide variety of
content generated in social media and compute its sentiment polarity. More than 7,000 items and their
associated sentiments were handled by VADER. The quality of its measures was validated by humans
before being incorporated to the sentiment lexicon dictionary [30,31]. The robustness of VADER is very
high, it does not need to train the model in advance to make the classifications, and it is computationally
efficient. These are the main reasons why it is widely used in the scientific community [32]. It was
found to be able to outperform individual human raters [33].

The VADER NLP method evaluates each lexical feature of a tweet written in English and calculates
a metric score for the sentiment of the tweet. Later, it applies five different rules that are based on
general syntactic and grammatical conventions to adjust the initial metric score. The final score ranges
the sentiment’s tweet from −1 (strongly negative sentiment) to 1 (strongly positive sentiment) [26].

In this research we have applied the following criteria to classify the sentiment of the tweets into
two clusters: Tweets with scores ranking from −1 to −0.05 are considered negative and tweets with
scores ranking from 0.05 to 1 are considered positive. Neutral tweets have scores from −0.05 to 0.05,
but they are not the main focus of our research. This classification criteria avoids the bias involved in
assigning the tweets with scores very close to 0 a positive or negative sentiment, minimizing the false
positives and negatives [26,27].

Hence, we were able to score whether the conversations that contained the words “sustainable”
and “sustainability” happened in a positive or negative context in the social network community.

According to Figure 1, the distribution of tweets by their sentiment score shows that 8,813 tweets
(62.82%) had a positive sentiment, 3,061 tweets (21.82%) were considered neutral, and 2,155 tweets
(15.36%) had a negative sentiment. Therefore, we can see that the conversation about sustainability
(no matter what the terms “sustainable” or “sustainability” are referring to) happens in a positive or
neutral context most of the time (84.64% of the tweets).

 
Figure 1. Distribution of tweets by their sentiment score.

3.2. Word Cloud Analysis and Segmentation

A word cloud is a visual representation of text that is developed based on the frequency of the
usage of each word in the data collection. Word clouds are an increasingly popular method as they are
very efficient in summarizing large amounts of data, in this case tweets from Twitter, and depict the
ideologies behind a textual discourse [34,35]. In this research, the aim of the word cloud analysis was
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to understand the most relevant topics and concepts linked to the two keywords—“sustainable” and
“sustainability”—in the conversations that take place on social media.

In addition to this, we applied a clusterization consisting of the conjunction of the word cloud
analysis and the sentiment analysis NLP performed in the previous stage of this research. As a result,
we obtained a word cloud that identified the most relevant topics that raise positive feelings (with a
weight of the 62.82% of the tweets in the sample) and another one that identified the most relevant
topics that raise negative feelings among the contributors on the social network (with a weight of
15.36% of the total sample of tweets). For this purpose, we used in our python code several existing
python libraries, such as matplotlib, pandas, and wordcloud, that are well known among the scientific
and data science communities [36]

We designed the word clouds to show the one hundred most repeated words and word phrases
for the two clusters of positive (Figure 2a) and negative sentiment (Figure 2b) tweets, obtaining two
different word clouds, and enriching the existing literature on word cloud segmentation [37,38].

  
(a) (b) 

Figure 2. (a) Word cloud of the one hundred most frequently used terms in positive sentiment tweets;
(b) word cloud of the one hundred most frequently used terms in negative sentiment tweets.

The larger the size of the word or word phrase in the word cloud the greater its frequency.
The different colors are simply for facilitating the visualization of the content.

The following bar diagrams in Figure 3 show the quantitative representation of the top words or
word phrases in terms of absolute frequencies for both positive (Figure 3a) and negative (Figure 3b)
word clouds. Hence, these are the words with the highest frequencies in the tweets when we segmented
them by their sentiment.

  
(a) (b) 

Figure 3. (a) Top 10 words absolute frequencies in positive tweets; (b) top 10 words absolute frequencies
in negative tweets.
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3.3. Social Network Analysis

Gephi is an open source software used for network analysis and visualization. This powerful
software allows for the exploration and visualization of large networks of any kind, providing features
such as high-quality layout algorithms, clustering, and sample filtering by specific characteristics of
the network and statistics of the network as a whole, but also the nodes, edges, and its dynamic [28].

Feeding Gephi software with the sample of tweets collected in the first stage of this research,
we have analyzed the dynamics of the accounts that contributed with tweets that contained at least
one of the two words (sustainable, sustainability) and also the accounts that acted as prescribers and
retweeted these contents within the period of observation (from 23th of November to the 22th of
December). Hence, this network representation is focused on the activity of the accounts that generated
tweets or interacted as prescribers of these tweets (retweeting) that contain one of the two words
“sustainable” or “sustainability”.

For this purpose, we used the ForceAtlas2, a continuous graph layout algorithm provided by
Gephi. “ForceAtlas2 is a force directed layout: it simulates a physical system in order to spatialize a
network. Nodes repulse each other like charged particles, while edges attract their nodes, like springs.
These forces create a movement that converges to a balanced state. This final configuration is expected to
help the interpretation of the data.” [39]. This network allowed us to understand how the communities
interact, and their taxonomy [40].

The description of the topology of the directed network in Figure 4 is as follows: The number of
nodes was 15,666 and the number of edges was 5,215. Nodes are both accounts that create the tweets
and accounts that interacted with these tweets, acting as referrers, spreading the message in form of
a retweet. This means that the average degree of the network, measure of connectivity among the
accounts, was 0.524, proving that the structure of the network consisted of many different communities,
many of them really small (grey dots in the Figure 4) and some others more relevant (large colored dots
in Figure 4), having conversations about the sustainability topic but not really connected among them.
This was also validated by the average clustering coefficient of the single nodes, which was 0.001,
which is very low but an expected figure as we were working with a network where the interactions
among users consist of retweets.

  
(a)  (b) 

Figure 4. (a) Overall view of the network with all its nodes and edges. Network colored by modularity
and size of the nodes by out-degree. (b) Zoom in the core of the network: nodes with the highest
modularity and out-degree.
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According to this, the average path length of the edges that connects the nodes was 1.027, meaning
that one account that acts as referee and retweet contents from a specific account, will spread the
message to their own portfolio of followers but not much further in terms of length. This was also
validated by the network diameter of 3, that is the shortest distance between the most distant accounts
in the network.

In the directed network, betweenness centrality, closeness centrality, and eccentricity were
calculated using Brandes algorithm [41]. Betweenness centrality represents how often a node appears on
shortest paths between nodes in the network (Table 1); closeness centrality is the average distance from
a given starting node to all other nodes in the network and eccentricity is the distance from a given
starting node to the farthest node from it in the network.

Table 1. Top 10 accounts by betweenness centrality.

Accounts Betweeness Centrality Account’s Short Description

mvollmer1 22 Tech influencer.
SDG2030 12 SDG2030

HaroldSinnott 11 Tech influencer
EarthAccounting 10 Sustainable Consumption
AdamRogers2030 9 Activist and Strategic Coms Advisor

enricomolinari 8 innovation manager
erinbiba 7 Freelance Science Journalist
ASteiner 7 Administrator - United Nations Development Programme

thewebbix 6 Influencer
Dragofix 6 Naturalist

The highest betweenness centrality of an account in this network is 22. This node (mvollmer1) is
the one that has the most control over the network as it is the one that the most information passes
through. The ten accounts with the highest figures are as follows:

Closeness centrality provides us the information about the accounts that are able to spread the
information in a very efficient way through the network.

Network diameter is the maximum eccentricity among the nodes. There were just five nodes that
had an eccentricity equal to 3.

Finally, the modularity, with a value of 0.996, allows us to identify the different communities in
the network. They are represented by the different colors in Figures 4 and 5. We used the Louvain
method [42] for community detection, created where modularity ranges from –1 to 1 and measures the
density between the edges inside the communities and edges outside the community. The modularity
is represented in Figures 4 and 5 by the different colors.

The size of the node/accounts are represented by their out-degree centrality—number of links
established with other accounts that retweeted their content that contained the two keywords under
investigation. GreenpeaceJP had the highest out-degree with 75 links, followed by MikeHudema with
62, XR_NYC with 51, and WEF with 49.
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Figure 5. Zoom into the core of the network: nodes with the highest modulatity and out-degree. Nodes
are labeled by Twitter account.

4. Empirical Analysis and Results

What was observed in the sampling of tweets and retweets made was that the term sustainability
is now clearly associated with environmental sustainability. When the 100 most common words were
taken from tweets scored as positive or negative, we found that at least 15 of the 50 most frequent
terms shared conversation both from the positive and negative (“new”, “future”, “people”, “time”,
“way”, “good”, “environment”, “like”, “want”, “world”, “climate change”, “business”, “development”,
“long term”). Therefore, beyond the negative or the positive feeling of the tweet where the term was
used, there was a set of signifiers that were used interchangeably and that, in some way, strengthened
the understanding of the concept. However, in the application of the method explained above,
the definitive thing here is how, through an accurate process of clustering, those words and others are
used on tweets with a positive or negative feeling.

4.1. Positive Sentiment Cluster

When we deconstructed some of these relationships (Figure 2a), we saw that the use of “new” in
tweets associated with a positive feeling (the most prominent term by absolute frequency according
to Figure 3a), may indicate that the term “sustainability” is new in terms of its social use. It is used
in accordance with the idea that, socially, the current modus vivendi is not sustainable in the UN’s

101



Sustainability 2020, 12, 2122

sense of environmental sustainability, when it was defined in 1987, and as the ability to cope with
desire satisfaction through the present consumption of goods and services without jeopardizing the
well-being of future generations.

From a social point of view, what is new is the emergence, in the individual and collective
preference map, of ‘environmental sustainability’, with its own identity and strength, and its influence
on decisions about the use and consumption of goods and services that the population makes.

No previous generation has had before it, with obvious concern, an environmental problem such
as what we know as climate change, caused by past and present generations. What is new is that there
was a set of natural and environmental goods and services, which, being an obvious part of the real
well-being of people, did not need to be defined with regard to property rights about them. This is a
good reason to underline a keyword in Olawumi and Chan—“environment” [16]. However, it is not
new to the social sciences, since Hardin had already defined it as "the tragedy of the commons" [19].
In an excellent work, never well known, Georgescu-Roegen also made this clear, pointing out that
perhaps social scientists and, especially economists, did not raise these issues earlier because of the
"absence of difficulties" in the supply of raw materials by the most advanced countries, even when in
the past, wars for its control were unleashed [21]. The growing scarcity of natural resources threatens
the stability of our modus vivendi itself and this, combined with climate change forces us to consider the
situation differently.

In the positive sense, it is also new that “sustainability” and “sustainable” are presented in the
conversations as something closely related to the use of ‘energy’. “Energy” is also a key word in
Olawumi and Chan, in that that the new uses of energy require immediate support [16]. In addition,
with a high frequency, “sustainable” and “sustainability” are being related to the future of “the people”.
On a second level of frequency, terms have a logical value that only extends to the first idea, in the
sense of associating with a problem of time, causing us to seek a way that allows us to see something
good in what we call ‘the environment’, that we want to keep in some certain levels of quality and
quantity. To do this, the dimensions of such a project have a world scope.

The project started well in that social networks considered sustainability based on energy use to
be of the utmost importance, since the current pattern of fossil fuel-based energy consumption is the
main anthropogenic source of climate change. So, sustainable energy is seen as a positive solution.
In the current scenario the world renewable electricity generation will reach only a little more than
17,000 TWh in 2040, and we need more than 25,000 TWh by that date to be in line with the Sustainable
Development Scenario [43]. It is clear that an effective fight against climate change requires us to act
on the patterns of energy evolution.

When social networks like Twitter use the words “future”, “time”, and “way”, in relation to
environmental sustainability, they are understood in the same sense as in the field of sciences. This is
something that concerns time and the future and, therefore, there cannot be an approximation that is
not essentially dynamic. In this sense, the importance of the term “way” in this context is underlined,
since from a social point of view the key to sustainability requires a concrete way of doing things and
designing the future [22].

Here, the question of whether this clashes with the mainstream and more ingrained current
conceptions in the field of social sciences arises, and especially with the economic analysis of natural and
environmental resources. For some illustrious economists, this concept of sustainability is “essentially
vague” [24]. According to Solow, the question in terms of material well-being is whether we can assure
future generations of the same level of well-being as present generations. For this, a sustainability rule
is needed that ensures the highest level of well-being, updated for the present and for the future [23].
If welfare is expressed through the consumption of goods and services, the maximization of the same
requires a trade-off between goods of the present and goods of the future. The well-being of the
present requires a more intensive use of natural resources that will eventually become, in the best case,
capital goods for the future. This new capital will make the future more productive, although with
a smaller allocation of natural resources, higher man-made physical capital, higher human capital,
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and higher technological capital, which will compensate in terms of well-being with the loss of future
natural capital.

In these terms, the concept of sustainability is associated with an opportunity cost of the future [43].
The future appears as an untouchable horizon in terms of present well-being and, therefore, as an
obligation on the present that restricts the current framework of opportunities for decision-making
that has intertemporal effects. However, what has to be sustainable in the long term is well-being [24]
and, to that extent, it may be represented by different proportions of natural capital, manufactured
capital, human capital, and technical capital. In this regard, it is very useful to study the analysis by
Hartwick [44] to see the conception that underpins this sustainability rule. In another order of things,
we should always remember the seminal article of Hotelling [23], in which a dynamic and long-term
approach is given to any issue related to the management of natural resources, even if in that case the
study was related to the intertemporal optimal allocation of nonrenewable resources, such as those
of mining.

However, if likely combinations entail irreversibility costs and increasing uncertainty about
the same level of well-being in the future, a strategy of natural capital conservation would have
an obvious economic point [45]. To the extent that one accepts a greater number of combinations,
one can speak of weak sustainability, and to the extent that substitutability between the components of
possible combinations is expressly limited, while retaining the initial allocation of natural capital or by
significantly restricting the use of this initial natural capital, there is talk of strong sustainability [46].
This is the basis on which the paradigm of the so-called ecological economy takes turns out [47,48].

The question of the future is not only about whether a critical mass of natural capital should be
left at all times in order to ensure environmental sustainability, but, as has been said, the debate on
time and sustainability often revolves around cost opportunity for that future [43]. To do this we must
look at the real interest rate and the discount rate, that is, know what is the remuneration which is
being waived in the present for making available resources for the future or, alternately, what is the
cost to us in the present for the preservation of resources for those who belong to the future. This is
where it is noted that the issue of environmental sustainability or, most specifically, the fight against
climate change is not disputed as to whether it needs to be addressed as a dynamic long-term problem,
but precisely because the long term is involved, what should be the discount rate to apply, since one
value or another is a crucial thing to know—whether to incur costs today or defer the solution to deal
with resources generated in the future [49–51]. The importance of this literature has been a point of
debate for more than twenty years in regards to what should be the discount rate to use in the updated
calculations of the values of future welfare losses caused as a result of effective climate change.

If we now go to the following most frequent terms in our word cloud, we found “people”.
The word refers to a very inclusive, obviously popular social basis and the foundation of the democratic
regime. It should be remembered, for instance, that in a typical democratic political constitution like
that of the US of 1787, the text begins with a “We the people...” and it has a lot of weight in defining the
concept of democracy. This perception is very consistent with some relevant contributions in the field
of social sciences [45], when the hypothesis of whether democracies as forms of political organization
imply a greater commitment to quality international cooperation in this area. The results in Neumayer
are conclusive, since the estimators have the expected sign and are significant statistically, but are
equally significant and relevant when the democracies of the most advanced countries are excluded
from the samples.

Similarly, the term “people” connects with “future”. On one hand, there is a perception that it
is the youngest people who have taken the lead in the fight for environmental sustainability. Thus,
the young Greta Thunberg, born in 2003, is an influencer of this social movement who, because of
her age and her likely level of education, is unlikely to have any advantage in terms of knowledge
and experience over other generations. This movement gains an advantage in its use of social media,
since we cannot ignore that they are already a generation of people born to digital society. In any case,
for purely probabilistic reasons, the future will affect them more than any other population cohort.
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Moreover, they are joined by a longer-term vision, since they are less concerned about their lives at their
present time than in the future. In relation to this issue, one issue that is not a minor one is the claim of
young people requesting the right to political choice, which would involve lowering the voting age to
16, which in many developed countries is the age that marks the ability to access the labor market.
In short, this clear reference to people in general and not to specific groups greatly universalizes the
use of sustainability. That is, it makes it a very cross-cutting term from a social point of view.

In this way we reach a fourth frequency level in the conversations, in which it is clear that the
fundamental issue is climate change and that solutions are associated with both the microeconomic
(business) and the macroeconomic, needing a long term approach in which industry and agriculture
become“green” and “better” and can be actioned through communities in the local realm, using for
this purpose both innovation and investment. Every word tweeted is very closely related to the
aforementioned issues.

4.2. Negative Sentiment Cluster

From a negative perspective (Figures 2b and 3b), “sustainability” is associated with many terms
similar to those already seen in the positive sentiment; even though with a much lower frequency
in all cases. “Sustainable” and “sustainability” are terms that allow us to overcome an increasingly
overwhelming “climate crisis”, asociated to other key words like “climate change” [16]. In other
words, from a social point of view, the ‘climate crisis’ is considered a new concern about the lack of
sustainability in the way of life that we follow today. As before, it is something new that involves a
climate change that affects “people”, where the future is at stake.

Now, with a negative perspective, the time is limited, so we need to find (make) “climate
solutions”, to attack in concrete fashion the “problem” of the environment, which is seen with a
long-term perspective and that has to accompany “development”. In this area, the most negative term
is diagnosed as a ‘climate emergency’, in which “economy”, “waste”, “food waste”, and “growth” are
involved. These occur always in a “world environment”, involving (“want”, “like”) a “climate action”
that affects “business” and, no less important, “cost”, so that “money” is seen as part of the problem.

What was most surprising in the results of this word cloud analysis was the similarity of terms,
including the importance given to them, when comparing these social networks with the word cloud
taking the sample of scientific research conducted in recent years in different fields [16]. It is the words
“climate change”, “impact”, “innovation”, “policy”, “design” that dominate those professions, while
social media conversations move in the same semantic territories.

4.3. Social Networks Analysis

Social networks will have different characteristics depending on the topics and the relationships
that are studied [39]. Our network was made up of accounts with tweets that contained the words
“sustainable” or “sustainability” and also the accounts that acted as prescribers retweeting this content
(Figure 5). The network shows how content regarding sustainability spreads within the Twitter social
network. There are many micro-communities, but they are not closely connected. We used centrality
measures to describe how this network works.

4.3.1. Out-Degree Centrality Measure

Using the results of out-degree centrality (Figure 5 and Table 2), we observed that, in general,
there were many communities of accounts interacting with a main contributor, but there were few
connections among these communities.
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Table 2. Accounts distribution by Closeness centrality.

Closeness Centrality %

1 27.17%
0–1 0.59%
0 72.24%

We found that nodes closer to active militancy for environmental sustainability had a higher
out-degree. Among them, is that of Greenpeace Japan, echoing the Climate Action Network platform,
which included an active participation of outstanding Greenpeace Members International Committee.
This organization maintained a deep skepticism regarding possible COP25 agreements at its meeting
in Madrid and claimed a “Climatestrike”, which in that month meant a mobilization, according to its
own sources, of more than 7 million people all over the world. Something similar can be noted from
the node representing the Twitter activity of Mike Hudema, an environmental activist from Greenpeace
Canada, one of the most influential figures of the Canadian State of Alberta, and some of his campaigns.
Hudema has more than 120,000 followers on this network.

These two nodes make evident the importance to the network of Action on Climate, the “climate
crisis”, “green jobs”, and the so-called Green New Deal. Other nodes, such as @XR_NYE, appear, with a
major impact from a British movement called Extintion Rebellion, which in December 2019 was throwing
a party to raise funds to campaign for the emergency through a New Year’s Eve party in London,
promoted through the network.

Similarly, there were nodes of obvious importance in social networks, according to their out-degree
centrality measure, for which “sustainability” or “sustainable” are key terms for more general objectives.
This is the case of the @WEF node, referring to the World Economic Forum, which in December pointed
towards sustainability as a fundamental element, favoring a “civil society prepared” for what they call
the fourth industrial revolution.

More focused on the vision and strategy of sustainable development, though less important
than those mentioned above in relation to the out-degree centrality measure, came very notable
nodes, such as @UNESCO and United Nations Secretary-General, @Antonio Gutierres. The first,
with more than 3 million followers, was able to enforce the insertion of sustainable development into
the Global Goals. The second, with 733,000 followers, pointed out within our dates that “sustainable
development is seriously off-track” and that sustainable development is “more than just a goal”.
The @EU_Commission node, with more than 400 retweets stressing that “sustainability is part of
Europe’s DNA” and calling for the so-called “The European Green Deal” is also of note.

On the other hand, there were nodes of manifest importance, from the out-degree centrality
measure of the social network, that responded to the call to sustainable development or sustainability,
but based on a political agenda or simple topicality. This is not to say that the matter is not relevant to
the community of users to which they are central. This would be the case of nodes such as @DavMicRot,
economist, consultant, very active on the topic of differentiating political formations according to
their “sustainable capitalism”, with more than 200 retweets and a project called “Threader”, which
generates more than 500,000 visits a month on the internet. The @JamesMelville node, in which a
Scottish consultant in sustainable development of the same name responds, then draws on his position
to discuss international progress in sustainable development and the barriers he sees for its progress, in
a context of reflection on British general issues, particularly Scottish, has more than 140,000 followers.

Something similar can be noted from a node like @GeorgePeretz, with more than 15,000 followers,
dealing with different current affairs, from the point of view of a London lawyer. Other relevant nodes
respond to these same characteristics, including the Arik Ring. Further away in terms of the issues
dealt with on a daily basis, we can also point to influencers who at some point have regarded the
issue of environmental sustainability as an element to take into account in the way of life of them
and their followers. This would be the case of @Nalisaaa, with almost 30,000 followers. In this area
we should also point out the highlight of the @queerstorian node, as an influencer that supports the
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collection of money for the construction of a “sustainable” house of a transgender Colombian woman.
This Twitter account, with a little under 500 followers gets retweets of almost 1000. In another order of
magnitude, from the combined world of music and musicians, appears the node @katyperry, a singer
who, with more than 108 million followers, tweets that she feels “proud to be part of the January
Sustainability by Vogue Magazine”, retweeted more than 600 times.

4.3.2. Betweenness Centrality Measure

The betweenness centrality measure allows us to measure not only the number of connections of a
node, as is the case of out-degree, but the importance of that node as others go through it. This measure
allows us to know, in terms of retweets, who are the ones who actually spread conversations, ideas,
and suggestions on social networks about how to deal with issues related to sustainability and the
sustainable. In our network, only the first two reached a value of betweenness well away from the rest.
Everyone else took a value of half or less than the first.

The first thing of note is that the relationship of tweet-generating nodes (Table 3) has little to do
with those who are transmitters of conversations, messages, and news through retweets (Table 1).
Thus, the node that achieved the most betweenness was @mvollmer1, who could be considered as a
technological influencer, positioned as head of innovation of a major company, Celonis. This Twitter
account has been able to accumulate more than 45,000 followers, and devotes special attention to digital
supply chains in their most sustainable versions. In this case the connection with @mikehuddema,
one of the most meaningful nodes from the point of view of the out-degree, is interesting, and allows us
to think about the importance of its connection with the environmental movement and the challenges
it poses for innovation, robotics, or artificial intelligence. Thereafter, other nodes are receiving all this
information not in a straight line from Huddema but from Vollmer.

Table 3. Top 10 accounts by out-degree centrality.

Accounts Out Degree Account’s Short Description

GreenpeaceJP 75 Greenpeace Japan
MikeHudema 62 Climate campaigner

XR_NYC 51 Extinction Rebellion NYC
wef 49 world economic forum

DavMicRot 47 Economist
queerstorian 41 others

katyperry 40 singer; artist
arikring 39 Expert consultant. Innovation. Energy

cathmckenna 37 Politician
nalisaaa 37 others

Something similar resulted from some of the highest betweenness. An example is @haroldsinnott,
a technology influencer recognized in Florida as one of the most influential professionals in business
intelligence, with more than 65,000 followers.

Other nodes, such as the Californian @earthaccounting, with more than 21,000 followers promoting
sustainable products and producers, have a manifest interest in spreading the culture of sustainability
to the fullest and retweeting everything that involves its dissemination and reinforcement.

The node with the second highest betweenness was @sdg30 account, managed from the United
Nations and focused on the organization’s strategy for disseminating the organization’s 2030 sustainable
development goals. This node continuously retweeted any news that had to do with the seventeen
objectives of the sustainable development strategy. It was therefore a continuous dissemination of the
terms sustainable and sustainability associated with very different topics.
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4.3.3. Other Network Centrality Measures

The closeness centrality measure gives us a measure of how fast the tweets spread from one account
to other accounts, in the form of retweets. In our case (Table) it was observed that just over a quarter of
the nodes (27.17%) achieved a level of efficiency in the transmission of messages, while almost three
quarters of the nodes (72.24%) in the network were unable to connect with the rest. The network was
therefore not only structured around communities of nodes that were very consistent and relatively
isolated, but a good part of the nodes were simple prescribers, retweeting from other accounts’ content,
without no diffusion capability.

In regards to modularity centrality measure, we noted that there is a strong community structure,
where the accounts of the different communities are strongly connected with the main contributor,
but later the different communities are almost unconnected amongst themselves. High modularity is a
characteristic of biological and other real-world networks.

5. Discussion and Implications

In general, sustainability is an issue of current importance and fashion, a fact which is reflected
in the conversations generated on social networks, mainly linked to environmental sustainability.
In order to contrast certain hypotheses about the sustainability concept and its use on social media,
we used a social listening method. This method avoids biases as it analyzes a representative sample
of tweets gathered from Twitter, in which the researchers have not mediated in any way. Analyzing
these conversations and messages achieves a momentum effect, difficult to appreciate by other means.
It also is relevant because of the cost-effectiveness achieved with its application.

As a result of the research, the findings supported H1, showing that the use of social listening
in Twitter can build a map that systematizes the feelings, opinions, and characteristics of the
messages issued by users of the social network in relation to a particular topic, such as ‘sustainability’.
The investigation also confirmed H1a, as the social media approach to the environmental sustainability
dialogue coincides fundamentally with what is said in other more formal settings, such as academia,
national or international agencies, etc. confirming that social listening is a useful and a complementary
tool for research for this topic and in the current context. It also serves to evaluate, not only in this
topic, but also in others, if there are dissonances between what society thinks and what science and
experts think.

In relation to the hypothesis raised about the sentiment generated by the conversation, it was
shown that it was mainly positive, confirming H1b. Thus, 62.82% of tweets have positive sentiment and
dialogue ensues for the construction, improvement, and search of solutions. Conversations developed
in a context of positive feeling focused on social issues. Central to the groups are people in search
of renewal and the construction of a different future, based on different behaviors, mainly related to,
and with the goal of achieving, greater well-being in a long-term perspective.

The negative focus in the dialogue focused on the lack of sustainability in an environmental
framework. They show concern and discontent about how sustainability is at risk. The conversations
developed in the negative context focused on concern about climate change, confirming the hypothesis
that society believes we are already facing a climate crisis and that it will have an irreparable impact
on the future.

Our research also confirmed that Twitter is a valuable source of information for researchers and
organizations. We showed that it is possible to gather a sample of tweets about a specific topic and
develop a robust social network map of accounts according to their activity and the interactions among
them, confirming H2. The network can be designed as a characterization of participants on social
networks, both those who generate the content and those who disseminate and spread it. We confirmed
that the “sustainability” concept is part of many global conversations in micro-communities almost not
connected among themselves. There are a few communities that are relevant and led by important
players, and they are mainly institutional, such as Greenpeace, Mike Hudema, Extinction Rebellion
NYC, or the World Economic Forum, etc., but the greater part of the conversations happens in thousands
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of small communities without any relevant leader and little capacity for the dissemination of their
message. This is a sign that this topic is global in nature, not monopolized by anybody, and it can be
considered a trending topic nowadays.

We also identified the role of some accounts that are influencers and act as message amplifiers
from the main accounts that contribute about sustainability. These influencers are able to disseminate
a specific message very widely through their followers. The main characteristic of these accounts is
that they are linked to the world of science, technology, and activism, such as Dr Marcell Vollmer,
SDG2030, or Harold Sinnott, etc. This means that in the composition of the most relevant communities,
there are accounts with very different roles that contribute not only to generate content, messages,
and conversation, but also to spreading them among the audience.

6. Conclusions

This research represents a novelty as, to our knowledge, it is the first investigation that analyzed
the concept of sustainability in depth using social listening on Twitter, one of the most relevant social
networks today.

We used the advantages of the Twitter social network to gather a representative sample of data
without interfering in the activities or conversations of the individuals, minimizing the sample bias
issue of other traditional methods.

Applying a bunch of different technologies and methods, such as natural language processing
(NLP), clustering, and social network analysis (SNA), we have fulfilled two different objectives.
On the one hand, we analyzed the different context and areas of knowledge where the concept of
“sustainability” was used, and the feelings that these conversations produced among the users on
the social network. Using natural language processing (NLP) for sentiment analysis we have seen
that the concept of sustainability is used mainly in a positive way in conversations on social media.
From the whole sample of tweets, 84.64% of them were scored as positive or neutral, while only 15.36%
were scored as having a negative sentiment. This research also provides an overview of the different
topics to which the concept of “sustainability” is linked nowadays when generating both positive and
negative sentiment.

Positive feelings associated with sustainability are linked to the topic of “new”, while the negative
is linked to the topic of “climate crisis”. Hence, in this research we extended the application of NLP
and clustering based on sentiment analysis methods from previous research [26,27,33].

In addition, we drew the social network of users that generate content about sustainability or
spread it using Gephi software, showing that sustainability is, in fact, a trending topic on social media
with thousands of micro-communities having conversations about it, but without anybody leading or
guiding these conversations [28]. We also identified the different kind of accounts that play a key role
in the generation and spreading of messages on social networks.

Thus, we have confirmed that social media listening is a powerful tool to complement more
formal fields of research with the additional benefit of providing real time information on many topics
of interest in the social sciences. In this sense, this paper complements previous literature about
concept of “sustainability” [16], bridging a gap and paving the way for new lines of research based on
data analysis on social media that can be readily implemented for the benefit of both researchers and
also organizations.

Despite its strength, the study has some limitations that indicate directions for future research.
Firstly, the large data sample of tweets was gathered within a month, December 2019. Future research
should validate that there is no seasonal bias and the results and conclusions remain stable using a
new data sample of tweets gathered in a different period of time. In addition to this, we would like
to go deeper into the understanding of the dynamics of the social network around the concept of
“sustainability” and see how the relationship among accounts evolves over a period of time, providing
a longitudinal view of the network.
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Secondly, our gathered sample of tweets only contained searchable public contents published by
the users on the social network. It means that there is content that cannot be accessed if their owners
choose to keep it private.

Finally, we deliberately limited the sample of tweets to those written in the English language.
Hence, this analysis applies to the concept of “sustainability” used by English speakers and it would
be interesting to replicate the same analysis for other languages, such as Spanish, to understand if
different cultures may interpret and use the concept in a different way.
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Abstract: Investment in every type of asset increases GDP and net employment differently. This paper
compares the effect produced by a permanent unitary shock in Sustainable Knowledge for the Primary
Sector (SKPS) on the Spanish employment and GDP growth with the effect produced by the other
fourteen capital stock types. The methodology used is a Vector Error Correction Model (VECM),
where the complementary capital can affect SKPS instantaneously. The results suggest that SKPS
produces the second-highest, short and long-term effects on both labor and production, per Euro
invested; moreover, the investment of 4.3 thousand euros is retrieved in the first year and increases
net employment in one person after four years. Accordingly, the 5 million Euro Budget to invest in
sustainable machinery and processing techniques increases net employment by 827 employees.

Keywords: sustainable knowledge; sustainable development; productivity; Gross Domestic Product;
social labor; macroeconomic tool; investment policies

1. Introduction

Aschauer’s research [1,2] focused on quantifying the effects of capital investment on the economy.
In recent years there has been a significant number of papers on the critical topic of estimating the
productivity of the agricultural sector [3–7]. In the meantime, in Spain, the percentage of GDP invested
in machinery for the primary sector has decreased from 46.22% (1982–1986) to 17.57% (2002–2005).
However, the change has come, the Spanish Government has increased the quantity for the sector
by 1.3%, and there are 5 million euros for investment in sustainable machinery and processing
techniques [8]. Spain is an agricultural country, the second in Europe. The agricultural, fishing, and
farmer sector produces more than 10%, directly or indirectly, of the GDP [9]. The agricultural sector is
one of the economic engines affecting exports and employment.

The first goal of this paper is to calculate the effects of a structural unitary shock in sustainable
knowledge for the primary sector capital stock (SKPS) on the growth of GDP and net employment.
Is knowledge, advances in technology towards the Agenda 2030, productive for the sector? The second
objective is to compare these effects with those of other types of capital stock. The aim is to provide
answers to the following questions: Is investment in SKPS productive in Spain, or does the primary
sector show signs of having technological obsolescence? If so, are EU funds for investment sufficiently
productive in Spain to contribute to the so-called European Cohesion?

Until the year 2000, when Pereira [10] itemized five different types of public investment, not
considering all existing capitals, there had been no research on the effects of investment on different
types of public capital.

This paper compares the effects of SKPS capital stock with 14 types of capital stocks, considering
former capitals. The other capitals analyzed are (1) housing capital stock, (2) aggregated construction,
(2.1) road infrastructures, (2.2) public water infrastructures, (2.3) railways, (2.4) airports, (2.5) port
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infrastructures, (2.6) civil infrastructures, (2.7) other constructions, (3) aggregated transport, (3.1) motor
vehicles, (3.2) other vehicles, (4) aggregated machinery capital stock, and (4.2) metal machinery
capital stock.

Determining whether investing is productive in terms of GDP and employment has been a matter
of academic interest for some time (Tables 1–3 provide the results obtained in previous studies and
the types of data and methodologies used). The contribution of this paper to the field is the use of a
particular Vector Error Correction Model in a meticulous disaggregated analysis.

Table 1. Results compared with others obtained in the previous empirical literature.

Methodology Author Year Elasticity Scope Data

αY αL Series Type

U-f(Y) (Aschauer) [1,2] 1989 0.39 National USA 1949–1985 (St)(P)(I: transport)

U-f(Y) (Munnell) [11] 1990 0.34 National USA 1948–1987 (St)(PI)(I: transport)

U-f(Y) (Munnell, Cook) [12] 1990 0.15 States USA 1970–1986 (St)(PI)(I: transport)

U-f(Y) (Tatom) [13] 1991 0.146 National USA 1974–1987 (St)(P)(I: transport and prices of
energy)

U-f(Y) (Eberts) [14] 1997 0.15 States USA 1988–1992 (St)(P)(I: transport)

VAR (Pereira, Roca-Sagalés)
[15] 2003 0.523 National SP 1970–1995

(St)(P)(I: transport: roads and
highways, ports, airports and
railways, communications)

VAR (Pereira, Flores de
Frutos) [16] 1999 0.63 0.04 National USA 1956–1989

(St)(P)(I: core infrastructure,
buildings and equipment, road
infrastructure, transport, airport
infrastructure, gas and electricity,
water and sewage systems,
educational buildings, police,
justice, administration, etc.)

VAR (Pereira) [10] 2000 0.005 0.004 National USA 1956–1997
(PI)(I: conservation structures,
development structures, and
civilian equipment)

VAR (Pereira) [10] 2000 0.02 0.003 National USA 1956–1997

(PI)(I: education buildings,
hospital buildings, and other
buildings (industrial, general
office, police and fire
stations, etc.)

VAR (Pereira) [10] 2000 0.009 −0.01 National USA 1956–1997 (PI)(I: sewage and water supply
systems)

VAR (Pereira) [10] 2000 0.02 0.01 National USA 1956–1997 (PI)(I: electric and gas facilities,
transit systems, airfields, etc.)

VAR (Pereira) [10] 2000 0.006 −0.006 National USA 1956–1997 (PI)(I: highways and streets)

VAR (Pereira) [10] 2000 0.04 0.007 National USA 1956–1997 (PI)(I: core infrastructure)

VAR/EC Pereira [17] 2001 0.26 0.13
OECD (12
countries)

National USA

Differs from
each country

1960s to 1980s
(PI)(I: public capital)

VAR/EC Pereira [17] 2001 0.04 0.035
OECD (12
countries)

National SP

Differs from
each country

1960s to 1980s

(St)(PI)(I: core infrastructures,
residential and non-residential
buildings, road and highway
infrastructure, transport, airport
infrastructure, gas and electricity
infrastructure, sewage and water
supply systems, buildings for the
police, justice, administration,
education, etc.) (6)

VECM (Flores de Frutos,
Gracia-Díez et al.) [18] 1998 0.43 0.02 National SP 1964–1992 (St)(P)(I: transport and

communications)

VECM Cosculluela 1.08 2.20 National SP 1977–2005 (St)(I: public capital) (1)

VECM Cosculluela 0.91 1.88 National SP 1977–2005 (St)(I: transport and
communications) (2)

VECM Cosculluela 0.74 1.50 National SP 1977–2005 (St)(I: transport) (3)

VECM Cosculluela 0.04 0.08 National SP 1977–2005 (St)(I: road infrastructure)

VECM Cosculluela 0.20 0.42 National SP 1977–2005 (St)(I: other non-housing
constructions) (4)

VECM Cosculluela 0.12 0.25 National SP 1977–2005 (St)(I: sewage and water supply
systems)

VECM Cosculluela 0.55 1.11 National SP 1977–2005 (St)(I: Transit and airfields) (5)
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Table 1. Cont.

Methodology Author Year Elasticity Scope Data

Source: Adapted from Munnell (1990) [11]

Notes:

(1) includes road infrastructure, public water infrastructures, railway infrastructures, airport infrastructures, port infrastructures, civil
infrastructures, other transport material (goods and passengers) and education buildings, warehouses, hospitals, churches and other
ecclesiastical buildings, etc.

(2) includes road infrastructure, railway infrastructures, airport infrastructure, port infrastructure, other transport material (goods and
passengers), and non-specialized machinery (hardware and software).

(3) includes road infrastructure, railway infrastructures, airport infrastructure, port infrastructure, other transport material (goods and
passengers).

(4) includes education buildings, warehouse, hospitals, churches and other ecclesiastical buildings, etc.
(5) includes road infrastructure, airport infrastructure, other transport material (goods and passengers).
(6) As they used Argimón et al. computed capital stock data in first differences of log levels, they assumed data correspond to real

net investment.

Keys: (U) static relations; (PI) public investment; (f(Y)) Production function; (αY) Output elasticity to capital; (αL) Labor elasticity to capital;
(I: transport) core investment infrastructure in transportation systems; (USA) United States; (SP) Spain; (St) capital stock; (P) Public; (VAR)
Autoregressive Vector; (EC/VEC) Vector Error Correction Model.

• The estimated elasticity of output to other constructions and transportation in Spain (1.08) is higher than its USA counterpart (0.63)
estimated by Pereira and Flores [16] (0.63) using capital stock series and by Pereira [10,15] 0.04 and 0.26, respectively, using
investment series.

• The estimated elasticity of output to capital stock of road, port, air, railway and communication networks (0.91) is higher than that
obtained by Pereira and Roca-Sagales [15] (0.52), and the one estimated by Flores et al. [4] (0.43) in Spain. Pereira and Roca-Sagales [15]
omit possible presence of co-integration relations between the variables without testing it.

• The estimated elasticity of output to capital stock of road, port, air and railway networks (0.74) is higher in Spain than that obtained in
different countries and regions around the world. The highest estimated elasticity of those countries and regions found in the literature
is (0.71).

• The estimated elasticity of output to road network in Spain (0.04) is higher than the one obtained by Pereira [10] (0.006) using investment
series of USA.

• The estimated elasticity of output to non-residential constructions in Spain (0.2) is higher than the one obtained by Pereira (2000) [10]
(0.02) using investment series of USA.

• The estimated elasticity of output to sewage and water supply systems in Spain (0.12) is higher than the one obtained by Pereira (2000)
[10] (0.009) using investment series of USA.

• The estimated elasticity of output to transit systems and airfields in Spain (0.51) is higher than the one obtained by Pereira (2000) [10]
(0.02) using investment series of USA, including gas, electricity, and transit systems and airfields investment.

Table 2. Marginal productivity and return rates in Spain and the USA.

Author Year Investment
Marginal

Productivity
Return

Rate

Pereira 2000

Public capital $4.46 7.8%

Core infrastructures (highways and streets) $1.97 3.4%

Core infrastructures (electric and gas facilities, transit systems, airfields . . . ) $19.79 16.1%

Core infrastructures (sewage and water supply systems) $6.35 9.7%

Education buildings, hospital buildings, and other buildings (industrial,
general office, police and fire stations, etc.) $5.53 8.9%

Conservation structures, development structures, and civilian equipment $4.06 7.2%

Pereira and
Flores 1999

Core infrastructure, buildings and equipment, transportation vehicles, road
and airport networks, gas electricity, sewage and water supply systems,
education buildings, hospital buildings, and other buildings (industrial,

general office, justice, administration, police and fire stations, etc.).

$0.65

SPAIN

Pereira and
Roca-Sagales 2003 Transportation (roads, ports, airports, and railroads) and communications

owned by national, regional administrations. 2.892€ 5.5%

Cosculluela 2009

Core infrastructures, buildings and equipment, transportation vehicles,
road and airport networks, gas electricity, sewage and water supply

systems, education buildings, hospital buildings, and other buildings
(industrial, general office, justice, administration, police and fire stations,

etc.). (1)

15.34€ 15.15%

Public capital (1) 15.34€ 15.15%

Core infrastructures (highways and streets) 1.34€ 15.82%

Core infrastructures (transit systems, airfields) (2) 30.28€ 14.81%

Core infrastructures (sewage and water supply systems) 13.54€ 16.63%

Education buildings, hospital buildings, and other buildings (industrial,
general office, police and fire stations, etc.) 1.59€ 16.21%

Road transportation, ports, airfields and railways and communications (3) 15.93€ 14.93%

115



Sustainability 2020, 12, 3127

Table 2. Cont.

Author Year Investment
Marginal

Productivity
Return

Rate

Marginal productivity is computed following Pereira [10] as the total added product obtained by the investment of one monetary unit along
the ten first periods of time, in order to compare the results. That is, the total added production of the first 10 periods (caused by an increase
in one transitory percentage point in the rate of growth) divided by the effect that the increase of one percentage point has produced in the
capital series. The rate of return associated to this marginal productivity is an indicator of profitability, considering the effects in previous
periods. It has been calculated as the rate of return that converges to that marginal productivity.

(1) Includes road infrastructures, public water infrastructures, railway infrastructures, airport infrastructures, port infrastructures, civil
infrastructures, other transport material (goods and passengers) and education buildings, warehouse, hospitals, churches and other
ecclesiastical buildings, etc.

(2) Includes road infrastructures, airport infrastructures, other transport material (goods and passengers).
(3) Includes road infrastructures, railway infrastructures, airport infrastructures, port infrastructures, other transport material (goods and

passengers).

• Road networks and buildings for public services have the lowest marginal productivities in Spain and in the USA.
• Investment in public capital stock—non-residential buildings and transportation of people and goods—is much more productive in

Spain than in the USA; during the 10 first periods, one euro in Spain produces €15,35 while one dollar produces $4.46, according to
Pereira [10], and $0.65 according to Pereira and Flores (1999). Thus, the rate of return of public capital in Spain is 15.15% while in the
USA it is 7.8%.

• On the one hand, transit capital and airfields are the investment with the highest marginal productivity in Spain (€30.28, base year 2000)
and in the USA ($19.79), with corresponding rates of return of 14.81% and 16.1%, respectively. On the other hand, road transportation
networks have the lowest marginal productivity, €1.34 (base year2000) and $1.97, respectively. Thus, the results in this paper for
marginal Spanish productivity in road, port, air, train, and communication networks suggest €15.93 (base year 2000), while the result in
Pereira and Roca-Sagales is €2.89 (base year 1986).

• Sewage and water supply systems have a marginal productivity of €13.54 (base year 2000), and its corresponding rate of return is
16.63% in Spain, while in the USA the marginal productivity is $6.35, and its corresponding rate of return is 9.7%.

• A one euro investment in construction, buildings for public services, in Spain produces, along 10 periods, €1.59 (base year 2000) of GDP,
with an associated rate of return of 16.21%; on the other hand, in the USA, one dollar produces $5.53 of marginal production, with an
associated rate of return of 8.9%.

Table 3. Long-term accumulated elasticity of private-sector variables with respect to public investment
in the USA (Pereira, [10]).

Investment
Rate of
Return

Marginal
Productivity

Elasticity

Output Employment Investment

Aggregated Public Investment 7.8% $4.46
0.04253 0.00735 0.22909

(0.025,0.045) (−0.062,0.014) (0.004,0.229)

Core infrastructures (streets
and highways) 3.4% $1.97

0.0055 −0.0057 0.01154

(0.002,0.006) (−0.008,−0.004) (−0.036,0.012)

Core infrastructures (electric and
gas facilities, transit systems,

airfields, etc.)

16.1% $19.79
0.02103 0.01143 0.09455

(−0.0008,0.021) (−0.005,0.011) (−0.047,0.104)

Core infrastructures (sewage and
water supply systems) 9.7% $6.35

0.00856 −0.01159 0.01239

(−0.0058,0.01) (−0.012,−0.005) (−0.058,0.017)

Education buildings, hospital
buildings, and other buildings

(industrial, general office, police
and fire stations, etc.)

8.9% $5.53
0.01732 0.00285 0.02174

(0.0049,0.017) (−0.008,0.0029) (−0.12,0.025)

Conservation structures,
development structures, and

civilian equipment

7.2% $4.06
0.00491 0.00392 0.06874

(0.002,0.0056) (0.0024,0.0056) (0.021,0.069)

Pereira computes the marginal productivity multiplying the output to public investment ratio for the last ten years by the
elasticity of private output with respect to public investment. The rates of return that converge to that marginal
productivity are calculated as the estimated profit of the investment taking into account the effects of those profits in the
20 previous periods. In parentheses are the estimated confidence bounds.
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Table 3. Cont.

Investment
Rate of
Return

Marginal
Productivity

Elasticity

Output Employment Investment

• The estimated elasticity of labor to non-residential constructions and transportation network in Spain (2.20) is higher
than the one estimated by Pereira and Flores [16] (0.04) using capital stock series and by Pereira [10,15], 0.13 and
0.007, respectively, using investment series. It is also higher if it is compared to the one estimated by Pereira [10,15]
(0.035) using capital stock series of the Spanish economy.

• The estimated elasticity of labor to transportation network (road, port, air, railway) and communications (1.88) in
Spain is higher than the one obtained by Flores et al. [18] (0.02).

• The estimated elasticity of labor to road network in Spain (0.08) is higher than the one obtained by Pereira [10]
(−0.006) using USA investment series.

• The estimated elasticity of labor to non-residential constructions in Spain (0.42) is higher than the one obtained by
Pereira [10] (0.003) using USA investment series.

• The estimated elasticity of labor to sewage and water supply systems in Spain (0.25) is higher than the one obtained
by Pereira [10] (−0.01) using USA investment series.

• The estimated elasticity of labor to transit systems and airfields in Spain (1.11) is higher than the one obtained by
Pereira [10] (0.01) using investment series of USA, including gas, electricity, and transit systems and
airfields investment.

This paper answers the following questions:
First, is an investment in SKPS productive compared with other capitals? Furthermore, how many

periods are needed to retrieve the quantity invested?
Second, which types of investment have the highest short-, medium-, and long-term effects on

employment? How much it is needed to increase net employment by one employee? Last, are there
complementary effects found between employment and SKPS?

The analysis follows the methodology proposed by Cosculluela-Martínez and Flores de Frutos [19]
to measure the effect of investing in housing in Spain and also partially used to find the weights in the
Life Expectancy Index [20]. Other authors have either used this methodology or based analyses on its
results [21–25].

The contribution of this paper lies in its comparison of the economic effects of different investment
distributions, allowing the isolation of responses to shocks in the capital stock type studied and/or in
the complementary capital stock. This isolation of responses makes it possible to study the effects, on
labor and production, of different investment distributions at different periods. Therefore, the results
obtained provide a useful macroeconomic policy instrument to quantify the effects of investment in
SKPS capital stock compared with other capital stock types, information which may be helpful towards
the goals of the Agenda 2030. The results provide enough evidence to determine that investment in
SKPS is retrieved in the first period and increases net employment by one person after four years per
investment of 4.3 thousand euros.

Section 2 of this paper (Materials and Methods) describes the version of the methodology used.
Section 3 (Estimation of the Theoretical Model) presents the time series used, their statistical properties,
and the empirical estimation of the theoretical model. Section 4 (Results) discusses the step response
functions (SRFs) of output and employment. Section 5 (Discussion) presents a brief critical analysis
of previous literature on the subject and provides a comparative analysis with the results obtained
in previous papers. Section 6 concludes with a proposal on the results obtained and points out the
limitations of the analysis.

2. Materials and Methods

Although the data of the Spanish economy available cover the timespan 1977- 2012, the data
timespan was from 1977 to 2005. The worldwide crisis in 2008 changed the model adjustment
completely, and there were not enough data from 2008 to 2012 to leave enough degrees of freedom to
estimate two different models. This intervention analysis concluded not to modify the time series so
the data would be accurate.
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Yt: Gross Domestic Product (GDP) obtained from the World Bank. Thousands of euros, the base
year 2000.

Lt: Total employment (The employment of Ceuta and Melilla are not considered due to missing
data in the first time periods.), measured in thousands of workers and obtained from the Spanish Labor
Force Survey published by the National Statistics Institute (2006).

Kit : Capital stock data computed by the Instituto Valenciano de Investigaciones Económicas
(IVIE) and published by the Banco Bilbao Vizcaya BBVA Foundation (Mas et al. 2007), where i = 1-4.3,
according to BBVA-IVIE’s second level classification. Thousands of euros, the base year 2000.

Kit : Capital stock data computed by IVIE and published by the BBVA Foundation (Mas et al.
2007), excluding the isolated Capital Stock Kit . Thousands of euros, the base year 2000.

The main goal is to estimate the responses of Yt, Lt, and Kit to an increase of Kit . Thus, the vector of
variables which are used in this research is Wt =

(
Yt, Lt, Kit , Kit

)
′. As the variables of Wt are stationary

in the second differences of the variables I(2), lowercase variables wt =
(
yt, lt, kit , kit

)
′ represent the

vector of first-differenced logged variables of Wt. The objective is to estimate the impulse response
functions (IRFs) of yt and lt to a permanent unitary shock in kit ; the SRFs are computed by adding
the IRFs.

In wt there are two types of variables: the vector of variables of fast reaction, vector zt = (yt, lt)
′

and vector kt =
(
kit, kit

)′
, which are the more rigid ones. The variables of zt react faster than those of

kt. It seems reasonable to think that a shock in kt (in period t) would have both instantaneous and
lagged effects on the variables in zt. However, a shock in period t in any variable of zt would only
cause lagged responses in kt variables. This means that kt variables need time to react to changes in yt

or lt. Thus, kt levels are determined by past values of zt, while zt values are determined by past and
present values of kt.

Formally, the behavior of vectors zt and kt can be represented as follows:

zt = vz(B)kt + Nzt

πz(B)Nzt = αzt

(1)

kt = vk(B)zt + Nkt

πk(B)Nkt = αkt

(2)

where vz(B) and vk(B) are (2× 2) matrices of stable transfer functions:

vz(B) =

⎛⎜⎜⎜⎜⎝ vykit(B) vykit(B)
vlkit

(B) vlkit
(B)

⎞⎟⎟⎟⎟⎠ and vK(B) =

⎛⎜⎜⎜⎜⎜⎝ vki yt
(B) vkilt

(B)

vki yt
(B) vkilt

(B)

⎞⎟⎟⎟⎟⎟⎠
πz(B), πk(B) are polynomial matrixes in B, with the lag operator:
πz(B) = πoz − π1z B− π2zB2 whose elements are a (2× 2) coefficient matrix.
Each function in νz(B) represents the response function of each variable yt and lt to shocks in kt .
Together, kt variables have diverse yields. Complementary infrastructures kit other than kit take

longer to react than the infrastructure kit isolated.
It is worth noting that the empirical analysis shows significant contemporaneous correlations

between some types of the capitals studied. The isolated infrastructure kit reacts immediately (in the
same period) to variations in other infrastructures kit and will continue reacting to those changes
along several periods. However, other infrastructures kit only show lagged effects to changes in the
infrastructure studied and do not react in the same period. Thus, shocks in SKPS or in any other
capitals produces delayed changes, from the second year onwards, in other infrastructures such as
houses, roads, etc.

Mathematically this is expressed in Equation (3) as follows:

E(αktαk
′
t) = Σk = PkΣ∗kP′k (3)
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where PK =

(
1 0
−β 1

)
is the diagonalization matrix of Σk and β represents the slope in Equation (4).

αkt = βαkt
+ α∗kt

(4)

Introducing this assumption, Equation (2) is represented as

PkΠk(B)kt = PkΠk(B)νk(B)zt +
[
Pkαkt = α+

kt

]
with

E
(
α+

kt
,α+

kt

′) = Σ+
k (5)

as the diagonal.
Compacting Equations (1) and (5) results in[

Πz(B) −Πz(B)νz(B)
−PkΠk(B)νk(B) PkΠk(B)

]
×
[

zt

kt

]
=

⎛⎜⎜⎜⎜⎝ αzt

α+
kt

⎞⎟⎟⎟⎟⎠ (6)

with

E

⎡⎢⎢⎢⎢⎣⎛⎜⎜⎜⎜⎝ αzt

α+
kt

⎞⎟⎟⎟⎟⎠( α′zt α+′
kt

)′⎤⎥⎥⎥⎥⎦ = [
Σz 0
0 Σ+

k

]
where:

• Σz non-diagonal;
• Σ+

k diagonal;

• E

⎡⎢⎢⎢⎢⎣⎛⎜⎜⎜⎜⎝ αzt

α+
kt

⎞⎟⎟⎟⎟⎠( α′zt α+′
kt

)′⎤⎥⎥⎥⎥⎦ block diagonal.

Model (6) is represented as
Π+(B)wt = α+

t (7)

with
E
(
α+

t α+
t
′) = Σ+ (8)

as the block diagonal.

Since Π+(0) =
[

I −νz0

0 Pk

]
� I, the stochastic Model (8) is not normalized in the sense of Jenkins

and Alavi [26]. However, it can be normalized by pre-multiplying (8) by
[
Π+(0)

]−1
:(

Π(B) =
[
Π+(0)

]−1
Π+(B)

)
wt =

([
Π+(0)

]−1
α+

t = at

)
(9)

• at is a (4× 1) vector of structural shocks, which follows a white-noise vector process, with a
diagonal contemporaneous covariance matrix Σ.

where (9) is the theoretical Model (10). The difference between them is that Σz is not diagonal, which is
the dependence of the variables in αzt . Nevertheless, it permits estimating the response functions of
each one of the elements of zt to a shock in kit .

Π(B)wt = at (10)

Estimating (10) and its corresponding instant covariance matrix permits consistent estimation of
the parameters in (7) and (8) (all mathematical details can be provided under request); i.e.,

[
Π+(B)

]
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and Σ+, and from them, the IRFs. Positions (1,4) and (2,4) of the polynomial elements in (12) will give
the response functions of yt and lt, respectively.

wt = Ψ+(B)α+
t (11)

with
Ψ+(B) =

[
Π+(B)

]−1
= Ψ+

0 + Ψ+
1 B + Ψ+

2 B2 + . . . (12)

In the following section, Equations (9) and (12) are estimated.

3. Estimation of the Theoretical Model

Before estimating the multivariate theoretical model, a univariate analysis is done. The software
used to carry out the univariate analysis is called E-Views 9.

Univariate Analysis. All variables are I(2) according to the values of the Augmented Dickey-Fuller
(ADF) test [27,28] (the Autoregressive Integrated Moving Average (ARIMA) univariate estimated
models suggest that none of the series seems to be over differenced, and no MA terms are present)
for a unit root in first and second differenced series. The analysis shows that no intervention analysis
was needed (all ARIMA univariate analyses and ADF tests can be provided under request via email).
No important outliers were present.

Co-integration. Methods from Johansen [29,30] were used to study whether there were
co-integration relationships among the variables

(
yt, lt, kit , kit

)
.

Results suggest that there was one co-integration equation ξ1t, which involves GDP and
employment growth rates isolating every type of capital stock. (Methods from Engle and Granger [31]
were used to check Johansen results. All regressions, including all the variables and constant terms,
have been estimated. The ADF test indicates that for every w vector isolating every type of capital
stock, the residuals of the regression of yt on lt, kit , and kit are I(0), according to Phillips and Ouliaris [32]
critical values (95% critical value, −4.11). There are also I(0) when each capital series is not considered
in the regression (95% critical value, −3.77) or when both of them are excluded (95% critical value,
−3.37). Thus, when lt is not included in the regression of yt on each capital series, or on both of them,
the ADF test indicates that residuals are I(1). The ADF test indicates that the residuals of the regressions
of lt, kit , and kit on the other variables in each set of variables that isolate every type of capital stock
series are I(1), except when airport infrastructures is the isolated capital.)

ξ1t = yt − 0.47(0.05)lt − 0.02(0.001)

Co-integration equation ξ1t can be interpreted as a stable, positive relationship between GDP and
employment growth rates, where the disequilibrium in each period t is measured by ξ1t.

If airport infrastructure capital stock
(
k24t

)
is isolated, another co-integration equation ξ2t is found

between variables of w vector. (When airport infrastructures is the isolated capital, the ADF test
indicates that the residuals of the regression of lt on yt , k24t

, and k24t
are I(0). In fact, in the regression

of lt on yt , k24t
, and k24t

, the ADF value is −5.72, while in the regression of lt on k24t
and k24t

, of lt on yt

and k24t
, of lt on yt, and of lt on k24t

, the ADF values are respectively −2.30, −3.64, −3.10, and −2.17.
Then, by isolating every type of capital, one co-integration relationship including ∇ ln Yt and ∇ ln Lt is
found, and when airport infrastructures is the isolated capital, another co-integration relationship that
must include ∇ ln Lt, ∇ ln Yt, and ∇ ln K24t is found.)

ξ2t = lt − 1.39(0.15)yt − 0.27(0.06)k24t
+ 0.04(0.01)

where ξ2t measures the volatility in the stable, positive relationship between employment, GDP, and
airport infrastructure growth rates.
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4. Results

Estimation of the Multivariate Model

The software used for the multivariate analysis is J-Multi 4.15.
Akaike information criterion (AIC) (AIC values can be provided under request via email) suggests

that the variables follow a VAR(3). Therefore, VEC(2), on twice differenced variables, was estimated by
Generalized Least-Squares (GLS). All non-significant parameters were set to be zero. AIC applied to
the residuals of the model showed that at followed a multivariate white noise process (all diagnoses of

the estimated models can be provided under request via email). From Σ̂+ the instant correlation matrix
ρ̂ is calculated, and Π̂+

(0) is estimated. Π̂+
(0) permits the estimation of (10) from (9). Model (10) will

be calculated by pre-multiplying (9) by Π̂+
(0). Table 4 shows the resulting Model (10) adjusted to data.

The compact model is presented in Table 4 as

Π̂+
w(B)wt + c = â+t

Table 4. Orthogonalized Reduced Forms.

^
Π

+

w(B)wt =
^
a
+

t .

Π̂+
w(B) wt â+t⎡⎢⎢⎢⎢⎣ Π̂+

w11
(B) Π̂+

w12
(B)

Π̂+
w21

(B) Π̂+
w22

(B)

⎤⎥⎥⎥⎥⎦
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

yt
lt
kit
kit

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠+
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

c1
c2
c3
c4

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ây
+
t

âl
+
t

âki

+
t

âki
+
t

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Agricultural, Farm, and Fishing Machinery (k41 t)

^
Π

+

w11
(B)

^
Π

+

w12
(B)[

1− 0.29B −0.34B
0 1− 1.17B + 0.40B2 − 0.23B3

] [
6.04B− 2.07B2 − 0.29B3 − 3.68 0
9.12B− 3.12B2 − 0.44B3 − 5.56 0.06B− 0.06

]
Π̂+

w21
(B) Π̂+

w22
(B)

∅

[
1− 1.64B + 0.56B2 + 0.08B3 0

0 B

]
Π̂+

0,w ρ̂ Σ̂+⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 −3.68 0

1 −5.56 −0.06
1 0
0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0.81 0.80 −0.07
1 0.85 0.15

1 −0.05
1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1.30× 10−4 1.50× 10−4 2.29× 10−5 −4.04× 10−5

2.62× 10−4 3.43× 10−5 1.30× 10−4

6.23× 10−6 −6.56× 10−6

2.85× 10−3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
This is presented together with their corresponding Σ̂+, ρ̂, and Π̂+

(0) matrix, where c is a vector
of constant terms.

The relations among all the variables are shown in Table 4. As explained in Section 2, IRFs can be
found from the reduced form of Model (10) in Table 4. By adding up the IRFs, the SRFs are computed,
as mentioned in the following section. The elasticity is calculated by dividing the SRFs of production,
employment, or complementary capital by the SRFs of the capital of the shock.

Table 5 shows the calculated reactions of production, employment, complementary capital stock,
the 70% confidence level Bootstrap bounds, and also the feedback effects, in percentage points, for
each of the following 20 periods, to an increase in the level of the aggregated and disaggregated capital
stock of one percentage point.
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Table 5. Response functions (%) of each variable level to a shock in agricultural, farm, and fishing
machinery capital stock.

Period LB ln Y UB LB ln L UB LB ln K̅₄₋₁ UB LB ln K₄₋₁ UB 
1 0.00 0.00 0.00 0.03 0.06 0.11 0.00 0.00 0.00 0.77 1.00 1.42 
2 0.01 0.02 0.04 0.04 0.07 0.13 0.00 0.00 0.00 0.77 1.00 1.42 
3 0.02 0.03 0.05 0.04 0.06 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
4 0.02 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
5 0.01 0.02 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
6 0.01 0.02 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
7 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
8 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
9 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 

10 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
11 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
12 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
13 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
14 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
15 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
16 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
17 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
18 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
19 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 
20 0.01 0.03 0.05 0.03 0.05 0.10 0.00 0.00 0.00 0.77 1.00 1.42 

Notes: (*) Response functions of natural logarithms of each variable. LB and UB represent the lower and upper
Bootstrap Bounds at a 70% confidence level, respectively.

The results can be summarized as follows:

1. Output responded with a lag of one year to a shock in SKPS, as well as housing capital stock, road,
airport and railway networks, public water infrastructures, and civil infrastructures. A shock in
other types of capital stock produced contemporaneous effects on output. These results were also
obtained in previous literature [10]. The elasticity was not constant over time in most capitals,
although the SKPS elasticity was (0.3) from the third period onwards.

2. Employment reacted quicker than output and did so instantaneously; it decreased its elasticity to
SKPS over the time from 0.062 to 0.051, according to the natural decrement evolution of labor.

3. Results did not show feedback effects, with the exceptions of housing, other aggregated
construction capital, and non-specific infrastructures. Thus, SKPS capital stock and the rest of the
capital types studied remained at equilibrium just 1 percentage point over their initial level or
less (airport infrastructures).

4. Effects on the complementary capital stock were not detected in SKPS only when the non-specific
infrastructures and non-specialized machinery and software, and consequently also in aggregated
machinery other than housing construction, received a shock. The weights on the total capital stock
of the studied capital, in most cases, was too small to produce effects on its complementary capital.

5. Discussion

This section compares the results obtained with those in previous literature, whether estimating
elasticity in static or in a dynamic framework.

From Aschauer’s research in 1989 [1,2], until the beginning of the 21st century, there had been
no research on the effects of investment on different types of public capital. Pereira [10] itemized five
different types of public investment, but the investment time series applied did not allow considering
all existing capitals, and he used investment series. It is worth noting that Pereira’s breakdown
of public capital into five categories, although excluding capital stock series, provided the most
detailed results at that moment in time. Before Pereira [10], they divided the capital into only two
types. He found that all variables were I(1) and, using Engle and Granger’s method [31], tested the
possible presence of co-integration equations, without finding any. The main conclusion was that
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the slowdowns of the production in the United States during the 1970s was the reduction of public
investment in infrastructures.

Table 1 shows the methodology, data, and the estimated elasticity to both production and
employment obtained in the empirical literature on the subject. In Table 2, the first column shows
the rate of return corresponding to the marginal productivity (column 2) of ten periods (long-term)
to the monetary increase of output for a one-dollar investment in every type of public capital. The
corresponding rate of return is the yield that converges to marginal productivity. The last three columns
show the estimated elasticity, together with their corresponding confidence bounds. Table 4 also
contains the marginal productivity and the return rates associated with the marginal productivities,
i.e., the investment profit and the effect generated by the previous investment. Previous literature
shows that elasticity of output to any investment estimated using USA data is lower than the elasticity
of output using Spanish data, including the results obtained in this paper. Thus, according to the
elasticity estimated, the investment profit of any asset is higher in Spain than in the USA. However,
capital series and investment series are different in every country; therefore, some authors show
the marginal productivity. Marginal productivity is typically computed as the total added product
obtained from the investment of one monetary unit throughout the ten first periods. That is the total
added production of the first ten periods, caused by a one transitory percentage point increase of the
growth rate, divided by the effect that that increase has produced on the capital series. Therefore, this
marginal productivity does not coincide with the marginal productivity of economic theory, so some
authors also calculate the rate of return associated with it as an indicator of profitability. The “modified”
rate of return becomes the estimated profit of the investment, taking into account the effects produced
by the previous investment.

Table 2 shows a comparative analysis with the results obtained by and Pereira [10] Pereira and
Flores de Frutos [16] in the USA, and by Pereira and Roca-Sagalés [15] in Spain. The highest marginal
productivity is produced by an investment in the same type of capital in Spain using capital stock
series than in the USA using investment series. Thus, the most and least productive capitals are the
same in the USA and Spain. The rates of return show that investment in physical capital is more
productive in Spain than in the USA.

Table 3 shows the estimated elasticity of labor to public capital in the range of 0.007–0.04. Thus,
labor elasticity is lower than output elasticity. The results obtained in this paper suggest that the
elasticity of labor is lower than the elasticity of output.

The estimated elasticity of labor to public capital (all types of capital included in the aggregated
other constructions and transportation network) is 2.20. Thus, additional investment increases
employment, so public capital and labor are complementary inputs in the production function.

From this vast amount of literature, we can conclude that the investment in SKPS has not been
analyzed, and the Agenda 2030 places it as the second objective. As pointed out in the results section,
the main conclusion is that, although during the first years other types of investment produce and
increase net employment instantaneously, SKPS is the second most productive and employee-hiring
investment from the second period onwards.

The literature does not estimate the effects of investment in SKPS compared with other capitals.
More important is the number of periods needed to retrieve the quantity invested. Moreover, the types
of investment that have the highest short-, medium-, and long-term effects on employment were not
identifyed. When unemployment increases and public policies can turn around the curve, it is essential
to know how much investment is needed to increase net employment in one employee in as many
types of assets as possible to weigh the National Budget conveniently.

Comparing the capital stock types, the investment of 1 million euros of 2000 in SKPS increases net
employment after 4 years by 229 people, nearly doubling the investment in railway infrastructures
that leads to an increase by 128 people. Indeed, per 1 million euros in 2020 invested in sustainable
machinery and processing techniques, net employment increases by 166 employees. While SKPS
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produces 11.91€ per euro (base 2000) invested in 4 years and 24.73€ in 8 years, railway infrastructures
only produce half as much, 6.28 and 12.15€, respectively, per euro (base 2000) invested.

The methodology used in this paper contributes to the field in that the two-step orthogonalization
allows to affect the complimentary capital instantaneously, and that it considers the highest
disaggregation of capital stock types for the Spanish economy to compare the effects of SKPS.

6. Conclusions

Applying the methodology proposed by Cosculluela-Martínez and Flores de Frutos [19] to data
from the Spanish economy, it is possible to conclude that SKPS 1€ investment yields are €11.91 in
the first four years (short-run), €24.73 after eight years (medium-run), and €47.32 after twenty years
(long run).

Additionally, SKPS, together with airport infrastructures and other transport equipment, provides
the highest employment (per euro invested) in every considered period.

SKPS, as well as investments in airport infrastructures, other transport equipment, railway
infrastructures, and public water infrastructures, takes one period to be productive. Metal machinery,
motor vehicles, or other constructions (non-specific), i.e., education buildings, warehouses, hospitals,
churches, and other ecclesiastical buildings, produce instantaneous results.

Answering the second question, the investment required in SKPS to reduce the number of
unemployed people by one person is almost 30 times less than the investment in non-specific
constructions. Indeed, the investment needed to increase net employment by one employee after four
periods varies from €3566.58 for investment in airfield infrastructures to €4372.77 for investment in
SKPS or €6690.37 for other transport equipment, reaching €102,758.42 in non-specific construction
infrastructures. To increase net employment by one employee after 20 periods, the investment needed
in airport infrastructures is €3052, in SKPS €51,664.34, while in housing it is €93,690, in other aggregated
constructions €63,800, and non-specific constructions €112.932,09, twice the investment needed in SKPS.

The answer to the third question—Do complementary effects exist between capital and employment
when investing in SKPS?—is yes; investment in SKPS increases employment. Is there crowding in
the effect of other types of capital? Externalities are present in the investment in other aggregated
constructions and non-specific construction from the second period onwards and after one period in
the investment in other machinery and software, but not in SKPS. These increase the effect on output
and labor.

To summarize, SKPS is one of the two most productive and employee-hiring capitals of the 14
capitals analyzed in any timespan. It produces instantaneous effects on employment, although it needs
one period to increase output. Thus, the results support the importance of the Spanish primary sector
and the need for new technology to stimulate it. SKPS investment continues to be very productive,
both in terms of output and in terms of employment. The sector does not show signs of saturation;
in fact, it is the second most productive type of investment (per euro invested) after investment in
airports. Therefore, according to the results of this paper, a 5 million euro investment after 4 years will
increase net employment by 827 employees. Thus, it would be recommended to promote this type
of investment.

Thus, the SKPS sector does not seem to be overinvested, and its productivity and capacity to employ
people seem to be far from the inflection point. The results reveal that EU funds supporting the SKPS
sector and encouraging European cohesion are productive and create employment, with 259 employees
per million euros invested (the base year 2000). Results asses the second objective (2.a) of the Agenda
2030 to invest in technological development and agricultural infrastructure.

This paper contributes to the field in two ways; first the results of this paper could be expanded to
countries with similar characteristics, and second, the methodology used to carry out the study can
be used with data from any other country or region. The main limitation is that is not taking into
account the effects of the period in which a global crisis can occur, so the results of the model can be
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extended when the country is recovering from a crisis such as the 2008 economic crisis or the 2020
COVID-19 crisis.
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Abstract: The concept of work–life balance has recently established itself as a key component on
route maps drawn up in the pursuit of social sustainability, both on a local scale, represented by
individual organizations, and on a more general one, represented by global institutions such as the
United Nations. Our article analyzes telework’s use as a political tool within organizations that
either boost or hinder the development of social sustainability. Additionally, we propose the notion
of “life sustainability” to analyze how female teleworkers describe the link between specific work
cultures and the possibility of fulfilling social sustainability goals in local work environments through
the achievement of a good work–life balance. Our research was performed following a qualitative
approach, drawing from a sample of 24 individual interviews and 10 focus groups with a total of
48 participants, all of which are female teleworkers with family responsibilities. Our main findings
allow us to summarize the interviewees’ social perceptions into two categories, which we have
dubbed ‘life sustainability ecologies’ and ‘presence-based ecologies’. We conclude by discussing
female teleworkers’ claim that work–life balance is directly linked to social sustainability and that the
latter goal will remain out of reach as long as the issue of balance goes unresolved.

Keywords: social sustainability; work–life balance; female teleworkers; organizational culture; life
sustainability ecologies; qualitative methods

1. Introduction

In 2015, the United Nations established 17 sustainable development goals (SDGs) for the entire
planet to work towards and attain by 2030 [1], an initiative supposedly entailing a binding contract for
all countries forming part of the organization. Three of the SDGs directly target branches of science
with ties to organizational studies (SDG 8: decent work and economic growth; SDG 9: industry,
innovation and infrastructure; and SDG 12: responsible consumption and production). It is explicitly
stated that these goals will come as an enormous challenge for organizations and will have a significant
impact on them in terms of management [2–4]. Likewise, there are at least three other SDGs that prove
relevant in this regard (SDG 5: gender equality; SDG 10: reduced inequalities; and SDG 11: sustainable
cities and communities). The fact that at least six of the seventeen SDGs established by the United
Nations target organizations reflects the crucial role they play in creating a sustainable world and,
at the same time, their importance in reducing inequality, with the ultimate goal of ensuring permanent
sustainability [5,6].

In this regard, the last decade has seen proposals advocating processes of change in organizations
to enhance their commitment to: (a) their surrounding environment; (b) the community in which
they carry out their activities; (c) the efficient and clean use of energy; and (d) production and work
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organization procedures that ensure workers’ future well-being and reduce social and economic
inequalities [7–10]. Such proposals often overlook the importance of guaranteeing a work–life balance.
Oddly enough, this absence is not reflected in the theories posited in academic literature. In fact, there
is broad consensus on the fact that work–life balance is of vital importance in industrialized nations
and that it is becoming a pressing issue in developing countries as well. In the former case, the massive
incorporation of women into the workplace, the rise in the number of single-parent families, and the
increase in dependency as a result of ageing populations are some of the factors that explain why the
issue of work–life balance has become a key item on the agendas of a number of European Union
states [11–18]. In the latter, the sudden creation of companies in areas of Africa and Asia as the result of
outsourcing (with the consequent implementation of long working hours), the pace of transformation
of local communities and unforeseen changes in age-old family traditions make this balance a new and
urgent problem [19,20].

Reflecting the conclusion of academic literature, recent years have witnessed examples of
companies, organizations and institutions that have introduced meaningful changes in their
development agendas to ensure and promote a proper work–life balance. What is interesting
about these examples is that the transformations they propose are regarded as strategic and crucial in
guaranteeing the very survival of the companies in question, increasing their ability to attract and retain
talent, boosting productivity and, in short, sharpening their competitive edge [21–23]. The majority of
these transformations involve promoting flexibility in the organization of working time, maternity
leave, the right to special childcare-related vacation time and telework. This last item is especially
important, as working from home has appeared in the world of organization as a great solution to the
problems hindering a proper work–life balance. In this regard, the resolution adopted by the European
Parliament and the Council on measures for achieving a work–life balance recommended flexible
working models, including teleworking.

Telework has been analyzed from a wide variety of viewpoints, receiving both great support and
harsh criticism. Supporters underline telework’s great potential to harmonize the different facets of
people’s lives, permitting space and time management that proves beneficial to workers [24–27], while
also cutting costs for organizations [28–30]. However, other authors reveal its more controversial and
negative ramifications [31–34]. Their perspective highlights the pernicious impact of teleworking,
portraying teleworkers as being overloaded with work as they directly and intensely experience the
conflicts and hurdles that arise when salaried, family, domestic and personal work coexist [11,35].
It also points to how, in the case of women, teleworking can bolster the role they are traditionally
saddled with as those chiefly responsible for family-related matters [36–39].

Nevertheless, teleworking has not, to date, been examined as a tool that can be used for political
denunciation or for proposing organizational transformations that target the seventeen sustainable
development and social sustainability goals set by the United Nations. This, it is that this article will
examine this very issue. Leveraging work carried out over the course of a number of years with female
teleworkers, we will show that they resort to this form of working to point out two extremely important
issues. Firstly, they explain which organizational conditions help make teleworking a success or a
failure. Secondly, they indicate that difficulties in successfully teleworking and, therefore, in attaining
a proper work–life balance, go far beyond technical issues impeding a fit between the rhythms of
everyday life and work. Work–life balance appears as one more goal for helping organizations to
become sustainable. In other words, it is an important element that must strongly feature on any
social sustainability route map, both on a local scale, represented by individual organizations, and on
a more general one, represented by global institutions such as the United Nations, with the role of
safeguarding human rights. Therefore, our article contributes to the study of the relationship between
organizations and the problem of social sustainability by: (a) showing how telework is employed by
users as a political tool for denouncing unfavorable employment situations; (b) indicating telework’s
association with organizations that boost or hinder the development of social sustainability in the field
of work; and (c) proposing the notion of ‘life sustainability’ to analyze how female teleworker describe
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the link between specific work cultures and the possibility of fulfilling social sustainability goals in
local work environments though the achievement of a work–life balance.

As is often the case in qualitative research, our proposals do not adhere to one single theory or
set of works. Rather, they are based on two different kinds of academic contributions. First, we find
critical and qualitative research providing a number of insights into the perception and experiences
that (male and female) employees have of the relationship between their overall quality of life and
their work, family and personal activities [40,41]. Additionally, this tradition has established an active
and urgent agenda [14,42] to answer the following questions: (a) What practices, cues and rituals do
home-based teleworkers rely on to smooth the transition between their home and work roles [43,44]?;
(b) How does technology change workers’ concept and use of time and space [45,46]?; (c) What
paradoxes and dilemmas are created by the discourse surrounding home-based teleworkers and their
flexibility [47–49]?; and (d) What binds the relationship between flexibility, telework and identity [41]?
Our research takes up the baton in this line of interest and widens its scope by exploring an entirely
new topic: the relationship between female telework and social sustainability.

Second, our work sticks to a conceptual framework called “New Urban Studies” [50–52].
This defends the idea that social sustainability is a term overlapping with others such as solidarity,
cohesion, integration, etc. In this vein, an umbrella concept encompassing factors including education,
mental and physical health, poverty, social equity or participation is also considered. However, studies
like these put forward that research grappling with social sustainability tends to forget that this cannot
be analyzed in isolation without considering environmental and economic sustainability. In the bind
between social and economic sustainability, New Urban Studies establishes a new theoretical and
practical challenge associated with achieving greater social sustainability: the impact teleworking has
on it [52]. The Urban Studies framework points out several lines of research to clarify this relationship:
(a) establishing how relevant for social sustainability working without commuting between home
and work is; (b) analyzing what kind of transformations telework triggers in local and international
organizations to align them with the objectives of social sustainability; (c) examining how telework
could change our cities and turn them into a more sustainable habitat; (d) understanding how telework
producing little transformations in local practices inside organizations can trigger effects on a global
scale and contribute to strengthening social sustainability objectives.

As noted above, our research focuses on female Spanish teleworkers and analyzes how this
form of work affects, in practice, their work–life balance. The article’s second section addresses the
vital relationship between work–life balance and social sustainability, completing its analysis with an
in-depth look at the importance of teleworking in the knowledge economy, as well as its potential to
help redress the issues hindering work –life balance. In the third section, we provide the details of our
research methodology. There are two reasons why our sample included only women. The first is that a
great deal of literature shows that the issue of work–life balance is gendered [14,19,53–56] and that
gender differences remain embedded in the ways in which respondents negotiate their home and work
lives [15,57–59]. Therefore, we believe that women experience the greatest number of problems in
achieving a proper work–life balance. The second reason is associated with the fact that women with
domestic care burdens are those who most commonly take advantage of this form of work and other
work flexibility measures [15,60,61]. In the fourth section, we present the results of our research; namely,
two types of discourse that summarize the social perception of our interviewees, which we have
dubbed ‘life sustainability ecologies’ and ‘presence-based ecologies’. We conclude by discussing how
organizations’ intention to support work–life balance must be accompanied by their understanding
of this balance as a key component of social sustainability, entailing: (a) an improvement in workers’
working conditions; (b) greater integration of organizations in the community; (c) a direct commitment
to combatting gender differences and promoting equality; and (d) an undertaking to ensure the future
of the community and the organization, given that it respects the care and upbringing of dependent
persons such as children.
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In this vein, our paper contributes to three specific areas of research. Firstly, our own research
reflects a line of work that is currently being explored by a number of fields in the organizational world:
the analysis of female teleworkers’ social perception of their way of working and the relationship it
establishes with their work–life balance. Secondly, it shows how telework can become a political tool
for denouncing situations of inequality. Lastly, it makes progress in highlighting female teleworkers’
claim that work–life balance is directly linked to social sustainability and that the latter goal will remain
out of reach as long as the issue of balance goes unresolved.

2. Literature Review and Conceptual Framework

2.1. Wor–Life Balance and Social Sustainability

As pointed out by Rao [23], the drawing up of an agenda for sustainable human development,
like that of the United Nations, will not be complete until the issue of work–life balance is approached
as a general problem that affects human rights. Work–life balance as an issue firstly relates to
personal dignity in the work environment, but it also represents an in-depth approach to gender
equality, community development and a future in which children’s care and upbringing is not the sole
responsibility of their parents. Therefore, work–life balance should be viewed as more than just a way
to coordinate work and family time and space. Rather, it should be regarded as an issue that directly
impacts on how we organize our societies to make them fairer and more human [62] and as one of the
core themes of so-called ‘social sustainability’.

This is a notion to which growing importance has been attached in academic literature over
the course of the last decade. Its origins are found in the concept of sustainable development [63],
the term being coined to emphasize the strong relationship between the sustainable environmental
development of human beings and the labor-related and cultural facets involved in their everyday
lives. So, while the notion of sustainable development focuses on the relationship between human life
and its environmental impact, that of social sustainability reminds us that said lives cannot be analyzed
without taking into account cultural dimensions such as those entailed by concepts like ‘capitalism’,
‘work’, ‘community’, etc. [64]. From the standpoint of social sustainability, no real, effective progress
can be made in the field of human sustainability without ensuring the involvement of players such as
organizations and businesses or without their acceptance of the fact that their agendas for community
engagement must include, at the top of the list, the issue of work–life balance.

These are the lines already pointed to by the contributions of other research. For example,
Rao [23] suggests that, if we create a culture that truly supports work–life balance, it is also likely to
promote sustainable human development though greater role-related engagement of individuals and
groupings such as organizations and institutions. Similarly, Di Fabio [9] dares to go a little further and
refers to healthy organizations as those whose business structures contemplate work–life balance as a
basic component of individual well-being and, therefore, of a more sustainable society. White and
Thatcher [65], Mushfiqur et al. [66] and Haar et al. [62] provide good examples of specific research that
analyzes work–life balance’s direct impact on social sustainability. The first examines the potential
role of specific work-related technologies like mobile phones in this balance; the second, a range
of work–life balance measures that improved the sustainability of a specific community (Nigerian
female medical doctors); and the third, the leading role that work–life balance plays in achieving the
SDGs. In a similar way, Kobayashi, Eweye and Tappin [67] have analyzed how managers in a range
of Japanese companies tackle and react to the work–life balance phenomenon and its relationship
with sustainability.

Another research line [68–70] shows that, while certain governments and international institutions
back and promote important work–life balance measures, organizational structures and cultures
do not always welcome them with the required engagement. Often times, they may even employ
logic that helps to ensure that women continue to bear the brunt of the problems brought on by a
work–life balance and, accordingly, prevents men from becoming engaged in them [53,54]. The most
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commonplace of these are: (a) a workplace organization that rewards staying at one’s desk for long
working hours; (b) biased perceptions regarding the capacities and responsibilities of each gender
with regard to caring for the family; and (c) business environments that value markedly masculine
abilities [71–74]. Such logics lead to organizational cultures setting professional careers above caring
for the family. They do not, therefore, foster a work–life balance and ultimately become labor, social
and economic structures that are to the detriment of social sustainability.

Thus, as a number of authors have shown that an organization’s culture can be a hindrance to
resolving the work–life balance issue and create a clear gap between the work experience of men
and women, exacerbating the reproduction of social inequalities [37,55,56,75–77]. In such cultures,
physical presence and a commitment to one’s job are key factors in determining the success of one’s
career. By way of contrast, a concern for work–life balance and family care is seen as an obstacle to
workers’ professional development and their productivity within an organization. The direct result
is a work climate in which women are discriminated against, as they are faced with the dilemma of
having to choose between their professional careers and their work–life balance [18,69,78,79]. This is
why, for a decade now, some authors have been arguing that organizations need to transform their
cultural matrices: in other words, the set of norms that define commitment to one’s job, success at
work and proper behavior with regard to family commitments [3,80–82]. Nevertheless, as pointed out
by a significant part of the literature on the relationship between sustainability and organizational
change [83,84], the emphasis placed by organizations in their search for a culture of sustainability
focuses on issues associated with the environment, energy efficiency and their direct impact upon the
surrounding community, all too often overlooking the importance of the work–life balance dimension.

2.2. The Knowledge Economy, Teleworking and Work–Life Balance

The cultural, economic and labor reality encapsulated in the concept of social sustainability has
been characterized as the ‘knowledge economy’, the ‘new economy’, the ‘digital economy’ or the
‘network economy’. It represents a significant realignment, in which the consumption of material
goods gradually gives way to a prevalence of knowledge and information. As a result, our everyday
lives become structured on the basis of intangible resources, knowledge and information technologies.
It is thus argued that the opportunities for the development of countries, corporations, organizations
and individuals are influenced by techno-scientific advances, knowledge generation and information
management [85,86]. Within such a context, telework appears as the star form of working that, among
other things, helps solve the seemingly never-ending issue of work–life balance.

Telework first appeared in the 1970s as a new form of labor organization that could provide a
solution to many individual, social and organizational problems. It was claimed that it could cut traffic
in cities and, therefore, pollution and our dependence on fossil fuels, as well as open up a new arena of
employment opportunities for those with difficulties accessing the normal labor market. Similarly,
a reduction in employment costs was forecast, as was an increase in productivity and, of course, a social
revolution. Its implementation would solve in one stroke the work–life balance problem, increasing
job satisfaction and employees’ engagement with their organizations’ goals [87–91].

Although teleworking is a complex phenomenon that depends upon variables such as contract
type, status within an organization, the work’s location and the type of task being performed, there is
broad consensus in literature when it comes to its definition. It is defined as an employment practice
that is decentralized—in other words, undertaken outside of an organization’s place of operation—and
which depends upon the use of information and communication technologies [92–94].

After a number of decades of implementation and development, a wide range of studies have
assessed the real impact teleworking has on our organizations and, particularly, on our everyday lives.
For example, there has been a broad examination of how teleworking cuts the cost of investment in
infrastructure, equipment, electricity and water [95]. It has also been seen to lead to an increase in
productivity and a reduction in absenteeism [92,96]. Nevertheless, other studies point out that telework
may also give rise to risks similar to those affecting the self-employed, such as worsening contractual
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conditions and legal cover for workers [97,98]. Similarly, the implications associated with the social
sustainability of telework have been analyzed, and the conclusions do not seem to reach any definitive
agreement. While some studies state that it may enhance social sustainability in terms of human
resources management and cutting traffic [24,99–101], others reach the exact opposite conclusion [102].

In the last decade, this type of study has undergone an interesting twist. Instead of focusing
on telework as a device that fosters certain practices and limits others, researchers have resorted
to qualitative methodologies to study the opinions, perceptions, discourses and cultural values of
teleworkers with regard to their form of working [103,104]. Our article is framed within this new
research perspective. Our qualitative approach allowed us to look at the social perception of female
Spanish teleworkers with regard to their form of working. In our research, we encountered two
interrelated dimensions that had not yet been subject to much analysis in academic literature. The first
is associated with how female teleworkers describe the conditions an organization must implement
to help ensure that teleworking is successful in achieving a work–life balance. The second, closely
connected to the first, shows that our interviewees refer to telework as something that is much more
than a mere work activity tool. They refer to it as a logical framework—one that is directly associated
with social sustainability—which allows them to denounce the political climate that dominates in
many Spanish organizations. Via telework, interviewees reject the systems preventing them from
having a successful professional career and caring for their family at the same time, thereby calling
out against organizations which keep the community in which they carry out their activities from
functioning properly.

3. Methodology

3.1. Data Collection

Our research was performed following a qualitative approach, drawing from a sample of 24
individual interviews and 10 focus groups, each of which comprised from 4 to 6 participants, totaling
48 in all. Thus, 72 female teleworkers—all with family responsibilities—partook in either an individual
interview or a focus group. Broken down by professional category, 8 of the participants were senior-level
personnel, 22 were intermediate-level personnel, 7 were university lecturers, 25 were technicians,
6 were administrative secretaries, and 4 were translators. A total of 20% of the women in the study
were full-time teleworkers, with the remaining 80% carrying out telework from between one afternoon
to three days per week. The sample was drawn up to provide a faithful reflection of the employment
situation in Spain. Accordingly, the distribution of the 72 teleworkers based on the type of organization
in which they worked was as follows: 22.2% were from private companies, 20.8% from state-owned
companies, 36.1% from private universities, 4.2% from state universities, and 16.7% were self-employed
and working for several companies at once.

Given their high level of representation, it is important to note that 20 different organizations or
companies took part in the study (not including the aforementioned self-employed workers). In all,
60% of these organizations were large companies (with over 500 employees), 20% were medium-sized
companies (with between 50 and 500 employees), and the final 20% were small companies (with fewer
than 50 employees). In preparing the sample, we sought a variety of organization types and differences
in participants’ professional category, their weekly time spent teleworking and their family situation.
To build the sample based on these criteria, a snowball sampling method was used [105]. To commence
this snowball, we contacted individuals in different companies with telework programs and sent emails
and different alerts to colleagues who might know others who teleworked. Potential participants were
contacted by telephone and reviewed to ascertain whether they fit the selection criteria mentioned
above. All interviews and focus groups were recorded after the signing of an informed consent release.
The individual interviews lasted from 45 to 60 min, and the focus group sessions, from 2 h to 2 h and
30 min. The interviews were carried out in Spanish, in cities such as Alicante, Barcelona, Bilbao, and
Madrid, Spain. The focus group sessions were carried out in closed spaces (meeting rooms, offices,
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etc.) in the organizations in which participants worked, while individual interviews took place in their
homes. The following tables (Tables 1–3) summarize the sample distribution.

Table 1. Telework status, expressed as a percentage.

Percentage Telework Status

20% Full-time teleworkers
80% Part-time teleworkers (carrying out telework from between one afternoon and three days per week)

Table 2. Organizations participating in the sample, distribution by percentage.

Organization Distribution

Private companies 22.2%
State-owned companies 20.8%

Private universities 36.1%
State universities 4.2%

Self-employed workers 16.7%

Research was performed using two different interview guides. One was prepared especially
for individual interviews and covered the following topics: (a) motivations for choosing telework;
(b) the pros and cons of teleworking; (c) the relationship between telework and everyday home life;
(d) the impact of the job on their domestic organization; (e) opinions on gender differences in the
teleworking-work/life balance relationship; (f) telework and professional career; and (g) acceptance
of telework in the workplace. The second was aimed at focus groups and was structured around
the following issues: (a) the effectiveness of telework in achieving a work–life balance; (b) the
relationship between gender and telework; (c) telework and space and time reorganization in the
home; (d) the pros and cons of telework for the organizations using it; and (e) gender differences and
telework. These guides were designed to offer a flexible framework that could be adapted according to
participants’ responses by adding new questions and themes on the fly [105].

3.2. Data Analysis

As noted above, consent was given by the participants to record and transcribe the interviews
and focus groups. From the transcripts, fragments were extracted, called ‘verbatims’. These fragments
consisted of opinions or assertions that are particularly relevant in responding to or clarifying one
of the issues raised in the interview guide. The verbatims were analyzed for their thematic content,
taking place in three phases: pre-analysis, codification, and categorization. In the first stage, our aim
was (a) familiarization with the data as a whole; (b) organization of information for analysis; and (c)
identification of relevant content in line with the research objectives. In the second stage, we divided
up the interviews according to our findings in the first stage. We established a context unit for every
relevant piece of content in order to properly understand and interpret it. Then we catalogued the
analysis units according to the following criteria: (a) meaning; (b) frequency of appearance; and (c)
evaluation by the interviewee. In the final stage, we organized and classified the analysis units into
categories. Qualitative content analysis was carried out using the ATLAS.ti program.

4. Results: Life Sustainability Ecologies vs. Presence-Based Ecologies

Our results are opinions, which we show using what are called ‘verbatims’ in qualitative
perspectives. These relevant fragments spoken by our interviewees have been selected due to
their value in illustrating an important topic in the research. The set of all verbatims shed light
on our interviewees’ social perception of the relationship between telework and work–life balance.
Their opinions, and the verbatims representing them, have been grouped into three different dimensions.
We view the dimensions as types of discourse because they revolve around specific topics, highlight
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the coherence and logic used, and present a set of issues on which this general logic is built. The three
dimensions are:

(a) The assessment of how organizations implement, promote and deploy telework;
(b) The everyday use of this form of working and its integration into one’s home life; and
(c) The effects of telework on one’s everyday life and professional career.

In presenting the results, the dimensions are given the following names:

Axis 1: the implementation of telework
Axis 2: integration into domestic and family life
Axis 3: the effects of telework

In turn, the opinions expressed in these three axes make up two large-scale categories of social
perception, which we have named ‘life sustainability ecologies’ and ‘presence-based ecologies’. In what
follows, we will provide a detailed description of these two categories and, for each one, present certain
verbatims spoken by our participants to illustrate their opinions with respect to the three axes.

There are two reasons behind our decision to name the two categories as we have done. The first
is that our interviewees directly described their organizations as having one of these two viewpoints.
They pointed out that some companies lay the groundwork for life sustainability—a philosophy
similar to social sustainability—and that in work environments such as these it is easy and simple
to find a harmonic work–life balance. Meanwhile, in other companies, priority is given to a more
classical presence-based logic, in which finding such a balance proves impossible. The second reason is
associated with the word ‘ecology’, which prevails in our research over other, more commonplace terms,
such as ‘culture’ or ‘system’. This is because our participants’ explanations of their experiences included
references to their organizations as a whole or as an environment in which they were positioned,
with this positioning working as either a catalyst for certain actions or a disrupter of or hindrance to
others. As some authors [106] point out, the notion of ‘ecology’ goes beyond that of ‘culture’, focusing
on aspects such as meanings, rituals and signals in referring to a whole that delimits a set of social
relationships and the meanings attached to them. Additionally, it goes beyond that of a ‘system’ in
that it stresses ecological perspectives’ focus on a subject within a particular context which, in turn,
establishes the subject’s behavior by means of intrapersonal, interpersonal, institutional, community
and public policy-related factors [107,108].

4.1. First Category: Life Sustainability Ecologies

The three discourse axes mentioned above are expressed in this social perception category
as follows:

4.1.1. Axis 1: The Implementation of Telework

The first of our axes is associated with the manner in which telework is implemented within
an organization. The first issue to clearly appear in our interviews is related to the technological
support required for this form of working. Our interviewees stated that their organizations make the
technological equipment required to successfully carry out teleworking available to their workers.

. . . the facilities . . . with ADSL, er . . . and a VPN, a . . . secure line, and I’m working at home, or
anywhere, a hotel, or even an internet café, with my computer, with a private line and at a reasonable
speed, and . . . it’s like I was here at the office. So, there, also, well . . . well the telephone connection
you can make . . . er . . . with some numbers in Spain that are toll-free, shall we say, so that you can
call anywhere ( . . . ) And so I’m connected like I would be here [ . . . ], in this sense they have it well
sorted, because, er, there are measures, well, programs for flexibility and teleworking is one of them,
and, well, it suits me and I take advantage of it . . . (I017_manager_part-time teleworking)
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The second issue detected relates to whether the organization has explicit work–life balance
programs or offers flexible working measures, in which telework is a real possibility that staffwhose
duties so permit can take advantage of.

But I . . . what I’m referring to, and in this I agree with you, however, there must be a regulatory
framework, put it that way, which . . . which allows all teleworkers to in some way benefit either from
teleworking or from a work–life balance, and that, on this basis, obviously, everyone is responsible
for their work, because obviously . . . the fact of introducing telework implies the organization trusts
people, right? (FG3_005_training manager_part-time teleworking)

A third issue relates to the support openly expressed by senior management and non-teleworking
staff, both of whom regard teleworking measures as positive and show great respect for each worker’s
family situation.

. . . well, here everyone’s got something, in my case I do it for the kids, but I have women coworkers
who have really elderly parents and, well, everyone . . . has something going on, and in that regard the
organization shows respect, they don’t ask that of us . . . if you have young children . . . but it’s taken
for granted that everyone has their needs. (FG9_060_assistant manager_full-time teleworking)

Support from senior management is a key factor in ensuring that telework operates properly.
The most frequently mentioned aspect associated with this is the peace of mind that they will not be
penalized simply for not being physically present in the organization. Directly related to this support
are organizations’ methods for planning work based on clear, explicit goals.

It needs to be assessed. A results-based assessment, with the establishment of carefully calculated
goals, on a monthly basis, systems for this assessment in a year . . . in a year, goals cannot be assessed,
as nobody has a year’s long-term memory. Goals need to be . . . shorter in timescale for labor relations
much more thought out and then, see how telework, well regulated and well done, so, it fits in all of
this. In the company’s own entire work organization, right? (FG3_005_ training manager_part-time
teleworking)

Sometimes, our interviewees stated that the subject of goal-based planning gives way to a kind of
cultural or value-based metaorganization.

What we do . . . this is a . . . this is very important: company XXX, as a company, fosters values-based
management, OK? Let’s say, I don’t know if you’ve spoken to other companies, but until a few years
ago it was results-based . . . we go a bit further and do it by values, in other words: “The company has
some cultural values that also entail business results”, I mean, they’re included, that’s key, and what
really . . . what we do, we’ve . . . we have, we set some personal goals, they’re called . . . personal . . .
BCs . . . personal business commitments . . . oof! (laughs), this is a personal commitment, in other
words . . . I . . . yep, from top to bottom . . . They are documented and continuously monitored, in
other words . . . and the same goes for me and my staff. I have my business goal, which everyone is
aware of, and the goals, not so much business ones, but of personal development, aligned with the
company’s values, OK? (I031_business unit manager_part-time teleworking)

4.1.2. Axis 2: Integration into Domestic and Family Life

For this second axis, we looked at the integration between telework and these women workers’
daily lives. Here, telework appears linked to the possibility of self-managing one’s time and that
this means being able to autonomously arrange the different aspects of one’s everyday life. In life
sustainability ecologies, such arrangements are presented as fluid and harmonious. The most noted
example is the ability to manage and carry out different daily tasks and handle various responsibilities
in accordance with one’s individual needs, as they appear as pieces of a puzzle that have to be fit
together throughout the course of the day.

135



Sustainability 2020, 12, 3567

Time is what’s most important, it’s all, I dunno. From the silliest thing that in another job would be a
disaster, like your washing machine breaks down and they come to fix it, it’s crucial, you’re working
and the technician comes and repairs it. In another company you’d have to arrange . . . well, it’d be
a nightmare. These might seem like small things, but they’re really important. (I040_social media
specialist_part-time teleworking)

The feeling of independence and the appearance of a strong sense of controlling one’s life in and
out of work were key factors for many interviewees, as clearly reflected in the following verbatim:

The way I am, the key advantage of teleworking is that it gives me the flexibility to organize my many
roles as mother ( . . . ), studying, and so on . . . if not, it would be impossible. And, for me, perhaps the
key advantage is that . . . above all, my work–life balance and everything stemming from it. The key
advantage I find in it is that it leaves you with quality time for planning, for thinking clearly about the
projects you’re doing. I take a day, a day and a half where I feel I’m uninterrupted so you’re not leading
a life where you’re always running around like a headless chicken. (I032_managing partner_part-time
teleworking)

The ways and times in which teleworkers do their jobs is usually decided upon by the teleworkers
themselves. They organize the relationship between the type of tasks performed and when they are
done. It is true that, in many jobs, the work rhythm is not constant and certain times require more
dedication than others. Similarly, family demands also vary. In the case of families with children,
holiday periods, or when the children are ill, are times when female teleworkers spend less time on
their jobs, which they make up for at other times.

4.1.3. Axis 3: The Effects of Telework

In the third axis, an assessment of the effects and consequences of teleworking in the context of
these life sustainability ecologies was performed. The first consequence identified by our interviewees
is an increase in on-the-job performance. This they attribute, basically, to two things. This first is
associated with teleworkers’ ability to concentrate on their work better and distance themselves from
the interruptions generally created in traditional work environments, while the second is directly
related to the goal-based organization of work commented on above. Our interviewees note that these
goals allow them to work more intensely and efficiently.

I think that those of us who telework, in general, increase our productivity; if they have this debate on
the increase in productivity, it’s for both the worker and the company. I think it’s a very subjective
assessment, I think that one of the big problems that we have in knowledge-related jobs is to see what
everyone is contributing. I believe that everyone thinks that this goes on a lot and is really productive,
but it’s difficult to prove and difficult to measure; so, having a good goal-based policy in a company is
vital, but it’s really not easy. (I032_managing partner_part-time teleworking)

In addition to the above, the interviewees point to the great importance of a perception of control
over their lives. This control is closely linked to the freedom they experience when it comes to
organizing their time and space. This self-management and self-organization is described as a fluid
and harmonious set of options that offers them new stability and life sustainability:

The freedom to choose when to work, and the times that are the deadest, here, or the busiest, you’re
more productive there, at home, to use it in another . . . there are no down times, there are no moments
when you say . . . “What should I be doing?” Nope. There’s always something to do, whether it’s for
you, for work, for the kids, or for the home. So, [you can] choose how to ensure the best fit between your
time and . . . work time. The freedom to choose when to work, how to work . . . (FG9_060_assistant
manager_full-time teleworking)

This feeling of control leads to other specific effects associated with their relationship with the
organization in which they work. We are referring, firstly, to the loyalty that this form of working
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inspires; these women workers state that they would not change employer even if they were offered a
higher salary, as the advantages telework offers them more than offset any others stemming from other
forms of compensation or reward. Secondly, there is the resulting engagement. The following quotes
make explicit reference to these two effects:

I’m aware that I’m lucky, ok? That . . . that . . . you can’t take this for granted, I mean, that . . . the
fact is that the more advantages you have, the harder it is for you . . . to give up, right? In other words,
you suddenly find that . . . you assume it’s normal, and anything short of these expectations seems
horrible. (FG6_045_computer technician_part-time teleworking)

From all of the above, our interviewees can be seen as describing telework as something beyond a
mere technical tool which allows them to achieve a better fit between their work and personal lives.
It appears as an employment logic or system with a clear political component. Telework is a means
of providing life sustainability. Thanks to it, two important facets of their lives can be coordinated,
without the need for either one to prevail over the other or to renounce either of them. Additionally,
telework is a means of describing the type of organizations in which they work. They are described as
wholes (senior management, technological resources, flexible working programs, support, etc.) that
foster this sustainability.

Three core factors broadly define what we have dubbed life sustainability ecologies. The first
refers to a concern for implementing clear and specific work–life balance-related policies within
flexible working programs implemented in a fair and equitable way among all staff. Such programs
need to be accompanied by the organization of work based on specific, measurable and quantifiable
goals. The second relates to how such policies are greatly appreciated by workers. Furthermore, such
measures are seen as a sign of an organization’s commitment and the trust it places in its employees.
Female teleworkers in organizations of this type view telework as a tool that gives them a boost on
the road towards balancing and enjoying the different facets of life (personal, family, professional,
etc.). This satisfaction translates to enhanced commitment to the organization to which they belong.
Although they are not always physically present there, they are not under the impression that they are
renouncing or losing any advantage in their professional careers and believe that they have achieved
what they define as a degree of life sustainability that is desirable for all workers. In this regard,
these factors show that so-called ‘life sustainability’ is a key dimension in what we have previously
called ‘social sustainability’. The third and final factor refers to the fact that sustainability technologies
are shaped in organizations in which work and life cultures based on factors such as equality and
respect for workers’ non-job-related needs are upheld and actively promoted. This factor should be
mentioned and borne in mind, as it represents a fundamental difference with what we have named
‘presence-based ecologies’.

4.2. Second Category: Presence-Based Ecologies

In our research, we found a significant number of women who, although teleworking, did not
attest to a life sustainability ecology such as those noted above. Quite the opposite. They stated
that their job was carried out in environments in which telework was not appreciated and more
importance was attached to a presence-based culture where spending long days at the workplace
dominated the work environment. This situation is defined as a ‘presence-based ecology’, as the logic
governing its working hours is based on the value attached to spending many hours at the workplace.
The discourse-based axes shaping presence-based ecologies are as follows:

4.2.1. Axis 1: The Implementation of Telework

As in the case of life sustainability ecologies, the first axis in this other type of ecology is associated
with the implementation of telework in organizations. In this case, technical support for telework is
minimal and, in the majority of interviews, it was indicated that it was the teleworker herself who had
to bear the costs of this technology. With regard to teleworking programs, the interviewees stated that,
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although there were flextime programs in their organizations that included the option of teleworking,
this did not mean that everyone could take advantage of them. Telework was granted by senior
management on a discretional basis.

Let’s see, the first thing I’d like to say is that I telework, but it’s not, it’s not in my contract or anything.
I mean, it’s a benefit I can . . . which I can . . . , well, I can make work because . . . I’ve got a manager
who . . . who thinks it’s alright. Basically because he’s an online manager and he’s not Spanish. XXX
gives you . . . certain benefits, but those who I know working here at a local level, with local bosses, the
fact is that they don’t, they don’t telework, or if they do it’s only very sporadically. Because it’s not
understood. If you’re at home, you’re not working, and they have to see you at work, you have to be
the last to leave, like at any other company here. ( . . . ) What’s more, I know people it’d suit right
down to the ground, and they don’t get it. (I011_project manager_full-time teleworking)

Telework can thus appear as part of an organization’s policies. Nevertheless, its implementation
here is discretional and its criteria, with regard to both implementation and usage, are not communicated
transparently. In this regard, our interviewees complained about the lack of support in their
organizations. This is due to the fact that the organizational culture is based on physical presence; that
is, the time spent at one’s desk is highly regarded as a means of assessing performance, engagement
and commitment to the organization. In these kinds of dynamics, teleworking is often organized to
emulate traditional, presence-based working hours.

. . . I mean that there are, for example, people who, even though you’re teleworking, impose working
hours . . . in other words, you have to be connected until six in the evening, while there are others who . . .
for whom it’s enough that you’re connected for three hours . . . . (I037_computer programmer_part-time
teleworking)

Interviewees stated that there were great tensions between presence-based working hours
and teleworking ones. Female teleworkers in this environment strongly criticized this system and
complained that, even though their organizations provided the possibility of teleworking as a measure
for achieving a work–life balance, the clash between the realities of telework and the presence-based
culture were huge. Unlike in life sustainability ecologies, there is no goal-based organization of work;
instead, a worker’s engagement and performance is assessed on the amount of time he or she is present
at the workplace. Our interviewees expressed their complete disagreement with such dynamics,
the effects of which will be examined in the third axis.

4.2.2. Axis 2: Integration into Domestic and Family Life

In the case of the second axis in presence-based ecologies, which associates telework with domestic
and family life, a painful conflict between the two spheres is made clear:

I think so, in principle at least, but we pay a price, obviously. But, I mean, in theory, yes, I’d agree.
Now, to achieve a balance between your work, family and personal lives, it entails . . . I dunno . . .
working from 11 at night to 3 in the morning, because you’re connected, and you achieve a balance,
yeah, yeah. Thanks to teleworking you achieve this balance, but . . . it’s that . . . I think . . . I, at least,
feel we pay a price. (FG3_007_lecturer_part-time teleworking)

This conflictive relationship basically finds expression in the excessive workload experienced
by these female teleworkers. Our interviewees referred to this situation in terms of exploitation and
have asserted that, to a great extent, they themselves are responsible for it. As they arrange their time
with a certain degree of freedom, they aspire to ‘do it all’, be it professionally or in terms of family
or household activities, etc. This feeling of excessive workload also leads them to sometimes define
telework as a sort of exploitation of oneself by oneself:
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I don’t know . . . I don’t know what, what characteristics we should have . . . as . . . I already work
on the basis that it’s . . . it’s a sort of self-exploitation you’re doing, isn’t it? (FG2_073_executive
assistant_part-time teleworking)

With this kind of dynamic, it is common to hear teleworking referred to as a trap you can fall into.
Flexible working hours means that telework makes more time available for the family and the home
but the paid work still has to be done, and so family and work commitments end up taking over all
their time and creating, on occasion, situations of tiredness, stress and even depression.

But you’ve also got to qualify this balance a lot . . . in other words, of the cases we’ve raised here,
I’ve at certain times hinted, but I think that no one’s understanding telework, be it part-time or not,
as I telework, and I give the baby his bottles and clean and go to the bank. Obviously, this is not
achieving a work–life balance, this is like . . . obviously, it’s being superwoman. [ . . . ] I work and do
50 other things at the same time, that’s no kind of balance . . . (FG5_020_ middle manager_part-time
teleworking)

4.2.3. Axis 3: The Effects of Telework

In this third axis, an assessment is made of the effects and consequences of teleworking in
presence-based ecologies. The first consequence brought up by our interviewees is directly associated
with what we have noted with regard to presence-based cultures. These female teleworkers state that,
in such contexts, telework means missing out on career opportunities:

Hmm, well, in a way . . . it always depends on the company you’re in, but, but, it tends to limit
your profess . . . your promotion. Well, in the case of teleworking, I dunno, because . . . only results
matter, they don’t know how long you’ve actually been at it, there’s no way of knowing, but when
you’re in a company, what’s important is being there. That you’re visible. (I001_translator_full-time
teleworking)

There is a clear denouncement of the equating of responsibility and commitment with a high
degree of physical presence. They make constant criticisms of promotion criteria and policies, as they
entail, among other things, becoming involved in pointless logics associated with complete wastes
of time, referring to such situations with expressions like brownnosing, lobbying, desk warming, etc.
In this regard, there is agreement in asserting that one indispensable precondition for promotion in
today’s organizations is simply remaining continually physically present.

Because, the way companies do things, why . . . do you promote yourself? Well, so that your bosses
see that the work you do is good, and how do they see that? With a report you submit to them
every six months? They have to see you, they have to . . . picture you, that’s what I say, OK?
(FG5_021_ commercial manager_part-time teleworking)

It is interesting to note that many women assume the fact that teleworking may put their career at
risk. In the words of one of the interviewees, “they put it on the line” even in those companies in which
teleworking is portrayed as an employment option one can freely take advantage of. This situation
is expressed by means of the assumption that there will be no chance of promotion, as they are not
regarded as true professionals.

Compared with the previous perceptions of organizations offering conditions for what we have
dubbed life sustainability, here we clearly see the perception of ecologies in which teleworking is
unviable and unsustainable, causing people to experience feelings of guilt and suffering, despite the
fact that many of these women argue that telework helps them be more productive and efficient.
In addition to all of this, many female teleworkers added that their organizations were still convinced
that problems may only be solved through physical presence. This belief means that job dynamics are
organized on the basis of one’s physical presence, and agreed teleworking times are not respected.
Small-scale practices such as the times arranged for face-to-face meetings, working group updates, etc.,
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constantly ignore the working hours established for female teleworkers. The following example is
highly illustrative of this:

I mean that there are, for example, people who, although you’re teleworking, impose specific hours . . .
in other words, you have to be connected until six in the evening, while there are others who . . . for
whom it’s enough that you’re connected for three hours, they may well call you at eight in the evening,
and if you’re connected, well, you can do something . . . an incident . . . anything else, and . . . well, if
you’re not connected, well, it doesn’t matter. (I037_computer programmer_part-time teleworking)

Unlike in the previous case, in this type of organizational ecology there is no sense of control
over one’s work–life balance. Teleworking is carried on in a climate of mistrust and penalization.
Efforts to achieve a work–life balance tend to cause conflict and stress. In this regard, the majority
of interviewees were very clear in expressing the fact that they felt subject to situations of gender
inequality. Given that it is women who tend to opt for teleworking, because they directly shoulder the
responsibility to achieve this balance, their career progression is interrupted or they are penalized in
comparison with their male colleagues.

And, as they don’t trust you, I think that often, it’s not that . . . they require you to work more, but
. . . they’re more demanding, eh, in what you’re doing, right? The fact that handing things in there,
because you’re there . . . eh . . . it could be that you’re there and, and . . . you don’t finish that day, but
as you’re there, at the job you’re doing, well, heck, at least you’ve put the hours in. But . . . if you
don’t hand things in perhaps even more quickly . . . when you’re teleworking, they don’t . . . don’t
trust you, they might be thinking, “Honestly, who knows what she’s up to?”, the same demands in
terms of deadlines, or demands, I dunno . . . in assignments, right? (FG2_072_journalist_part-time
teleworking)

Lastly, it must be added that women who telework in this kind of ecology find it very difficult to
escape from the feeling or attitude of always being available or connected in some way. The environment
in which they work forces them to be available like this:

It’s clear that you’re now in a situation in terms of . . . of . . . technology that gives you the 24/7, the 24/7
that we foster in company, that you have a company that can be . . . looking at your products or winning
customers or available 24/7, so this means that, nowadays, what you say happens, that you have work
24/7 . . . in other words, you’re working 24 hours a day, 7 days a week, right? (FG7_048_middle
manager_part-time teleworking)

There is one very clear factor that operates intensely and that defines, ultimately, what
presence-based ecologies entail. We are referring here to the time physically spent (or not) at
the workplace. In organizations with this type of ecology, teleworking does not constitute an acceptable
way of carrying out one’s job. It is regarded as a privilege, an eccentricity or a quasi-penalizing
regime used by those not fully committed to their job. Furthermore, our female teleworkers stated that
presence-based cultures reject or shun family or private life, as it is considered completely secondary
to work, the only environment in which one can achieve full personal realization. It is precisely in
this point that there is a denouncement of organizations with this type of culture as unsustainable
undertakings. For our women interviewees, it is obvious that a culture that does not foster life outside
of work, a work–life balance or personal satisfaction beyond one’s job is a culture that, due to its
inhumanity, is neither sustainable nor has any future.

A summary of our results are listed in Table 3 below:
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Table 3. Summary of the main results of the analysis.

1. The Implementation
of Telework

2. Integration into
Domestic and

Family Life

3. The Effects of
Telework

General Results

Life Sustainability
Ecologies

-Organizations offer
adequate technological
support for teleworking
-Organizations offer
explicit work–life
balance programs
-Senior managers and
non-teleworking staff
openly express
their support

-Time is
self-managed
-Autonomy
-Independence
-Strong sense of
control over
one’s life

-Better job
performance
-Perception of control
over one’s life
-Harmonious
self-management
-More loyalty and
engagement with
the organization

-All staff can telework
-Physical absence is not
penalized
-Teleworkers do not
feel that their
professional career
is threatened

Presence-Based
Ecologies

-Minimal technical
support for teleworking
-Teleworking is
considered a perkfor
senior managers
-Tensions exist between
presence-based working
hours and
teleworking ones

-Teleworking is
considered a trap
as it translates to
more working
hours

-Teleworking entails
missing out on career
opportunities
-Responsibility and
commitment are
equated to a high
degree of physical
presence
-No control over one’s
work–life balance
-Teleworkers end up
being available to the
organization 24/7

-Use of telework is
discretional
-Teleworking is a perk
reserved for senior
managers
-The issue of work–life
balance is not
considered relevant
-Presence-based
working is seen as the
rule governing an
organization’s
entire behavior

5. Discussion: Organizations, Work–Life Balance and Social Sustainability

There is an interesting factor that we have not yet mentioned and that appears to influence the
shaping and defining of life sustainability or presence-based ecologies. This is the size and the sector
of the organization in which our interviewees work. Sustainability ecologies appear in the discourse
of those working in large companies, while a presence-based ecology does so in those working for
small and medium-sized enterprises. Similarly, the former tends to appear in organizations in the
communications sector, while the latter does so in other types of organizations. Lastly, mention should
be made of the fact that the former type of ecology is defined by those working in organizations with
clear corporate social responsibility policies, while the latter appears in companies in which this issue
is not regarded as important.

Given all of the above, we see that the impact that teleworking may have on one’s everyday life
depends upon the following factors: (a) the support offered by an organization, from both senior
managers and non-teleworking staffmembers; (b) the degree of autonomy permitted when it comes
to organizing one’s own time and space, as well as the tasks to be performed; and (c) the degree of
penalization associated (or not) with this new form of working by the organization. The so-called life
sustainability ecologies allow all staff to telework, do not penalize one’s physical absence from the
workplace, and women workers do not experience any threats to their professional careers. On the
other hand, in presence-based ecologies, the use of telework as a form of employment is discretional;
it is not based on clear criteria, is considered a perk, is at the mercy of decisions made by senior
management and is not associated with achieving a work–life balance. Furthermore, presence-based
working is seen as the rule governing organizations’ entire behavior.

Compared with such a presence-based mentality, life sustainability ecologies prescribe flexibility
as a solution. Work is planned on a goal-based approach, assessments are not made on the basis of time
physically spent at the workplace and results are evaluated in terms of quality. This type of ecology
tends to set more realistic goals in terms of fulfilment and takes into account workers’ personal and
family situations. Efforts are made not to organize meetings after school hours, during the school
holidays or at weekends. This is not the case in presence-based ecologies, which require workers to be
available 24/7. Additionally, we can state that life sustainability ecologies show a greater respect for
equality of rights between genders and reject any kind of discrimination. The careers of their women
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workers are as respected and safeguarded as those of their male colleagues. In this regard, it is no
exaggeration to state that organizations with a life sustainability ecology are fully compliant with the
goals sought by social sustainability. By way of contrast, presence-based ecologies are associated with
organizations that are standing in the way of their fulfilment.

6. Conclusions

The word telework may appear to denote a homogenous reality, usually characterized by two
dimensions. On the one hand, it is seen as a technology-based way of working. On the other, it has
an organizational connotation that often relates to issues surrounding the way in which work is
managed through this form of employment. Nevertheless, as shown in Table 3, this reality is, in fact,
heterogeneous, hiding differences and a range of problems brought on by political, cultural, ethical
and very much everyday issues. It is clear that teleworking entails an increase in flexibility for its
users—something clearly posed by a lot of our interviewees. It can also prove to be a useful tool
for achieving a work–life balance. However, this form of work invokes widely varying experiences.
Successes, failures and misunderstandings in its usage are intermeshed with cultural issues in
organizations that foster or hinder such experiences. This proves evident when comparing the two
columns of Table 3. Ultimately, organizations attempting to use telework as a measure for achieving
a work–life balance while also retaining a strong presence-based culture are setting themselves up
for failure.

The two ecologies detected in our research—life sustainability ecologies and presence-based
ecologies—highlight the fact that telework is much more than a new way of working. The opinions of
the female teleworkers in our study show us that it is also used as a political tool and as an instrument
for denouncing certain organizational practices. Similarly, our study participants commented on how
the success of telework as a measure for achieving a work–life balance establishes productive harmony
between the individual, the organization and the community. Therefore, telework has proved itself
to be a key component of organizational realities that are aligned with social sustainability agendas.
Although it can help workers achieve this work–life balance, telework on its own is no guarantee of
success in this regard, nor as a tool that per se fosters such sustainability. It needs to be surrounded by
a context of support and promotion, which is directly related to organizational cultures. Changing
these cultures to foster this form of working and the general sustainability that its employment can
entail is undoubtedly one of the great challenges facing the knowledge-based economy.
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Abstract: In today’s turbulent world influenced by globalization, knowledge is becoming a key factor
in the market. Every economy, if it wants to be successful and competitive, must pay more attention to
knowledge and its creation, transfer, and preservation. In this respect, it is a key element in ensuring
a country’s sustainable position in a competitive environment. Based on this, we set out the main
idea of the article as follows: increased emphasis on the factors of a knowledge-based economy
affects the growth of the country’s competitiveness, which contributes to its better sustainability.
To verify the idea, we used a multi-criteria evaluation of countries by the TOPSIS method and a
subsequent regression model. We examined developments in the EU countries over a period of
11 years in selected indicators typical for the knowledge economies, in the area of competitiveness.
Finally, we examined the sustainability of EU countries. Based on the findings of these methods,
we identified the leading country—Sweden—in the field of knowledge economy, competitiveness,
and sustainability.

Keywords: knowledge economy; economic growth; competitiveness; sustainable development;
Europe 2020

1. Introduction

Every successful economy must constantly improve and pay increased attention to key areas.
These can ensure sustainability and improve the country’s position in a competitive environment.
Competitiveness, knowledge, and research and development are the priorities of every country today.
However, more than the current position of the country, it is necessary to take into account the long-term
sustainability of these areas to build a strong and sustainable economy.

In today’s world, sustainability issues are becoming increasingly urgent. Among the different
approaches to defining this concept, a common attribute is future orientation. The economy of
sustainability is usually based on the idea of resource efficiency. As a sustainable economy is about
a long-term future, which is largely unknown, questions about the knowledge that can ensure the
country’s long-term stability and growth need to be answered.

The knowledge economy is not just a new theoretical concept, but a new epoch, which has a
fundamental difference from the era of agrarian and industrial economies. Although it appeared only
in the early 1990s, it has already had an impact and caused changes in all spheres of economic and social
life, and this influence is constantly growing. The trend of development of a knowledge economy is the
formation of a knowledge economy, which will mean the onset of a new stage in the development of the
global economy [1]. The idea of a knowledge-based economy dates to the 1990s. Its primary objective
was for European countries to catch up with America in technological development. Many theories
have emerged that determine the direction of European countries [2]. The issues of sustainable
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development and the knowledge economy are two directions of development to which most countries
of the world, including EU Member States, draw attention. Countries face constant changes in
scientific and technical development, but there are also new modern trends in the way they do business.
Every participant in this global market is forced to adapt its activities to these rapid changes. Countries
strive to increase their level of development depending on the available resources. Resources are a
means of achieving development, but, as most resources are limited, they should also be used in the
context of meeting the needs of future generations. In most countries today, the process of sustainable
development is well in line with the process of developing the knowledge economy. To achieve the
appropriate changes, the two processes need to be harmonized [3]. The knowledge economy is often
explained as a possible way to transform society to achieve sustainable economic growth as well as
to solve the various climate challenges arising from the growing scarcity of resources [4]. Based on
this, the main idea of the article is to increase the emphasis on factors related to a knowledge-based
economy that affect the growth of the country’s competitiveness, which contributes to its improved
sustainability. The attention is focused on the mutual influences and overall impacts on the country of
these main research areas: knowledge-based economy, competitiveness, and sustainability.

2. Literature Review and Conceptual Framework

The concept of sustainable development is rather dynamic. This means that this issue can be
described from several perspectives [5]. From the point of view of most theoretical approaches,
the issue of sustainable development distinguishes three components: environmental, economic,
and social. Of these three aspects, so far, the environmental dimension of sustainability has received
the most attention. If people want to live in a prosperous country with a healthy environment, it is
necessary to address the major trends of today’s world (such as changing demographics, changing
consumer patterns, social change, changes in the use of natural resources, and growing pressure
on natural resources and ecosystems) that may worsen the situation. However, the importance of
the economic dimension of sustainability is also undeniable in today’s globalized world; therefore,
this document is focused on the economic component of sustainability. In particular, the economic
aspect of sustainability addresses the issue of the development of performance as well as the standard
of living. Improving sustainability performance can affect a country’s competitiveness. It is therefore
necessary to ensure not only suitable conditions but also suitable resources for sustainable economic
growth. Education, an educated population, and knowledge are likely to lead to the availability of
appropriate resources in the future. Many studies show that the transition to a knowledge-based
economy through the introduction of innovation significantly increases a country’s performance as
well as living standards. Innovations are an important determinant of sustainable competitiveness
and the growth of the knowledge economy. They are a fundamental factor in progress in the social,
environmental, and economic fields [6]. The way in which individual economies respond to these
challenges also has a major impact on their sustainable growth and position in the world’s economy.
In an effort to better understand the relationships among sustainability, competitiveness, and the
knowledge economy, a conceptual framework was also defined for our research. EU countries clearly
defined their approach to this issue in the Europe 2020 strategy, one of the objectives of which is to
achieve a sustainable future and sustainable growth. The question remains as to how successfully
individual EU countries are achieving this convergence. From a conceptual point of view, this work
seeks to explain and examine the interrelationship of the impact of the knowledge economy on the
competitiveness of the economy, which is reflected in the economic dimension of achieving results for
sustainability in individual EU countries. However, it should be noted that the achievement of the
sustainable development goals of individual countries must be fulfilled in the context of the necessary
interconnections among all three dimensions in order to achieve balance.

Sustainable development is a widely defined term without an exact or strict definition. Sinakou [5],
Hanushek [7], Širá et al. [8], Valliere and Peterson [9], Busu and Trica [10], and Kisel’áková et al. [11]
identified indicators that are suitable for quantifying economic growth (e.g., GDP, inflation, unemployment,
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productivity, government departments, and circular economies), but the next important indicator to identify
the economic growth in today’s world is knowledge From this view, we can argue that development would
be limited if knowledge support were limited. However, creating new knowledge is not expensive, but,
in most cases, it takes effort and time [12]. Other studies devoted to the sustainability of the knowledge
economy include those by Ocak and Findik [13], Cantu-Martinez [14], Mikalauskiene and Atkociuniene [15],
Li et al. [16], Chang et al. [17], and Melnikas [18].

For a more accurate understanding of the term “knowledge economy”, it is necessary to become
acquainted with several approaches to it (Durazzi [19]; Saridogan and Kaya [20]; Sagiyeval et al. [21];
Milewska [22]; Ayan and Pabuccu [23]). There is no single approach or clear concept for defining
the term “knowledge economy”. The OECD defines knowledge-based economies at a very general
level as those that are directly based on the production, distribution, and use of knowledge and
information [24]. The knowledge economy can be defined, in one respect, as a way of creating a product
based on activities dependent on knowledge and expertise that contribute to the creation of scientific
and technological progress. The fundamental determinants of the knowledge economy include a more
significant ratio for the dependence of the economy on intellectual abilities than on physical inputs or
natural resources in the context of the integration of new knowledge at each level of the production
process [25]. The knowledge economy is developing on the basis of two driving forces. The first is the
increasing knowledge level of economic operations and the second is the globalization of economic
events [26]. According to Dudová [27], the prerequisites for the emergence of knowledge economies
include the long-term tendency of a gradual increase in the weight of intangible capital on production
factors and the emergence and growth of the diffusion of information and communication technologies.
Changes in countries towards the transition to the level of knowledge economy are considered a new
trend in the global environment. This transformation has become a necessity, especially for emerging
economies, which suffer from a low degree of economic competitiveness. It should be noted, however,
that these changes require a clear and effective policy-making approach that responds, in particular, to
the needs of these countries and their available resources [28].

According to Milewska [22], achievement of a knowledge-based economy requires a transition
from a material perception of the economy to one that exploits innovation potential, human capital,
knowledge, and new technologies. The intellectual potential, supported by the constant development
of people and the appropriate skills of the workforce, as well as the growing competition in the field
of innovation, significantly influences the sustainable development of today’s economies. Ayan and
Pabuccu [23] argued that the knowledge economy is an economy that invests more in quality
information than capital inputs, which is an important determinant for economic development and
increased competitiveness. The speed of dissemination of new and current knowledge is an important
factor in economic development. This is also confirmed by the fact that the most dynamic and
competitive countries in the world have economies that make large investments in information
factors. Lüthi et al. [29] defined knowledge economy as a type of economy in which there is a
strategic combination of highly specialized knowledge and skills at different stages of the value
chain in the context of maintaining a competitive advantage. According to Sagiyeval et al. [21],
the knowledge economy participates in the creation of new resources and artificial intelligence and
their implementation in all sectors of the national economy in order to substitute natural resources
and human intellect. The creation of such a knowledge environment is caused by the introduction of
new technologies in an effort to save resources but also by the development of extensive knowledge
of new technologies and skills. Collison and Parcel [30] showed the three pillars of the knowledge
economy (Figure 1). The first pillar contains people who are willing to learn and share knowledge.
The second pillar is the information infrastructure that enables the exchange of knowledge. The third
pillar contains processes that facilitate sharing, codification, and knowledge discovery.
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Figure 1. The three pillars of the knowledge economy. Source: own procession according to Collison
and Parcel [30].

Sundać and Krmpotić [31] argue that, due to the substance of the term, a successful transition to a
knowledge-based economy is often based on the following four basic elements: long-term investment
in education, innovative skills, the modernization of information base, and the creation of a favorable
business environment. The knowledge-based economy is also a combination of four interconnected
items, namely the acquisition of knowledge through scientific research, its subsequent transfer in the
process of education, its dissemination through information and communication technologies, and its
use in technological innovations [27]. Chen and Dahlman [32] argued that the World Bank also has
defined the dimensions of the knowledge economy: economic incentives and the institutional system,
educated and skilled human resources, an effective business innovation system, and a modern and
appropriate information and communication structure. People, as holders of valuable human capital,
represent crucial elements in the knowledge economy [33]. According to Pulic [34], economic growth
can no longer come from putting more people to work, i.e., from more resource input, as much of it
has in the past. It can come only from a very sharp and continuing increase in the productivity of the
resource using knowledge work and knowledge workers.

Therefore, it is necessary to increase the awareness of managers about the constant need for
new knowledge [35]. The current situation places new qualitative demands on managers as well as
alternative opportunities for their training and education. Effective innovative practices in management
education are an increasingly important determinant in shaping the competitiveness of the knowledge
economy [36]. Similarly, the empirical results of Barkhordari et al. [37] obtained using the generalized
method of moments dynamic panel indicate institutions, human capital and research, infrastructure,
and business sophistication are the pillars of a knowledge-based economy that influence significant
and positive economic growth.

2.1. Knowledge and Indicators of the Knowledge Economy

In terms of the knowledge economy, the key term is knowledge. Knowledge is a complex term
that attracts the attention of both theorists and the practical sphere. Various approaches have been
developed [38], but the only thing that seems to be common is the idea that knowledge is more than just
data and information itself [39]. Knowledge is sometimes considered as the fifth factor of production
in the current economy, and it plays a critical role in economic performance [40]. However, it is
indisputable that the knowledge economy is built on knowledge, which is its main capital. The actual
functioning of the economy is based on the production of information and knowledge as goods [41].
Knowledge management is important, because knowledge is one of the most strategic means that can
lead to sustained increases in profitability [42]. It is important for a knowledge society [43].

According to Rim et al. [44], in today’s highly competitive environment, it is necessary to assess
the level of actual development in the management of the knowledge economy and to take measures
to support and grow accordingly. For this reason, it is essential to identify the key indicators entering
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into the evaluation in order to subsequently improve the evaluation methodology. To talk about the
knowledge economy without being able to measure and evaluate its influence would not be of great
utility. Many indicators have been gradually developed to capture these manifestations and impacts.
In this section, we introduce some of them and explain their nature and how they are interpreted.

Based on certain similar features, we can divide the indicators of the knowledge economy into
two categories. The first category focuses on the basic characteristics of the knowledge economy, and
this group of indicators describes the share of the knowledge economy in the whole economy of the
country, e.g., the proportion of people working in high-tech industries, or the proportion of people with
higher education. In the context of information economy, universities become powerful centers that
both consolidate strong intellectual capital and generate new knowledge and technological innovation
in their research activities [45]. The second large group consists of the so-called performance or output
indicators. These include, among others, the production of high-tech industries, high-tech exports,
GDP growth, and labor productivity growth [46].

Let us mention another approach to the classification of indicators. For example, instead of
indicators based on the characteristics of the knowledge-based economy, the World Bank talks about
the pillars of the knowledge-based economy. It defines four basic pillars:

• a supportive economic and institutional mechanism that provides an incentive scheme to make
better use of existing information and generate new knowledge in business;

• an educated and qualified population that generates and uses new knowledge;
• a dynamic information infrastructure for the communication, dissemination, and processing of

information; and
• an effective system of innovation for businesses, research centers, and universities to generate

new knowledge [32,47].

Roberts [48] divided the knowledge economy indicators into four groups:

• indicators based on innovation and entrepreneurship total R&D expenditure by industry, enterprise
R&D expenditure by size of enterprise, and the number of scientific and technical publications
per capita;

• indicators based on human capital;
• indicators based on information and communication technologies; and
• indicators based on economic and social impacts.

Human capital is a part of intellectual capital that is not owned by the organization but by the
employees themselves. In the environment of the knowledge economy, human capital is defined by
the skills of employees, their talent, and their knowledge [49]. The development of a knowledge-based
society and a sustainable economy depends considerably on the ability to produce competitive goods
and services and to distribute them in the global market. Global economic activity changes fast and
heavily impacts the competitive possibilities of developing countries; it is not easy to achieve or to
save competitiveness. It is not enough to only be passively open for the free market [50].

2.2. Impact of the Knowledge Economy on the Competitiveness of EU Countries

The current global business environment is shaped by the transition to a knowledge economy,
which has moved the competitiveness of business activities to a completely different level. As the issue
of the knowledge economy is a fundamental determinant of the economic development of individual
economies, its level is considered to be an important indicator in the context of comparing world
economies [51]. According to Gorokhova [52], the ability to generate and absorb knowledge and use
it effectively helps to create innovations, achieve competitive advantages and economic efficiency,
and produce human capital, and in turn determines the effectiveness of economic development.
The issue of competitiveness from the perspective of the knowledge economy was analyzed by
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Brodowska-Szewczuk [53], Atanassova et al. [54], Lomachynska and Podgorna [55], Dukic et al. [56],
and Puškárová and Zajac [57].

The problem of competitiveness in the world economic space is extremely important for any
country, especially in the context of globalization of the world economy, where the importance of
various forms of external economic relations and the degree of openness of national economies to
foreign products, services, and capital are growing sharply [58,59]. Šterbová et al. [60] stated that
competitiveness can be understood as a comparative view of the subject and its ability to sell and offer
goods and services in a given market. The authors added that attention is paid mainly to the external
aspects of the performance of countries or the whole region. The importance of competitiveness has
been addressed over the course of history by a number of economists, with a number of independent
definitions of competitiveness arising. One of the first is the approach of Scott and Lodge [61],
who characterized competitiveness as the ability of the country to produce and distribute products
or services in an international environment for profit. According to Štefko [62], competitiveness can
be understood as the ability of a company, industry, or country to compete, to lose business interests
with leading companies or countries, and to secure at least medium-term prosperity, with the aim of
achieving sustainable, long-term prosperity. In this definition, the author placed emphasis mainly
on the future, i.e., medium term, and eventually long-term sustainable prosperity as a result of the
company’s competitive position.

Measurement of competitiveness can be approached from several points of view. The Global
Competitiveness Index (GCI) published annually by the World Economic Forum is also used to assess
the country’s competitiveness. For more than three decades, the World Economic Forum has been
an institution concerned with the area of competitiveness and its quantification. Annual reports on
global competitiveness compare many factors in the area of national competitiveness. In the case of
the Global Competitiveness Index (GCI), several indicators are included in the observation due to the
complexity of the outputs in the assessment of this area. The GCI currently comprises 114 indicators
divided into 12 pillars. The area of innovation is included in the 12th pillar of the GCI [63].

Maintaining global competitiveness has been one of the main challenges facing countries around
the world in recent years. At first, the countries of the European Union sought to achieve this goal
through the implementation of the Lisbon Strategy. However, this proved to be very challenging, and,
therefore, this goal was subsequently strengthened in the Europe 2020 strategy [6]. The Europe 2020
strategy also aims to improve sustainable growth, environmental protection, and social cohesion [64].
This strategy confirms that the European Union wants to achieve the sustainable development of the
EU countries’ economies. There are three priorities of Europe 2020:

• smart growth, which is based on the development of the economy using knowledge and innovation;
• sustainable growth, through more efficient use of resources; and
• inclusive growth that supports a high-employment economy with consequent economic, social,

and territorial cohesion [65].

3. Materials and Methods

Every economy, if it wants to be successful and competitive, must pay more attention to knowledge
and its creation, transfer, and preservation. In this respect, the knowledge is a basic component in
ensuring the country’s sustainable position in a competitive environment. Competitiveness is in
today’s world a very important part of every country. It represents the position of the country’s rank
among other countries. However, in this case, it is very important to gain the appropriate competitive
level for a long time, so as to build a sustainable economy. Based on this, we set out the main idea
of the article as follows: we increase the emphasis on the factors of a knowledge-based economy
affecting the growth of the country’s competitiveness, which contributes to its improved sustainability.
The attention is focused on these main research areas, their interconnections, and their interactions.
The research is based on the evaluation of the relationships between them, as shown in Figure 2.
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Figure 2. Main research areas. Source: own procession.

The principal goal of this article is to find the EU country with the strongest competitive position.
The secondary objectives are to determine how the selected indicators of the knowledge economy affect
the country’s competitiveness in their interaction and whether competitiveness affects the sustainability
of the economy. This was realized by the statistical evaluation of the following hypotheses.

Hypothesis 1. There are statistically significant differences in the comprehensive assessment of the competitiveness
of EU countries using the CV (Coefficient of Variance)–TOPSIS (Technique for Order Preference by Similarity to
Ideal Solution) technique.

The area of competitiveness was quantified according to the overall outputs of the TOPSIS
technique. The CV–TOPSIS inputs were as follows:

• tertiary education as a percent of population;
• Research and Development (R&D) expenditure as a percent of gross domestic product;
• total amount of patents per million population; and
• score in the 12th pillar of the GCI.

The second hypothesis was established on the basis of proven differences between
individual countries.

Hypothesis 2. There is a statistically significant positive dependence of competitiveness (12th GCI pillar) on
the knowledge economy of individual EU countries.

The positive dependence is based on the fact that, when better outputs are achieved in indicators
of a country’s knowledge economy, its position in the 12th GCI pillar also improves. When formulating
the hypothesis, we started from already conducted research by several authors. Schiuma et al. [66]
demonstrated the impact of knowledge in the company on its performance. Kianto et al. [67] validated
the positive effect of knowledge on competitiveness. Krstić and Stanišić [68] also validated the positive
effect of knowledge on competitiveness at country level.

We evaluated the level of the knowledge economy according to selected indicators:

• tertiary education as a percent of population;
• R&D expenditure as a percent of gross domestic product; and
• total amount of patents per million population.

The form of reporting these indicators was chosen for a better comparability of countries.
When selecting the indicators of the knowledge economy, we were inspired by a team of authors [45],
who used these indicators as a basis for the research index. Furthermore, in the works of Batagan [69] and
Arundel et al. [46], these indicators are also used as the main indicators assessing the knowledge economy.

It was also necessary to examine the values of competitiveness. This is very specific area with
different meanings and interpretations; thus, to make the relevant analysis and conclusions, we needed

155



Sustainability 2020, 12, 4172

to quantify it. We chose the World Economic Forum’s approach to assess and quantify the country’s
competitiveness through the GCI. We found the WE Forum approach to be the best for quantification.
It was chosen for the reasons given below:

• This institution has been dedicated to competitiveness and its measurement and quantification
for over 40 years.

• They publish the ranking regularly (every year).
• This institution compares countries from all over the world.
• The approach has been used by other authors [6,50,54,58,59,68].

This approach has some advantages and some disadvantages. We mention the positive aspects
above. A disadvantage of this method is the data and methodology used. GCI materials rely heavily
on data collected from surveys and have complex weighted value systems in terms of technology,
public agencies, and the macroeconomic environment. One-third of the data are statistical data and
two-thirds are obtained on the basis of a questionnaire.

The overall GCI value is influenced by the partial score values obtained in each assessment area.
In the GCI, we therefore focused our attention on the 12th pillar, which assessed innovation. Within
this pillar, we considered country scores. Based on the above, this hypothesis can be built in various
variants and thus as follows:

Hypothesis 2A. There is a statistically positive dependence of competitiveness (12th GCI pillar) on the level of
tertiary education.

Hypothesis 2B. There is a statistically positive dependence of competitiveness (12th GCI pillar) on spending on
science and research.

Hypothesis 2C. There is a statistically positive dependence of competitiveness (12th GCI pillar) on the number
of patents.

Based on the assumed differences at the country level, the third and final research hypothesis was
set out as follows.

Hypothesis 3. There are statistically significant differences between dependence of competitiveness (12th GCI
pillar) on knowledge economy at the level of individual EU 28.

The economic dimension of the sustainability of the overall development of the EU community,
as one minor goal of this article, is emphasized by the Europe 2020 strategy. We only analyzed the
economic dimension of sustainability, because of the penetration of this area with knowledge economy
and competitiveness—our main research areas. This strategy has set priorities and targets that EU
countries are scheduled to meet by 2020, which also covers our research period. For this reason,
this strategy was chosen as a comparable factor to investigate the sustainability in the period under
review and in the conditions valid for EU countries. Moreover, one of the priority objectives of this
strategy is that of the aim we are investigating: “The aim of the Europe 2020 in the field of knowledge
and innovation is to reach the expenditures on R&D as 3% of gross domestic product for the EU
countries” [65].

As a sample of countries, we chose the countries forming the EU. The selection was also conditioned
by the commitment of the EU 28 to the Europe 2020 strategy. The current contribution also includes the
United Kingdom within the EU, as we evaluated the period of 11 years, i.e., from 2007 to 2017. To verify
the idea, we used a multi-criteria evaluation of countries by the TOPSIS method and a subsequent
regression model. We evaluated the development of these countries in the given years as well as the
structure of the evaluation of overall results in specific countries.
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The above objectives and hypotheses were fulfilled and evaluated using several mathematical–
statistical methods. The above-mentioned TOPSIS method was chosen as the main tool for assessing
“countries’ competitiveness” as one value for evaluating the level of each monitored area. The perception
of the advantages and disadvantages of this method differs due to their use in different situations and
contexts. Following a comparison with other relevant methods (AHP, ELECTRE, etc.), Shih et al. [70]
outlined the following advantages of the TOPSIS method: the logic representing the rationality of
human choice, the general value which takes into account the best and worst values of the criteria,
the use of a simple calculation that can be easily programmed, and the alternative results which
can be illustrated by a polyhedron (minimum two dimensions). Bhutia and Phipon [71] also added
the advantages of easy use, the ability to work with all types of criteria (subjective and objective),
and rationality and understanding. Kandakoglu et al. [72] and Shih et al. [70] considered the absence
of the possibility of allocating weights to the criteria and the lack of consistent control by the decision
maker as the main disadvantages of the TOPSIS method. For this reason, we chose the Coefficient of
Variance as a suitable method for this kind of processing (as applied by Vavrek and Chovancová [73]).
Our team of authors has rich experience with this method [74–76].

According to Zavadskas et al. [77], this technique can be considered one of the most frequently
used MCDM (Multi Criteria Decision Making) methods (for more details, see [78,79]). The result could
be characterized as a solution with the shortest distance to a positive ideal solution (PIS) calculated
using the Euclidean distance [80]. The TOPSIS technique offers a solution that is closest to the
above-mentioned PIS and also furthest from the negative ideal solution at the same time [81]. Moreover,
Carayannis et al. [82] studied this method with respect to the specifics of the knowledge-based
economy. He focused on the development and methodological characteristics within the MCDA that
are influenced by a given area of interest.

The individual steps of the TOPSIS technique were developed by Vavrek et al. [74], and these
characterize the next sequence of this method:

(a) Build the criterion matrix, which represents the ranking of possibilities in accordance with the
set characteristics:

D =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1 X2 . . . Xj . . . Xn

A1 x11 x12 . . . x1 j . . . x1n
A2 x21 x22 . . . x2 j . . . x2n

: : : : :
Ai xi1 xi2 . . . xij . . . xin
: : : : :

Am xm1 xm2 . . . xmj . . . xmn

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)

where Ai is the ith alternative and Xij is the value of the jth parameter achieved by the ith alternative.

(b) Build the normalized criterion matrix. To get this matrix, calculate the next formula:

rij = xij/

√√√√ j∑
j=1

x2
i j (2)

where rij is the normalized value of the jth criterion and xij is the value of the jth criterion reached by
the ith alternative.

(c) Assign weights to each parameter:

vij = wij·rij, (3)

where vij is the weight of the normalized value and wij is the weight of the parameter.

(d) Find and label PIS and NIS alternatives. These fictitious limits comprise real values, in most cases,
and hypothetical alternatives:
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Hj = max(wij), Dj = min(wij), (4)

where Hj is PIS, and Dj is NIS.

(e) Compute the distance from these alternatives:

d+i =

⎡⎢⎢⎢⎢⎢⎢⎣ k∑
j=1

(wij −Hj)
2

⎤⎥⎥⎥⎥⎥⎥⎦
1/2

, d−i =

⎡⎢⎢⎢⎢⎢⎢⎣ k∑
j=1

(wij −Dj)
2

⎤⎥⎥⎥⎥⎥⎥⎦
1/2

(5)

where d+ is the distance from the PIS alternative and d− is the distance from the NIS alternative.

(f) Calculate the relative distance from the PIS alternative (in terms of alternatives, minimizing the
distance from the PIS (d+) and maximizing the distance from the NIS (d−) are desired):

ci =
d−i

d−i + d+i
, (6)

where ci is the relative distance from the PIS alternative.
Within each of the MCDM methods, an equally important part of the procedure is to find out how

important each of the selected indicators is. Keršuliene et al. [83] divided approaches to weighting into
four groups: subjective, expert, objective, and integrated (which are a mix of previous approaches).
In the present study, we worked with a group of objective methods that determine the weights of
indicators based on a predetermined mathematical model unique to each method, without the decision
maker having an influence on this result. Among the objective methods we can include, e.g., CRITIC
(CRiteria Importance Through Intercriteria Correlation), MW (Mean Weight), SD (Standard Deviation),
and SVP (Statistical Variance Procedure) s. For processing purposes, the CV method was used and
calculated according to Singla et al. [84]. This method was described in more detail by Yalcin and
Unlu [85] and was also used in research by Vavrek and Chovancová [73].

The results of the CV–TOPSIS technique were then used in a multiple regression model with an
additive type of linkages between independent variables:

GCI = a*Patent + b*R&D + c*TeDe, (7)

where Patent is the number of patents per million population; R&D is the research and development
expenditure as a percent of gross domestic product; and TeDe is the tertiary education as a percent
of population.

The explanatory power was evaluated by the coefficient of determination:

R2 =

∑n
i=1 (yi − ŷi)

2∑n
i=1 (yi − yi)

2 (8)

where yi is the measured value of the dependent variable; ŷi is the estimated value of the dependent
variable; and yi is the average value of the dependent variable.

The results obtained in this way were complemented by another apparatus of
mathematical–statistical methods (depending on the nature of the data), with which we can include, in
addition to the moment characteristics:

• The Shapiro–Wilk test:

SW =
(
∑

uixi)
2∑

u2
i
∑
(xi − x)2 (9)

where ui is the constant; xi is the value of the ith statistical unit; and x is the average value of the variable.

• The Kruskal–Wallis test:
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Q =
12

n(n− 1)

I∑
i=1

T2
i

ni
− 3(n + 1) (10)

where n is the number of observations or file size; ni is the number of observations in the ith group;
and T2

i is the total number of ranks in the ith group.

• Levene’s test:

W =
(N − k)
(k− 1)

∑k
i=1 Ni(Zi −Z..)

2∑k
i=1

∑Ni
j=1

(
Zij −Zi.

)2 (11)

where k is the number of values of the observed categorical variable; N is the total number of
observations; Ni is the number of observations in the ith group; Yij is the gained value of the jth unit
of the ith group; Yl is the average value of the ith group; Ỹi is the median of the ith group; Z.. is the
average of groups Zij; and Zi. is the average Zij for the ith group.

All analysis and data processing were performed in MS Excel, Statistica 13.4, and Statgraphics XVIII.

4. Results

4.1. The Efficiency of EU Countries Measured in the Context of the Knowledge Economy and
Competitiveness Indicators

The tertiary education was evaluated as a percentage of the country’s population. We chose
this form for the sake of improved comparability of the results obtained, which minimized the
differences caused by the different size of individual countries. In this comparison, the results in
the EU countries were achieved without any significant differences. Over the period under review,
the results ranged from 3.72% to 4.03% on average in the EU. There were also values outside this
interval during the 11 monitored years. The lowest population with tertiary education measured as a
percent of the inhabitants was in 2008 in Malta (2.33%), while the highest in Greece (6.83%) in 2017.
Overall, the countries with the most stable development of this indicator were the United Kingdom
and Bulgaria. On the contrary, the greatest variance of the achieved values was recorded in Romania,
Cyprus, and Lithuania. In 2017, Greece, Denmark, and Finland represented the countries with the best
performance in this indicator.

The R&D area as an indicator of the knowledge-based economy was evaluated by expressing
the volume of the research and development expenditure as a percentage of gross domestic
product. The countries with the lowest average of this indicator were Cyprus (0.46%) and Romania
(0.47%). Within these countries, the lowest value was achieved throughout the reference period.
In contrast, the best performances of this indicator were in Finland (3.73%) and Sweden (3.49%).
The United Kingdom represented in the analyzed period the country with the most stable development.

We evaluated the number of patents as a value per million inhabitants. This was for improved
comparability of countries’ performances. However, this indicator showed significant differences
between countries. The best-performing countries were worth around 300 patents per million inhabitants
(Finland and Sweden). At the same time, the weakest countries as Bulgaria, Greece, Romania, and Croatia
achieved values ranging from 0.5 to 10 patents per million inhabitants.

The competitiveness of the country was evaluated in relation to the area in question using the GCI.
In this index, the 12th pillar is focused on assessing the competitiveness of an area called Innovation.
The countries could reach a score of 1–7 in the period 2008–2017. The worst results (2.9) in our sample
of countries were achieved by Bulgaria (2009), Slovakia and Romania (both in 2011), and Croatia (2017).
The best results were obtained in Sweden in 2011 (5.76) and in Finland in 2013 (5.79). The countries
with the most stable development in this pillar included Poland and Denmark.
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4.2. Evaluation of Hypothesis Testing

First, we focused our attention on the testing of Hypothesis 1. In a comprehensive assessment,
EU countries (with the exception of Luxembourg) were evaluated for the period 2008–2017. The structure
of these results is shown in Figure 3.

Figure 3. Evaluation of the structure using the CV–TOPSIS method in 2008–2017.

The overall results can be considered stable, which confirmed the variation range of individual
annual results in the range of 0.577–0.682 of relative distance to the PIS alternative as well as their
confirmed homoskedasticity (LE = 0.066; p = 0.99). From the distribution point of view, we observed a
slightly positive skewness, i.e., a higher incidence of below-average countries, which is also illustrated
in Figure 3. This characteristic persisted across the whole reporting period and did not change the
mean value of the results (Q = 2.100; p = 0.98).

From the point of view of individual countries, shown in Figure 4, it was possible to observe
significant differences, which, due to variability of results, can be described as long term, as opposed
to persisting in the period under review. The differences between countries were thus confirmed
in the mean value of their results (Q = 238.555; p < 0.01) as well as in the variance (LE = 2.976;
p < 0.01). The countries with the most stable results are Denmark (vDK = 3.16%), Estonia (vEE = 3.34%),
and Portugal (vPT = 3.56%). On the contrary, the countries with the highest variability of results include
Slovakia (vSK = 39.19%) and Lithuania (vLT = 29.54%).
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Figure 4. Evaluation of the structure using the CV–TOPSIS method at the country level.

However, the results of individual countries can not only be seen in terms of absolute results,
but also in the context of the results of other countries. One option is, for example, to assess countries
by placement in each year, as shown in Figure 5. Of course, the differences between the countries in the
mean values or variation remained unchanged, but we can observe changes in the variability of such
results. Latvia was the only country out of 27 to rank in the same place each year (12th). For countries
with stable placement, we can include, e.g., the Netherlands (vNL = 4.21%) or Cyprus (vCY = 4.27).
An interesting fact is that Denmark as one of the countries with the lowest variability of the absolute
results showed a higher variability of placements in different years (vDK = 14.55%).

Figure 5. Ranking of countries based on the results of CV–TOPSIS.

Considering both views of the overall results shown in Table 1, Sweden (SE) can be described as
the best-ranked country, with a narrow lead over Finland (FI) and Germany (DE). The worst-ranked
countries (shown in Figure 6) include Romania (RO) and Cyprus (CY).
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Table 1. Mean value (median) of absolute results and placements in individual years 2008–2017.

Country MED ci MED Rank Country MED ci MED Rank

SE Sweden 0.684071 1 ES Spain 0.204981 15
FI Finland 0.660245 2 PT Portugal 0.177833 16.5
DE Germany 0.670887 3 HU Hungary 0.174564 17
DK Denmark 0.627575 4 EL Greece 0.163008 18
AT Austria 0.603422 5 LT Lithuania 0.155194 18.5
NL Netherlands 0.628195 6 PL Poland 0.150543 20
BE Belgium 0.471093 7 LV Latvia 0.131205 21
FR France 0.464415 8 HR Croatia 0.116751 22.5

UK United
Kingdom 0.332186 9 SK Slovakia 0.112336 22.5

SI Slovenia 0.303795 10 BG Bulgaria 0.096345 25
IE Ireland 0.30315 11 MT Malta 0.095575 25
IT Italy 0.278197 12 CY Cyprus 0.087886 26
CZ Czechia 0.210837 13.5 RO Romania 0.072488 26.5
EE Estonia 0.213831 14

Figure 6. Ranking of countries based on the results CV–TOPSIS method in terms of median.

4.3. Identification of Causes of Results Using Regression Analysis

In the above section, we look at the overall results of the multi-criteria assessment, which was
assessed by countries simultaneously on the basis of three indicators—Patents, R&D, and TeDE.
To evaluate the hypotheses, we tried to set the influence of these indicators on the score of the 12th GCI
pillar using multiple regression, which was as follows in Table 2.

Each of the calculated regression models showed a high predicative ability (R2 > 98.5%), and we
could divide individual countries into four groups based on the results. The first group includes the
countries where each of the three indicators positively influenced the score of the 12th GCI pillar.
These countries include Sweden (SE), Croatia (CR), and Estonia (EE). The second group consisted
of countries such as the United Kingdom (UK) and Bulgaria (BG), for which we may consider the
impact of the Patents indicator as negative. The third group of countries is represented by Finland (FI)
and Czech Republic (CZ), where the negative impact of the R&D indicator was recorded. The fourth
group is represented by countries with a negative influence from the TeDe indicator, e.g., Italy (IT) and
Cyprus (CY).
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Table 2. Impact of dependent variables within the applied regression model at the country level.

Country Patents R&D TeDe Country Patents R&D TeDe

BE Belgium + - + LT Lithuania - + +
BG Bulgaria - + + HU Hungary + + +
CZ Czechia + - + MT Malta + - +
DK Denmark + + - NL Netherlands + + +
DE Germany + + - AT Austria + + -
EE Estonia + + + PL Poland + + +
IE Ireland - + + PT Portugal + - +
EL Greece + - + RO Romania + - +
ES Spain + + + SI Slovenia + + -
FR France + + + SK Slovakia + + +
HR Croatia + + + FI Finland + - +
IT Italy + + - SE Sweden + + +
CY Cyprus + + - UK United Kingdom - + +
LV Latvia + + +

Table 3 gives a comprehensive view of individual groups that were classified based on the results
by the impact of selected indicators on the score of the 12th pillar of the GCI.

Table 3. Division of countries into groups according to the impact of indicators on competitiveness.

1st Group 2nd Group 3rd Group 4th Group

Estonia Bulgaria Belgium Denmark
Spain Ireland Czechia Germany
France Lithuania Greece Italy
Croatia UK Malta Cyprus
Latvia Portugal Austria

Hungary Romania Slovenia
Netherlands Finland

Poland
Slovakia
Sweden

As shown in Figure 7, it is not possible to determine the impact of the monitored indicators on
individual groups of countries, so it is not possible to predict, with the increase or decrease of a single
indicator, the score of the 12th pillar of the GCI of a country.

Figure 7. Influence of indicators on the score of the 12th pillar of the GCI in the context of
overall placement.
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5. Discussion

Nowadays, there is a constant dialogue about the knowledge economy and its importance, both in
the field of business environment and in the academic sphere [22]. Krstić and Stanišić [68] argued
that a knowledge-based economy is more efficient, which is mainly due to the use of knowledge as a
basic source of development. The results of their research confirm the need for the implementation
and realization of innovation policies, greater investment in education and training, the development
of technological capabilities, and information infrastructure. The authors’ analysis confirmed the
importance of stimulating economic environments in an effort to use knowledge and expertise
effectively in the field of production, services, and exports of EU countries. Jednak and Kragulj [3]
confirmed that the EU has achieved quite positive results in R&D investments, which represented
2.02% of the GDP in 2013. Positive results have been achieved in education, too. These authors argued
that a knowledge economy focusing on education supports the growth in productivity, innovation
potential, and the country’s competitiveness. Support for research and development contributes
to the creation of innovation, which, in line with the efficient use of natural resources, leads to an
increase in the competitiveness of a country on a global scale. Dima et al. [6] divided the assessment
approach of the country’s competitiveness into two perspectives. The first was an evaluation based on
soft dimensions, including R&D expenditure as a percentage of GDP, lifelong learning, and tertiary
education. On the other hand, the hard dimensions include the level of GDP, the energy intensity, and
the debt-to-equity ratio. Their empirical analysis confirmed that innovation and education are among
the most important factors in competitiveness. According to them, it is well known that innovations
lead to smart economic growth, and knowledge creation increases a country’s chances of economic
success in today’s competitive and globalized world economy.

Moreover, in their research, Fagerberg et al. [86] identified the variables that are important
for economic growth and economic competitiveness. Their results show that, when it comes to
competitiveness, there is a clear gap between developed countries with healthy economic growth and
the rest of the world. The basic determinant of this development is an optimally set policy in developed
countries, which systematically places great emphasis on improving technologies and supporting the
knowledge economy.

According to Melnikas [18], the issue of sustainable development, as well as the issue of the
transition to a knowledge-based society and economy, is very interdisciplinary. Scientists must
reach a consensus on approaches to social and economic development, technological progress,
and environmental protection. The regional perspective is an important aspect of research on this
issue, as regions differ in terms of different social, economic, technological, and ecological conditions.
Thelen [87] argued that differences in the organization of business and work, as well as differences in
the approach of institutions that structure mutual relations with each other and with the state, have led
these countries along different paths in terms of their level of implementation of the knowledge
economy. However, Brodowka-Szewczuk [53] argued that adequate state policy relevantly determines
the progress of innovativeness in companies. In this way, it also minimizes the risk of destabilization and
deterioration in the economic situation and stimulates high-tech changes in the economy. The internal
factors existing within a company define the company’s innovative needs and means that can be used
for innovations, the human resources in innovative processes, and the importance of innovation for
the further development of the company. The basic variable that is a part of expenditure indices is the
amount of expenditure on R&D, presented as a percentage of gross domestic product.

6. Conclusions

As shown above, the knowledge-based economy is a very important part of the world today and
in many respects affords countries a competitive advantage, which can more or less be reflected in the
country’s competitiveness. Based on the above analyses, test results, and other conclusions, we can
evaluate the established hypotheses and the aim of this study.
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From the point of view of individual countries, it was possible to observe significant differences,
which, due to variability of results, can be described as long term as opposed to persisting in the
period under review. The differences between countries were thus confirmed in the mean value of their
results (Q = 238.555; p < 0.01) as well as in the variance (LE = 2.976; p < 0.01). The analysis confirmed
statistically significant differences in the evaluation of the competitiveness of EU countries and this
statement confirmed Hypothesis 1.

In Hypothesis 2, we assumed a positive dependence of competitiveness (12th GCI pillar) on
the knowledge economy of individual EU countries. This hypothesis was built in three variants.
Based on the results presented in Table 2, we can see that, in some countries (placed in Group 1),
positive dependencies are achieved in all three indicators. In other countries (Groups 2–4), only some
of the indicators showed positive dependencies. Overall, Hypothesis 2 (based on variants H2A,
H2B, and H2C) was not confirmed for all EU countries. The dependence of competitiveness on the
knowledge economy was not positive.

In Hypothesis 3, we assumed statistically significant differences in terms of competitiveness on
the knowledge economy between individual EU countries. As show in Figure 7, it is not possible to
assign the impact of the monitored indicators to individual groups of countries, thus it is not possible
to predict, with the increase or decrease of a single indicator, the score of the 12th pillar of the GCI of
the country. Since the findings presented in Table 3 show differences in the nature of dependencies
across countries, Hypothesis 3 was confirmed.

The main aim of this study was to identify the EU country with the strongest competitive position.
Based on the results obtained, considering the broader context and the results of CV–TOPSIS as well
as the data in Table 1, it was Sweden. This country, as the only one mentioned here, also took into
account the sustainability factor discussed below. Sweden was followed by Finland and Germany.
We also wanted to determine the impact that selected indicators of the knowledge economy have on
the country’s competitiveness in their interaction. We investigated this fact based on the results arising
from the testing of Hypotheses 2 and 3. In the case of Sweden, a positive dependence was noted for all
examined indicators. Finally, we checked whether competitiveness affects the sustainability of the
economy. Taking into account the starting points, Sweden was also a leader in this area. An evaluation
of this last area is given below.

The Europe 2020 strategy emphasizes the economic sustainability of the overall development of
the EU community. Among other objectives, the strategy aims to achieve R&D spending of 3% of GDP
by 2020. This is a target value for all member countries. Because sustainability is a long-term issue,
countries must pay attention to factors that provide them with long-term growth. The research and
development issue seems to be significant for a country to achieve competitiveness and sustainability.
Focusing on prosperous knowledge economies could be the right path to give whole societies a
sustainable standard of living and a more meaningful life. During our selected period of time, we can
assess how each EU country has contributed to this goal. If a country managed to increase this value
every year to a desired level by various measures, we can discuss building a long-standing competitive
position of the country, building sustainability in the economy. Increased R&D spending improves the
level of the knowledge-based economy, thereby building the country’s sustainability in a competitive
environment in the long run.

In this case, sustainability was assessed by comparing EU countries’ achievements with the
set Europe 2020 target of 3% of GDP. In 2017, only four countries (Denmark, Germany, Austria,
and Sweden) achieved or exceeded R&D spending of 3% of GDP. Only in the case of Sweden was the
value of this indicator higher than 3% over the entire monitored period. In Austria, the target value
has been reached and exceeded since 2014. In the case of Denmark, in 2009, the value of this indicator
was above 3%; subsequently its level fell and again exceeded 3% in 2015. In Germany, the value was
higher than 3% only in 2017. It is worth mentioning Finland, where from 2007 to 2014 the values of
this indicator were higher than 3%, but decreased slightly in 2015 and fell to 2.73% in 2017.
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Based on this comparison, we can claim that sustainability was only identified in countries that
have long sought to achieve the required indicator values. These countries were Denmark, Germany,
Austria, and Sweden. We would also include Belgium, which has not yet reached the required value of
3%, but the values of this indicator are increasing annually and at the same time they are closest to the
required threshold in comparison to other EU countries.

The study has some limitations. From the viewpoint of the future orientation of scientific tasks, it
is essential to focus on other knowledge economy indicators that may affect the competitiveness and
the sustainability of the country. Research should consider such indicators not only with respect to the
knowledge economy but also their impact on competitiveness. It would be interesting to determine
the indicators that affect or do not affect competitiveness. It might be useful to begin new research
on the indicators considered here on a wider group of countries. By expanding the research with
new countries and enlarging the sample size, new conclusions and interactions between the research
areas may emerge. Another suggestion for future studies is to replace the GCI in the quantification of
competitiveness. Instead of using the GCI, another approach or an index that represents the competitive
position of the country in numerical terms could be used.

The scientific community can apply this conceptual view to understand how the sustainability
and competitiveness of countries integrate with each other and are supported by the transition to a
knowledge-based economy. The methods used in the analytical part of this study could be used to
assess a sample of countries from other regions. The study also provides useful references for policy
makers to understand the importance of transition to a knowledge-based economy in order to ensure
the country’s sustainable competitiveness.
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