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Preface to ”Future Smart Grid Systems”

Decarbonisation, digitalisation and decentralisation are transforming energy systems across the

globe and supporting the transition to a sustainable future. Within this context, smart grids are

electrical grids that include a variety of interoperable communication and control devices to optimally

(or near-optimally) facilitate the production and distribution of electricity. Smart grids allow for better

integration and management of volatile renewable energy sources, flexible transmission resources,

energy storage devices, electric vehicles, microgrids and controllable loads; they are seen as key

enablers in the decarbonisation of both the industry and society. This book focuses on the analysis,

design and implementation of future smart grid systems. This book contains eleven chapters, which

were originally published after rigorous peer-review as a Special Issue in the International Journal

of Energies (Basel). The chapters cover a range of work from authors across the globe and present

both the state-of-the-art and emerging paradigms across a range of topics including sustainability

planning, regulations and policy, estimation and situational awareness, energy forecasting, control

and optimization and decentralisation. This book will be of interest to researchers, practitioners and

scholars working in areas related to future smart grid systems.

Michael Short, Tracey Crosbie, Maher Al-Greer

Editors
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Abstract: Solving the issue of energy security for geographical islands presents a one-of-a-kind
problem that has to be tackled from multiple sides and requires an interdisciplinary approach
that transcends just technical and social aspects. With many islands suffering in terms of limited
and costly energy supply due to their remote location, providing a self-sustainable energy system
is of utmost importance for these communities. In order to improve upon the status quo, novel
solutions and projects aimed at increasing sustainability not only have to consider optimal utilization
of renewable energy potentials in accordance with local conditions, but also must include active
community participation. This paper analyzes both of these aspects for island communities and brings
them together in an optimization scenario that is utilized to determine the relationship between
supposed demand flexibility levels and achievable savings in a setting with variable renewable
generation. The results, specifically discussed for a use case with real-world data for the La Graciosa
island in Spain, show that boosting community participation and thus unlocking crucial demand
flexibility, can be used as a powerful tool to augment novel generation technologies with savings
from flexibility at around 7.5% of what is achieved purely by renewable sources.

Keywords: renewable energy; sustainability; island communities; demand flexibility; energy
management; optimization

1. Introduction

Geographical islands and island communities in general present a very distinct problem from
the perspective of electric energy infrastructure planning due to a number of unique contributing
factors. In most cases, these island systems are heavily dependent on the mainland energy markets
since there is a limited supply of energy and transporting it to the island itself can be very costly.
With many islands relying mostly on either high-capacity underwater power cable connections with
the nearest land mass or huge amounts of diesel or similar fuel to be shipped to the island in order
to meet demand, providing energy security and stability to the islands presents a key task with
significant repercussions on both the environment and the economic sustainability of the island.

Energies 2020, 13, 3386; doi:10.3390/en13133386 www.mdpi.com/journal/energies1
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Furthermore, these island electric energy supply systems generally have a single point of failure
which, in the unfortunate case of a malfunction in the supply circuits or temporary delay in fuel
shipment due to adverse weather conditions, may leave several hundreds or thousands of users
without power or, at the very least, relying on a limited storage capacity. For this redundancy to even
be available, the utilization of environmentally unfriendly and expensive lithium-ion batteries is often
required. Unlike power grids onshore where, when need be, the energy supply can be obtained from
multiple sides and sources such as different neighbouring countries or different energy generation
technologies, the generation and import capacities of islands is commonly much less diverse and much
more limited. This increases the vulnerability of island communities to power outages and their
impacts, which disproportionately affect older residents, resulting in negative health and well-being
outcomes [1,2]. Island communities can also be at risk of energy poverty if sufficient attention is not
applied to self-sustainability as an energy strategy [3]. Having all these points in mind, many island
communities have been looking into and actively implementing different strategies in order to be less
reliant on polluting technologies and fuels as well as conditions dictated by events on the mainland.

Key factors in providing self-sustainability and increasing energy efficiency in island electric
power grids are the optimal utilization of locally available clean renewable energy in accordance
with the appropriate potentials of each island and community involvement through participation in
interactive load management and demand response (DR) programmes [4,5]. With these two combined,
they would unlock a certain flexibility from the demand side and allow for the demand to be moulded
and adjusted to match the intermittent profile of generation typical for contemporary renewable
energy sources as a result of their dependency on uncontrollable meteorological (photovoltaic panels,
wind turbines, wave generators) and geological conditions (geothermal production sources). With
demand-side flexibility provided by end users, an optimization algorithm can be utilized in order
to provide the best match between supply and demand in order to minimize the costs of running
the (energy) system, and maximize the exploitation of locally available renewable sources. With
minor modifications, such algorithms can also be employed in cases where storage systems are
present, and used to monitor a wide variety of economic factors as well as indicators of grid stability
which could be used as key performance indicators that should be managed in high renewable
penetration systems.

This paper aims to explore the two aforementioned aspects, community engagement
and renewable energy potential, crucial to self-sustaining island grids, and propose a simulation
scenario that includes both of them and is capable of assessing the potential savings that can be
achieved with varying levels of energy generation from renewable sources and demand flexibility. The
theoretical presentation of the methodology will be accompanied with a use case demonstration for
which real-world data for the La Graciosa island in Spain is used.

The remaining part of the paper is structured as follows: First, Section 2 analyzes related work
with regards to different aspects that are noteworthy for improving self-sustainability of island
grids and methods of testing their joint impact. Here, Section 2.1 goes into detail on various key
contributing aspects that influence community participation in programmes essential to sustainable
energy systems, Section 2.2 looks into common practices with respect to assessments of renewable
energy potential while Section 2.3 provides an overview of relevant papers in terms of planning
and optimization implementations with demand flexibility. Afterwards, Section 3 presents an efficient
simulation methodology using linear programming capable of assessing long-term behaviour of energy
systems with different levels of renewable generation and demand flexibility while Section 4 provides
an overview of data for La Graciosa, used to instantiate the optimization scenario and calculate
the required parameters. Then, Section 5 provides the results of the conducted simulations and
illustrates the effects of demand flexibility on total costs savings. A specific focus in result presentation
was placed on decoupling the effects that renewable generation and demand flexibility have on
the savings in order to be able to analyze them separately, as well as to allow for their mutual
relationship to be inferred. A sensitivity analysis is also included to illustrate the stability of the results.
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Finally, Section 6 provides concluding remarks regarding the proposed methodology and summarizes
the results provided in this paper.

The methodology that follows utilizes a set of different variables. Their labels, units
and descriptions are summarized in Table 1.

Table 1. Variable nomenclature overview.

Label Unit Description Label Unit Description

Pin(t) [kW]
Imported power variable
vector to the Energy Hub

fL [%] Load flexibility level

Qin(t) [kW]
Charge/discharge variable
vector from input storage of
the Energy Hub

J, Jopex
any,
[EUR]

Criterion function and
operational costs as a
criterion function

Pcin(t) [kW]
Power inflow variable vector
to the conversion stage of the
Energy Hub

nh(t),
nm(t)

[%]
Hourly and monthly noise
levels

Pcout(t) [kW]
Power outflow variable
vector from the conversion
stage of the Energy Hub

ηt, ηi [%]
Grid transformer and
invertor efficiency

Pexp(t) [kW]
Exported power variable
vector from the Energy hub

Bi [EUR]
Initial (equipment)
acquisition cost

Qout(t) [kW]
Charge/discharge variable
vector from output storage
of the Energy Hub

γi [a]
Expected (equipment)
lifetime

L(t) [kW]
Load variable vector of the
Energy Hub

δ [%] Monthly discount rate

Lmin(t),
Lmax(t)

[kW]
Lower and upper load
flexibility margins

Xi [EUR] Monthly expenditure

Lbase(t) [kW] Predicted load level Ctotal [EUR]
Total costs of running the
system

2. Different Aspects of Self-Sustainable Island Grids

2.1. Factors Influencing Willingness to Participate in Sustainable Energy Systems

The success of any solution that would manage renewable sources and user demand depends on
island communities becoming active parts of the energy system changing their consumption patterns
through DR and smart grid (SG) technologies [6,7]. To develop effective strategies to encourage active
participation and financial investment in sustainable energy systems it is important to understand
which factors influence the willingness to participate [8,9].

2.1.1. Community Identity and Trust

Studies have recognized community identity and trust as key to peoples’ active participation in
sustainable energy systems [10,11]. Community identity can mobilise action and shift the interests
of individuals from being self-oriented to being community oriented. Community identity can be
summarised as: “Feelings of attachment to the community, taking pride in the community, and having
friends within the community” [12] (p. 797). The shared intention to make the community a ‘’better
place” can be an important factor for the success of community energy projects [10].

Trust, a fundamental concept of interpersonal relationships and collaboration, is positively related
to volunteering which is a basic type of participation and is shown to be crucial for economic decision
making, such as financial investments [10,13]. Trust between local people and stakeholders that take
projects forward is essential [14], especially if information is handled with transparency and accuracy
throughout all stages of the project [15]. Communities that enjoy high levels of collective trust
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and have trust in their community-based institutions and organisations are thus more likely to succeed,
as members would be willing to invest their time or money in projects that they believe are beneficial
and of good value to the community.

2.1.2. Social Norms

Citizen participation is also influenced by social norms, which, in the context of sustainable
energy projects, can be thought of as peers’ expectations regarding to energy issues. The effect
of social norms on environmentally related behaviours has been analysed in [16,17], and the impacts
of social norms on engagement with sustainable community energy projects has also been given
attention [18]. Social norms have been shown to exert a powerful influence on people’s behaviour
and consequently one’s intention to contribute to a sustainable community energy project [18]. Social
norms often rely on a person’s perception of social pressure to perform or not perform the behaviour
under consideration [10,16]. Furthermore, cooperation is central to many community sustainable
energy projects and that itself is influenced by social norms [19].

2.1.3. Environmental Attitudes

Environmental reasons, e.g., climate protection and sustainability, climate awareness, have
been found to be among the motivations for collective sustainable energy projects. People
involved in community energy projects are generally more receptive to ethical and environmental
commitment and question their behaviour with respect to energy consumption and carbon emissions
reduction [13,20,21]. With respect to sustainable community energy projects, environmental attitudes
are an influential positive factor and an important motivator for collective energy action [22–24].

2.1.4. Economic Benefits

Economic benefits which can be generated by sustainable community energy projects are identified
as another incentive to get involved with a sustainable energy project. Community-owned means
of production can generate income locally, through returns on investment, the sale of generated energy
in the form of electricity or heat, tax revenues and the creation of employment during the construction
and maintenance of renewable energy (RE) installations [15,20,21]. Distribution of financial
benefit for shareholders and/or the community is another leading motivation. Financial benefits
made by community institutions or organisations, whether local authorities or non-governmental
organisations as a result of implementing DR technologies, can have wider benefits to the community
if these are shared through a transparent process. Accordingly, identifying collective economic benefits
as well as individual household economic savings [25] are both important considerations.

2.1.5. Island Communities and Sustainable Community Energy Projects

In the case of islands, community-based energy interventions are not uncommon. Research
presented in [26] indicated the role that external elements such as the regulatory framework
and national guiding visions and plans, as well as internal elements such as the strong sense
of community and identity have in ensuring the success of community energy projects. A study
conducted on the Reunion island [27] indicates that the security of supply is a major factor that drives
island communities to take part in projects based on new innovations.

Paper [28] reports on the success of DR projects on Magnetic Island off Queensland, Australia,
suggesting that engaging residents as members of a community was one of the main reasons for the DR
project’s success. This, however, indicates that whilst community identity can be strong, it should
not be taken for granted when mobilising for DR implementation. The same study examined
changes in energy-related behaviour. Equally, the effort and support expended by the utility
company helped increase the level of behavioural change [28], achieved through effective marketing
and communication efforts. Accordingly, the different actors involved in a reactive solution to increase
self-sustainability have an important role to play not only in recruiting the households to take part in
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the project demonstration but to engage positively with the community to build needed levels of trust
and acceptance of DR innovations

2.1.6. Sociotechnical Implications

As mentioned previously, DR is seen as a key enabling technology for the integration of renewable
energy to support island self-sustainability. However, it has been well reported that one of the major
drawbacks to successful engagement in DR programs by consumers, for example in some recorded
cases in the US, relates to little or diminishing levels of user participation from residential customers
enrolled in DR programmes [29,30]. It has also been suggested that, since DR programmes can be
broadly classified into two sub-types (price-based and incentive-based), with each requiring a different
levels of home automation, consumers with little or diminishing user participation should be identified
as early as possible and new ways sought to encourage participation [31]. This can be achieved,
for example, by switching from a voluntary Time-of-Use (ToU) incentive-based programme to a Direct
Load Control (DLC) price-based programme by increasing the penetration of home automation,
to allow automatic remote switching of residential loads [31]. Although techniques designed for
online implementation can be employed to identify participation levels of residential customers
in incentive-based DR programmes (e.g., [32]), the use of surveys such as that described in this section
can reveal preliminary insights into likelihood to participate in different kinds of DR programmes
for island communities. It is suggested that such preliminary information could be combined with
appropriate assessment tools (e.g., [30,33]), and simulation models (e.g., [31]) to assist with the
planning and execution of DR activities, programmes and use cases to support energy transitions for
island communities.

2.1.7. Policy Barriers

There are a number of regulatory and policy barriers and enablers that are significant in relation
to the development of autonomous and semi-autonomous energy islands. One key issue in this respect
is the ability of independent aggregators to operate on energy markets. This is because “through
aggregation the value of flexibility (DSR, storage and embedded generation) can be enhanced by
bringing together providers who would be too small to participate in the markets individually due to
specified load sizes” [34]. The ability of independent aggregators to operate on energy markets varies
across the EU and associated countries [34–36]. Recent research [34] ranked the eight EU and associated
countries that are leading in respect to the ease with which independent aggregators can operate on
energy markets. In descending order these are: France, Switzerland, Ireland, Great Britain, Belgium,
Finland, Germany and Denmark. Overall, it is fair to say that the regulatory and policy framework
in Europe for demand response is progressing, but further regulatory and policy improvements
are needed [34].

2.2. Renewable Energy Potential

Another key contributing factor to the diversification of the energy supply of islands,
as a prerequisite to achieving self-sufficiency and decreasing the reliance on traditional energy
supply sources, are the implementation efforts of clean renewable energy generation solutions.
Keeping in mind the meteorological conditions to which islands are exposed to are very specific
when compared to use cases on the mainland, and that they vary significantly based on the location
and the microclimate of the considered island, each renewable generation deployment effort must be
preceded with an appropriate analysis of what the potentials of the island are with respect to different
generation technologies.

2.2.1. Methods for Production Estimation

The assessment method of renewable energy potentials varies by the energy type being evaluated.
For wind power, the mean annual wind speed (usually expressed in [m/s]) at a given height serves as

5
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common indicator of potential [37]. For solar power, the global horizontal irradiance (GHI) (usually
expressed in [W/m2]), which is equal to the total solar radiation on a horizontal surface, can serve
the same purpose for some solar technologies [38]. Geothermal potential can be assessed, in part, by its
surface heat flow (usually expressed in [mW/m2]). Hydro-electrical potential is based on the head
and the long-term flow statistics, where head can be estimated looking at topographical maps while
flow is much more complicated to estimate though models do exist such as described in [39]. Less
mature renewable resources like wave and tidal can be evaluated from annual mean wave power
density within each wave (usually expressed in [kW/m]) and tidal range (usually expressed in [m])
as well as tidal currents (usually expressed in [m/s]), respectively.

2.2.2. Data Availability

In all cases of different generation technologies, it is preferable to have long term, high quality
measurement data of the energy type to be exploited. Unfortunately, in many cases, such data does not
exist in a readily accessible form for any number of reasons. In those cases where specific locational
data does not exist, the values for potential assessment can be sometimes obtained from several local
and international official sources. Local sources can include nearby official meteorological towers
such as those common near airports or from national resource surveys. International sources include
services like the Global Solar Atlas provided by the World Bank Group [40], the New European Wind
Atlas partly funded by the European Commission [41], as well as from a number of corporate sources.
Some energy modelling software, such as RETScreen developed by Natural Resources Canada, provide
climate data from both local official as well as international sources [42]. The values received from
governmental and international sources are generally useful for the initial assessment of an area or site’s
potential while the corporate services can often gather actual measurement data at a proposed location.

The onsite data gathering for wind power includes the erection of a measurement mast
with a variety of different anemometers, normally installed at varying heights, to gather wind speed
data. Alternatively, laser and sound detection technologies can be used that do not require the erection
of a measurement tower to obtain the wind speeds at different heights [43]. The process for measuring
solar irradiation uses pyranometers and pyrheliometers at the site to obtain global horizontal
irradiation (GHI) as well as direct irradiance [38]. Testing of geothermal potential onsite is done
by drilling a geothermal well or wells to gather required measurements [44]. Hydro electrical potential
can be evaluated onsite by review of actual head potentials and flow rates using measurements of
a river that are convertible into flow data. Evaluation of wave energy onsite can be done using a
floating buoy that moves along the surface of the ocean and records its vertical displacement that allows
for the calculation of wave height and period [45]. Tidal range is determined through measurement
of the site’s high tide and low tide points while tidal flow can be assessed using acoustic Doppler
equipment [46].

2.3. Planning and Optimization

Planning is a crucial aspect when discussing improvements to island grid systems. Among
others, [47] discusses the dependency of Mediterranean islands on fossil fuels and the underutilization
of renewable energy source (RES) potential and discusses economic feasibility of RES. Long-term
cost-benefit analyses are the main focus of [48] which also analyzes the potential effects of RES
installations for small islands. A Caribbean use case with high RES penetration is elaborated by [49].
On the other hand, [50] looks at energy poverty and energy planning with local energy policies in mind
for the Canary Islands. Long-term analyses are expanded with the introduction of battery storage
in [51] where a comparison between small-scale urban systems and island grids is made.

Some authors place a special focus on discussing the effects of optimization, but very few consider
geographical island scenarios specifically. Simulations on this topic are explored by [52] where multiple
different energy sources such as photovoltaics, wind turbines, diesel generators and many others
are integrated in a comprehensive scenario. Flexibility of the power system in general is discussed
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in [53] where a European use case is analysed in a stepwise methodology. Regarding optimization with
demand flexibility, [54] provides a scenario with real-time pricing, but focuses specifically on heating
systems. Once again, demand flexibility is explored by [55] where participation in DR programmes as
sources of load elasticity is analysed.

This paper aims to extend the state of the art by considering demand flexibility and renewable
potential as the two previously mentioned key factors that influence the ability of achieving
self-sustainability of island energy grids. By using proactive user participation as a driver to unlock
crucial demand flexibility and renewable energy generation as chosen in accordance with respective
meteorological conditions and practical constraints, the methodology that follows will bring these
two aspects together in a cohesive simulation scenario. The proposed methodology will then be
implemented on a specific use case of the La Graciosa island in Spain using real-world data, followed
by the results that analyze savings that can be achieved by using demand flexibility on top of renewable
energy generation. By doing so, this paper aims to explore the goals that an island community eager to
achieve self-sustainability can accomplish.

3. Simulation Methodology

In order for the full potential of an island electric grid that utilizes demand flexibility
and renewable sources to be assessed, an optimization procedure has to be conducted in order
to couple the intermittent supply with the demand-side flexibility so that optimal performance can
be achieved. By doing so, traditional rule-of-thumb methods can be augmented using computer
simulations, thus utilizing precise numerical data that depicts variable pricing schemes for both
energy import and export, variable weather conditions distinguishable through renewable production
profiles and constraints related to user comfort with demand flexibility in mind. This section presents
a methodology capable of conducting such simulations which is later applied to a use case in order to
investigate the impact of user demand flexibility in island renewable energy systems.

3.1. Optimization Procedure

In order for the optimization procedure to be conducted, a set of scenarios has to be first defined.
Each scenario has a variable demand flexibility level and a variable amount of renewable generation.
Using the data that will be laid out in the following sections, each scenario is instantiated with
an adequate pricing tariff, renewable production curve and demand levels with flexibility.

As depicted in Figure 1, every one of the scenarios are individually optimized using a model
for energy management formulated as an appropriate optimization problem and a predefined criterion
that will be deliberated on in the following text. Besides this criterion, other key values of each of the
optimized scenarios will be monitored and logged for later analysis. Once all the cases are optimized
for, the relationship between demand flexibility, renewable energy generation and the monitored
output(s) will be analyzed using the output data.

start
select

configurations

parameterize

configuration

optimize

individually

Are all

finished?

evaluate

savings

no

yes
end

Figure 1. Simplified flowchart illustration of the proposed optimization procedure.

3.2. Operational Optimization Model

The operational optimization is based on a model of energy transmission and transformation
called the Energy Hub, conceptualized in [56] and instantiated as a sequential structure presented
in Figure 2. This model is used to simplify the grid of the island as follows: The Hub is supplied
with input energy Pin(t) which, as other variables in the model, represents a vector of instantaneous
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values of a certain physical quantity, in this case power coming either from the submarine cable
or local generation. In this model, each type of carrier can be limited in a different way. For example,
the import from a cable connection can be considered to be a variable that has a value between zero and
the maximum power transmission capacity of the cable. On the other hand, all energy produced by the
renewable sources has to be imported and either stored in the input stage storage (Qin(t)) or the output
stage (Qout(t)) for later use, exported as Pexp(t) or used to fulfill the load L(t). In the path from the
import stage to the load, the energy passes through several stages: input transformation (defined by
the Fin block), conversion (defined by the C block) and output transformation (defined by the Fout

block). This allows for the modelling of ways in which different energy carriers can be mixed together
or depiction of losses associated with necessary transformations in this process.

Pin

Qin

FinPcin
F−1

in

Pcin
C

Pcout

Pexp

Pout
Fout

Qout

L

Figure 2. Illustration of the structure of the Energy Hub instance.

Owing to its modular and flexible nature, the Energy Hub can be used to simultaneously model
fundamentally different types of carriers such as electric and thermal energy as in [57]. However, since
the target of this paper are improvements to the electric energy supply, a focus will be placed solely
on the electric aspect. By specifying different layouts of blocks Fin, C and Fout, different layouts of the
grid can be modelled and adapted to the considered scenario with an adequate number of carriers of
which each one corresponds to one generation technology (photovoltaic, wind turbine, etc.) or supply
type (submarine cable connection, power generated from burning diesel, etc.).

3.3. Load Flexibility Model

In this methodology, the load L(t) in the Hub is considered as a variable that can be optimized
between a lower Lmin(t) and an upper Lmax(t) limit, constructed around some baseline load value
Lbase(t). Different levels of user willingness to adjust their loads are expressed by varying the width
of the band between Lmin(t) and Lmax(t). If fL is assumed to be the flexibility of the demand,
the aforementioned limits can be constructed as

Lmin = (1 − fL)Lbase(t) and Lmax = (1 + fL)Lbase(t).

Figure 3 illustrates an example that shows how the lower and upper limits relate to the baseline
consumption and what an optimal profile between these two limits might look like for a given time
period. This type of load flexibility can sometimes be utilized as a replacement for storage capacities.
Namely, by introducing a flexibility margin, a power reserve is introduced in the system whereby it can
utilize the region between the minimum and maximum allowed load value in order to dynamically
match the supply with the demand in the same way as a storage solution would allow this with
adequate charge and discharge rates. As the results will later show, if such flexibility is displayed by
the users, observable savings can be achieved even in cases without any storage facilities. However,
in reality, the levels of reserve that such flexibility can provide may not always be sufficient in which
cases storages are a necessity. Still, having any flexibility whatsoever can go a long way towards
reducing the overall costs as will be illustrated later.
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Figure 3. Illustration of the demand flexibility band and the optimized profile.

Any optimization engine that has to optimize for lowest price (which is a common practise)
and has the ability of utilizing load flexibility margins will tend to minimize the load wherever
possible. In order to avoid this effect, as it would significantly impact user comfort and not be realistic,
an integral energy constraint is added, stating that the total energy consumed within a 24 h period
must be the same in the case of the optimal profile and the baseline profile. Such a constraint can be
expressed as

(∀k ∈ {1, 2, ..., 365})
24k

∑
t=24(k−1)+1

L(t) =
24k

∑
t=24(k−1)+1

Lbase(t).

3.4. Implementation

By laying out all the constraints of the model with regards to energy transmission
and transformation as well as load management in matrix form

Aeqx = beq ∧ Aineqx ≤ bineq ∧ lb ≤ x ≤ ub

and an objective function defined as J = f Tx, the Energy Hub can be optimized as a linear
programming (LP) problem using any number of solvers (CPLEX, Gurobi, MatLab’s linprog, lpsolve,
etc.) very efficiently and key performance indicators can be extracted in order to summarize
the performance of the system over a long time span, allowing for a long-term (multi-year) assessment
to be performed. Furthermore, by analysing individual variables of the Hub that are integrated in
the vector x where each variable of the model at a given time instance in the simulation is assigned
a corresponding position in x, additional parameters regarding the performance of the grid, as given
in [58], can be easily extracted from the optimized outputs.

4. Use Case Definition

In order for the joint impact of social engagement and renewable generation potential to be
assessed using the previously defined simulation methodology, a specific use case should be assumed.
Therefore, the following subsections will present a selection of available data, gathered as part of the EU
Horizon 2020 REACT project [59–61]. The main goal of the project is to improve the self-sufficiency
of island energy supply systems and it considers eight islands in total, of which three (La Graciosa
in Spain, San Pietro in Italy and the Aran Islands in Ireland) are used as pilot islands, i.e., islands where
the project’s final research solutions will be piloted. The following sections place the main focus on
data for La Graciosa as this data is used to generate a simulation scenario, but also utilize results from
other islands for reference.

4.1. End User Engagement

Given the priorities of island communities, the factors which influence the willingness of the island
residents to engage with the project and become active parts of the energy system changing their
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consumption patterns through DR and SG technologies are summarised in Table 2. Along with them,
some key findings from a survey conducted on the La Graciosa island with a sample size of roughly
13% of the total number of households, were also presented. The survey assessing the communities’
perception of SGs and DR at each of the REACT project’s pilot islands has some very encouraging
results related to island community’s motivation to be part of sustainable energy systems.

Table 2. Motivations for participation in island sustainable energy projects in island communities
and findings from a survey conducted in La Graciosa.

Motivation Description
Relevance to Island
Communities

Focus Case Island La Graciosa

Community
identity

An intention and
desire to make
the community
better for
everyone;
benefits oriented
to the
community and
away from the
self.

Securing supply for the island
and becoming more energy
autonomous. Financial savings
from the community energy
project being re-directed to other
community
projects/investments;
integrating with the community
and having shared experiences.

The majority of respondents are
‘motivated’ or ‘strongly
motivated’ by environmental
and altruistic values suggesting
a strong community identity.
For example, 75% of
respondents from La Graciosa,
report that they are motivated to
use smart grid technologies by a
desire to reduce CO2 emissions.

Financial

Save on energy
bills; receive
financial rewards
from energy
supplier.

Lower energy costs due to better
security of supply.

74% of respondents in La
Graciosa indicate that energy
saving is very important to
them.

Environmental

Reducing CO2
emissions;
increasing the
sustainability of
the island
community

Taking action on CO2 reductions
empowers island communities
in the face of climate change.

80% of the respondents from La
Graciosa report that the use of
renewable energy technologies
is very important to them.

Social norms

Following the
example of
others in the
community;
being sensitive to
the opinion of
others.

The size and closeness of
communities driving a sense of
togetherness and responsibility,
generating positive social
norms.

Social norms pertaining to
sustainability and high-end
technologies are reported as
‘strongly motivating’ with 71%
of respondents in La Graciosa
being interested in attaining a
sustainable character for their
homes.

By analyzing the survey results from the rightmost column of Table 2, it can be observed
that utilizing renewable energy, achieving energy savings and being environmentally friendly are all
important aspects of participation in the project. Therefore, it is assumed that an overwhelming
majority of the residents will be open to the idea of adapting their demand so as to achieve these goals.
In order to get detailed insight into achievable savings in different scenarios, the demand elasticity
that would be unlocked by active user engagement is modelled in accordance with specifications
from Section 3.3 using a varying level of flexibility which is used to reflect different levels of
community participation. 25 different demand flexibility levels were chosen, from 0 to 60% (inclusive)
with 2.5% increments.

4.2. Renewable Energy Generation

In order to first illustrate how different conditions impact the renewable generation potential
of islands in different locations, data that indicates the relative energy potentials for REACT
pilot islands in terms of wind power, solar power and wave power is collected and summarized
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in Table 3. Both La Graciosa and San Pietro have been identified as having a potential for geothermal
development [62,63] but specific data for neither island was available. No specific data for hydro
electrical or tidal potential was available for the islands.

Table 3. Wind, solar and wave power potentials on the islands of La Graciosa, San Pietro and Aran.

Island
Annual Average

Wind Speed at 10 m
Height [m/s]

Annual Average
Hourly Global

Horizontal
Rrradiance [W/m2]

Average Annual
Wave Power Density

[W/m]
Sources

La Graciosa 4.1 205.7 31.0 [45,64,65]
San Pietro 6.1 171.5 N/A [66]

Aran Islands 7.0 128.6 20.8 [67,68]

None of the values presented in the Table 3 are for a specific location on any of the three islands
and provide only a general assessment of the resources on each. While La Graciosa may appear to have
the lowest average wind speed there may be locations on the island where higher wind speeds can
be achieved, such as on the island’s mount Mojón, and conversely lower speeds may also be present
within Caleto del Sabo, the island’s capital. Irradiance is also impacted by local conditions, such as
shading from buildings, which can reduce the islands’ potentials. That noted, the Aran Islands and
San Pietro clearly have significant wind resources at the relatively low height of 10 m, far below the
hub height of any commercial wind turbine, while La Graciosa’s resource is more modest. Conversely,
La Graciosa has a significant solar resource while the Aran Islands have somewhat more modest
values typical for northern Europe. Wave power estimates also indicate significant potential around
La Graciosa and moderate potential near the Aran Islands.

Looking specifically at La Graciosa as the focus case for this paper, the island’s land and sea-based
energy production capabilities are both quite limited despite the potentials. In 1986, the local
government designated most of the island as a regional Natural Park and in 1993 the entire island
was declared a UNESCO Biosphere Reserve to protect the island’s environment and biodiversity [62].
In 2003, ownership of the majority of the island’s territory was granted to the Spanish agency for
national parks. Additionally, the island is part of the Maritime-Terrestrial Chinijo Archipelago Natural
Park and all nearby waters are protected [69]. These designations onshore and off essentially limit the
types and sizes of RES production to those onshore technologies acceptable within the island’s two
small, populated areas. Similar limitations on RES production exist for other islands, like San Pietro
and the Aran Islands.

An additional limitation to keep in mind is that not all countries have a regulatory framework that
allows for the full application of demand response. For the specific case of La Graciosa, the Spanish
electricity market is not entirely open to explicit demand response activities and doesn’t allow for
aggregation of demand-side resources [36]. These regulatory limitations create an environment where
demand response on La Graciosa would be difficult to implement, though recent legislation indicates
this situation may be changing [70].

Due to mentioned regulatory limitations and the illustrated potentials, this paper will focus
on a theoretical photovoltaic generation deployment scenario in the capital of La Graciosa, Caleta
de Sebo (at the specific location of LAT = −29.232◦ and LON = −13.502◦). In order to illustrate
the potential of solar energy for this site, interfaces for an international official database [71] were
used and hourly meteorological data depicting irradiance components and temperature was obtained.
A summary of the data is illustrated in Figure 4. As can be observed, the direct irradiance has a
noticeable seasonality, peaking during the summertime while, on the other hand, diffuse irradiance
is relatively constant. The temperature on the island appears to be moderate with monthly mean
values between 17 ◦C and 22.5 ◦C which can be beneficial as the photovoltaic production is sensitive to
overheating issues.
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Figure 4. Seasonal variability in hourly irradiance components (a,b) and temperature (c) measurements
for La Graciosa illustrated using box plots in monthly steps.

Following the mentioned remarks regarding renewable production, a two-carrier supply is given
to the Energy Hub with one of them corresponding to the imported power from the submarine cable
(with a maximum capacity of 1030 kW equal to the existing cable between La Graciosa and Lanzarote)
and the other corresponding to the energy provided by the photovoltaic (PV) array. Using the
previously presented data sources as well as the methodology associated with [72], the expected
output of a non-tracking PV generation system with a reference capacity of 1 kW, 10 % losses, tilted
35◦ around the horizontal axis from the horizontal plane, facing south and located in the capital
of La Graciosa, was generated. In order to simulate the output of differently sized PV generation
plants, the unit production is scaled up linearly. For this purpose, a set of 21 different rated powers
of PV generation was selected, from 0 to 1000 kWp (inclusive) with 50 kWp increments, as this range
is thought to roughly correspond to what would theoretically be possible if the available roof space
of buildings in the capital of La Graciosa was used.

4.3. Demand Profile

Since the total electricity demand of the entire island of La Graciosa cannot be obtained from
publicly available sources, this baseline curve must be somehow constructed. Using hourly demand
measurements from ten houses that are supplied by Fenie Energia (Spanish retailer for electric
and thermal energy), averaged normalized working day and weekend day profiles are derived for
each month and their variations between different months are illustrated using box-plots in Figure 5.

However, since total monthly consumption data is available, and is depicted in Figure 5 also,
the hourly data can be scaled up with the appropriate monthly consumption divided by the total
number of days in each month so that an estimated consumption curve can be obtained. In order
to make this process more realistic, random unit white noise samples (µ = 0, σ = 1) are scaled
into the range (−10, 10)% to model hourly noise nh(t) and into (−4, 4)% to model monthly noise
nm(k) and are superimposed to the 100% of the demand that would have been calculated without the
given noise levels. The resulting demand profile is illustrated in Figure 6 and this profile is used as
the baseline load Lbase(t), mentioned previously, around which a flexibility band will be formed.
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Figure 5. Monthly seasonal variations in hourly electric energy consumption share for working
days (a), weekend days (b) and total monthly electric energy consumptions (c) based on data provided
by Fenie Energia.
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Figure 6. Estimated electric demand data for La Graciosa.

4.4. Pricing Profile

Survey data [60] indicates that 558 out of 613 (approximately 91%) grid-connected users in La
Graciosa are contracted to a single rate tariff (with maximum power draw of 10 kW) with a fixed
price of 0.162 EUR/kWh, so this value is assumed as the cost at which power can be imported from
the submarine cable. In a scenario where renewable generation would be community owned, besides
the cost of acquiring the system and its maintenance, the energy it generates comes without direct
costs, and the excess energy can be sold on the wholesale market. Using the interfaces provided by
OMIE [73] (Due to the crises related to COVID-19 ongoing at the time of writing this paper and the
changes in the API provided by OMIE which now only provides the last year of hourly wholesale
prices, historical (previously acquired) data was used for 2018 in order for the price profile not to
include the months of February, March and April of 2020 which saw significant price fluctuations
attributed to the effects of the pandemic that do not depict general trends), the hourly price profile for
the year 2018 can be constructed. Namely, for each month and each first working and weekend day
of that month, hourly prices have been obtained. These values are then normalized for each month
into hourly profiles for a typical working and weekend day so that the average of both profiles equals
one and are illustrated in the left side of Figure 7. Then, for each day of the year, the average wholesale
price was obtained and is depicted in the right side of Figure 7. Afterwards, day by day, these daily
values are used as a scale factors that are applied to the corresponding working or weekend day price
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profile. By concatenating these profiles together, the estimated hourly wholesale price profile is derived
which is assumed to be the export price of electric energy.
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Figure 7. Estimated averaged and normalized price profiles for working and weekend days (a)
and reported average daily prices (b) for the Spain wholesale electric energy market in 2018.

4.5. Optimization Setup

With the Energy Hub having two carriers (cable imports and PV generated electricity) and only
one load type (electric demand), the transformation stages can be defined by the matrices

F−1
in =

[

1 0
0 1

]

, C =

[

ηt 0
0 ηi

]

and Fout =
[

1 1
]

where ηt = 98% represents the typical grid transformer efficiency and ηi = 95% represents the typical
invertor efficiency. All other losses are neglected. The combination of selected PV generation
and demand flexibility increments provides a total of 525 configurations for simulation. These ranges
are assumed as theoretical and the results at the end of the paper focus on a selection that is considered
most realistic. The baseline load is instantiated using the estimated year-long hourly curve derived
previously, while the criterion of the optimization model is set to equal the yearly operating cost
of the model Jopex = f Tx with regards to the assumed energy import and export prices, as is achieved
by setting the appropriate values of f to the corresponding prices.

However, the optimization scenario should also be able to considered the costs associated with
the assumed renewable installation. The upfront investment regarding the acquisition of solar panels
is based on [74] with a cost of 1115 EUR/kWp. However, due to the fact that the PV panels come with
a typical warranty and a matching expected lifetime of around 25 years, the cost associated with using
them is split into yearly installments. The expected operational lifetime of PV panels may be longer
that the mentioned duration. However, after the guaranteed amount of time had passed, the efficiency
of the panels is expected to have dropped off significantly which, in turn, means that a replacement is
in order. For a piece of equipment labeled i with the initial acquisition cost Bi, an estimated lifetime of
γi years, one month’s equated installment (equivalent to rent) would be calculated as

XEMI
i = Biδ ·

(1 + δ)12γi

(1 + δ)12γi − 1

where δ = 0.42% is the monthly discount rate which is assumed to be constant. With the monthly
maintenance costs of each device given as Xmaint

i (assumed to equal, in total, 2% of acquisition cost
over lifetime), the total yearly cost of running the system would equate to

Ctotal = Jopex + 12 ∑
i∈E

(

XEMI
i + Xmaint

i

)

where Jopex is the aforementioned cost determined by the optimization output through its criterion
function. With the considered use case limited to only photovoltaic panels, the set of all considered
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equipment is given purely as E = {PV}. However this same methodology can also be implemented
in other cases where either different energy sources are used or storage systems are utilized.

5. Results and Discussion

5.1. Simulation Outputs

With each simulation scenario being defined by a given PV rated power and demand flexibility
level, by running individual optimization procedures, a set of results is obtained whereby a selection
of monitored values is derived for each of the considered parameter combinations. Of these monitored
values, the main focus of further analysis will be placed on total operating costs. Keeping in mind
that, through previously completed projects, the island of La Graciosa has already installed around
50 kWp of solar generation capacity, this scenario could be considered as a baseline for further
expansions of renewable production. However, for the sake of simplicity in this theoretical analysis,
a baseline is actually assumed to be the case with no on-site renewable generation and no demand
flexibility (i.e., all demand is met using energy imported from the submarine cable), as would be
the case on an island with no existing renewable generation. For reference, the simulations show that
the aforementioned existing implementation of PV generation saves a little over 2.5% in operating costs
on a yearly basis (with monthly installments and maintenance accounted for) against the theoretical
baseline with no renewable generation.

The first evaluated effect relates only to the potential savings that can be achieved from
the implementation of renewable generation (i.e., without any demand flexibility). In order to derive
this, only scenarios with zero flexibility are extracted and their operational costs are compared to
the baseline scenario with no renewable generation. The resulting savings are shown on the left side
of Figure 8.

Afterwards, each of the scenarios with renewable configurations is considered with different
levels of demand flexibility in the range defined previously. When the initial savings achieved only
due to the installation of renewable generation are subtracted, the additional (additive) saving levels
can be calculated, and the appropriate values obtained in this way are presented in a three-dimensional
space in Figure 8 where one dimension represents the considered rated power levels of PV generation,
the second are the considered demand flexibility levels and the third are additional savings that can
be achieved over the sole contribution of the renewable generation by utilizing demand flexibility.
In other words, the total savings over baseline operational costs that can be achieved using both
renewable generation and demand flexibility can be calculated by first determining the isolated
impact of renewable generation given in the two-dimensional graph in Figure 8 and then adding
an additional impact of demand flexibility as presented in the surface plot in Figure 8. By utilizing such
a presentation, the impacts of renewable generation and demand flexibility are decoupled and can be
analyzed separately while, at the same time, allowing for the total savings to be easily determined.
Furthermore, more insight into the relation between additional savings, renewable generation capacity
and the supposed flexibility is given by visualizing projections of the surface plot from Figure 8, as
is presented in Figure 9.

By analyzing all three graphs, it can be clearly deduced that there is a notable increase in
the performance that can be achieved by utilizing demand flexibility when there is ample renewable
generation as the load can be more drastically shifted and aligned with renewable generation.
An interesting point to note is that the impact from the demand flexibility only becomes apparent
when the rated power capacity of RES becomes large enough (compared to the baseline demand
levels) which, according to the results of the conducted simulations, is between 400 kWp and 450 kWp,
at the point where the lines from the projections in the left of Figure 9 begin to diverge. Having in
mind the fact that the efficiency of PV generation is calculated very conservatively with noticeable
losses, it should be mentioned that this point of divergence may occur with less renewable generation
if a more efficient system were to be considered. Also, the second projection graph from Figure 9
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shows that for each renewable generation capacity, the returns tend to level off after a certain amount
of flexibility with the value of that point increasing as the capacity of the generation increases.
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(b) Additive savings from flexibility

Figure 8. Results of the simulations showing the (baseline) total operating costs savings attributed only
to the deployment of renewable energy (i.e., without demand flexibility) (a) and the additional savings
that can be achieved with different levels of demand flexibility (b). All savings are calculated against
the baseline with no demand flexibility and no renewable generation.
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(a) Projection to PV-savings plane
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(b) Projection to flex.-savings plane

Figure 9. Two-dimensional projections of the additional achievable savings to the PV rated
power-savings plane (a) and flexibility-savings plane (b). The color shift from blue to green corresponds
to the increase of flexibility on the left graph and the increase in PV rated power on the right graph.

In order to illustrate the relationship between renewable generation capacity and demand
flexibility, this theoretical analysis considers very large supposed amounts of demand flexibility which
are difficult to achieve in real-world practice [75] while, on the other hand, results from Section 4.1
show promising potential in terms of demand flexibility for a motivated island community. Therefore,
a selection of results that are more likely to be achieved is extracted from the experiments and presented
in Table 4. This selection is coupled with several PV installations of different capacities, with the two
medium sized capacities being considered potentially realistic, considering land restrictions limiting
RES expansion to inhabited areas and the RES potential described and specifically analyzed for La
Graciosa in Section 4.2. As can be observed from these results, for example, even with realistically
achievable levels of supposed flexibility (i.e., 30%), the addition of demand flexibility can result
in a notable decrease of operational costs. In the case with a PV installation capacity of 800 kWp,
the decrease is 2.66%, which equates to 7.5% of the impact achieved solely by the utilization of that same
renewable source with no flexibility. Also, Table 4 shows that some scenarios with lower renewable
generation and higher demand flexibility can perform better than those with higher generation
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and lower flexibility. This indicates that considerable savings can be achieved by boosting social
engagement rather than investing in equipment.

Table 4. A summary of achievable additive savings (expressed in percent of baseline operational costs)
over the baseline savings achieved using only renewable generation and ratio of these additional
savings when compared with baseline savings with the same PV power (in percentage, given in
in parentheses) with realistic demand flexibility levels and supposed high renewable penetration.

dem. flex. [%]
PV Rated Power [kWp]

400 600 800 1000

10 0.02 (0.1) 0.39 (1.4) 0.80 (2.2) 1.06 (2.6)
15 0.03 (0.2) 0.69 (2.4) 1.51 (4.3) 2.04 (5.0)
20 0.04 (0.2) 0.84 (2.9) 1.93 (5.4) 2.65 (6.4)
25 0.04 (0.2) 0.96 (3.3) 2.31 (6.5) 3.23 (7.8)
30 0.04 (0.2) 1.06 (3.7) 2.66 (7.5) 3.77 (9.2)
35 0.04 (0.2) 1.13 (3.9) 2.96 (8.3) 4.29 (10.4)

In the end, it is worth mentioning that the considered model supposes a constant level of
demand flexibility. However, by utilizing variable pricing schemes, DR programmes and others
means of boosting community engagement, the users can be influenced to be more adaptive, especially
in periods of peak demand, which could further increase the potential savings.

5.2. Sensitivity Analysis

In order to ascertain the stability of the obtained result and get a deeper understanding of how
variability of different input parameters affects the savings, a limited sensitivity analysis was conducted.
Namely, for the previously considered realistic scenario with 800 kWp of PV and 30% demand flexibility,
each sample of the year-long hourly demand and predicted PV production was varied in the range
between 95% and 105% of the corresponding nominal value, as dictated by a pseudo-random uniform
distribution. These modified inputs were independently generated 200 times which correspond to 200
instances of optimizations that were conducted in this sensitivity analysis. By analyzing the achieved
savings from demand flexibility in the same manner as was done in the previous part of this section, a
distribution of the achievable additional savings due to demand flexibility can be observed in the form
of a histogram, as given in Figure 10. Furthermore, using this data, an approximation of the cumulative
distribution function (CDF) can be obtained which can also be used to reach the same conclusion.
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Figure 10. Histogram illustrating the distribution of the absolute additive savings in 25 bins
for the considered realistic use case (a) and the corresponding estimate of the cumulative distribution
function (b).

As clearly shown by the data, almost all of the instances have resulted in the additive savings
between 2.55% and 2.7%, with the nominal value previously calculated to be 2.66%. More precisely,
around 78% of the outputs of 200 instances belong to a range between 2.6% and 2.7%. By comparing the
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mentioned four range limits with the nominal savings percentages from Table 4 for the same 800 kWp
installation, but with adjacent flexibility levels (i.e., 2.31% savings for 25% flexibility and 2.96% savings
for 35% flexibility), it can be concluded that even with a moderate amount of variability in the inputs,
the results appear to be relatively stable since the limits do not overlap with the other savings.

6. Conclusions

This paper presents a view into ways in which the unique problem of increasing self-sustainability
levels of geographical islands in terms of electric energy supply can be achieved when crucial flexibility
in user demand is unlocked, allowing for it to be adjusted to an intermittent energy supply provided
by clean on-site renewable generation. Renewable energy supply and demand flexibility are integrated
in a comprehensive simulation procedure that determines the optimal energy management strategy,
and in doing so, the relationship between the installed capacity of renewable generation, supposed
demand flexibility and the expected savings is derived and discussed.

The results simulating 525 different combinations of PV generation capacity and demand flexibility
levels show that, although significant savings in yearly operational costs can be achieved using only
renewable generation and no demand flexibility, notable additional savings can be obtained with
community participation through users’ willingness to adjust their load. In some cases, even with
realistic flexibility levels, the impact of load elasticity on the total savings was large enough for
a given scenario to be more cost-effective than the next few larger renewable installations with less
flexibility. In summary, as the survey results in Section 4.1 suggest high interest in sustainability issues,
strong community identity and willingness to use renewable technologies among residents, different
motivation factors (such as incentive-based (ToU), DR programmes) should be effective for island
users. Moreover, the simulation results presented in Section 5 show that significant economic benefits
will be leveraged if residents display flexibility. Concretely, with the increase in installed renewable
capacity, the achievable savings attributed purely to demand flexibility go from negligible (between
0.02% and 0.04%) at 400 kWp to noticeable (between around 1% and 4.3%) at 1000 kWp. Furthermore,
depending on the level of this flexibility, the increase for 10% and 35% boosts these savings 2.9 fold
for 600 kWp of PV capacity and 3.7 fold for 800 kWp.

Overall, this indicates that an incentive-based programme will be both accepted by residents
and effective at leveraging wider benefits, in turn giving some preliminary support to the combined
approach of residential surveys and calibrated simulations. Given these results, it can be concluded
that demand flexibility without significant disruptions to user comfort can be utilized as a powerful
mechanism to augment some and replace other technologies while returning noticeable savings
in operational costs, but also increasing the supply security and paving the way for a more resilient
island energy supply network. In cases where the production and demand can technically be balanced
using existing solutions, demand flexibility can be utilized as a means to ease this process but also
lower costs and reduce the need for expensive and environmentally unfriendly storage solutions.
Community user participation, however, remains key to achieving the benefits of this mechanism.

The limiting factors of this study have been isolated to be policy barriers for novel incentive-based
programmes that would drive community participation and motivate the users to display flexibility
as well as local regulatory constraints preventing the expansion of RES installments. The latter
is especially crucial with regards to geographical islands as they are often the objects of strict laws
designed to protect their unique environments. Further efforts in this field should be aimed at looking
into novel and ecologically friendly generation technologies that would comply with local regulation,
but a focus should also be placed on expanding DR and other similar programmes into the residential
sector as contemporary efforts in this regard are often aimed solely at the industry.
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Abstract: This work investigates life cycle costing analysis as a tool to estimate the cost of hydrogen
to be used as fuel for Hydrogen Fuel Cell vehicles (HFCVs). The method of life cycle costing and
economic data are considered to estimate the cost of hydrogen for centralised and decentralised
production processes. In the current study, two major hydrogen production methods are considered,
methane reforming and water electrolysis. The costing frameworks are defined for hydrogen
production, transportation and final application. The results show that hydrogen production via
centralised methane reforming is financially viable for future transport applications. The ownership
cost of HFCVs shows the highest cost among other costs of life cycle analysis.

Keywords: hydrogen economy; cost analysis; life cycle costing; methane reforming; water electrolysis;
centralised hydrogen production

1. Introduction

The phrase ‘Hydrogen Economy’ is not a recent concept. John Bockris first introduced it in 1976,
where hydrogen was identified as clean energy carrier. In a Hydrogen Economy, the lightest of all
gases must be processed as any other market commodity. Hydrogen is to be produced, packaged,
transported, stored and transferred to the end-user [1], where it can be converted to electricity by the
usage of fuel cells or other conversion devices [2].

Hydrogen can be produced from conventional fossil fuels, but also from more environmentally
friendly and renewable resources. The total annual world production of hydrogen was around
368 trillion m3 [3]; 48% of hydrogen was produced from natural gas, about 30% from oil, 18% from
coal and 4% via water electrolysis [4]. Eighty percent of the produced amount was mainly consumed
by the chemical industry and by petrochemical refineries [5]. The remaining amount was utilised in
various processes including situations that hydrogen used as energy carrier.

Energies 2020, 13, 3783; doi:10.3390/en13153783 www.mdpi.com/journal/energies23
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In addition, the global demand for hydrogen in 2010 was 43 Mtons and the forecast is to reach
around 50 (or more) Mtons by 2025, majorly affected from the demand for ammonia production,
methanol and petroleum refinery operations [6,7]. The hydrogen consumption (in million Tons) is
shown in Figure 1. Asia and Pacific are the world’s leaders in consuming hydrogen (almost 1/3 of
the global consumption), followed by North America and Western Europe [6,7]. The hydrogen as an
alternative fuel can be used as potential energy carrier at the transportation sector for Fuel Cell Electric
Vehicles (FCEVs) [8].

 

Figure 1. Hydrogen consumption (in millions of Tons) for the year 2010 (below) and the forecast for
the year 2025 (up).

The hydrogen production via methane steam reforming and water electrolysis can take place in
centralised or decentralised facilities [9]. For the case of centralised hydrogen production, hydrogen is
distributed to the area of application via tank trailers in liquefied or gaseous form [10]. For the case
of decentralised production, hydrogen is produced and stored in the location of usage, by normally
utilising hydrogen fuelling stations [11].

The viability of the hydrogen technology as alternative fuel for transportation applications
depends on several factors; the current and future cost of hydrogen, the technological advantages
that employs hydrogen as fuel when utilising fuel cells, the long-term restrictions on greenhouse
gases emission and the cost of competitive technologies, such as batteries and super capacitors [12].
Therefore, the cost analysis for hydrogen production is a very important an crucial aspect to identify
the economic feasibility of using hydrogen in the transportation sector, regardless the technological
obstacles at the current time, such as the hydrogen storage capacity and the specifications to meet the
future high demand for transportation [13,14]. The introduction and implementation of using the life
cycle cost analysis is one method that can be deployed in order to identify and decide the feasibility of
using hydrogen as alternative fuel [15].

Accurate evaluation techniques for decision-making are required for economic, social, and
environmental aspects. Various models have been developed such as [16]; the E3-database model
in Germany and France, the H2A model developed by U.S Department of Energy Hydrogen,
G4-ECONS methodology to estimate the levelled unit energy cost, and, finally, the HEEP model, which
applies analysis and feasibility studies related to hydrogen production using nuclear energy [16–18].
The models mentioned above can be classified according to the tools and methods deployed for the
cost estimation. The classification can be performed based on the following criteria; life cycle energy
analysis models including energy flows and environmental assessment criteria [19,20], infrastructure
development models and future benefit [21,22], social life cycle infrastructure and vehicle market
models [23–25], and finally, energy economy models including hydrogen production and environmental
assessment [26]. Table 1 summarises the most recent studies and techniques for hydrogen economy
evaluation for hydrogen mobility applications. The current article focuses on the study of the cost
analysis for hydrogen production for fuel cell vehicles applications. The costing analysis is applied
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for four hydrogen production routes. The analysis includes a framework and sensitivity analysis to
compare costing results.

Table 1. Recent studies of hydrogen economy for mobility applications.

Scope of Study Framework of Study Area of Investigation Ref

Social cost-benefit
analysis framework for
fuel cell vehicle versus
internal combustion
engine vehicle.

Cost benefit analysis framework was
introduced; considering economic
comparison, external costs estimation and
social–economic comparison.

Cost Benefit Analysis of German
Market based on previous
published study for fuel cell
electric vehicle, including
externality costs in Europe for
society benefits analysis.

[27]

Techno-economical
characterization for
Alkaline water
electrolysis.

Alkaline water electrolysis life cycle was
studied focusing on the metrics’ approach
and the approaches to specify realistic
projections of sensitive technical and
economic parameters, such as investment
cost or future electricity cost.

The weighted average cost of
capital for alkaline water
electrolysis was used for analysis
for cost estimation and financial
analysis on three different
production sites.

[28]

Techno-economic
modelling of future
hydrogen supply chains
with spatial resolution.

Study evaluates all parts of the supply
chain, from hydrogen production to
refilling, the case of Germany for the target
year 2050, considering a spatial resolution
regarding costs, primary energy demand
and CO2 emissions. It also optimizes
potential for hydrogen distribution.

Simulation approach of each step
of the supply chain using
optimization method.

[29]

Techno-economic model
of future hydrogen
supply chains.

Investigates the application area of different
hydrogen supply chain architectures
through a point-to-point analysis based on
the methodology of the lowest-cost
hydrogen delivery mode investigated by
[30], full supply chain from hydrogen
production by electrolysis, large-scale
storage, transportation and fuelling.

Well-to-tank analysis to estimate
greenhouse gas emissions for
conditioning a transportation fuel

[31]

Cost of hydrogen
applications are
compared with
conventional energy
supply.

Five scenarios have been developed to
compare the cost of using hydrogen with
conventional energy sources, taking into
account the cost of CO2 emissions.

Methodology of life cycle cost is
employed to conduct the cost of
hydrogen production and
application for islands and specific
applications.

[32]

Economic model is
developed to evaluate
the investment and
operational cost.

Build an economic evaluation model that
describes the investment cost and
operational cost, making the mathematical
optimization to reach a minimum total
annual cost of Hybrid Battery/Hydrogen
Storage.

Optimizing the life cycle capital
was formulated to determine the
optimal configuration of a hybrid
renewable energy.

[33]

Techno-economic
analyses and life cycle
assessments of four
hydrogen production
technologies using
natural gas as a
feedstock.

Understanding of the techno-economic and
life cycle environmental performance of a
set of emerging hydrogen production
technologies.

Technical and financial conditions
under which each technology is
expected to be attractive are
explored for carbon price.

[34]

Well-To-Wheel (WTW)
analysis for hydrogen.

Global emission model for integrated
systems (GEMIS) interacted with
greenhouse gases, regulated emissions, and
energy use in transportation (GREET) for
Portugal.

Greenhouse gases emissions
(GHGs) compared with the
gasoline vehicle from different
hydrogen production routes.

[35]

Integrate multi-objective
optimization with
principal component
analysis to address the
environmentally
conscious design of
hydrogen networks.

A Framework has been proposed for
optimizing hydrogen supply chains in
accordance with several environmental
indicators.

Multi-objective mixed-integer
linear program (MILP) is
formulated that takes into account
the simultaneous minimization of
the most significant impacts of life
cycle assessment (LCA) for Spain.

[36]

Life cycle including the
effect on environment.

Demonstrate the costs of every step and to
discuss their relationship for coal hydrogen
production.

The minimum cost of each
production step was analysed and
focused on strategic selection for
China.

[37]
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Table 1. Cont.

Scope of Study Framework of Study Area of Investigation Ref

Techno-economic
analyses and life cycle
assessment (LCA).

Two main gasification processes for
producing hydrogen from biomass showing
minimum hydrogen selling price.

Evaluate and compare the impact
of gasification technology on the
techno-economic and life cycle
environmental performance of
hydrogen production from
biomass.

[38]

Life cycle costing
analysis framework for
hydrogen production
and utilization.

Apply the method of life cycle cost for
hydrogen production and utilization via
analysis the feasible economic tools for
forecasting hydrogen cost by developing an
economic model framework including
sensitivity analysis criteria.

Engineering economic tools that
can be applied in
general/universal form for
estimating feasible hydrogen
production systems, considering
major cost breakdown structure to
simplified life cycle model using
Microsoft Excel as the tool.

Current
study

Analytical tools must be standardised in order to develop a decision-making tool for hydrogen
end-users and policy makers. In the current study, the life cycle costing model is proposed and
introduced specifically to investigate an in-depth analysis in the Hydrogen Economy. It is a systematic
analytical process for the evaluation of various alternatives with the objective of choosing the most
suitable alternative. The main objective of this work is to apply the concept of life cycle cost analysis
and explore the feasibility of various hydrogen production systems and techniques utilising this
methodology. A life cycle costing concept in the energy field by defining a possible system boundary
for various hydrogen sources is investigated and implemented. The proper life cycle costing framework
for hydrogen production is proposed and used to determine the most cost effective and economically
feasible hydrogen source as alternative fuel. The analysis focuses in small to medium-scale hydrogen
production for FCVs. The proposed life cycle model also investigates the impact of changing several
technological parameters on the hydrogen cost through a sensitivity analysis.

In the present work, essential economic evaluations have been identified in order to estimate the
hydrogen cost based on life cycle methodology. Using the life cycle analysis principles, where the
feasible and simplified costing framework structure is developed, a simple procedure and a general
way to estimate the hydrogen cost production, transportation and utilization is introduced. The costing
breakdown structure has been identified according to the boundaries of the hydrogen system and it is
linked to the developed engineering economic model to simulate the feasible hydrogen cost using
Microsoft Excel as a simulation tool. The estimated cost is then applied, using sensitivity analysis for a
fair and feasible alternative selection in a simplified manner. This estimation is conducted without
influence of the environmental assessment aspects or advanced energy selection modelling software.
In such a way, the current approach can offer a more general and universal form to estimate the
hydrogen production cost and it is not limited by the regional factor.

2. Methodology

2.1. The Life Cycle Costing Model

The concept of life cycle cost includes the total cost of the product from the early stages
(development and manufacturing), mid stages (storage and transport) to the final stage where the
product reaches the end-user. The life cycle costing is a management cost method which can be used for
all sorts of products. However, the nature and objective of the analysis depends on the product itself.

For the needs of the current analysis, the Life Cycle Costing (LCC) model studies the cost-effective
activities during hydrogen production and distribution. The feasible system of hydrogen technology is
used to develop the LCC model, which defines a common hydrogen cost breakdown structure. The life
cycle model is defined to estimate the hydrogen cost based on several hydrogen resources. The model
defines various cost categories involved in hydrogen technology. Figure 2 presents the proposed life
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cycle costing model structure and strategy for hydrogen fuel costing analysis. The framework includes
sensitivity analysis of feedstock price, vehicle cost, change on demand and capacity of hydrogen
production. Both technical and economical parameters are included during the life cycle costs analysis.

Hydrogen 

Generation 

LCC

Hydrogen 

Supply LCC

Hydrogen 

Application 

LCC

• Capital Costs

• Fixed O&M Costs

• Feedstock Costs

• Other raw material 

Costs

• External Costs

• Variable O&M costs

• Externality Costs

Hydrogen Fuel Cost 

• Centralized Methane

• Decentralized Methane 

• Centralized Water 

electrolysis 

• Decentralized Water 

electrolysis  

• Capital costs

• Energy costs

• Fixed O&M costs

• Variable O&M costs

• Externality Costs

Generation & Storage 

parameters

Distribution & Dispensing 

parameters
Vehicle parameters  

• Vehicle  costs

• Fuel efficiency & 

consumption 

• Externality Costs

Functional costs 

• Compression costs

• Storage costs

• Transport Costs

• Refuelling costs 

Hydrogen LCC= Hydrogen Generation 

LCC+ Hydrogen Supply LCC + 

Hydrogen Application LCC

Compare Life Cycle Cost of Hydrogen Fuel Pathways

• Sensitivity Analysis 

• Feedstock price

• Vehicle price

• Production efficiency

• Production capacity

• Demand

• Capital costs

• Externality Costs

 
Figure 2. Proposed life cycle costing model structure and strategy for hydrogen fuel costing analysis.
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Figure 3 presents the cost categories taken into account in the current work, in terms of hydrogen
production, hydrogen distribution and usage. The capital costs consist of construction, preparation
and cost for equipment. The running costs include: raw and other materials, primary energy usage,
utilities, labour and other variable operating costs. The disposal costs consist of wastewater and CO2

treatment. Finally, other costs take into account any costs not included in the previously mentioned
cost categories that can have potential effects on the analysis. The technical data that are used to
perform the life cycle analysis are presented in Table 2. The basic requirements to estimate the life
cycle costing is to generate accurate cost data. Hydrogen production depends on: process efficiency,
capacity and availability factor and hydrogen storage methods onsite. Hydrogen supply includes
mode of transportation, dispensing components and supply capacity. The hydrogen utilization cost
depends on the vehicle type and system. Several cost estimations techniques are used, such as the
bench marking technique, the parametric approach, and estimating costs from first principles [39–41].
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Figure 3. The major cost categories for life cycle costing analysis.

Table 2. Technical data and parameters for life cycle analysis for economic data identifications.

Hydrogen Production Hydrogen Supply Hydrogen Use

• Hydrogen production plant
• Process efficiency
• Capacity and

availability factor
• Annual hydrogen

production rate
• Number of generation units
• Maximum amount of utilities

(raw material) required
for process

• Other non-direct raw
material amounts required

• Hydrogen storage methods

• Mode of transportation
• Transportation distance
• Type of transportation vehicles
• Transportation capacity
• Vehicle driving distance
• Dispensing components (storage

and compression)

• Vehicle capacity
• Vehicle type· Vehicle

driving distance
• Average speed

of vehicle

2.2. Economic Analysis

For the needs of the current study, the economic comparison between alternatives is the main
objective of the life cycle cost analysis. The equations applied in this study are listed in Table 3.
The operation period (lifetime) is considered as 40 years for the centralised hydrogen production and as
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20 years for the decentralised production. The data can be validated regarding analytical model outputs
using the cause-effect relationship, data treatment and comparison with similar production process.

Table 3. Economic analysis equations used for life cycle analysis.

Equation
Number

Equation Abbreviation

(1) NPV =
t=N
∑

t=0

PV
(1+i∗)t

NPV : Net Present Value
PV : Present Value
N : Study period
i∗ : A f ter Tax Nominal IRR

(2) % C j =
NPV C j

Total NPV
C j: is j cost value

(3 Hydrogen cost contribution = Hydrogen LCC×% C j C j: is j cost value

(4) i∗ = ((1 + i) × (1 + f )) − 1
i∗ : A f ter Tax Nominal IRR
i : A f ter tax Real IRR
f : In f lation Rate

(5)
IIF = (1 + f )(AY−SY)

IF = (1 + f )(SY−RY)

AY : Actual Year
SY : Start up Year
RY : Re f ernce Year
IIF : In f lation Increase Factor
IF : In f lation Factor
f : In f lation Rate

(6)

DCC = DDCC + IDCC
CI = DCC + NDCC
In f lated DCC = −DCC× IF × IIF×% CI at start up
In f lated NDCC = −NDCC× IF × IIF

DCC : Depreciable Capital Cost
DDCC : Direct Deprciable Capital Costs
IDCC : Indirect Deprciable Capital Costs
CI : Capital Investment
NDCC : Non Depreciable Capital Costs
IIF : In f lation Increase Factor
IF : In f lation Factor

(7) In f lated other NDCC = −NDCC× IF× IIF
NDCC : Non Depreciable Capital Costs
IIF : In f lation Increase Factor
IF : In f lation Factor

(8)
In f lated Replacement Costs =
−Replacement Costs× IF× IFF
In f lated FC = −FC× IF× IIF

FC : Fixed Cost
IIF : In f lation Increase Factor
IF : In f lation Factor

(9)
Feed Cost =
−In f lated Feedstock Cost×Annual H2 Produced× IIF
MC = −in f lated MC× IF× IIF

MC : Material Costs
IIF : In f lation Increase Factor
IF : In f lation Factor

(10)
Other VOC =
−IF×Other Feedstock ×Actual H2 Produced× IIF

VOC : Variable Operating Costs
IF : In f lation Factor
IIF : In f lation Increase Factor

(11)
WC = % WC× (FC + Feed Costs + MC + VOC)t −
WC(FC + Feed Costs + MC + VOC)t−1

WC : Working Capital
VOC : Variable Operating Costs
FC : Fixed Cost

(12) SV = %TCI × IIF

SV : Salvage Value
TCI : In f lated Total Capital Investment
at start up year
IIF : In f lation Increase Factor

(13) DC = In f alted DCC× IIF
DC : Decommissioning Costs
DCC : Depreciable Capital Cost
IIF : In f lation Increase Factor

(14) R = H2 Nominal LCC× IIF×Annual H2 Produced
R : Revenue
IIF : In f lation Increase Factor

(15)
Dt =

DCC−SV
n

Bt = DCC− t
(

DCC−SV
n

)

DCC : Depreciable Capital Cost
SV : Salave Value
Bt : Book value at the year t
Dt : Depreciation charge during year t
n : estimated li f e o f the asset

(16) TI = Pre Depreciation Income + Dt TI : Taxable Income
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Table 3. Cont.

Equation
Number

Equation Abbreviation

(17)
Total Taxes = Tax Credit− (TI × Tax Rate)
Pre Depreciation Income =
R + SV + FC + DC + Feed Costs + MC + Other VOC

R : Revenue
SV : Salave Value
FC : Fixed Cost
DC : Decommissioning Costs
MC : Material Costs
VOC : Variable Operating Costs

(18)
A f ter Tax Income =
Pre depreciation Income + Total Taxes

(19)

CFBT = DCC + Replacement Cost + WC + NDCC +
Pre Depreciation Income
CFAT = DCC + Replacement Cost + WC + NDCC +
Pre Depreciation Income + Total Taxes

CFBT : Cash Flow Be f ore Tax
CFAT : Cash Flow A f ter Tax
DCC : Depreciable Capital Cost
WC : Working Capital
NDCC : Non Depreciable Capital Costs

(20)
Actual H2 Produced =
Plant Design Capacity×Capacity Factor

(21) Annual H2 Produced = Actual H2 Produced× 365

3. Case Study

Hydrogen is currently produced from various resources via steam reforming process and water
electrolysis [42,43]. The proposed model will be based on hydrogen that is produced from natural
gas steam reforming and water electrolysis (Tables A1–A6) Hydrogen can be produced by following
two paths: large-scale centralised production plants (centralised generation) or small-scale distributed
production plants (decentralised generation). The analysis for the produced hydrogen at centralised
form includes the stage of the production pathway, starting from the preparation of feedstock (raw
materials). The central production equipment, distribution preparation equipment and the necessary
storage equipment have to be considered. The stage of the distribution pathway starts from the
gate of the centralised plant and ends at the gate of hydrogen refuelling station, including the
hydrogen transmission equipment. The dispensing pathway stage includes all the processes and
equipment within the refuelling station, such as hydrogen compression and hydrogen storage processes.
The analysis for hydrogen produced at decentralised form includes the production pathway stage,
including the preparation of raw materials and onsite raw material conversion to hydrogen. The
dispensing pathway stage includes the processes within the refuelling station, such as hydrogen
compressing and hydrogen storage.

3.1. Natural Gas Steam Reforming

Hydrogen production via methane steam reforming can be achieved in both centralised and
decentralised facilities as illustrated in Figure 4. In the case of centralised production, hydrogen should
be distributed to the area of the application via tank trailers in liquefied or gaseous form. During the
decentralised production, hydrogen is produced and stored in the location of usage.
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Figure 4. Hydrogen production process via natural gas steam reforming, centralized and
decentralized forms.

3.2. Water Electrolysis

The conversion of pre-treated water to hydrogen and oxygen is known as water electrolysis.
For the needs of the current study, decentralised hydrogen production through electrolysis is considered
as small-medium scale hydrogen refuelling stations are available on the market representing the
decentralised form of hydrogen production for fuel cell vehicles. This process is represented in Figure 5.
The centralised process is a large-scale hydrogen production operation that produces hydrogen on-site
and requires hydrogen transportation and distribution.

 

Figure 5. Hydrogen production process via water electrolysis, representing decentralized form of
hydrogen refuelling station.
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4. Results and Discussion

4.1. Hydrogen Production and Storage Life Cycle Costs

The outcome of the life cycle model presents a minimum rate of return of investment. Table 4
shows that centralized methane reforming achieved the lowest hydrogen costs through the life cycle
span (0.90 USD/kg). The most expensive process on the life cycle analysis for hydrogen production
and storage was found to be the decentralized electrolysis with a value of 4.30 USD/kg. The major cost
parameters contributing to the life cycle results are: the feed cost, the cost for raw materials and the
capital costs. Figure 6 presents the contribution of the cost parameters individually to the hydrogen cost
for each production method analysed. It can be extracted that the feed cost for the centralised methane
reforming, the centralised electrolysis and the decentralised electrolysis has the lions share in the total
cost of hydrogen production. For the case of decentralised methane hydrogen production, the capital
costs, the fixed operating costs, the feed cost and the raw material cost are almost equally contributing
to the final cost of hydrogen. Finally, for the decentralised electrolysis, besides the contribution of the
feed cost, the capital cost and the raw material cost also affect the hydrogen cost.

Table 4. Life cycle costs of hydrogen production and storage, minimum rate of return of investment.

Hydrogen Alternative Life Cycle Cost of Generation and Storage (USD/kg)

Centralized methane reforming 0.90
Decentralized methane reforming 3.83

Centralized electrolysis 2.92
Decentralized electrolysis 4.30
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Figure 6. Hydrogen cost contribution for each hydrogen production life cycle.
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4.2. Life Cycle Cost for Hydrogen Transportation and Dispensing

Hydrogen is produced in centralised forms and usually transported to the application area
immediately. The life cycle model for the hydrogen transportation and dispensing applied for both the
cases of centralised methane reforming and centralised electrolysis showed that the case of centralised
methane reforming had lower minimum rate of return of investment compared to the case of centralised
electrolysis production as presented in Table 5. The cost for the hydrogen transportation and dispensing
depends on the capacity and demand of the produced hydrogen. The hydrogen cost contribution for
the transportation and dispensing for the centralised methane and centralised electrolysis production
is presented in Figure 7. The major cost contributor in the hydrogen transportation model is the
cost of the fuel required for the transportation, where for both the examined cases the contribution
is equivalent. For the case of the centralised electrolysis, the capital costs and the raw material cost
are also contributing towards the final cost. The life cycle cost resulted from electrolysis resulted in
the highest cost as the transportation of hydrogen produced from the electrolysis method depends on
the size and capacity of the centralized electrolysis plant, which is normally smaller in production
capacity compared to the centralised methane steam reforming. In addition, the dispensing cost of
high-pressure hydrogen gas for the methane reforming production contributed towards lowering
the cost of energy required for dispensing process compared to the case of hydrogen production
via centralised electrolysis. Thus, the compression and dispensing cost for high pressure and large
hydrogen production capacity is economically more viable compared to a low pressure/or low hydrogen
production capacity.

Table 5. Life Cycle Costs of Hydrogen Transportation.

Hydrogen Alternative Life Cycle Cost of Transportation and (USD/kg)

Centralized methane reforming 0.41
Centralized electrolysis 0.92
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Figure 7. Hydrogen cost contribution for hydrogen transportation and dispensing life cycle.

4.3. Hydrogen Application Life Cycle Costs

The produced hydrogen can be used as fuel to feed Fuel Cell Vehicles (FCVs). The cost of hydrogen
from the previous life cycle analysis is used to identify and evaluate the total entire usage cost of
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hydrogen in FCVs during the life span. The investment cost of FCVs is the main cost contributor for
hydrogen life cycle applications. The capital investment showed 77% of the total life cycle cost of the
applications, 19% was for hydrogen as fuel cost and 4% for fuel cell vehicle maintenance.

4.4. Sensitivity Analysis

The uncertainty of data cannot be eliminated. Uncertainty refers to the costs at which the
probability of occurrence is unknown. Sensitivity analysis is the most used technique to deal with
uncertainty. The approach is to find and identify the critical assumptions that can affect the cash flow
analysis. The purpose of this analysis is to study high costs data items that may affect the future cost.
The 10–20% of changing the cost will identify 60–80% of the total cost. A sensitivity analysis was
applied for the hydrogen production process and it was majorly focused on the capacity factor of
production, the feedstock cost and the capital cost changes. For hydrogen mobility applications, the
contribution of the capital cost was compared. For the analysis of the hydrogen transportation and
dispensing, there was a drawback regarding the availability of data for the simple case introduced;
thus, further investigation is required for future forecasting analysis.

In general, hydrogen production cost was found to be affected from the capacity factor as shown
in Figure 8a. For the case of centralised methane reforming was the effect of the capacity factor is
almost negligible, as the designed production plant is compatible for high demand requirements. For
the cases of centralised/decentralised electrolysis and the decentralised methane reforming, the shape
of the hydrogen nominal cost when the capacity factor increases is almost hyperbolic and tends to
reach the minimum cost at the maximum capacity factor.

The effect of increasing the feedstock costs showed that hydrogen production via electrolysis was
very sensitive compared to the methane source, as the slope for both the centralised and decentralised
cases was found to be larger compared the methane steam reforming cases, as presented in Figure 8b.
The cost of electricity used for electrolysis is dependent on the grid supply, which is directly connected
to the fossil fuel cost. It was difficult to predict the electricity generation cost from renewable sources,
and the present model assumed the contribution of fossil fuel-based electricity sources only. In addition,
the water price is increasing, which adds further higher cost into the vehicle cost price electrolysis
hydrogen production route.

For the case of hydrogen fuel cell vehicle usage, the cost of the vehicle is the main issue for the
current technology. Figure 8c presents the effect of the vehicle cost reduction on the present value of
hydrogen application. The fuel cell vehicle cost should be reduced. In the current study, the cost of the
vehicle is reduced up to 60%. The reflection of this into total life cycle cost was 57% for capital cost and
35% for hydrogen fuel cost. This indicates that even with a high reduction in the cost of FCVs, the total
cost of using such technology today will remain relatively high. For the entire life span, the fuel cost is
a good option if it is compared with internal combustion engine cars.
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Figure 8. Effect of increasing the capacity factor for hydrogen production to the hydrogen production
life cycle cost (a), effect of increasing the feedstock cost to the hydrogen production life cycle cost (b)
and effect of the vehicle cost reduction on the present value of hydrogen application (c).

5. Conclusions

The cost estimation of hydrogen technology is essential for the acceptance of a future Hydrogen
Economy, especially in the transportation sector. The main objective of this study was the definition
and adoption of the life cycle costing method regarding hydrogen production for hydrogen utilization
in fuel cell vehicles. The simulation results of the hydrogen production and storage showed that
the hydrogen production via centralised methane steam reforming is the most economically feasible
alternative amongst the rest production routes at current study. Further investigation on the hydrogen
transportation and dispensing model has been performed and the outcomes showed that the centralised
production via methane reforming is still the most prominent alternative compared to the other
decentralized production methods. The FCV cost is a drawback for adapting this technology in the
near future, due to the high cost of vehicle. Sensitivity analysis investigated the effect of changes
of capacity factor and feedstock cost in hydrogen price where the effect of changes was obvious
for hydrogen production via electrolysis. The challenges for hydrogen costing analysis—such as
changes in technology, changes in renewable energy acceptance, and changes in material costs—can be
added into the costing framework to increase the forecasting reliability of hydrogen. The framework
costing structure for hydrogen production and data analysis suggested at current work can be used for
stationary applications.
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Appendix A

Table A1. Hydrogen production and storage input data.

Data
Centralised Methane

Reforming
Decentralised Methane

Reforming
Centralised
Electrolysis

Decentralised
Electrolysis

Units

Number of Hydrogen Units
(Assumed)

1 2 1 1

Plant Design Capacity
(Typical available plant)

380,000 1500 52,300 1500 kg/day

Capacity Factor (assumed) 90% 85% 95% 95%

Efficiency of the Process [44] 80% 75% 75% 70%

Hydrogen Storage Pressure
(Typical available storage system)

70 35 70 35 MPa

Hydrogen Storage Capacity [45] 98,589 49,294 49,294 49,294 kg

Hydrogen Compressor Power [45] 74,472 64,223 74,472 64223 kWe

Plant Capital Cost, corrected to year 2018
based on reference [44]

52,673,000 640,000 29,234,000 840,000 USD

Indirect Depreciable Costs (calculated) 7,374,220 70,400 2,923,400 92,400 USD

Non Depreciable Costs (calculated) 50,000 25,000 50,000 25,000 USD

Installation Costs [46], (Forecasted to 2018) 21,069,200 64,000 5,846,800 84,000 USD

Feedstock Usage
Calculated

(Lower Heating Value of Hydrogen % Lower
Heating Value of Feedstock) % Conversion

Efficiency
Price of electricity (0.05370 USD/kWh)

4.1
(Nm3/kg H2)

4.4
(Nm3/kg H2)

44.5
(kWh/kg H2)

47.7
(kWh/kg H2)

Raw materials Usage
Water consumed for process production,

12.5 16.3 11.0 11.0 l/kg H2

Labour Costs (assumed for typical industry) 25,000 10,000 25,000 10,000 USD
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Table A2. Cash flow input data and duration period.

Timeline of Alternative Centralized Decentralized

Cash flow year 2018 2018

Start of Construction 2025 2025

Start of Operation 2027 2026

End of Operation 2066 2045

Study Period 40 20

Planned Replacement Period 10 10

Construction Period 2 1

Plant Operation 40 20

Table A3. Economic data for performing cash flow study.

Economic Data
Centralized

Methane
Centralized
Electrolysis

Decentralized
Methane

Decentralized
Electrolysis

After-Tax Real IRR 10.0% 10.0% 10.0% 10.0%

Inflation Rate 3.9% 3.9% 3.9% 3.9%

Depreciation Length 40 40 20 20

Tax Rate 15% 15% 15% 15%

Working Capital (% Operating Cost) 15% 15% 15% 15%

Salvage Value (% Total Capital
Investment)

10% 10% 10% 10%

% of Capital Investment During
Construction year 1

40% 25% 100% 100%

% of Capital Investment During
Construction year 2

60% 75% 0% 0%

% Fixed Operating Costs at Start up 100% 100% 100% 100%

% Revenue at Start up 50% 50% 100% 100%

% Variable operating Costs at start up 75% 75% 50% 50%

Decommissioning Costs 10% 10% 10% 10%

Table A4. Hydrogen Transportation Main Data *.

Data Value Unit

Capacity of vehicle 920 kg

Transport distance 300 km

Average speed of vehicle 80 km/h

Vehicle average consumption 0.094 L/km

Loading time 4 h

Based on available compressed hydrogen transport.

Table A5. Hydrogen Dispensing Main Data [45].

Hydrogen Dispensing Value Unit

Hydrogen Dispensing Pressure 40 Mpa

Hydrogen Dispensing Capacity 73,941 kg

Hydrogen Dispensing Compressor Power 66,145 kWe
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Table A6. Fuel Cell Vehicle Data *.

FCV Data Value

Fuel Tank USD 975

Electric Motor USD 1560

Inverter USD 250

Battery USD 3000

Fuel cell system USD 15,985

Vehicle body USD 2600

Other BOP materials Costs USD 14,700

Average distance travelled 25,000 km/year

Mileage of FCV 300 km

Consumption for distance travelled 3 kg H2

Based on available technical data and forecasted data for FCV.
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Abstract: This paper presents a SWOT analysis of the impact of recent EU regulatory changes on the
business case for energy storage (ES) using the UK as a case study. ES technologies (such as batteries)
are key enablers for increasing the share of renewable energy generation and hence decarbonising
the electricity system. As such, recent regulatory changes seek to improve the business case for ES
technologies on national networks. These changes include removing double network charging for ES,
defining and classifying ES in relevant legislations, and clarifying ES ownership along with facilitating
its grid access. However, most of the current regulations treat storage in a similar way to bulk
generators without paying attention to the different sizes and types of ES. As a result, storage with
higher capacity receives significantly higher payment in the capacity market and can be exempt from
paying renewable energy promotion taxes. Despite the recent regulatory changes, ES is defined as
a generation device, which is a barrier to a wide range of revenue streams from demand side services.
Also, regulators avoid disrupting the current energy market structure by creating an independent
asset class for ES. Instead, they are encouraging changes that co-exist with the current market and
regulatory structure. Therefore, although some of the reviewed market and regulatory changes for ES
in this paper are positive, it can be concluded that these changes are not likely to allow a level playing
field for ES that encourage its increase on energy networks.

Keywords: energy storage; regulatory barriers; storage policy; market regulations; SWOT analysis

1. Introduction

Climate change concerns are encouraging the international community to adopt policies to
decarbonise the energy system by increasing the reliance on renewable energy sources (RES) such as
wind and solar [1]. EU policies, for example, aim to increase the total consumed energy provided by
RES to 20% in 2020 and 50% in 2050 [2,3]. Reflecting this, the total installed wind and solar energy
capacity in the EU-28 countries increased by 104.1 GW and 100.4 GW in the last 10 years respectively [4].
By 2030, it is expected that the total wind and solar installed capacity in the EU will reach 327 GW and
270 GW respectively [5]. This increased penetration of RES in the electricity system poses network
balance challenges to grid operators due to the intermittent nature of many clean energy sources such
as PV and Wind turbines [6–8]. Also, it leads to increased reserve capacity [9], increased electricity
system costs [10] and reduced system adequacy [11]. To ensure power system stability while allowing
a high share of RES, several methods have been utilised such as demand side management [12],
the introduction of capacity markets [13], and smart grid initiatives [14].

Energy storage (ES) is widely recognised as a key to resolve RES’s intermittency by enabling
electrical energy to be stored at the off-peak times and released during peak demand periods [15].
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It is expected that the total global ES capacity needs to be tripled to reach 15.72 TWh if the share
of RES is to be doubled in the energy system by 2030 [16]. Many studies evaluated the technical,
economic and environmental performance for ES systems to identify their suitability to various grid
applications [17–20].

Amongst the different types of ES systems, battery energy storage system (BESS) is interesting
because of its suitability to many applications in grid-connected electricity networks such as peak
shaving [21], energy arbitrage [22], reserve capacity [23], and frequency regulation [24] amongst
many others. Furthermore, battery materials are constantly improving over the years to account for
degradation [25], and its capital cost is expected to decrease over the next years. Bloomberg predicts
that the price of battery energy storage system (BESS) for grid applications will be $70/kWh by 2030 in
line with market growth for ES represented by a $620bn investment by 2040 [26]. As such, this work is
concerned with BESS in particular when analyzing market and regulatory changes, and the different
types of ES are beyond the scope of this paper.

BESS has the opportunity to provide different services across the electrical network if these
services are technologically and operationally compatible [27]. However, despite these benefits,
large-scale deployment of BESS on EU energy networks is hindered due to regulatory and market
barriers that prevent storage from stacking multiple services across different markets [28,29].
Recent research [30] analysed the business model of two different BESSs and concluded that the
current legislation in Europe hinders their value proposition in energy markets. Other researchers
argued that the current regulatory framework forces storage developers to choose certain business
models that may not be economically feasible [31]. The argument being that a reduction in capital cost
of BESS technologies alone will not lead to an increase in their applications on energy networks [16].
As such, there is a need to mitigate market and regulatory barriers to make BESS commercially viable
in different markets.

Energy regulators recognise the necessity of ES in modern energy networks and are exploring
ways to enhance its business case. The European Commission (EC) recognises ES as a key component
to accelerate clean energy transformation and is proposing a number of regulatory changes in [32].
Some of which have been adopted by UK’s energy regulator (OFGEM) including: (i) defining ‘Electricity
Storage’ in the main legislation; (ii) removing the double network and balancing charges for storage;
(iii) co-locating storage with renewable generation sites that are supported through consumption levies
policies; (iv) limiting storage operation by network owners; (v) facilitating ES planning permission and
(vi) employing de-rating factors for storage in the capacity market (CM) [33].

The research presented here reviews the current proposals to amend the regulations governing ES
and explores how these changes impact on business models for BESS taking the UK’s regulator changes
as a case study. This study applies the ‘SWOT’ analysis to examine the strengths (S), weaknesses (W),
opportunities (O), and threats (T) of the future regulatory framework of ES in the UK and, by extension,
in the EU since the regulatory changes are similar. Qualitative data from the EC, the UK government,
energy regulators, journal articles, and reports are utilised to examine the internal (S/W) and external
(O/T) factors concerning the proposed regulatory changes. Such analysis is vital to provide ES with
a clearer insight into the regulatory framework surrounding future business cases for ES.

It should be noted that although we analyse the impact of the recent market and regulatory
changes on the business case of BESS in particular, energy regulators are taking a neutral approach.
Thus, the recent regulatory changes designed to support an increased use of ES on energy networks
are equal for all types of ES including BESS.

The remainder of the paper is structured as follows: Section 2 provides an overview for ES
classification; Section 3 reviews the main market/regulatory aspects that affect the business case of
BESS and the regulators’ proposed solutions; Section 4 presents SWOT analysis as a method; Section 5
presents and discusses SWOT analysis results; Section 6 provides a summary of the paper’s findings
and discusses the ‘Brexit’ issue; and Section 7 provides concluding remarks.
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2. Energy Storage Classification

ES devices can convert electrical energy into several forms that can be stored and converted back
to electrical energy again. The main types of ES systems can be categorised based on their storage
form, storage size, and discharge time along with their applications. These are illustrated in Figure 1.
The main types of ES depending on the stored energy are mechanical, thermal, electrochemical,
hydrogen, and electrical. Depending on the application needed, the amount of energy/power
required and the application suitable for discharge/charge time, a suitable storage type can be chosen.
For instance, Pumped Hydro Storage (PHS) provides bulk power management normally associated
with the electricity generation plants.

It can also be seen from Figure 1 that BESS represented by the different types of batteries can
provide services across all the electricity network whether it is for short duration power supply,
transmission/distribution or bulk power management. Recently, Lithium ion batteries have been
used also to provide 100 MW bulk power management for the electricity grid in South Australia [34].
Many network operators use BESS to support grid reliability and initiate services to help BESS quantify
its value. For example, a number of distribution network operators (DNOs) in the UK have successfully
piloted several BESS technologies for different grid applications, such as peak shaving, voltage support,
and renewable constraint management [35]. Therefore, the market and regulatory changes needed
to increase the share of ES on energy networks should consider the different types, applications, and
capability of ES.

provides a summary of the paper’s findings 
and discusses the ‘Brexit’ issue; and Section 7 provides concluding remarks.

Figure 1. Classification of energy storage systems by the form of stored energy along with their power
capacity, discharge time, and applications, adopted from [36].
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3. Market and Regulatory Changes for Energy Storage

Market and regulatory barriers for ES in the EU and UK level are summarised in Table 1 as
reported in earlier research. The following subsections analyse recent EU and UK regulatory changes
that are being considered and/or implemented to mitigate some of these barriers.

Table 1. The main regulatory and market barriers for Energy Storage deployment in the EU/UK.

The Barrier to Energy Storage Deployment References

The absence of ES definition and classification [29,37–47]
Storage ownership by network operators [37,38,40,41,43,45,46,48,49]

Payment of double network fees [29,37,38,41,44,46,50,51]
Payment of final consumption levies (FCLs) [37,38,43,46]

Lack of ancillary services remuneration [29,37–41,43,52]
Reserve market requirements [29,38,39,45]

Fixed electricity pricing [37,43,53]
Absence of direct subsides [29,38]

3.1. Definiation and Classification of Energy Storage

ES is not explicitly defined in most electricity markets as an activity or an asset. Therefore, it differs
from other activities in the electricity market such as generation, transmission, distribution and supply.
Historically, PHS is classified as a generation asset. This has resulted in all types of ES being classified
as generation assets. According to EU Directive 2009/72/EC, ES is an “asset that produces electricity”.
Similarly, the UK Electricity Act 1989 provides a broad definition of the process of electricity generation
as “generating at a relevant place”. While this definition and classification may be adequate for
large-scale ES such as PHS it poses investment risks for BESS because it limits the applications that ES
can provide to those relating to generation.

BESS have a shorter lifecycle and lower energy capacity than PHS [54], making them suitable
to help network operators effectively manage distribution and transmission networks in line with
integrating distributed generators. Therefore, some network operators suggest creating an independent
asset class to ES that identifies storage as a solution to integrate RES rather than competing with
traditional generations [55]. Other network operators have proposed many solutions to the storage
definition barrier for BESS by suggesting [56]:

• Defining storage as a discrete activity or asset class to ensure investment certainty.
• Introduce storage provisions within the distribution license so network operators can be free from

some generation license rules.

EC proposed a definition for ES states that “Energy storage in the electricity system means the
deferring of an amount of the energy that was generated to the moment of use, either as final energy
or converted into another energy carrier” [32]. Similarly, OFGEM’s proposed definition states that
“Electricity Storage in the electricity system is the conversion of electrical energy into a form of energy
which can be stored, the storing of that energy, and the subsequent reconversion of that energy back
into electrical energy in a controllable manner” [57]. Both OFGEM and EC believe that storage should
continue to be captured by the generation license in order not to distort competition.

3.2. The Interaction of Storage with Final Consumption Levies

The competitiveness of ES technologies are affected by policies that encourage RES deployment.
For example, in Germany, there is no incentive for wind farm operators to store the energy generated
because they are paid 95–100% of the relevant wind Feed in Tariff (FiT) for the curtailment of that
energy [46,58]. In the UK, FiT, Renewables Obligation (RO), Contract for Difference (CfD), and Climate
Change levy (CCL) are examples of FCLs policies introduced to encourage the deployment of RES.
Consumers and storage are charged these levies for storage when importing electricity. However, it is
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argued that ES is not the final consumer of energy and should be exempted from such levies that increase
the operational cost for storage owners [33]. It is found that the cost of RO and FiT levies accounts
for 80% of all non-energy-related supply costs when charging a commercial grid-scale battery [59].
OFGEM recently proposed that any storage owner with the newly modified generation license (that
define ES and its characteristics) could be exempted from paying those FCLs, if the main purpose of
storage is to export electricity to the grid only (not for a self-consumption) [57]. If, however, an owner
is exempt from obtaining a generation license, the payment of FCLs is still required (A generator and
by extension a storage device could be exempt from applying for a license if it is generating at a rate
below 100 MW in England and Wales).

3.2.1. Energy Storage Treatment in FiT/RO Sites

FiT is a scheme used to encourage customers and businesses to generate their own electricity from
RES and be paid if there is energy surplus. RO works alongside FIT where electricity suppliers are
obliged to buy certain amounts of electricity generated by large renewable generation plants. In both
FiT and RO schemes, the technology type used, its installation, and capacity play a role in deciding the
tariff rate, eligibility criteria and consequently the payment received by the owner [60,61]. Since the
storage is essential for some technologies such as solar PV, it is the case of putting the accreditation at
risk if storage is installed on FiT/RO sites. For example, if a battery is integrated with a PV solar site
and a metering arrangement is installed in a way that leads the owner to receive payments from the
electricity exported from the grid to the storage.

OFGEM’S recent regulations state that storage installation in FiT/RO sites should be permitted
if the purpose of storage is to store electricity generated by renewable sources only and if the total
contracted capacity is not changed [62,63]. To comply with these conditions, certain electricity meter
arrangements need to be in place to distinguish between the imported and exported electricity.

3.2.2. Energy Storage Treatment under CfD

The basis of a CfD contract is to receive payment on the (clean) electricity generated by the CfD
facility. Hence, if storage is defined within that CfD facility, there is a possibility for electricity to be
imported from the grid, which cannot be necessarily generated by RES, and poured into it at another
time (export time), which compromises the contract.

Two proposed options were introduced to mitigate this problem by the UK government [64].
First, any storage device in a CfD facility needs to be registered in a separate metering unit to ensure
storage independency of the CfD facility. Second, storage can be registered in the same metering unit
of a CfD facility only if certain metering arrangements are in place that prevent storing electricity other
than that generated by the CfD facility generation equipment.

3.2.3. Energy Storage Interaction with the CCL

A climate change levy exempt certificate (LEC) can be issued if the electricity is generated by RES.
Therefore, if the ES device imports electricity (from non-LEC generator), then a CCL is applicable.
The worst scenario is if ES imports electricity (from non-LEC generator) and then exports that electricity
to an industrial user, resulting in a double CCL being incurred by the end-user.

There is no regulatory clarification from the UK government about the above issue.
However, based on the aforementioned regulatory changes, it is expected that storage will not pay the
CCL when importing electricity but still pays the CCL as a generator.

3.3. Network Charges for Energy Storage

Generators, suppliers and consumers of electricity are required to pay network and balancing
charges to cover the ongoing network costs. With the absence of clear EU legislation regarding the
charging arrangement of ES, some countries (the UK, France, Germany, The Netherlands) impose
double network charges for ES, once when charging and the other when discharging [65].

47



Energies 2020, 13, 1080

In the UK, if the storage capacity is above 100 MW (large-scale), two sets of Transmission Network
Use of System (TNUoS) and Balancing Services Use of System (BSUoS) charges are incurred by the
storage if it is connected on the transmission network. If the storage capacity is below 100 MW
(small-scale) and connected on the distribution network, only Distribution Use of Services (DUoS)
charges will be paid either based on the Common Distribution Charging Methodology (CDCM) or Extra
High Voltage Distribution Charging Methodology (EDCM) rates. However, the current distribution
charging methodology seems inconsistent. For instance, the CDCM charge for a recent storage
project over 8 months was £54,149, while the EDCM charges over the same period were £10,668 [56].
Therefore, connecting storage to extra voltage lines is more cost-effective than high voltage lines.

OFGEM presented several solutions for the charges discusses above to support a level playing
field for ES as equal to other generation technologies [66,67]. These changes are listed below and
presented in Figure 2.

• Removing the TNUoS demand and generation residual charges;
• Removing DUoS demand residual charges;
• Removing BSUoS demand charges;
• Introducing new fixed charges to cover the increased implementation of ‘behind the meter’ storage.




 Introducing new fixed charges to cover the increased implementation of ‘behind the meter’ 

 

Network and Balancing system charges in the UK’s electricity system, adopted from 

the UK’s CM Tier

Figure 2. Network and Balancing system charges in the UK’s electricity system, adopted from [68].
(x) means removed for ES per new legislations.

3.4. The Treatment of Energy Storage in the Capacity Market

The participation of ES in the CM is important to its business case [69]. Yet, the ability of ES to
provide the necessary energy adequacy has been questioned due to its limited discharge capacity.
As such, ES participation in this market is limited in some EU markets (for example, Ireland, Italy,
Germany, France, Denmark, and the UK) [45]. For instance, ES was secured at a total of 3.2 GW in
the UK’s CM Tier-4 auction in 2016 in which 0.5 GW came from BESS [70]. In 2017, a study by the
system operator found that a stress event could last for 2 h in the UK while the maximum duration
of the current storage response is 30 min. This leads to linking the de-rating factor to the maximum
discharge duration of storage [71], which means that maximum payment that a 0.5-h duration storage
can receive is only 21.34% compared to 96.11% payment for a 4 h+ duration storage.
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3.5. Energy Storage Ownership

The typical liberalised electricity market structure is illustrated in Figure 3. In this structure,
transmission and distribution network operators (DNO, TNO) are legally required to separate
network and non-network activities so as not to distort competition, which is referred to as
‘Unbundling’. As storage is defined as a generation asset, this means that network owners cannot
own, develop, manage, or operate storage assets for grid balancing or reinforcement under the EU
rules, other than in the case of a few exceptions [72]. However, there is a lack of clarity regarding these
exceptional circumstances leading to this rule being implemented differently in different EU’s member
states. For example, In the UK, if ES capacity is less than 100 MW, network operators can apply for
a generation license exemption, thus owning storage [31]. Also, the Italian system operator (Terna) is
granted permission to own and implement several ES projects to relieve the transmission network
congestion [73]. This unclear ownership and operation status of ES creates uncertain investment
environments, particularly for network operators.

‘Unbundling’. As stora

these exceptional circumstances leading to this rule being implemented differently in different EU’s 

cense exempted), while considering preventing DNO’s ownership to storage in the near 

’





Figure 3. Example of a liberalised electricity market structure.

OFGEM aims, in line with the EC proposals, to strengthen the unbundling requirement by
requiring separation of operation for storage assets owned by network operators even if it is below
100 MW (license exempted), while considering preventing DNO’s ownership to storage in the near
future [32,74]. Consequently, for now, storage can exceptionally be owned by network operators to
provide services but not for trading in the electricity markets or provide balancing services.

3.6. Energy Storage Planning System

When network operators identify ES as a key solution to provide services to the network or
prevents costly network expansions, ensuring access to infrastructure with appropriate time scale
by the planning regimes is important. The EC is clear that storage should be granted access to
grid infrastructure in a non-discriminatory way. Large-scale ES projects that are above 225 MW are
included in the EU’s cross-border infrastructure projects that link the energy system in at least two EU
countries [75]. However, it remains unclear how small-scale ES such as BESS is to be treated in the
planning system.

At the UK level, the government published a consultation to clarify the planning regimes for
energy storage (small and large-scale) as follows [76]:

• If ES capacity is below 50 MW, the storage developer obtains planning consent from the local council.
• If ES capacity is above 50 MW, it is regarded as a nationally significant infrastructure project,

and thus, storage owners obtain consent from the government.
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• If storage is included in a composite project with other forms of generation, and the capacity of
each of this installation is below 50 MW, this falls under the local planning regime.

4. SWOT Analysis Method

Earlier research published in [38] categorised 16 investment barriers that can be linked to four
main regulatory and public attitudes barriers for ES. Since then, energy regulators in the EU and UK
have acted to mitigate some of these barriers as detailed in the previous section. However, for the
previous discussions, it is evident that the future of ES in national networks is not clear due to complex
and interlinked market and regulatory changes. In an attempt to add further clarity to this issue,
this study presents a SWOT analysis to highlight the future business potential of BESS in the future
considering the recent market and regulatory changes.

A SWOT analysis, although criticised [77], is a widely used strategic planning tool that supports
business to evaluate the strengths, weaknesses, threats, and opportunities of a proposed project [78].
Research into energy networks has been used to assess energy technologies [79], evaluate national
policies [80] and assess international policies [81].

The SWOT analysis examines helpful and harmful aspects of the recent regulatory changes.
The internal factors (Strengths/Weaknesses) are the direct regulatory and market changes proposed by
energy regulators that affect storage’s business avenue. External factors (Opportunities/Threats) are
those affecting storage’s business potential because of the indirect aspects beyond the stated market
and regulatory changes. It should be noted, however, that SWOT analysis may provide incomplete
qualitative examination such that the assessment may be subjective. As such, in this paper, all the
SWOT analysis assessments will be supported by earlier research or quantitative reports.

5. Results

Table 2 provides the results and the general structure of SWOT analysis while more details and
discussions of the results are provided below.

Table 2. SWOT analysis of the market/regulatory changes for ES in the UK.

Factors Helpful to Storage Business Case Harmful to Storage Business Case

Internal

Strengths Weaknesses

• Removing double network charges
• ES co-location with FCLs sites
• Facilitating grid access for ES

• ES definition and classification
• Strengthen the unbundling requirements
• Payment of FCLs for small-scale ES

(<100 MW)
• Employing de-rating factors in the

capacity market
• Introducing fixed charges for behind the

meter ES

External

Opportunities Threats

• Encouraging private parties’
investment in ES

• Ancillary services aggregation

• High capital cost
• Cannibalisation of revenue streams

available for ES

5.1. Strengths

5.1.1. Removing Double Network Charges

The network and balancing system charges need to be included and paid by ES owners as part of
operational costs for importing/exporting electricity to the grid. For example, the total cost of DUoS
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charges for one ES project owned by a DNO was found to be between £64,900 to £80,500 per annum,
which is not cost-reflective [82]. Moreover, the TNUoS demand and generation residual charges
represent approximately 80% of the total transmission network charges [68]. As such, removing these
charges is a step forward towards reducing the operational cost for ES.

5.1.2. Energy Storage Co-Location with Final Consumption Levies Sites

Policies that support the deployment of low carbon technologies such as FiT and RO have
significantly increased the uptake of RES across EU countries [83]. This makes ES co-location with RES
essential to match the electricity supply and demand [84]. The new OFGEM regulations allowed ES to
be co-located with FCLs sites without compromising the accreditation of these schemes. This triggered
many positive responses from the industry and trade associations, because this means, for example,
that home PV owners can install ES without the fear of compromising FiT payment scheme [85].

5.1.3. Facilitating Grid Access for Energy Storage

One of the factors affecting the investment decision in ES is the infrastructure access for the device
and consequently the planning application. As discussed earlier, OFGEM has recently facilitated
the planning regimes for ES technologies with a capacity below 50 MW by allowing ES developers
to obtain planning permission from the local council. This is positive legislation for two reasons.
First, the average capacity of the current and planned ES technologies projects is 27 MW, which is
significantly below 50 MW [86]. Second, the composite projects that have total capacity above 50 MW
(for example a generation unit with 40 MW and ES with 40 MW) are also applying for planning
permission from the local council. This reduces the additional consent time (1–2 years) as well as the
cost of application when compared to the application set at the national level [76].

5.2. Weaknesses

5.2.1. Energy Storage Definition and Classification

A unified and explicit definition for ES in the related legislations is a basic step to create
certain investment environment. This clarifies the ownership and operation issues for ES. It also
allows ES owners to have a clearer view over the available revenue streams during ES lifetime.
However, ES definition proposed by both the EC and OFGEM limits its services related to generation.
For instance, if a battery is used to curtail a wind turbine’s surplus energy, it is exporting rather
than generating electricity, which is a service to balance the system. The word ‘generated’ in the EU
definition (see Section 3.1) implies that ES is a generation asset and therefore does not recognise other
potential services and applications (please see Figure 1).

Classifying BESS as a generation asset puts it in direct competition with traditional bulk generators.
This undermines its business case because BESS cannot trade in a large wholesale market as a generation
asset due to its low capacity and low technical maturity [40]. Moreover, a unified ES definition is
absent at the EU level due to national differences that prevent a fully integrated EU market design [37].

The current EU and UK ES definitions and classifications fall short behind California state
legislation of ES services. The Assembly Bill No 2514 provides the following list of conditions
applicable to ES that allow it to provide multiple services across the electricity network [87]:

• The ES system can be centralised or distributed.
• The ES system may be owned by a load serving entity, a customer, a third party, or local

publicly-owned electric utility.
• The ES system can provide generation, transmission and distribution services.
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5.2.2. Strengthen the Unbundling Requirements

If network operators are prevented from owning ES of any size, all ES devices connected to the
distributing or transmission network will have to be operated by a legally separate party from the
network operators. However, many DNOs have already installed ES devices in parts of their networks
to defer conventional network upgrades and provide ancillary services. The latter have been shown to
reduce the energy costs for customers and enhance network efficiency [35]. Some of the ES projects
in the UK including their capacity, locations, ES type, and the type of the business model used are
summarised in Table 3 [88–94]. Based on Table 3, two weaknesses can be noticed to this regulatory
change. First, most DNOs are using smaller-size BESSs to increase network efficiency based on the
‘DNO merchant’ business model (this business model allows the DNO to procure and fully operate the
storage device, and thus, use the storage services on its network and needs), which will not be legally
valid if strengthening the unbundling requirements comes into force. Second, even though DNOs
used ‘DNO contracted’ (the DNO procures, owns and operate the storage asset and use it in certain
times only while a third party can have a contractual agreement with the DNO to commercially use the
asset) and ‘contracted services’ (a third party procures, owns and operate the storage asset then sell
the services to the DNO) business models for larger size BESS, they needed to enter into a complex
contractual agreement with third parties to make revenue streams in the market because each party
involved with the DNO needs to make a profit, which reduces the overall revenue.

Table 3. Some of BESS projects in the UK including their capacity, locations, type, DNO name, and the
type of the business model.

Project Name Capacity and Locations ES DNO Type of BM

CLNR

RiseCarr: 5 MWh, H.Ngate:
0.2 MWh

WoolerRamsay: 0.2 MWh
Maltby: 0.1 MWh,

Wooler St. Mary: 0.1 MWh
Harrowgate Hill: 0.1 MWh

Li-ion NPG
DNO

Merchant

Short-Term
Energy
Storage

Hemsby: 200 kWh/200 kW Li-ion UKPN
DNO

Merchant

SNS
Leighton Buzzard: 6 MW/10

MWh
Li-ion UKPN

DNO
Contracted

FALCON Milton Keynes: 100 kWh NaNiCl2 WPD
DNO

Merchant

Orkney Park Kirkwall: 500 kWh, 2 MW Li-ion SSEPD
Contracted

Services

NINES
Shetland Iceland
3 MWH, 1 MW

Lead-Acid SSEPD
DNO

Merchant
Low Voltage

Connected Energy
Storage

Chalvey, Berkshire
2 kWh, 25 kW

Li-ion SSEPD
DNO

Merchant

5.2.3. Payment of FCLs for Small-Scale ES

Large-scale ES are exempted from paying FCLs, which is seen as positive in determining its
commercial availability [95]. However, this is not in favor of BESS given that the power is 50 MW for
the largest battery energy storage project in Europe [96], and the average capacity of the current and
planned ES technologies projects is 27 MW [86]. It has been demonstrated that the payment of these
FCLs by ES can cost up to £20k–£50k per annum for the SNS project in Table 3 and makes the project’s
business model unprofitable outside the peak demand months [89].
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5.2.4. Employing De-Rating Factors in the Capacity Market

Before introducing the de-rating factors to ES in this market, its participation was not penalised
according to its discharge capacity, which meant that all storage devices received full payment of the
clearing price. However, due to de-rating factor changes, discussed in Section 3.4, BESS participation in
this market has decreased. For instance, in the T-4 auction of 2018, only 158 MW of BESS have secured
a contract compared to 500 MW in the previous auction [97]. As depicted in Figure 4, the number of
0.5 h and 1 h duration batteries decreased from 40 and 91 in T-1 2018 auction to 17 and 32 in the T-1
2019 auction respectively. Moreover, the number of 1.5 h duration batteries increased from 8 in the T-4
2021 to 18 in the T-4 2022. This is in line with first time appearance of 11 and 2 batteries providing 3 h
and 4 h discharge duration, respectively. The decline in the shorter duration storage (0.5 h and 1 h) and
the increase in longer duration storage (1.5 h, 3 h, 4 h) may be a result of other services commitments.
However, it is an indication of a regulatory change that encourages the battery industry to increase its
energy and power density by introducing higher payment for longer duration storage.
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Figure 4. The number of batteries participating in the UK’s capacity market from T-1 2018 to T-4 2022
as reported in the CM register (adopted from [98]).

A basic rule of the CM requires participants to remain ready in case of a system stress event.
This means that storage must be fully charged at all-times, thus increasing its rate of degradation.
This is one of the main barriers to BESS in the CM [38]. However, the degradation economic losses are
neither remunerated nor studied in the de-rating factor study by the system operator [71].

5.2.5. Introducing Fixed Charges for behind the Meter Energy Storage

Behind-the-meter storage is normally used to reduce the electricity bill for commercial
users. They are normally charged based on their consumption during the peak demand periods.
However, because more users and businesses are able to predict these periods, they reduce their
exposure to these charges when reducing their consumption due to using ES or demand side
management techniques. Thus, OFGEM introduced fixed consumption charges although users can
reduce the network charges for themselves; other electricity users need to compensate and cover the
network fixed cost. This would seem to suggest that storage is regarded by energy regulators as
a disruptive technology that can displace the existing energy regime [99].
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5.3. Opportunities

5.3.1. Encouraging Private Parties’ Investment in Energy Storage

Energy regulators in most liberalised countries are seeking to encourage competition between
energy sector entities and regulate the revenue for market monopolies. The ES applications that
can be provided by each electricity market entity are summarised in Table 4. It can be seen that
private operators under the current market arrangements can provide all ES applications compared
to other actors. As discussed in Section 3.5, energy regulators are considering strict unbundling
requirements. Therefore, TSOs and DNOs will need to procure these services from the private sector
that is increasingly interested in investing in ES [99].

Table 4. ES applications mapped to electricity industry actors [35].

Application DNO TSO
Energy

Supplier
Generators

Private
Operators

Energy Arbitrage x x
√ √ √

Peak shaving
√

x x x
√

Voltage support
√ √

x x
√

Constraint
management

√
x x

√ √

System balancing x x
√ √ √

Portfolio balancing
services

x x
√ √ √

5.3.2. Ancillary Services Aggregation

The act of aggregation refers to the grouping of several units (consumers, or prosumers) in the
power system to act as a single entity when trading in the electricity market [100]. Several studies
identified the role of aggregators for ES in providing different services in the energy markets.
However, the business case for aggregators is seen as hampered by the regulatory frameworks that
prevent wider market access [41,101,102]. In 2016, the EC required member states to facilitate direct
market access to the retail market [103]. Similarly, OFGEM identified some of the barriers to service
aggregation and acted to amend some of the balancing market codes to allow aggregators to stack
multiple revenue streams from different services [104].

5.4. Threats

5.4.1. High Capital Cost

Although the capital cost of BESS continues to fall, a recent study found that a cumulative
investment of US$175–510 billion is needed in order for the capital cost of battery packs to reach US$175
± 25/kWh, which is expected between 2027–2040 [105]. In another study, battery technology experts
found that even with the recent advances in battery pack manufacturing capabilities and chemistry
changes, the battery pack cost will not significantly decrease by 2020 [106]. As a result, a capital cost
barrier is still a threat to the potential market growth of many BESSs.

5.4.2. Cannibalisation of Revenue Streams Available for Energy Storage

With the increased deployment of ES technologies combined with the necessity for a sustainable
business case, there is a risk of revenue streams cannibalisation as a result of market competition.
This risk is considered in the UK’s system operator studies when the forecast of ES deployment falls
from 18.3 GW by 2040 to 10.7 GW by 2050 [107].
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6. Summary and Brexit Discussion

This section offers a summary to the obtained results in Table 2. It also discusses the ‘Brexit’ issue
on the policy implication for both the EU and UK with regard to ES. Table 2 shows that the current
ES policy has both strengths and weaknesses. Also, it shows an indirect implication to this policy
represented by some threats and opportunities.

One of the main strength points of the UK’s ES policy is the reduction of the operational cost for
ES devices due to the removal of double network charges in the electricity markets. This is backed up
by facilitating the planning permission for ES devices on a national and local scale. Another ES enabler
factor is the co-location of ES devices with FiT and RO supporting schemes, which is a step forward in
recognizing ES as a key enabler to greener electricity systems.

In terms of the weaknesses, the energy storage definition limits ES’s role of generation only
while this generation classification prevents a wide range of other revenue streams. Other barriers
are preventing network owners from owning and operating ES from all sizes, payment of FCLs for
small-scale ES introducing fixed charged for behind the meter storage, and de-rating the ES’s capacity
in the CM. These barriers can reduce the overall profit for ES assets.

Despite the aforementioned weaknesses, a number of opportunities have arisen. For instance,
strengthening the ‘unbundling’ requirements for network owners can encourage private parties
to invest in ES and stack multiple revenues from different services. Another opportunity is the
shift towards allowing multiple smaller-scale ES assets to be aggregated together to provide vital
ancillary services. Although stacking multiple revenues may be attractive for all ES assets, a threat
of cannibalisation of the available revenue streams by all ES assets may occur. Another threat is the
current high capital cost of ES.

The above analysed SWOT factors and their effects on ES’s business case can be hugely changed
due to the UK’s exit from the EU (Brexit). The UK’s electricity markets and the regulatory landscape
are currently compliant with the EU regulation. Indeed, some studies such as in [108] analysed the
implications of Brexit on the electricity sector and how the UK could lose the economic benefits of the
interconnectors of some EU countries. These interconnectors usually provide valuable services to the
UK’s electricity network by managing intermittent RESs. In the case of a Brexit agreement that does
not involve electricity market integration or interconnector share, there is a significant need for ES and
other flexibility options to mitigate RESs intermittency [109]. Therefore, it seems that Brexit can raise
the deployment of ES devices in the UK. A recent study also confirmed this finding by stating that the
economic investment in large-scale ES to increase the UK’s peaking capacity may be boosted without
the EU’s interconnectors sharing [110].

In case of a Brexit scenario that limits the UK’s access to the EU’s single market or a trade
arrangement that sees tariffs imposed between the UK and the bloc, importing batteries from the EU
may not be cost-effective to meet the local UK’s demand. Therefore, the UK government should adopt
policies to build battery gigafactories in the UK to cover the local demand whether it is for electric
vehicles or the grid. The Faraday institution estimates that at least eight gigafactories are needed in the
UK by 2040 [111].

7. Conclusions

ES is recognised as a key technology to mitigate the intermittency of many RES. Earlier research
found many barriers to the rollout of ES in current energy networks. Since 2017, energy regulators in
the EU and the UK proposed changes to enable a level playing field for ES and remove these barriers.
The changes include (i) defining ‘Electricity Storage’ in the main legislation; (ii) removing double
network and balancing charges for storage; (iii) co-locating storage with renewable generation sites
that are supported through consumption levies policies; (iv) limiting the storage operation by network
owners; (v) facilitating ES planning permission; and (vi) employing de-rating factors for storage in
the capacity market (CM). Since the proposed regulatory changes at the UK and EU level are similar,
the UK is taken as a case study considering its market design and relevant regulations.
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This paper presented a SWOT analysis to explore the impact of the recent changes on the business
potential of BESS and examined whether these regulatory changes have been supportive to BESS’s
business case in the UK.

Three main benefits of the recent regulatory changes were found. First, the removal of the double
network charging for ES by eliminating the demand residual charges (when importing electricity from
the grid) can reduce its operational cost. Second, ES co-location with RES sites that receive government
subsidies can not only boost its business case but also recognise ES as a key player in integrating these
intermittent resources. Third, facilitating ES access to the grid by allowing cost-effective infrastructure
access and planning permission can positively affect investment decision in ES. The recent regulation
supported faster implementation of composite projects that have a total capacity above 50 MW (for
example, a generation unit with 40 MW and ES with 40 MW).

However, a number of drawbacks were found in the recent regulatory changes that may outweigh
these benefits. First, the new definition for ES recognised it as a generation device, thus it has to
compete with traditional generator assets in many instances, which it cannot do cost effectively.
Second, the introduced regulations do not consider the different types and sizes of ES and tend to
support large-scale ES with a capacity of 100 MW or above (similar to generators). However, there is
a key role for smaller-scale ES in current energy systems in the form of BESS as discussed in the paper.
From the perspective of the regulators, this makes sense as they do not want to disrupt the current
energy market structure by creating an independent storage asset class. Instead, they are looking for
a technological advance for different types of ES to increase its energy and power density to place it in
the traditional generator’s category. Third, only large-scale ES assets (above 100 MW) are exempt from
paying FCLs, however, most of the current ES projects especially BESS are far below 100 MW. As such,
in the case of BESS, this might be a longtime coming, limiting its value in current energy systems under
current regulatory and market regimes. In the CM, for example, higher-duration BESS receives more
payment than smaller-duration.

Despite the previous drawbacks and a high current capital cost for BESS, many opportunities have
been found for private parties who are encouraged to own and operate ES devices to stack multiple
revenues from different services. The recent regulation meant that private parties are in the best place
to provide ES services. This is along with the suggestion that allows several ES units to be aggregated,
and thus, provides services in the wholesale market.

Finally, we suggest a number of policy implications from the above SWOT analysis results.
First, an independent asset class should be created for ES because the current energy markets are
designed without electricity storage in mind. Second, a unique definition for ES that reflect its features
is needed. For instance, the current definition for both the EU and the UK does not recognise the ES
service when charging the device to help store the exceeded power from a wind farm. Third, in the
CM where the capacity of the BESS asset is de-rated, the economic assessment of the degradation cost
should be taken into account. This is because degradation can affect the availability of these assets,
which in turn can affect the reliability and the energy security of the electricity network should the
implementation of ES be increased.
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Abstract: Energy storage is recognized as a key technology for enabling the transition to a low-carbon,
sustainable future. Energy storage requires careful management, and capacity prediction of a
lithium-ion battery (LIB) is an essential indicator in a battery management system for Electric Vehicles
and Electricity Grid Management. However, present techniques for capacity prediction rely mainly
on the quality of the features extracted from measured signals under strict operating conditions.
To improve flexibility and accuracy, this paper introduces a new paradigm based on a multi-domain
features time-frequency image (TFI) analysis and transfer deep learning algorithm, in order to extract
diagnostic characteristics on the degradation inside the LIB. Continuous wavelet transform (CWT) is
used to transfer the one-dimensional (1D) terminal voltage signals of the battery into 2D images (i.e.,
wavelet energy concentration). The generated TFIs are fed into the 2D deep learning algorithms to
extract the features from the battery voltage images. The extracted features are then used to predict
the capacity of the LIB. To validate the proposed technique, experimental data on LIB cells from the
experimental datasets published by the Prognostics Center of Excellence (PCoE) NASA were used.
The results show that the TFI analysis clearly visualised the degradation process of the battery due
to its capability to extract different information on electrochemical features from the non-stationary
and non-linear nature of the battery signal in both the time and frequency domains. AlexNet and
VGG-16 transfer deep learning neural networks combined with stochastic gradient descent with
momentum (SGDM) and adaptive data momentum (ADAM) optimization algorithms are examined
to classify the obtained TFIs at different capacity values. The results reveal that the proposed scheme
achieves 95.60% prediction accuracy, indicating good potential for the design of improved battery
management systems.

Keywords: lithium-ion battery; capacity prediction; state of health estimation; time–frequency image
analysis; continuous wavelet transform (CWT)

1. Introduction

1.1. Motivation

Lithium-ion batteries (LIBs) are recognised as a key future form of technology for renewable
energy and electric vehicles (EVs) due to their high power and energy densities, low maintenance
cost, long lifetime, and low self-discharge rate [1]. However, to optimise the energy performance
of the LIBs, prolong their life cycle, and reduce their cost, it is thus critical to monitor the internal
state of the battery, such as state-of-charge (SoC), state-of-health (SoH), and remaining useful life
(RUL) [2,3]. During operation, the continuous determination of the LIB’s internal state is achieved
through the battery management system (BMS), which guarantees the reliability and efficiency of LIBs.

Energies 2020, 13, 5447; doi:10.3390/en13205447 www.mdpi.com/journal/energies63
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Over the battery’s lifetime, however, the capability for LIBs to provide a certain amount of power
and store energy is reduced due to internal ageing phenomena [4,5]. Therefore, monitoring SoH is an
important and difficult task and one of many functions performed by the BMS [6]. SoH is typically the
ability of LIBs to store energy compared to its initial value. The battery’s SoH is often quantified by
determining its capacity or resistance parameters [7]. When the capacity parameter is utilised as an
indicator of the battery’s SoH, the SoH is known as the ratio of the battery capacity at current cycle to
its rated capacity at the beginning of life or initial capacity provided by the battery manufacturer [8].
An accurate evaluation of the battery’s capacity provides reliable battery performance and forecasts
failure conditions, to avoid the risks posed by the battery. Therefore, the useful life of the cell can
be used completely without affecting LIB safety. Nonetheless, LIBs are complicated electrochemical
devices which have unique non-linear functioning that is reliant on different internal and external
conditions [9]. This makes the prediction of the capacity a relatively challenging task [10].

1.2. Previous Work

Many researchers have reported interesting methods for the online evaluation of the capacity
of an LIB [11,12]. These capacity estimation techniques can be categorised into two types: (1)
model-based approaches, including equivalent circuit models (ECMs) [13–15] and electrochemical
models (EMs) [16,17]; (2) the data-driven approaches using neural network (NN) methods [18] and
kernel regression methods [19]. In the case of ECM-based models, which are a combination of lumped
elements such as resistors, capacitors, and inductors, their main advantage is ease of modelling and
implementation in BMS. Plett [13] presented an online estimation of LIB cell capacity by combining
an extended Kalman filter (EKF) and an enhanced self-correcting equivalent circuit model. However,
ECMs are unable to capture the dynamic behaviour of the LIB and incapable of describing its internal
reactions because of the lack of a physical-chemical representation [20].

Thus, special attention has been given to EMs for the capacity estimation of LIBs. The EMs are
based on a set of coupled partial differential equations (PDEs) to explain the actual electrochemical
reaction process within LIBs and describe its internal reaction process [21]. In doing so, it can capture
the cell’s dynamic behaviour with a greater degree of accuracy than ECMs. The authors in [22]
proposed two sliding mode observers to determine the SoC and SoH of an LIB combined with a
reduced order EM. However, the number of partial differential equations in EMs is large and, thus,
their solution requires a significant amount of computational time. Creating precise LIB models is
not easy since, usually, detailed physical understanding and in depth experimental data are needed
in a controlled situation, and these tend to be either unfeasible or too costly [11]. On the other hand,
learning algorithms or data-driven estimation techniques have recently been applied to estimate
LIB capacity [23]. Data-driven approaches have gained more popularity in recent years for capacity
estimation, since these methods do not require an understanding of LIB working principles and are
only dependent on the collected/measured experimental data [24]. Examples of such methods are
neural networks (NN) [18], support vector machines (SVM) [25], and k-nearest neighbour (kNN)
regression [19]. These methods have been used to estimate capacity by learning the dependence of
the cell’s features as extracted from the measured signal of the voltage, current, and temperature [26].
The capacity estimation framework generally encompasses three key steps: (1) data acquisition; (2)
exploration of historical data such as voltage, current, and voltage to extract and construct promising
health indicators or features; and (3) using the selected health indicators to build a machine learning
model to learn the correlation between the capacity and chosen indicators [12]. Of these three steps,
the main challenge is to extract useful indicators from the measured signals to describe more precisely
the degradation phenomena of the LIB over its lifetime [27]. For instance, the authors in [28] manually
selected five diagnostic features from a charging curve to indicate LIB capacity. These diagnostic
features were the initial charge voltage, the constant current (CC) charge capacity, the constant voltage
(CV) charge capacity, the final charge voltage, and the final charge current. The selected diagnostic
features were then input to a relevance vector machine (RVM) model to estimate the capacity of the

64



Energies 2020, 13, 5447

LIB. The above study investigated the diagnostic indicators under predetermined operation conditions,
such as certain current or voltage ranges, which involve CC charge and cycling discharge. Nonetheless,
in real-world applications like EV applications, the LIB never operates in a static scenario.

Few studies have evaluated a battery’s capacity estimation under a dynamic current profile.
Venugopal et al. [29] extracted 18 time-domain diagnostic features which affect the battery capacity
from the measured voltage, current, and temperature of an LIB operated under a dynamic
charging/discharging current profile. The selected features were fed into an independently recurrent
NN (IndRNN) for capacity evaluation. The authors in [30] developed a data-driven LIB health
diagnosis method based on time and frequency domain features such as mean, covariance, and kurtosis
from the time domain features; from the frequency domain features, the authors selected median
frequency, band-power, signal-to-noise ratio (SNR), and total harmonic distortion (THD) as the features
to determine the battery’s capacity. The extracted time and frequency features are then evaluated
and ordered based on trendability and monotonicity metrics to select the most features that provide
high accuracy and lower computational burden to estimate the battery’s capacity. A Gaussian process
regression (GPR) model was then designed to capture the correlation between the selected features
and the capacity of the LIB.

To enhance the quality of the extracted diagnostic characteristics under a variable current
profile, Jonghoon Kim [31] proposed an advanced signal processing method known as discrete wavelet
transform (DWT) with multiresolution analysis (MRA) to analyse the non-linearity and non-stationarity
behaviour of the battery terminal voltage under dynamic load profile. More useful diagnostic features
were extracted for capacity evaluation in the time and frequency domains, respectively. Similarly,
the authors in [32] proposed a fast wavelet transform to extract the dynamic features of voltage and
current. Then, an xD-Markov machine learning model was established to obtain the battery’s capacity
from the extracted features. All of the above mentioned studies considered the time or frequency
domain for the extraction of the most useful diagnostic features to describe the degradation process
inside the LIB. Analyses are usually used to extract indicators from the measured signal and the time
and frequency domains, known as conventional feature extraction techniques. However, conventional
feature extraction and selection are time-consuming and labour-intensive processes requiring detailed
knowledge of the relevant features of the system. This selection process can introduce uncertainty
and biased results [33]. Moreover, the performance of machine learning techniques is based on the
quality of the features extracted from the measured data. That is, if the extracted characteristic features
are weak, this can negatively impact the performance of these approaches [34,35]. Another study [33]
reported the difficulty of identifying suitable features with the relevant information required for
capacity evaluation.

1.3. Contributions

To overcome the aforementioned issues, a time–frequency image (TFI) analysis-based approach
has been proposed to analyse the non-stationary and non-linear behaviour of the LIB terminal voltage
in both time and frequency domains and for online prediction of LIB capacity. Moreover, in this
paper, we concentrate on the operation of the battery under the variable current load profiles of
different battery cycles. The key benefit of the proposed solution is that the battery’s terminal voltage
is presented in a two-dimensional (2D) representation (time–frequency domain), which provides
more helpful characteristics information related to the battery degradation than a one-dimensional
(1D) representation (time or frequency domain). Wavelet transforms combined with a deep learning
method have been developed for the analysis of the characteristics of LIBs under different operating
conditions. The proposed method utilises a deep learning featureless methodology to learn the features
of the data automatically, unlike traditional machine learning methods. This avoids manual feature
extraction, which relies heavily on human knowledge and experience. Finally, the proposed scheme
is a non-parametric estimation method, and, thus, offline testing and modelling are not required.
To validate the proposed technique, experimental data on LIB cells from the experimental datasets
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published by the Prognostics Center of Excellence (PCoE) NASA were used. The results reveal that the
proposed scheme improves over competing baseline schemes and achieves 95.60% prediction accuracy.
This indicates good potential for the design of improved battery management systems based upon
this method.

1.4. Structure

The remainder of the paper is organised as follows: Section 2 introduces the randomised battery
dataset analysis. Section 3 presents the proposed capacity imaging analysis scheme. Section 4 presents
the results and discussion of the obtained results. Conclusions and future work directions are presented
in Section 5.

2. Randomised Battery Dataset

The practical operating environment of a real-world EV battery includes a dynamic and partial
driving pattern. Most of the literature utilises a battery dataset with limited assumptions; for example,
the battery is cycled using only a constant current profile and specific voltage limit. Nevertheless, these
assumptions do not cover the real operating situation of EV batteries. In this study, a randomised
battery usage dataset was adopted from the NASA Ames Prognostics Center of Excellence [36,37],
to ascertain the impact of actual, dynamic EV driving cycles. This dataset contains the ageing results of
four LIBs named RW9, RW10, RW11, and RW12, acquired at room temperature. The general properties
of the battery are summarised in Table 1. These four LIBs were cycled using two cycling protocols
known as random walk cycling mode and reference charge and discharge cycling mode. The cycle
process is shown in Figure 1 [36].

Table 1. The general characteristics of the tested cells.

Battery Properties 18650 LIBs

Manufacture LG Chem
Chemistry 18650 lithium cobalt oxide vs. graphite

Nominal capacity 2.10 Ah
Capacity range 2.10 Ah–0.80 Ah
Voltage range 4.2–3.2 V

Cycle
… …

Random walk cycle

2 Reference performances test

− − − − − −

Figure 1. The cycle processes.

2.1. Random Walk Cycling Mode

A sequence of currents set varying between (−4.5 A, −3.75 A, −3 A, −2.25 A, −1.5 A, −0.75 A,
0.75 A, 1.5 A, 2.25 A, 3 A, 3.75 A, 4.5 A) is used for charging and discharging; the four LIBs were
continuously cycled. Hence, negative currents are related to the charging operation, while positive
currents denote the discharge operation of the batteries. This mode of charging and discharging
protocol is known as random walk (RW) operation mode. The aforementioned current sequence is
randomly applied to an LIB for five minutes, which is identified as a step in the dataset. It is important
to mention that a single random walk (RW) cycle consist of 1500 RW steps and 1500 rests; each RW
profile consists of numerous RW cycles. After every RW profile, the battery undergoes several reference
charging and discharging tests to measure its capacity and calculate its SoH value. Figures 2 and 3 show
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the measured voltage, current, and temperature of the first and last 100 RW charging and discharging
steps of battery RW9, respectively [29].

 

𝑄
𝑄 (t) = 𝐼 (𝑡) dt 𝐼
𝑆𝑜𝐻 =  𝑄𝑄 . 100% 𝑄 𝑄

1 2 3 4 5 6
Time (h)

3

3.5

4

4.5

1 2 3 4 5 6
Time (h)

-5

0

5

1 2 3 4 5 6
Time (h)

20

30

40

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
Time (h)

3

3.5

4

4.5

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
Time (h)

-5

0

5

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
Time (h)

20

30

40

Figure 2. Voltage, current, and temperature of the first 100 steps measured for battery RW9.
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Figure 3. Voltage, current, and temperature of the last 100 steps measured for battery RW9.

2.2. Reference Charge and Discharge Cycle Mode

After the start of each RW cycle, a sequence of reference charging and discharge current profiles is
implemented to set a standard benchmark for the battery’s SoH. Initially, by applying a 2 A constant
current profile, the LIB is charged to its maximum voltage and then a 4.2 V constant voltage is sustained
until its current falls to 0.01 A, then it rests for 20 min. Afterwards, 2 A discharge constant current
profile is applied to the LIB until its voltage reduces to its minimum voltage, 3.2 V. This procedure
is known as reference charging and discharging cycle mode [38]. To measure the LIB’s capacity and
calculate its SoH value, after every RW cycle, the current cell capacity (Qcurrent) is calculated using the
Coulomb counting method as follows:

Qcurrent(t) =
∫ t

0
Id(t)dt (1)

where Id is the total discharge current of the battery cell. Once the battery capacity is calculated, the
SoH of the battery can be calculated, as shown in (2).

SoH =
QCurrent

QFresh
·100% (2)
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where QCurrent is the measured capacity after every RW cycle and QFresh is the measured capacity of the
battery at the beginning of its life. The capacities of the measured cells of the four batteries are shown
in Figure 4.
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Figure 4. Capacities of the measured cells for four batteries, RW9, RW10, RW11, and RW12.

As illustrated in Figure 4, the capacity fade is a non-linear and non-homogeneous process since
each cell degrades in different ways, even under the same test conditions. Therefore, the main aim of
this study is to investigate if the time–frequency image analysis method can capture the non-stationary
behaviour of the battery during cycling.

3. The Proposed Capacity Imaging Analysis Scheme

Figure 5 shows the block diagram of the proposed TFI paradigm. Here, the terminal voltage
of the cycled battery using randomised current profile data is utilised to predict the capacity of the
battery. Initially, the terminal voltage of the battery is measured at different capacities, and then the
measured voltage is transformed from 1D raw data to a 2D time-frequency image (TFI) by applying
a CWT algorithm. The raw data of the measured voltage for the LIB at different capacities contains
only the time-domain information, but the converted 2D TFI features of the raw data clearly represent
the time and frequency domain information at once. Finally, the generated TFIs for different battery
capacities are fed into a deep learning convolutional neural network for feature extraction and image
classification. The following subsections explain the capacity prediction steps in detail.
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Figure 5. General flow chart of the proposed method for TFI capacity estimation.

3.1. Time–Frequency Image (TFI) Analysis

The main aim of this research was the analysis and classification of the measured voltage of LIBs at
different capacities using TFI analysis. As stated in Section 1, most studies have used traditional methods
of time or frequency domain to analyse the LIB’s measured signals and extract diagnostic characteristics
to describe the degradation inside the battery cell. Like most real-life signals, the measured LIB terminal
voltage can exhibit non-stationary characteristics [31,32]. Thus, analysing the LIB’s measured voltage
using traditional time or frequency domains is insufficient to extract comprehensive features about
the degradation process inside the battery [39]. Nevertheless, time–frequency approaches can extract
several domain features in order to assess the measured signal for the time and frequency domains,
precisely extracting better features from the measured signal [40]. The main goal of a time-frequency
signal processing analysis is to extract useful information features from the measured battery terminal
voltage by converting the time series signal into the time–frequency domain [41,42].

Various methods can be used for time-frequency representation, such as CWT, Wigner-Ville
distribution, and short-time Fourier transform (STFT). Of these, CWT is employed to transform the
measured signal from the time domain to a TFI, whose energy concentrations visualise changes in
frequency components over time as the battery degrades [43]. In the proposed prediction scheme,
shown in Figure 5, a CWT was applied to the measured terminal voltage, to transform it from a time
domain signal into a time-frequency domain scalogram image. The aim of this conversion process
was to extract more useful information about the degradation process inside the battery during a
randomised charging/discharging current profile. Through a set of wavelet basis functions, the wavelet
transforms (WT) degraded the LIB’s terminal voltage in the time-frequency domain. This transform
employed a wavelet function of a finite bandwidth in terms of the time and frequency domains. Via the
scaling and translation of the wavelet basis function, the signal was degraded with various resolutions
at differing scales of time and frequency [44]. Equation (3) describes the mathematical scaling and
translation of basic wavelet function:

ψa,b(t) =
1
√

a
ψ

(

t− b

a

)

(3)

where ψa, b(t) is an analysis wavelet and is called a child wavelet, a ∈ (0,+∞) is the scale parameter of
the wavelet transform, and b ∈ (−∞,+∞) is the translation or shift parameter in time. The function
ψ(t) is known as the mother wavelet with finite length and fast depletion. Two limit conditions must be

satisfied in the mother wavelet signal, which are (
∫ +∞
−∞ ψ(t)dt = 0 and

∫ +∞
−∞

∣

∣

∣ψ(t)
∣

∣

∣

2
dt = 1) [32]. For the
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given time series signal x(t), the wavelet coefficients wt(a, b) are obtained by the convolution integral
of the mother wavelet ψ(t) and the given signal x(t), as presented in (4):

wt(a, b) =
1
√

a

∫ ∞

−∞
x(t)ψ∗

(

t− b

a

)

dt (4)

where ψ∗ means the complex conjugate of function ψ. Throughout this procedure, the signal x(t)

is divided into a sequence of scaled and shifted wavelet coefficients, in which the wavelet set is
the basis function. After this, the signal x(t) is altered by CWT and sent to the 2D time-frequency
domains [45]. With this approach, the 1D time domain signals are transformed into TFI. Figure 6
shows an example schematic of the battery measured voltage at three different capacities and the
transformed time-frequency domain representation features for each capacity. It can be observed that
there are clear discriminative variations in the CWT coefficients at each capacity in the TFI. Therefore,
battery degradation is well reflected by the multi-domain TFI features, which can thus be used as input
for the deep learning convolutional neural network (CNN) to classify the battery’s capacity during
the degradation.

 

Pooling Convolution + ReLUConvolution + ReLU

Feature extraction Classification

𝑥 = 𝑓 𝑥∈ ∗ 𝑘 + 𝑏   

Figure 6. Measured voltage of lithium-ion battery and transformed TFI energy concentration spectrum
information of the measured voltage at three different capacity values.

3.2. Time-Frequency Image Analysis and Classification Using Deep Learning Algorithm

The obtained TFIs from the battery measured voltage at different capacities are fed into the deep
learning predictive model to extract the relationship between the TFIs and corresponding capacity.
In this research, a data-driven method based on transfer deep learning model is adopted to perform
capacity classification in LIB.

Generally, a DL-CNN is built from three types of layers, namely (1) convolution layers, (2) pooling
layers, and (3) fully connected layers [44]. The convolution and pooling layers are linked to form
convolution blocks, and many of these blocks are stacked to create a deep architecture. The fully
connected layer has generally been used as the final layer in the classification or regression. The general
architecture of the DL-CNN is shown in Figure 7 [46].
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Pooling Convolution + ReLUConvolution + ReLU

Feature extraction Classification  

𝑥 = 𝑓 𝑥∈ ∗ 𝑘 + 𝑏   

Figure 7. Deep learning convolutional neural network architecture.

The convolutional layer combines the input image from the initial layer with several filters, known
as kernels, and these are then fed to the activation function to create a features map [47]. The output
features map is the convolutional result of the input maps and can be calculated as in (5) [48]:

x j
′ = f
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(5)

Here, ∗ is the convolutional operation, xi is ith input map, k is a F × F convolutional filter, bj is
the additive bias, Mj is the feature map of the convolutional layer, and l is the lth layers in the neural
network. Lastly, the obtained results from the convolutional layers are fed to the activation function.
The common used activation function is the rectified linear unit (ReLU), defined as in (6) [47–49].

ReLU(x) = max(0, x) (6)

For the pooling layer, which follows the convolutional layer, low-resolution maps are created
from the most significant local information. The maximum value is derived from each region by using
the max pooling layer, as shown in Figure 8 [48]. In the fully connected layer, a 1D vector is utilized to
represent all the feature maps, which is fully connected to the output layer. The output of the fully
connected layer is described as given in (7):

Oi = f

















d
∑

j=1

x j
Fwi j + bi

















(7)

where Oi is the output layer, x j
F is the jth neuron in the fully connected layer, wi j is the weight related

to Oi and x j
F, bi is the bias corresponding to Oi, and f is the activation function [48,50].

∗ 𝑥𝑖 𝑘 𝑏𝑗𝑀𝑗 𝑙
𝑅𝑒𝐿𝑈(𝑥) = max(0, 𝑥)

𝑂 = 𝑓 𝑥 𝑤 + 𝑏
𝑂 𝑥 𝑗 𝑤𝑂 𝑥 𝑏 𝑂 𝑓

 

𝐶 = 2.1 𝐶 = 0.8

Figure 8. Max pooling layer.

In this study, two deep transfer learning algorithms were applied to classify the generated results
from TFI. The classification results are presented in the Results and Discussion section.
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4. Results and Discussion

The proposed scheme (see Figure 5) was implemented using the MATLAB environment. First, the
results of TFI estimation using complex Morlet mother wavelet transform (CMMW) will be presented
in this section, and then the results of image analysis and classification using deep learning algorithms
will be demonstrated.

4.1. Time–Frequency Image (TFI) Results

Figure 9a shows the measured voltage signal of the first cycle of RW9 at the beginning of the life
of the LIB, indicating that no degradation had occurred at this point and the battery’s capacity was
full (here, C = 2.1 Ah). Figure 9c presents the measured voltage at the end of the LIB’s life and shows
that the battery degraded, and its capacity decreased to its minimum value (C = 0.8 Ah). From both
results, it can be clearly observed that the battery had aged and that the time period of the measured
voltage (31.07 h) at the end of life was less than that for the first cycle of the battery (93.18 h). This is
because the battery has reached its threshold voltage level very frequently due to an increase in the
internal resistance of the LIB, and this inherently reduces the LIB capacity.

 

Figure 9. Time-domain measured voltage and plot of TFI energy concentration spectrum of battery
cell (RW9): (a) measured voltage signal (beginning of life), (b) wavelet energy concentration spectrum
(beginning of life), (c) measured voltage signal (end of life), and (d) wavelet energy concentration
spectrum (end of life).

To extract appropriate features capable of describing the degradation phenomena inside the
battery from the measured voltage, CMMW was applied using Equations (3) and (4) to the LIB terminal
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voltage, as illustrated in Figure 9b,d. In the TFI, the energy concentration of the measured voltage of
the LIB is shown at different capacities, with the horizontal and vertical axes representing time and
frequency, respectively. The amplitudes of the wavelet coefficients are represented in different colours
on the TFI [47]; red colour indicates that the level of energy density is high. In Figure 9b, when the LIB
is at the beginning of its life, the energy distribution is concentrated in the middle frequency range
of the image and varies from 1 to 2 Hz [51]. In contrast, Figure 9d shows the energy distributed in
the middle and high frequency bands (up to 100 Hz) of the image, meaning that the amplitude of the
wavelet coefficients increased to cover the rapid changes between the upper and lower voltage range.
A comparison of the TFIs for the battery at the beginning and end of its life clearly shows a significant
difference in the energy density distribution. Therefore, the capacity degradation of the battery is well
reflected by the TFI information and multiple domain features can be calculated using TFI.

The datasets for the four test batteries were processed by the proposed CMMW. Figure 10 presents
a sample of the results of the time-frequency images of the measured LIB terminal voltage at different
capacities. They show the energy concentration distribution of the battery terminal voltage according
to the level of degradation in the TFI. As shown in Figure 10, as the battery’s capacity decreases, the
distribution of the energy in the TFI changes, clearly illustrating the degradation process inside the
battery cell. From the extracted wavelet coefficients using CMMW, the energy concentrations for
wavelet coefficients are calculated in the form of TFIs, which are then fed to the pre-trained CNN for
image pattern recognition and classification.
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Figure 10. TFI energy concentration spectrum results of the battery RW9 measured voltage at different
capacities: (a) 2.1, (b) 1.8, (c) 1.6, (d) 1.4, (f) 1.2, (e) 0.8 Ah.

To further validate the proposed technique, the experimental datasets of the LIBs RW10, RW11,
and RW12 at different capacity ranges from 2.1 to 1.2 Ah have been tested. Table 2 demonstrates the
effectiveness of the proposed TFI method to predict the capacity of these cells. Ongoing research is
mainly attempting to apply the proposed technique to quantify which type of degradation mode most
affects the battery’s capacity.
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Table 2. TFIs energy concentration spectrum results of RW10, RW11, and RW12 LIBs measured voltage
at different capacities.

Capacity
(Ah)

RW10 RW11 RW12

2.1

      

1.8

   

   

   

   

1.6

   

   

   

1.4

      

1.2

         

4.2. DL-CNN Results

In this subsection, we demonstrate how the generated TFIs from the measured terminal voltage
at different capacities through CWT were fed into AlexNet and VGG-16 DL-CNNs for capacity
classification, after they had been trained for TFI classification. The Stochastic gradient descent
(SGDM) and adaptive moment estimation (ADAM) optimisation algorithms were used to train the
generated TFIs.
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4.2.1. AlexNet Neural Network

The AlexNet neural network was created in 2012 by Krizhevsky et al. [52] and is built from
eight layers (five convolutional and three fully connected layers). In this study, we assumed that
the battery’s capacity is classified into five classes from the first measured capacity value, which is
2.1 Ah, to the measured capacity value of 1.20 Ah in the experimental dataset—similar to the work
presented in [53,54]. The measured voltage of each battery per RW cycle was labelled to show its
corresponding capacity. The datasets of LIBs RW9–12 were split into training data (70% of all TFI in
the four folds) and 30% for testing data. Therefore, the LIB capacity estimation can be considered a
5-class classification. The size of the generated TFIs is 227 × 227 × 3, which is suitable for the pretrained
AlexNet network. The training settings for modelling the network and the AlexNet architecture are
given in Tables 3 and 4. The AlexNet output layer was replaced with a new output layer with five
neurons corresponding to five classes of capacity values. Since the AlexNet network is not trained to
classify TFIs, only the weights of the last convolution layer and fully connected layer were trained,
while the first four convolution layers were not. Training only the last layers of the AlexNet network
reduced the training time of the model [44].

Table 3. Hyperparameter settings for the trained AlexNet model.

Hyperparameters Values

Momentum 0.9
Initial learning rate 0.0001

Learning rate drop factor 0.1
Learning rate drop period 10

Number of epochs 50
Batch size 15
Optimiser SGDM, ADAM

Table 4. AlexNet architecture.

Name Type Activations Learnable

Data 227 × 227 × 3
images

Image input 227 × 227 × 3 -

Conv 1 Convolution 55 × 55 × 96 Weights 11 × 11 × 3 × 96 Bias 1 × 1 × 96
Pool 1 Max Pooling 27 × 27 × 96 -
Conv 2 Convolution 27 × 27 × 256 Weights 5 × 5 × 48 × 256 Bias 1 × 1x256
Pool 2 Max Pooling 13 × 13 × 256 -
Conv 3 Convolution 13 × 13 × 384 Weights 3 × 3 × 256 × 384 Bias 1 × 1 × 384
Conv 4 Convolution 13 × 13 × 384 Weights 3 × 3 × 192 × 384 Bias 1 × 1 × 384
Conv 5 Convolution 13 × 13 × 256 Weights 3 × 3 × 192 × 256 Bias 1 × 1x256
Pool 5 Max Pooling 6 × 6 × 256 -

Fc6 Fully Connected 1 × 1 × 4096 Weights 4096 × 9216 Bias 4096 × 1
Fc7 Fully Connected 1 × 1 × 4096 Weights 4096 × 4096 Bias 4096 × 1
Fc8 Fully Connected 1 × 1 × 1000 Weights 1000 × 4096 Bias 1000 × 1

Prob Softmax layer Softmax 1 × 1 × 1000 -
Output Classification - -

During the training phase, SGDM and ADAM optimisers were utilised with an initial learning
rate of 0.0001, and the batch size was set at 50. Once the training process was finished, the accuracy of
the classification by the model was evaluated using the test dataset. A deep learning toolbox from
MATLAB was employed to train and test the model. Classification accuracy was calculated to evaluate
the model’s accuracy, and the test dataset results are given in Table 5. The results show that the trained
model correctly classified the test data with an accuracy rate of 95.69%. Moreover, the SDGM and
ADAM optimisers achieved good performance regarding updating the weights of our model. Thus,
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these classification results demonstrate that the proposed method achieved accurate predictions of
battery capacity for each battery cell.

Table 5. Capacity prediction accuracy for each battery cell using AlexNet.

RW9 RW10 RW11 RW12

Optimiser SGDM Adam SGDM ADAM SGDM ADAM SGDM ADAM

Accuracy 95.0673% 95.69% 91.96% 94.20% 93.39% 94.27% 90.25% 91.5%

4.2.2. VGG-16 Neural Network

The second pretrained model tested in this study is a convolutional neural network from the
Oxford Visual Geometry Group (VGG) which is a 16-layer network [55]. VGG-16 has achieved
classification accuracy performance on the ImageNet dataset and Table 6 shows the layer structure of
VGG-16. With the same hyperparameter settings, the VGG-16 model is compared with the AlexNet
model and the prediction accuracy results are presented in Table 7. The comparison classification
results from Tables 5 and 7 for AlexNet and the VGG-16 models show that as the DL-CNN becomes
deeper, the accuracy of the model will increase. However, as the DL-CNN becomes deeper, the training
time will increase, and more computational complexity will be added to the model.

Table 6. VGG-16 architecture hyperparameters.

Name Type Activations Learnable

Data 224 × 224 × 3 images Image input 224 × 224 × 3 -
Block 1-Conv 1 Convolution 224 × 224 × 64 Weights 3 × 3 × 3 × 64, Bias 1 × 1x 64
Block 1-Conv 2 Convolution 224 × 224 × 64 Weights 3 × 3 × 3 × 64, Bias 1 × 1 × 64

Block 1-Pool Max Pooling 112 × 112 × 64 -
Block 2-Conv 1 Convolution 112 × 112 × 128 Weights 3 × 3 × 64 × 128, Bias 1 × 1 × 128
Block 2-Conv 2 Convolution 112 × 112 × 128 Weights 3 × 3 × 128 × 128, Bias 1 × 1 × 128

Block 2-Pool Max Pooling 56 × 56 × 128 -
Block 3-Conv 1 Convolution 56 × 56 × 256 Weights 3 × 3 × 128 × 256, Bias 1 × 1 × 256
Block 3-Conv 2 Convolution 56 × 56 × 256 Weights 3 × 3 × 128 × 256, Bias 1 × 1 × 256

Block 3-Pool Max Pooling 28 × 28 × 256 -
Block 4-Conv 1 Convolution 28 × 28 × 512 Weights 3 × 3 × 256 × 512, Bias 1 × 1 × 512
Block 4-Conv 2 Convolution 28 × 28 × 512 Weights 3 × 3 × 256 × 512, Bias 1 × 1 × 512

Block 4-Pool Max Pooling 14 × 14 × 512 -
Block 5-Conv 1 Convolution 14 × 14 × 512 Weights 3 × 3 × 512 × 512, Bias 1 × 1 × 512
Block 5-Conv 2 Convolution 14 × 14 × 512 Weights 3 × 3 × 512 × 512, Bias 1 × 1 × 512

Block 5-Pool Max Pooling 7 × 7 × 512 -
Fc1 Fully Connected 1 × 1 × 4096 Weights 4096 × 4096, Bias 4096 × 1
Fc2 Fully Connected 1 × 1 × 4096 Weights 4096 × 4096, Bias 4096 × 1

Prob Softmax layer Softmax 1 × 1 × 1000 -
Output Classification - -

Table 7. Capacity prediction accuracy for each battery cell using the VGG-16 model.

RW9 RW10 RW11 RW12

Optimiser SGDM ADAM SGDM ADAM SGDM ADAM SGDM ADAM

Accuracy 95.52% 95.52% 95.09% 95.60% 94.29% 94.92% 92.25% 95.5%

5. Conclusions

This paper proposed a new capacity evaluation method for LIBs using multi-domain features
obtained from a TFI algorithm. The terminal voltage of the battery was transformed into a 2D
image feature using CWT instead of 1D raw data of terminal voltage or the extraction of multiple
statistical features. The proposed method was applied CWT to produce a 2D multi-domain features
time–frequency representation of the battery terminal voltage, known as a TFI. To this end, experimental
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data on four LIBs cells published by the Prognostics Center of Excellence (PCoE) NASA were adopted
to validate the effectiveness of the proposed method. The generated TF images clearly demonstrated
the degradation process of the battery throughout the distribution of the energy concentration of
the measured voltage for the battery at different capacity values. Two pre-trained DL-CNN were
utilised to classify the generated TFIs at various capacities into five classes. The classification results
achieved 95.69% accuracy using the AlexNet network and 95.52% accuracy from the VGG-16 network.
The accuracy of the proposed method indicates that the proposed technique can be an effective
health prognostic tool for managing LIBs for various applications such as electric vehicles and grid
applications. However, the proposed method should be tested under different operating conditions
(i.e., different temperatures and high-discharge current profile) to increase the accuracy of prediction
and to develop a general prediction model. It is important to emphasise that the TFIs generated
can be improved since the TFIs were generated by the use of a classical CWT. The resolution of the
obtained energy concentration spectra affects the performance of the deep learning algorithm for
capacity estimation. Our future work will therefore explore the applicability of the multi-domain
features using energy concentration in time–frequency image analysis to provide robust results under
different operating and temperature conditions. In addition, other time–frequency techniques such
as STFT and Winger–Ville distribution will be investigated and compared to each other in terms of
time–frequency resolution and computational complexity for online capacity prediction. Finally, future
work will also compare computation load for the proposed algorithms.
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Abstract: This paper presents a novel deep learning architecture for short-term load forecasting of
building energy loads. The architecture is based on a simple base learner and multiple boosting
systems that are modelled as a single deep neural network. The architecture transforms the
original multivariate time series into multiple cascading univariate time series. Together with sparse
interactions, parameter sharing and equivariant representations, this approach makes it possible
to combat against overfitting while still achieving good presentation power with a deep network
architecture. The architecture is evaluated in several short-term load forecasting tasks with energy
data from an office building in Finland. The proposed architecture outperforms state-of-the-art load
forecasting model in all the tasks.

Keywords: deep neural networks; short-term load forecasting

1. Introduction

Due to increasing utilization of variable renewable energy (VAE), demand flexibility is
becoming crucial part of the stabilization of smart grids. Buildings constitute 32% of global final
energy consumption [1] and possess natural thermal storage capacity making them important
resource for demand flexibility. Accurate short-term load forecasting is crucial part of demand-side
flexibility management.

Short-term energy load forecasting has been studied extensively, but there are some limitations
in the existing state-of-the-art solutions. According to a recent study by Amasyali et al. [2], Artificial
Neural Networks (ANNs) are the most commonly used machine learning model in short-term
forecasting of building energy loads. The challenge with artificial neural networks is that they
require a lot of data to prevent overfitting. This is usually tackled by reducing the number of layers,
which in turn reduces the presentation power of the model. For instance, a very typical neural
network architecture in building load forecasting is a single hidden layer multilayer perceptron (MLP)
model [3–6]. Besides neural network methods, support vector regression (SVR) is a common machine
learning model for building load forecasting [7–9]. Although SVR is not a neural network model, it can
be though as a single hidden layer ANN from the point view of the model capacity.

In addition to the shallow MLP and SVR models, deeper model architectures for building load
forecasting have been proposed. Marino et al. [10] compare standard long short-term memory (LSTM)
and LSTM sequence-to-sequence architectures (also known as encode-decoder) for building energy
load forecasting. LSTM based architecture is also studied by Kong et al. in two papers [11,12].
Although the LSTM architectures studied in all three papers consist of only two stacked LSTM layers,
the recurrent neural networks (RNN) such as LSTM are deep models due to the recursive call made
at every time step. Amarasinghe et al. [13] present study on a convolutional neural networks (CNN)
model for building load forecasting. The model consist of three CNN layers and two fully connected
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layers. Yan et al. [14] propose a CNN-LSTM network consisting of two CNN layers and a single
LSTM layer. The model is evaluated in five different building data sets. Mocanu et al. [15] study the
performance of conditional restricted Boltzmann machine (CRBM) and factored conditional restricted
Boltzmann machine (FCRBM) neural network architectures in short-term load forecasting.

A very deep ANN architecture for energy load forecasting is presented by Chen et al. [16].
The authors adopt residual connections [17], a successful approach for building deep CNNs for image
processing, and form a 60 layer deep network for energy load forecasting. The proposed ResNet
borrows some ideas from RNN type network since it contains connections from previous hour forecast
to next hour forecasts, but the connection is not an actual feedback since there are no parameter
sharing among different hour forecasters. The proposed ResNet combined with an ensemble approach
achieves state of the art results in three public energy forecasting benchmarks. Although none of these
data sets focuses on individual building loads, the proposed work is general energy load forecasting
model and thus good state-of-the-art benchmark also for building level forecasting tasks.

The aforementioned deep learning models have been evaluated using data sets with large amount
of relatively static training data, which allows the models to avoid overfitting and outperform shallower
models. However, in many situations (e.g., with new buildings or locations with extreme weather
conditions) it is useful to be able to avoid overfitting also in situations with limited amount of training
data. Moreover, a big limitation of the machine learning methods in general is that they assume that
the data distribution does not change. This assumption can cause problems when machine learning
methods such as neural networks or SVR are used for modelling real-life systems that change over
time. In the context of buildings these changes in the data distribution can be caused, for example,
by changes in the people (e.g., habits of people change over time or new people move in) or in the
building infrastructure (e.g., new appliances, or configuration of existing systems such as HVAC
change). A good example on how the data distributions can change dramatically is demonstrated by
the Covid-19 pandemic, which has reduced usage rate of office building dramatically and therefore
affected to energy consumption of these buildings.

We propose a novel hierarchical neural network architecture for short-term load forecasting
that has been designed to address the abovementioned limitations of state-of-the-art load forecasting
models. The architecture, called Stacked Booster Network (SBN), tries to achieve the good properties of
deep models while still avoiding overfitting in small sample size situations. The core idea is to reduce
the model parameter space with following principles: (1) sparse interactions, (2) parameter sharing,
and (3) equivariant representations. Another key idea of the architecture is a novel boosting technique,
which makes it possible to transform the original multivariate time series problem into univariate
one. This further reduces the model parameters while keeping the network capacity high enough.
Additionally, the proposed boosting technique enables the model to correct systematic mistakes by
utilizing residual information on historical forecasts. With these ideas we can build a deep learning
framework for short-term load forecasting with following properties:

• Minimal number of parameters leading to robust training even with small amount of training data
• Sufficiently large number of layers leading to enough presentation power for modelling real

phenomenon of the modelled load
• Boosting technique that allows the model to adapt to changing data distributions, which are

typical in real-life data

The paper is organized as follows. In Section 2, a general network architecture of the SBN is
presented. Section 3 introduces the case studies and presents the evaluation where the SBN is compared
to the state-of-the-art ResNet model [16]. Section 4 concludes the presentation and presents directions
for future work.
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2. SBN Architecture

The SBN is a general neural network architecture style, which can be instantiated in different
ways. This section presents the general SBN architecture style and its main ideas and design principles.
A concrete instance of the SBN for a particular case study with associated implementation details is
presented in Section 3.3.

General model architecture is described in Figure 1. The architecture is composed of forecasting
submodels at four levels:

• Instant forecaster

• Hourly boosting forecaster

• Daily boosting forecaster

• Weekly boosting forecaster

The architecture and configuration of the Instant forecaster depends on the energy system to be
modelled. Typically, it takes as input a multivariate time series consisting of some combination of
weather, temporal and energy features. A key idea in the SBN architecture, is that the Instant forecaster

is the only part of the model that needs to manipulate the multivariate timeseries. The boosting
forecasters are more general and designed to be stacked over previous forecaster in a way that the next
forecaster boosts the previous. To this end, each booster gets a timeseries of past residuals as input and
forecast the error made by the previous layer of models.

The architecture of the whole boosting system is shown in Figure 1 while the architecture of an
individual booster is shown Figure 2. Architecture of the Instant forecaster is shown in Figure 3.

The next three subsections cover each of the forecasters with more details with their limitations.
Then, we present a more detailed demonstration on how the SBN works with illustrative figures.
Final subsection covers some general implementation notes of the SBN.

Figure 1. SBN architecture.
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Figure 2. Architecture of a single boosting forecasters. Each boosting forecaster has the same general
architecture. Base learner in the figure is previous booster or the instant forecaster in case of the first
booster. In the figure, value N is the amount of previous errors used in forecasting future error and
value k is the amount of time steps to be forecasted.

Figure 3. Architecture of the Instant forecaster.

2.1. Instant Forecaster

The purpose of the Instant forecaster is to forecast energy consumption based on independent
variables that are assumed to be fully observable without any information on past energy consumptions.
In our case study, described with details in Section 3, the only independent time series are temperature,
hour of the day, and day of the week. Here also temperature can be considered fully observable by
replacing future temperature values by their forecasts. These independent variables are first feed with
dimensionality reduction submodels to reduce time dimension of these univariate time series to one.
Considering our case study, hour of the day and day of the week are deterministic time series and do
not therefore require dimensionality reduction submodel.

It should be noted that we make a reasonable assumption that different temperature profiles
behave exactly same way at every weekday and every hour. Therefore, with this assumption reducing
temperature sequence dimension to one before merging to other inputs does not lose any usable
information. If some other information sources would be used, it is crucial to analyse whether the
approach loses information and whether extra complexity needs to be addressed in the submodel.
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2.2. Weekly Boosting Forecaster

Energy time series have typically periodical loads that occur same time on specific days of the
week. If the loads would be always at the same level at the same time, the Instant forecaster would
estimate them perfectly. However, it is quite typical that the timing and volume of these loads varies
over time. This is the phenomena that the Weekly boosting forecaster should compensate. Consider,
for example, a load occurring at some specific weekday rapidly increases by fixed amount. Then the
Weekly boosting forecaster gets time series having this constant value as an input, and forecasts this
constant value for the future errors. Therefore, in this case, the Weekly boosting forecaster is capable for
estimating this dynamic change perfectly after short reaction time.

2.3. Daily Boosting Forecaster

The Daily boosting forecaster works exactly same way as the Weekly boosting forecaster but it focuses
on changes on loads that occurs daily basis rather than weekly. Consider, for example that daily
occurring load rapidly increases by fixed amount. The Weekly boosting forecaster would need weeks of
data to be able to estimate and correct it. Therefore, it remains uncorrected at the beginning. The role
of the Daily boosting forecaster is address this delay.

2.4. Hourly Boosting Forecaster

Some energy time series have periodic fluctuations in the energy consumption that cannot be
explained purely by the input data. This can be explained by phenomena where some devices may
be turned on and off periodically and this periodicity can be changing by some unknown conditions.
Therefore, this phenomena can be seen as error signal of the Instant forecaster. Moreover, if the
periodicity is not divisible by 24 h, the Weekly boosting forecaster and the Daily boosting forecaster cannot
compensate it. This is the phenomena that the Hourly boosting forecaster should compensate. Another
more minor phenomena that hourly boosting forecaster should compensate is a situation where a
constantly occurring load changes somehow. In this case weekly and daily boosting forecasters react
with days delays but the Hourly boosting forecaster can react and estimate the errors more rapidly.

2.5. Demonstration of Operation

This section demonstrates the SBN network operation with figures. To simplify demonstration,
the Hourly boosting forecaster is omitted. In this demonstration, the Weekly Booster forecaster uses three
weeks of data and the Daily booster forecaster uses seven days of data.

In this setup, we consider forecasting some fixed hour on Day 1 on Week 4. First, we run the
Instant forecaster for all the historical values (Figure 4). Then, we calculate the errors for these historical
values using the real historical knowledge of energy consumption (Figure 5). Next step is to use the
Weekly boosting forecaster to forecast error of Week 3 for each day by using errors of Instant forecaster

on Weeks 1 and 2 (Figure 6). We correct errors of the Instant forecaster for Week 3 by estimated errors
of the Weekly booster forecasters for Week 3. This way we get seven weekly boosted errors for Week 3.
By using these values we forecast the error of our final forecasted time on Day 1 on Week 4.

Now, we are ready for forecasting energy consumption for our target time on Day 1 on Week
4. This step is demonstrated in Figure 7. Here we first run the Instant forecaster on the target day.
Then we subtract the estimated weekly boosted error from this instant forecast. Finally, we subtract
daily boosted forecast error from the weekly boosted forecast to get the final forecast.

From this illustration, one should note that the Weekly boosting forecaster uses two data points for
forecasting the third and the Daily boosting forecaster uses seven data points for forecasting the eight.
In more general, the last boosting forecaster uses the whole input length for making forecast while the
previous boosting forecasters must use one data point less.
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Figure 4. Step 1: Run historical values for given window through the Instant forecaster.

Figure 5. Step 2: Calculate errors of the Instant forecasters for historical data.
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Figure 6. Step 3: Run historical values through the Weekly boosting forecaster and the Daily

boosting forecaster.

Figure 7. Make the final forecast using the Instant forecaster and compensate the forecast with the Weekly

boosting forecaster and the Daily boosting forecaster.

2.6. Implementation Notes

It should be noted that stacking of the Hourly boosting forecaster, the Daily boosting forecaster and
the Weekly boosting forecaster can be done in any order. Moreover, some of the forecasters may not be
needed at all. In fact, higher time resolution boosting forecaster can correct exactly the same issues than
the lower time resolution forecaster when the time window it gets as input is big enough. However,
due to fact that some energy load occurs typically in daily and weekly basis, these energy loads
are more easily estimated and compensated by the Daily boosting forecaster and the Weekly boosting

forecaster. We have not experimented different ordering of the boosters and our experiments presented
in Section 3 uses only one fixed stacking order. This order is weekly booster, daily booster and lastly
hourly booster.

A nice feature of the architecture is that it splits the big problem into small problems that can
be optimized separately when stacking the forecasters. First, the network performing the Instant

forecaster should be implemented and optimized. This network architecture can be optimized without
the boosting forecasters. Then, the first boosting forecaster is implemented and stacked on top of the
Instant forecaster. The network architecture of this boosting forecaster can now be optimized separately.
Similarly all the network architectures of the other booster forecasters can be optimized one by one. It is
still an open issue whether this iterative approach will provide an optimal total network architecture.
However, it seems to offer a reasonable good architecture with an easy design flow.
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3. Case Study

The SBN architecture is applied for forecasting thermal energy consumption of a Finnish office
building located in Espoo. The building is a typical office building constructed in 1960s and having
four floors.

The main problem is to forecast hourly thermal energy consumption of the building for 24 h in
advance. In addition to this main problem, we evaluate the performance in 48 h and 96 h forecasts
also. Moreover, the effect of the training data size is evaluated by altering the training data size
from 6 months to 6 years. The target metric is Normalized Root Mean Square Error (NRMSE) that is
calculated using formula

NRMSE = MSE/(max−min),

where MSE is standard mean square error and maximum and minimum values are calculated over
evaluation period.

Available data are the past hourly energy consumption and temperature measurements.
Temperature measurements are measured from a weather station being a few kilometres away from
the building. For the future timestamps, temperature forecasts are not used in this experiment but real
temperature readings from the future timestamps.

3.1. Data Set

Thermal energy data set contains hourly energy measurements and hourly temperature
measurements from 1.2.2012 to 31.12.2018. The data set is visualized in Figure 8 with an example forecast.

Figure 8. The whole data set and 24 h forecasts. Here one can see that there are some missing data that
causes direct lines in the figure.

3.2. Methodology

The model architecture was optimized by using years 2012–2016 for training and year 2017 for the
validation using manual architecture search. When reasonable model architecture was found, the final
performance metric was run from year 2018. All the runs that was executed for year 2018 are presented
in this paper. After running the metrics for year 2018 no modifications to model parameters was made.

3.3. Model

3.3.1. Instant Forecaster

The Instant forecaster has three inputs:

1. Twelve consecutive hours temperature readings before each forecast hour are used.
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2. Dummy encoded vector of length 2 determining whether the day is Saturday, Sunday or
regular weekday.

3. Predicted hour. Hour is encoded onto unit circle to get continuous variable. Hour is therefore two
length vector.

It should be noted that there are many instances of the Instant forecaster submodel, and all the
instances share the same parameters. Twelve temperature values are first fed through dimensionality
reduction submodel that reduces the temperature dimension to one and then all the inputs are
processed by two layer densely connected network to get simple forecasts where the hidden layer
contains 32 units with dropout regularization.

3.3.2. Boosting Forecasters

The problem shall be solved by stacking all the three boosting forecasters in the following order:
weekly, daily, hourly. For simplicity all the boosting forecasters shall use the same structure having
two fully connected layers where the hidden layer contains 32 units with dropout regularization.
The Weekly boosting forecaster contains three weeks of data (i.e., two weeks as input and one week to
be forecasted). Therefore, we have values N = 2 and k = 1 in Figure 2. The Daily boosting forecaster

contains seven days of data indicating values N = 7 and k = 1 for 24 h forecast in Figure 2. Finally,
the Hourly boosting forecaster contains 24 h data, indicating values N = 24 and k = 24 for 24 h forecast.
It should be noted that there are multiple instances of each boosting forecaster submodels and the
submodels share the same weights. However, for different booster levels, submodel weights are
naturally different.

Some statistics of network architectures for each of the used booster setups is shown in Table 1.

Table 1. Architectures of different booster combinations.

Method Num Layers Num Parameters

Instant forecaster 3 238

Daily booster 5 527

Weekly booster 5 399

Weekly and daily boosters 7 624

Weekly, daily
and hourly boosters

9 1457

3.4. Training Details

The proposed architecture offers multiple different ways of training the network:

• Train the whole network at once using the final prediction value only in loss function
• Train the whole network at once using all the forecasters outputs in loss function but possible

with different weights.
• Train first the first prediction submodel and freeze it. Then, train add one boosting forecasters

one by one freezing all the earlier forecasters.
• Train iteratively as in previous bullet but do not freeze the earlier forecasters.

We have evaluated all the approaches. The second and the fourth provided roughly equal good
results in terms of NRMSE. However, the second one is naturally faster since it needs only one training
round. It seems that providing some weights to earlier forecaster loss functions fights well against
overfitting and it can be considered as a kind of regularization technique. This technique can also be
considered as a kind of a short-cut connection used in ResNets [16,17].
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It seems that the training is not very sensitive to the weight given to the Instant forecaster and the
earlier boosting forecasters. In our case study, we used weight 0.1 for the Instant forecaster and earlier
boosters and weight 0.9 for the final booster.

We used Adam optimizer [18] in training the network. Besides of learning rate decay of the
built-in Adam optimizer, we used an additional exponential learning rate decay. The learning rate
decay is dependent of training data size such that for 5 year training data learning rate is reduced by
2% after each epoch. For other training data sizes the decay is altered such that the total decay is same
per batch. Initial learning rate is set to 0.0025. Batch size was 256 in our experiments.

Due to learning rate decay and other regularization techniques, early stopping is not needed and
the model can be trained with fixed number of epochs.

The network was implemented with Keras library ([19]) using Tensorflow backend ([20]).

3.5. Forecast Analysis

This section provides some views of the target data sets and forecasts. First, the whole data set is
shown in Figure 8 with an example forecast.

Figure 9 shows the forecasts for our evaluation year 2018. To get better understanding of the
forecast and the actual energy consumption, one zoomed snapshot is shown in Figure 10.

For an ideal forecaster the difference between the actual energy consumption and the forecast is a
pure white noise. This difference is shown in Figures 11 and 12. From the closer view one can see that
the error is correlated but not very much.

Figure 9. 24 h forecasts of the test year 2018.

Figure 10. 24 h forecasts of a part of the test year 2018.
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Figure 11. Difference of real energy consumption and 24 h forecasted one in the test year 2018.

Figure 12. Difference of real energy consumption and 24 h forecasted one in a part of year 2018.

3.6. Performance Comparison

Performance comparisons of the usage of the different booster setups are presented in Tables 2 and 3,
Figures 13 and 14. First, Table 2 and Figure 13 compare the setups by altering the training data size.
Here one should note that the basic Instant forecaster is the most sensitive to the training data size. When
the training data size is only 6 months, and there are no training data available from all temperature
conditions, the performance of the Instant forecaster decreases a lot. Nevertheless, boosting forecasts
are still able to correct these errors to some extent. Moreover, when the training data size increases to
6 years, aging of the data (the building energy consumption has changed over the years so that it does
not reflect the situation captured by the older data) starts to decrease the performance of the Instant

forecaster. Again the boosting forecasters can compensate these errors to some extent. From Table 3 and
Figure 14 one should note that usage of the Hourly boosting forecaster gets useless when the forecasting
period increases since the old hourly energy consumptions do not provide any correlation to future
data of different hours. It eventually decreases performance due to overfitting.

93



Energies 2020, 13, 2370

Table 2. Boosters NRMSE values in percentages in 24 h forecast.

Method/Training Data Size 6 Months 1 Year 6 Years

Instant forecaster 6.28 3.64 4.46

Daily booster 4.27 2.46 2.49

Weekly booster 5.43 2.62 2.79

Weekly and daily boosters 4.07 2.37 2.42

Weekly, daily
and hourly boosters

5.83 2.34 2.35

Figure 13. NRMSE values of different booster setups in percentages in 24 h forecast.

Table 3. Boosters NRMSE values in percentages.

Method 24 h Forecast 48 h Forecast 96 h Forecast

Instant forecaster 3.64 3.64 3.64

Daily booster 2.46 2.62 2.64

Weekly booster 2.62 2.62 2.62

Weekly and daily boosters 2.37 2.51 2.57

Weekly, daily
and hourly boosters

2.34 2.51 2.66

Figure 14. NRMSE values of different booster setups for different forecast lengths.
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Performance Comparison to the State-of-Art

We used Residual network approach [16] as a presentation of state-of-the-art since it has
implementation available (https://github.com/yalickj/load-forecasting-resnet) and it has done good
job in public data sets. Let us call this solution simply ResNet. However, the comparison is not
completely fair due to following reasons:

• ResNet does not in fact solve the same problem we have stated. The model is suitable for a little
bit easier problem where one forecasts energy consumption of each of the hours on the next
day given all the energy consumptions of the current day. It utilizes therefore 0–23 more recent
observations that we do not utilise depending on the forecast hour.

• The architecture of the SBN is tuned for this particular data set while ResNet is used in plug and
play style. However, our network architecture is not very sensitive to changes of each submodel
architecture.

The target metrics for comparison is shown in Table 4 and in Figure 15. ResNet solutions seems to
perform quite well for plug and play solution when there are a lot of training data available. However,
when reducing the amount of training data, it starts to overfit and performance decreases dramatically.
However, our SBN solution behaves very well on even a relative small training data size.

Table 4. Performance comparison between the SBN and the ResNet. Values are in percentages.

Training Data ResNet ([16]) NRMSE SBN (Ours) NRMSE

6 years 2.57 2.35

5 years 2.75 2.37

4 years 3.11 2.34

3 years 3.51 2.40

2 years 3.95 2.29

1 years 13.40 2.34

6 months 41.91 5.83

Figure 15. NRMSE values of the ResNet ([16]) NRMSE and the SBN(ours) in different training
data lengths.

4. Conclusions and the Future Work

This paper presented a novel neural network architecture style, called SBN, for short-term
energy load forecasting. The SBN aims to achieve the representation capacity of deep learning while
at the same time (1) reduce overfitting and (2) provide the capability to adapt to changing data
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distributions caused by changes in the modelled energy system. This is achieved with following
key ideas, which have driven the design of the SBN: (1) sparse interactions, (2) parameter sharing,
(3) equivariant representations, and (4) feedback of residuals from past forecasts. In practice, the SBN
architecture consists of a base learner and multiple boosting systems that are modelled as a single deep
neural network.

A specific instance of the SBN was implemented on top of Keras and Tersorflow 1.14 to evaluate
the architecture style in practice. The evaluation was performed with data from an office building
in Finland and the evaluation consisted of following short-term load forecasting tasks: 96 h, 48 h,
and 24 h forecasts with 6 years of training data, and 24 h forecast with 1 year and 6 months of training
data to evaluate the data-efficiency of the model. As part of the evaluation, the SBN was compared
to a state-of-the-art deep learning network [16], which it outperformed in all of the above mentioned
forecasting tasks. In particular, the SBN provided significantly better results in terms of data-efficiency.

The SBN is general in the sense that it can be used for other similar time series forecasting
domains. As a future work we will apply it to different type of energy forecasting problems and
data sets. Moreover, approaches to make the SBN even more data-efficient will be investigated.
An interesting idea to this end is related to the model pre-training with transfer learning. As is
described in the paper, the SBN is composed of Instant forecaster and different boosters. Boosters solve
very general univariate time series forecasting problem while Instant forecaster makes the data set
specific prediction. Therefore, it could be possible to pre-train the boosters with totally different energy
data sets and only train the Instant forecaster with the target data set. Since the booster would not need
to be trained, this would make the SBN even more data-efficient with respect to training data from the
specific building or energy system.
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Abstract: This article focuses on addressing the data aggregation faults caused by the Phasor
Measuring Unit (PMU) by installing Wireless Sensor Networks (WSN) in the grid. All data that is
monitored by PMU should be sent to the base station for further action. But the data that is sent
from PMU does not reach the main server properly in many situations. To avoid this situation,
a sensor-based technology has been introduced in the proposed method for sensing the values that are
monitored by PMU. Also, the basic parameters that are necessary for determining optimal solutions
like energy consumption, distance and cost have been calculated for wireless sensors, whereas,
for PMU optimal placements with cost analysis have been restrained. For analyzing and improving
the accuracy of the proposed method, an effective Binary Logistic Regression (BLR) algorithm has
been integrated with an objective function. The sensor will report all measured PMU values to an
Online Monitoring System (OMS). To examine the effectiveness of the proposed method, the examined
values are visualized in MATLAB and results prove that the proposed method using BLR is more
effective than existing methods in terms of all parametric values and the much improved results have
been obtained at a rate of 81.2%.

Keywords: smart grids (intelligent networks); phasor machine learning; binary logistic regression;
wireless network; Sensors

1. Introduction

In recent days, the application of Phasor Measuring Units (PMUs) and Wireless Sensor Networks
(WSN) for monitoring electrical grid parameters has been observed as a developing area. For making
the operation of the grid smarter and smoother, a sensing device that observes the functioning of
PMU and intimates it to the Online Monitoring System (OMS) is essential. Therefore, this way of
smart integration paves the way for preventing critical grid situations such as excessive loss of power
consumption. Even though the global positioning system (GPS) receiver is present, it can only track the
position of PMUs. In addition, all the measurements which are provided by the PMU will be transferred
to the satellite and then to the control center. While transferring the parametric data, the occurrence of
a fault may be present, and there is no way to detect faults such as wrong measurement data with
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noise. Moreover, the errors in measurement can only be controlled after detecting the type of problem
that persists in PMU. This requires the help of a large amount of manpower, and immediate remedial
actions cannot be taken. As a result, there might be a huge loss of energy where more blackouts can
occur within a short period of time.

Therefore, the communicating PMU device requires a wireless device for supervision which will
be able to detect the faults quickly and report them to the control center. In a modern trend, the wireless
sensors which can sense the fault data in PMUs with less energy consumption can be integrated with
PMUs for better control operations. The block diagram of the proposed method is indicated in Figure 1.

 

 

 

Figure 1. Incorporation of sensors with Phasor Measuring Units (PMU) for fault detection.

1.1. Motivation of Proposed Work

The primary motivation for deliberating this research work is to monitor the level of voltage,
the status of PMU in the grid and to overcome the blackouts that occur in case of PMU failure within a
short period. Therefore, the communicating PMU device requires an intelligent wireless device for
controlling it. The installed group of sensors will be able to detect the faults quickly and reports it
to the control center. The wireless sensors which can sense the fault data in PMUs with less energy
consumption can be integrated with PMUs for better control operations.

1.2. Short Review on Existing Literature

There are numerous gaps that exist in the prevailing literature [1–12] when PMUs are connected
in grid. In the following literature, all of the authors have installed PMU for monitoring the grid but
fail to detect any of the important parameters. In many cases, the existing literature lacks discussion on
the installation of sensors in the grid for making it smart, although the importance of placing sensors
in the grid has been analyzed by several researchers where the framework consists of placement of
PMUs at suitable locations for achieving full observability [1].

1.3. Research Gap and Motivation

All the existing literature has not provided any discussion related to the implementation of an
additional communication device for monitoring the status of PMU, which includes parameters like
energy consumption, voltage, and angle measurements. Also, no researchers have examined the
detection of data faults in PMU, which provides necessary voltage values for operating the electric
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grids. Therefore, to overcome the drawbacks mentioned above, a sensor device has been integrated
with all optimal PMUs that are installed in the grid. The sensor builds the gap (Table 1) by monitoring
and reporting the status and fault information of PMU to the receiver (OMS). This will make the work
station take remedial actions for preventing driving under emergencies, thus making the grid smart.

Table 1. Significant contributions associated with the proposed method.

Reference Optimization Method
Monitored Parameters

For PMU For Sensors

[1]
Frequency Distribution
Recorder (FDR) using

optical sensors

PMU placements and
cost of installation

-

[3]
Binary Coded Genetic

Algorithm
Observability and cost of

installation
-

[6]
Virtualized PMU

approach
-

Energy consumption and
cost of installation

Proposed
Improved Binary

Logistic Regression
(BLR)

PMU placements,
observability and cost of

installation

Energy consumption,
distance covered and

cost of installation

1.4. Outline of Article

The remaining sections of the article is organized as follows: Section 2 describes a brief literature
review where the fundamentals of the proposed work is designed. Section 3 formulates the proposed
model on PMU with sensors. Section 4 integrates the optimization algorithm with proposed
formulations. Section 5 validates the efficiency and parametric values of the projected method
and finally, Section 6 concludes the research discussion with discussion on future revisions to be made.

2. Literature Survey

The importance of placing sensors in the grid has been analyzed by several researchers where
the framework consists of placement of PMUs at suitable locations for achieving full observability [1].
Since there is a usage of traditional transformers across different areas around the world, a sensor
must be needed for acquiring signals at the destination. Also, the control mechanisms in PMU are
possible only when an accurate sensor is installed on the grid [1]. However, the major drawback in [1]
is that only the placement locations of PMU are calculated where there is a possibility to replace the
traditional transformer. Still, the same operation of the transformer has been performed in a digitalized
way. Now, from the digital outcomes, which are indicated in [1], a challenging task on testing the bad
data has been performed [2]. In this testing, the variation of data error is also detected and controlled
by using a Kalman filter. The procedure starts by analyzing the previous state of PMU, which is under
observation and compares it with the currently updated value where the PMU remains in a fully
observable state. Even though this method produces less data error, it can only be applicable if there is
any change in the voltage magnitude [2], and the sensor development procedure is not integrated into
the place where voltage change occurs.

An optimal approach for wide-area systems has been developed [3] at a later phase for analyzing
the impact of communication infrastructure that is integrated with PMU. In this case, the importance
of communication infrastructure in the grid has been well-defined by using a genetic algorithm.
This method uses a high number of sensor nodes where the cost of sensor placement will be much
higher than traditional methods [3]. The method described in [3] for achieving complete observability
is not possible in all situations because, in real-time, a mesh network cannot be formed under different
situations. This limitation has been solved by using a phase-detection model [4] where the data attack
procedure is evaluated using the Global Positioning System (GPS). Here, the clock precision error is
also calculated, and the potential risk of placing the PMU data using time synchronization standard
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is observed [4]. But, even though the method provides a solution to data attack methods, a detailed
procedure of sensor integration with important parametric analysis like less energy consumption of
nodes, proper data aggregation has not been described [4]. If the data is aggregated correctly, then there
is no need to detect the phase of PMUs.

An image acquisition-based sensor visionary system has been developed [5] for real-time
monitoring of grids. In this method, a line detection method has been developed where the
three-dimensional image of the damaged line in a particular area will be identified. Therefore,
once the image arrives at the receiver, the appropriate necessary actions will be taken. This method
involves a high cost of computation, and there is a discussion-based in smart meter investigation [5].
Still, the sensors are not integrated with the PMU-based rectification system. Also, the power failures
can be easily identified by the developed method [5], where a cloud storage system has been built.
However, these methods will require manpower, and there is no proficiency in automatic rescue
operation [5] if large scale systems are integrated. For solving the drawback mentioned above, a virtual
method of PMU analysis has been carried out [6]. In this method, traffic will be generated where each
region will be divided into different zones. A latency test with a communication overlay has been
designed for locally generated data. Also, an online monitoring system using Google application
engines has been integrated for data aggregation. However, in the outcome analysis, the only percent
of power-saving with bandwidth has been discussed, and there is no clear information whether the
distance covered by the communication device in the zonal areas are higher or lesser [6].

The method mentioned above [6] has been simplified using software-defined networks [7] for
making the communication much easier through the channel. Since the demand for electricity increases
day-by-day, the requirement for monitoring the individual grid using network software has also been
increased. If the software-defined networks are used then, the automatic control process can be easily
completed [7]. This paves the way for creating sensor-based technological solutions in analyzing
the network grid. However, there is no practical information regarding control information and
parametric monitoring of PMU when it is placed in different areas of grid networks [7]. The usage of
multiple sensors in the grid paves the way for monitoring different parameters, which even includes
the temperature and humidity of PMU [8]. This has been indicated as a power management unit,
which in turn gives rise to energy harvesting systems. In this method, a battery and automated
power platform have been designed for cost-efficient implementation [8]. It is observed that in this
method, the only microcontroller has been used for effective operation with transmitting and receiving
antennas. The usage of both microcontrollers and multiple sensors will increase cost, and thus the
energy consumption of each node will be much higher [8].

A survey has been showing [9] on the generalization of PMU with reliable models where the
procedure for data uncertainty, fault analysis in the grid has been discussed. The authors describe that
for reliability evaluation methods such as Markov based models can be integrated, but the application
of PMU has been advanced in different areas, and the only solution to overcome the defects in PMU is
by integrating real-time communication equipment, which identifies fault even in remote locations [9].
While designing the sensor technologies for integration with PMU, the standards suggested by IEEE
C37.118 should always be followed [10]. The merging unit for interoperability test has been suggested
where the signal identification and transmission test has been showing, which are kept as per the
standards of IEEE. This is followed while placing the PMUs at desired locations. However, the sensors
can be integrated as per the requirement by considering the optimal placement of PMUs [10].

Further, the sensors should be feasible for integrating with PMUs [11], and the feasibility solutions
have been described by using cloud-based networks. The process has been executed by considering
synchrophasor systems, and a high standard of encryption is also provided for ensuring the safe
process of data transfer [11]. Even though the best security solutions are provided in [11], only the data
security cost has been analyzed without any discussion regarding the implementation cost. Finally,
a discussion on self-healing smart grids has been offered [12] with different emerging techniques where
network communication with middleware solutions has been provided. To date, the aforementioned
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existing methods are the only available approaches for PMU integration with sensor-based networks,
and all the methodologies have been analyzed for building a novel approach.

Objectives

The main objective of this study is to integrate a communicating device (Sensors) for monitoring
the status and to report the fault information to the control center (OMS) that is observed by PMUs.
This new flanged objective will be more efficient for building a smart grid environment by satisfying the
constraints of energy consumption, range, and distance. The implementation design of the proposed
objective which is formulated in Equation (7) is applied to a large-scale transmission system and
small-scale distribution system.

3. Problem Formulation

Since the prime objective of the proposed method is to achieve complete communication
observability in the presence of sensors, it is necessary to calculate the range covered by each
individual sensor. For achieving long-distance communication, the entire area where the PMU is placed
in the grid will be divided separately and will be marked as individual groups (Circles). Therefore, the
maximum range will be achieved, and it can be calculated mathematically using (1).

d(i) = max

n
∑

i=1

ai (1)

where, d(i) represents the distance of the sensor to be maximized; and ai denotes the possible
arrangements of PMU that are placed in the grid.

The above equation indicates that if the distance covered by the sensor is maximized then, the
cost of installation will be automatically reduced, and the energy consumption of the installed nodes
will be minimized as much as possible. All Equations (1)–(6) have been derived from [2,3] in a unique
way where the objective function indicated in (7) has not been stated in any existing literature, which
forms the novelty of the projected methodology. The possible arrangements represent the accurate
connection that is provided by the sensors to the PMUs, which are denoted using (2).

ai = (a1 + a2 + ... + an) = e(i) (2)

where, e(i) represents the exact value of the sensors that are placed near the PMUs.
Since the range covered by sensors in the grid which are located at different regions are in circles,

the exact range can be calculated by combining (1) and (2) as,

er(i) = 0.47× d(i) (3)

where, for precise monitoring each sensor has been divided into separate groups where PMUs are
installed in the grid. There are several areas where the installed sensors have to monitor, and after
monitoring the precise value it will be uploaded to OMS. This is not possible by implementing a single
sensor as the range covered by PMU is much higher. Therefore, sensors are deployed as groups in the
same areas where PMUs are installed. Thus, 0.47 is the exact value which is covered by each sensor
in each sub-region a1, a2 . . . an where the PMUs are placed. Once the range covered by the sensor is
maximized then, the energy consumption should be minimized. This is an important concern in the
case of PMUs because the energy of PMUs is already very high. If the energy of the sensor is also
higher, then it is not logical to place the sensor in different regions.

In addition, these grouped sensors will determine important parameters which include energy
consumption and cost. For example, if the number of PMUs in a particular area is much lesser,
the installed sensor group will also be much lesser, and, even if any additional group is installed
then, it will be switched off for a particular period of time thus resulting in energy saving processes.
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Therefore, energy consumption can be mathematically expressed using (4). In line with the above
concern, if a group of sensors are placed in one region and if any sensor fails in one particular group
then there is no need for replacing the sensor. Instead, the energy supplied to other sensors in the
same group will be increased for equalizing the total supplied energy and the cost of installation will
be saved.

Ti(PMUi, Si) = min

n
∑

i=1

[Vi(PMUi) − ∆di(PMUi)] + [Vi(Si) − ∆di(Si)] (4)

where, Vi denotes the input voltage of both PMU and sensors as per IEEEC37.118 standard; and ∆di

represents the cut off voltage of both PMU and sensors, respectively.
In the proposed work, only the voltage data of PMUs are integrated, so the energy consumption

of both sensors and PMU will be determined based on the values of voltage only. Here, the maximum
voltage (230V) will be converted to 5V inside the power supply module for suitable installation,
and if the value is less, then cut-off voltage will be indicated. If the major parametric inputs such as
distance and energy consumption are given properly, then the data can be aggregated appropriately.
This is a major issue in several situations because the areas are divided into circles where the data
aggregation should happen in sequence order, and it will be examined using an online monitoring
system. Therefore, the data combination from different areas can be given as,

DCi =
n

∑

i=1

OPMU
i × d(i) (5)

where, OPMU
i

represents the total number of observable PMUs.
It can be seen from (5) that once the distance of the sensor is multiplied with the maximum number

of observable PMUs, then the data will be sent from transmitter to receiver in sequence order, and the
same will follow for large-scale systems to reduce the data similarity index. Implementation of (5) will
provide the data clearly (i.e.,) the data of the first area will be obtained, and once the data is stored,
then the data of the next area will be attained. This will reduce the confusion among workers, and they
can easily detect the areas where the problem has occurred. Analyzing the implementation cost of the
proposed method is an important constraint because here, two different communication devices are
combined (PMU and sensors). Therefore, the cost should be minimized as low as possible, and it is
calculated mathematically by using (6).

TCi = min

n
∑

i=1

(CiO
PMU
i ) + (CiN

S
i ) (6)

where, NS
i

denotes the number of sensors installed for observing the features of PMU.
The objective function can be represented using (7) as,

OBi = min

n
∑

i=1

Ti(PMUi, Si), TCi & max

n
∑

i=1

d(i) (7)

The above equation indicates that if the distance covered by the sensor is maximized, then the
cost of installation will be automatically reduced, and the energy consumption of the installed nodes
will be minimized as much as possible. This objective function indicated in (7) has not been stated in
any existing literature, which forms the novelty of the projected methodology.

4. Optimization Algorithm

An optimization algorithm plays a vital role in deciding the performance of the proposed
methodology. Genetic algorithms are incorporated in existing literature [3] for monitoring PMU
because of its natural selection process and ability to determine optimal solutions for subsequent
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iterations. Also, the basic setup using genetic algorithms has been followed [3], where the observability
which is detected by binary values (0 or 1) will be different when genetic algorithms are introduced.
In this process, unobservable PMUs will be automatically fixed thus allowing the algorithm to converge
earlier. Even though the data transmission process is much higher when genetic algorithms are
implemented, the same strategy cannot be followed when sensors are implemented, because sensors
have unique characteristics for identifying erroneous values of PMU. Thus, the location of PMUs and
the occurrence of faults are detected with binary numbers (0 or 1) by integrating a new improved
Binary Logistic Regression (BLR) [13] to improve the performance of communication equipment that
is implemented in the projected method. The major reason for choosing BLR is that it is one type of
machine learning algorithm that exists in recent trends, and the PMU placement is a non-linear problem
where the best solutions to non-linear equations will be provided only by BLR. Also, the integration of
formulations with BLR has been derived from existing literatures [14,15].

For the projected method, accuracy in determining the fault that exists in PMUs through sensors is
an important task; therefore, BLR is a perfect choice where the accuracy rate will be much higher when
compared with other algorithms. The prediction of real value PMU using sensors will be mapped to
binary values using the exponential function, which is given in (8).

b(i) =
1

1 + eTCi
(8)

where, TCi denotes the total cost of communication device which consists of both PMU and sensors.
The equivalent proposition for (8) can be defined using a sigmoid function and is given as,

y(i) =
n

∑

i=1

σi(n) (9)

where, σi(n) represents the matrix equation for all the PMUs in logistic scale.
Therefore, (8) can be modified as,

b(i) =
1

1 +
∑n

i=1 e(CiO
PMU
i

)+(CiN
S
i
)

(10)

The cost function calculation of linear regression is easy to implement, and it is much similar to
logistic regression. But if the cost function of linear terms is integrated, then a non-convex solution
will be obtained where the major objective of minimizing the cost will result in failure. For a good
communication system implementation, the cost function should be minimum, and it can be calculated
using BLR as shown in Figure 2,

Cost(i) =















− log(b(i)) if b = 1

− log(1− b(i)) if b = 0
(11)
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Figure 2. Flow chart of Binary Logistic Regression (BLR).

Equation (11) indicates that, for calculating the cost of all installed PMUs in the grid, both the
binary values will be taken into account; whereas, for the optimum cost of installation (TCi) only
the binary value 1 will be considered. For other communication devices (Sensors), the total cost of
implementation will be calculated separately, and it depends on base cost and the number of sensors
installed. For each parametric calculation, the gradient descent function will be calculated, which is
given in Equation (12).

gi = min

n
∑

i=1

ϕi − τ
∂

∂ϕi
(12)

where, ϕi and ∂ϕi represents the first and second-order derivative of gradient descent function.
In (12), all the parameters to be monitored will be implemented based on their derivative function

values. From (12), the entire parametric convergence rate will be calculated where BLR has converged
at a faster rate when compared to other algorithms. The flow chart of proposed algorithm is shown in
Figure 2.

5. Results and Discussion

In this section, the effect of integrating the proposed formulations with BLR has been elaborated.
It is necessary to analyze the impact of PMU on both transmission and distribution grids. An OMS
will monitor all the updated status of PMU, which is provided by sensors. For better understanding,
the OMS provides the simulation results in MATLAB for a specific time period. Therefore, to check the
efficiency of the projected method, the following case studies are performed.
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Case 1: Effect of energy consumption
Case 2: Maximization of range
Case 3: Minimization of cost

For each of the test cases, the following two test systems are taken under consideration (i.e.,); for
transmission systems, a large-scale IEEE 118 bus [14] has been examined. For the distribution system,
an IEEE 33 node [15] has been tested. All the test systems consist of only voltage measurements which
are obtained from line data for detecting the occurrence of a fault in PMU, and the sensor will report
the faults to the control center.

5.1. Case 1

In this case, the energy consumption of sensors that are integrated with PMU has been analyzed.
It is essential that the communication devices should always provide low energy with enhanced
performance. Particularly, for the case of PMU, it is very important because the energy consumed by
PMU in the grid will be much higher. So, if there is a need for another communication device, then the
energy acquired by the device should be as low as possible. Therefore, in this important case, it is
necessary to minimize the energy consumption of nodes and is calculated using (4). Since voltage
measurements are considered, the sensor will make use of the degenerated voltage measurements for
accurate calculations. The power supply will be converted suitably to 5V for integrating the sensors
with PMU.

The simulation result of the test systems for this case has been projected in Figure 3. It can
be observed that the data transfer rate of PMU and sensor is much higher, which always varies
between 100 to 500 Mbps. Even for much higher data rates, the energy consumption of the sensor
is minimized. For example, in the IEEE 118 bus system (Figure 3a), if the transfer rate is 300 Mbps,
then the corresponding energy consumed by the nodes in the proposed BLR will be 76 mW. In contrast,
for the existing method [3] (GA), it is 89 mW. Similarly, for the IEEE 33 node system (Figure 3b), if the
transfer rate is 400 Mbps, then the energy consumed by the nodes for the proposed system (BLR) will be
27 mW. But, for the same data transfer rate, the energy consumed by GA [3] is 42 mW. This proves that
BLR is much more efficient than existing systems, and it consumes less energy for both transmission
and distribution systems.

(a) (b) 

Figure 3. Energy consumption of test systems: (a) IEEE 118 bus and (b) IEEE 33 node.

5.2. Case 2

In this case, the fundamental parameter, which is the most important for all sensor integrations
in the grid called a range of data measurement, is examined. It is always necessary that the distance
covered by a distinct sensor should always be wider. Already, the communicating PMU device will
provide a wide range of data measurements where the installed sensors should be able to cover the
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wide-ranging distance of PMUs. If this constraint is satisfied, then it is possible to measure all the data
faults that are measured by PMU within a short interval of time.

The sensor should be calibrated in such a way that it should maximize the distance; therefore, in
the proposed method for security protections, the regions covered by PMUs are divided into different
zones (Circles). Therefore, accurate distant sensors can be placed for measuring the data of PMUs, and
it will be updated in the OMS. Figure 4 shows the distance covered by sensors in both transmission and
distribution test systems. It can be seen from Figure 4 that the distance covered by the proposed BLR is
much higher than the existing GA method [3]. For example, in the IEEE 118 bus system, the number of
PMUs for achieving full observability is 68, and the maximum distance covered by a distinct sensor
in a particular area is around 11.36 km, whereas, for the same test system, the distance covered by
GA is only 6.8 km. Similarly, for the IEEE 33 node, the number of optimal PMUs will be 11, and the
appropriate distance covered by the sensor is 2.1 km. But, with the same number of PMUs, the GA
method covers only 1.5 km per area, which are divided into circles.

 

  

(a) (b) 

Figure 4. Distance covered by sensors for test systems: (a) IEEE 118 bus; and (b) IEEE 33 node.

5.3. Case 3

After achieving maximum distance, the next case study relies on the calculation of the cost of
installed sensors and PMUs from Equation (6). In the proposed method, two communicating devices
are installed; therefore, the cost for both sensors and PMU should be minimized. For each area, the
required maximum number of sensors should be integrated for proper data aggregation. Also, if it is
possible, two additional low-cost sensors can be added in the area because sometimes there might
be a failure in the data detection operation of sensors. If this case persists, the additional sensors can
be switched on immediately. The base cost of PMU and sensor is about 3046200 and 11421.56 INR,
respectively [16,17]. Figure 5 shows the maximum number of sensors necessary for monitoring the
optimal PMUs with the equivalent installation cost.

From Figure 5, it can be realized that, for the proposed BLR implementation in IEEE 118 bus
and IEEE 33 node systems, the maximum number of sensors in a specific area is 15 (Figure 5a) and 9
(Figure 5b), respectively. But for the existing GA [3], the number of sensors in a distinct area for IEEE
118 bus and IEEE 33 node systems is 16 and 11, respectively. Similarly, the equivalent total cost of the
projected method is minimized to 1019870 INR for IEEE 118 bus system (Figure 5c), and for IEEE 33
nodes, the cost of implementation is around 154069 INR (Figure 5d). The total cost of communication
device placement is compared with GA [3] for both IEEE 118 bus and IEEE 33 node systems, which
affords nearly 1147912 INR and 166890 INR, respectively. This comparison statement proves that BLR
is a cost-effective method when compared with other methodologies.
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(a) (b) 

(c) (d) 

Figure 5. Concentrated installation and cost of communication devices for IEEE 118 bus and IEEE 33
node systems.

6. Conclusions

In this article, a new flanged method of detecting the data fault error in PMU by sensors has been
addressed with the minimization of installation cost and energy consumption. Typically, PMU is a
communicating device which measures the voltage magnitude and phase angle of all the corresponding
buses. This is an important measurement relative to the grids because the voltage plays a major role
in the supply of electricity. If there is any failure that is associated with PMUs, then it requires a
large amount of manpower for resolving it. Therefore, an automated measuring device is necessary
for monitoring the PMUs, which is provided by integrating the wireless sensors. Also, the basic
parametric values such as maximum distance with minimization of cost and energy are also fulfilled by
the proposed methodology by integrating BLR with OMS. Further, it is important to test the efficiency
of the proposed method; therefore, the proposed arrangement has been applied for both transmission
(IEEE 118 bus) and distribution systems (IEEE 33 node), and the results prove to be more effective
when compared with the GA method.

Directions for Future Work

The proposed work on PMU with sensors can be extended to large-scale and practical real-time
systems for observing the complete outcome of grids. Even the extension work on large-scale systems
should be introduced for monitoring wide areas. The main challenge for incorporating this future
work resides on placing the group of sensors and dividing them appropriately at areas where PMUs
are going to be installed.

Author Contributions: Conceptualization, and methodology, H.M.; software, Y.T.; validation, R.K.; formal
analysis, S.N.; investigation, H.R.B.; data curation, I.K.; writing—original draft preparation, H.M.; writing—review
and editing, Y.T.; visualization, R.K. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

109



Energies 2020, 13, 3974

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Yao, W.; Wells, D.; King, D.; Herron, A.; King, T.; Liu, Y. Utilization of optical sensors for phasor measurement
units. Electr. Power Syst. Res. 2018, 156, 12–14. [CrossRef]

2. Paudel, S.; Smith, P.; Zseby, T. Stealthy attacks on smart grid PMU state estimation. ACM Int. Conf. Proceeding

Ser. 2018, 2018, 1–10.
3. Bashian, A.; Assili, M.; Anvari-Moghaddam, A.; Catalão, J.P.S. Optimal design of a wide area measurement

system using hybrid wireless sensors and phasor measurement units. Electronics 2019, 8, 1085. [CrossRef]
4. Akkaya, I.; Lee, E.A.; Derler, P. Model-based evaluation of GPS spoofing attacks on power grid sensors.

In Proceedings of the 2013 Workshop on Modeling and Simulation of Cyber-Physical Energy Systems
(MSCPES), Berkeley, CA, USA, 20–20 May 2013.

5. Subair, S.; Sanjeev, J.; Durga, M.S. Application of Phasor Measurement Units and Internet of Things for Real
Time Monitoring of Smart Grid Using 3d Imagery. IOSR J. Eng. 2018, 2018, 84–87.

6. Meloni, A.; Pegoraro, P.A.; Atzori, L.; Sulis, S. An IoT architecture for wide area measurement systems:
A virtualized PMU based approach. In Proceedings of the 2016 IEEE International Energy Conference
(ENERGYCON), Leuven, Belgium, 4–8 April 2016.

7. Rehmani, M.H.; Davy, A.; Jennings, B.; Assi, C. Software Defined Networks-Based Smart Grid Communication:
A Comprehensive Survey. IEEE Commun. Surv. Tutor. 2019, 21, 2637–2670. [CrossRef]

8. Bellier, P.; Laurent, P.; Stoukatch, S.; Dupont, F.; Joris, L.; Kraft, M. Autonomous micro-platform for
multisensors with an advanced power management unit (PMU). J. Sens. Sens. Syst. 2018, 7, 299–308.
[CrossRef]

9. Mohanta, D.K.; Murthy, C.; Sinha Roy, D. A Brief Review of Phasor Measurement Units as Sensors for Smart
Grid. Electr. Power Components Syst. 2016, 44, 411–425. [CrossRef]

10. Song, E.Y.; Fitzpatrick, G.J.; Lee, K.B. Smart Sensors and Standard-Based Interoperability in Smart Grids.
IEEE Sens. J. 2017, 17, 7723–7730. [CrossRef] [PubMed]

11. Coppolino, L.; D’Antonio, S.; Mazzeo, G.; Romano, L.; Sgaglione, L. An Approach for Securing Cloud-Based
Wide Area Monitoring of Smart Grid Systems. Lect. Notes Data Eng. Commun. Technol. 2019, 22, 952–959.

12. Xu, G.X.; Wu, Q.; Daneshmand, M.; Liu, Y.; Wang, M. A data privacy protective mechanism for WBAN. Wirel.

Commun. Mob. Comput. 2015, 14, 421–430.
13. Liu, L. Research on logistic regression algorithm of breast cancer diagnose data by machine learning.

In Proceedings of the 2018 International Conference on Robots & Intelligent System (ICRIS), Changsha,
China, 26–27 May 2018; pp. 157–160.

14. Pasqualetti, F.; Dorfler, F.; Bullo, F. Cyber-physical security via geometric control: Distributed monitoring
and malicious attacks. Proc. IEEE Conf. Decis. Control 2012, 3418–3425.

15. Bahramipanah, M.; Cherkaoui, R.; Paolone, M. Decentralized voltage control of clustered active distribution
network by means of energy storage systems. Electr. Power Syst. Res. 2016, 136, 370–382. [CrossRef]

16. Young, M.; Silverstein, A. Factors Affecting PMU Installation Costs. In U.S. Department of Energy Office of

Electricity Delivery and Energy Reliability (DOE-OE); U.S Department of Energy: Washington, DC, USA, 2014;
p. 12.

17. Lai, C.S.; McCulloch, M.D. Levelized cost of electricity for solar photovoltaic and electrical energy storage.
Appl. Energy 2017, 190, 191–203. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

110



energies

Article

A Novel Intrusion Mitigation Unit for Interconnected Power
Systems in Frequency Regulation to Enhance Cybersecurity

Faisal R. Badal 1, Zannatun Nayem 2, Subrata K. Sarker 3 , Dristi Datta 3, Shahriar Rahman Fahim 4 ,

S. M. Muyeen 5,* , Md. Rafiqul Islam Sheikh 4 and Sajal K. Das 1

����������
�������

Citation: Badal, F.R.; Nayem, Z.;

Sarker, S.K.; Datta, D.; Rahman

Fahim, S.; Muyeen, S.M.; Islam

Sheikh, M.R.; Das, S.K. A Novel

Intrusion Mitigation Unit for

Interconnected Power Systems in

Frequency Regulation to Enhance

Cybersecurity. Energies 2021, 14, 1401.

https://doi.org/10.3390/en14051401

Academic Editor: Michael Short

Received: 12 January 2021

Accepted: 22 February 2021

Published: 4 March 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Mechatronics Engineering, Rajshahi University of Engineering & Technology, Rajshahi 6204,
Bangladesh; faisalrahman@mte.ruet.ac.bd (F.R.B.); sajal.das@mte.ruet.ac.bd (S.K.D.)

2 Department of Computer Science and Engineering, Rajshahi University of Engineering & Technology,
Rajshahi 6204, Bangladesh; zannatsumaiya.bauet36@gmail.com

3 Department of Electrical and Electronic Engineering, Varendra University, Rajshahi 6204, Bangladesh;
subrata@vu.edu.bd (S.K.S.); dristi@vu.edu.bd (D.D.)

4 Department of Electrical and Electronic Engineering, Rajshahi University of Engineering & Technology,
Rajshahi 6204, Bangladesh; fahim.fact@gmail.com (S.R.F.); mri.sheikh@eee.ruet.ac.bd (M.R.I.S.)

5 School of Electrical Engineering, Computing and Mathematical Sciences, Curtin University, Perth 6845,
Australia

* Correspondence: sm.muyeen@curtin.edu.au

Abstract: Cyberattacks (CAs) on modern interconnected power systems are currently a primary
concern. The development of information and communication technology (ICT) has increased the
possibility of unauthorized access to power system networks for data manipulation. Unauthorized
data manipulation may lead to the partial or complete shutdown of a power network. In this paper,
we propose a novel security unit that mitigates intrusion for an interconnected power system and
compensates for data manipulation to augment cybersecurity. The studied two-area interconnected
power system is first stabilized to alleviate frequency deviation and tie-line power between the
areas by designing a fractional-order proportional integral derivative (FPID) controller. Since the
parameters of the FPID controller can also be influenced by a CA, the proposed security unit,
named the automatic intrusion mitigation unit (AIMU), guarantees control over such changes. The
effectiveness of the AIMU is inspected against a CA, load variations, and unknown noises, and the
results show that the proposed unit guarantees reliable performance in all circumstances.

Keywords: interconnected power system; cybersecurity; FPID controller; automatic intrusion mitiga-
tion unit

1. Introduction

The increasing use of modern devices has increased the energy crisis to meet the energy
demands of the world’s growing population [1–5]. Modern power systems integrated with
information and communication technology (ICT) add flexibility for consumers but more
challenges for stockholders due to their operation and control [6–8]. The reliable operation
of modern power systems depends on many factors, such as accurate system modeling,
control, disturbance-handling capabilities, and so forth [9–12].

Interconnected power systems (INPSs) consist of several subgeneration units or areas
that can operate individually. Each area of an INPS has separate generation units con-
nected by a tie line. The function of this line is to manage the flow of power between the
areas [13–15].

Maintaining the tie-line power at its nominal value is a challenge and requires a
great deal of attention [16–19]. Frequency deviation due to improper matching between
the generation and demand may result in the loss of harmony and a complete blackout.
Frequency deviation and tie-line power mismatch may introduce load damage, a reduction
in production, overheating, and so on [12,20,21].
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Experts have reported several methods to compensate for the frequency deviation of
INPSs [17,22–26]. These methods mitigate deviation against the uncertainty, disturbance,
and nonlinear behavior of the system but not against a cyberattack (CA). The mitigation of
a CA on power systems has brought a new research dimension for researchers. If the CA is
realistic, the malefactors can easily provide false data through the communication link to
the power system control station. The injection of false data may increase the possibility of
unrealistic system performance [27–30].

The rate of CAs on cyberphysical systems (CPSs) has increased significantly over
the last decade. Recent news has attracted the attention of the researchers to develop
strong security for CPSs. The CA on the U.S. gas pipeline and smart grid, as well as on
the Ukraine power system, indicates the frequent and regular occurrence of attacks on
power systems [31–33]. Grid reliability and resiliency were largely affected by this CA.
Unauthorized access, false data injection, data integrity, sensitive data collection, etc., are
some of the objectives of attackers to hamper power systems [34–36].

Although several load frequency controllers (LFCs) are designed to minimize fre-
quency deviation, they may also be largely affected by CAs. The function of LFCs is to
collect data from the frequency sensor and regulate the speed of the generation units. Any
changes in the speed regulator by the governor make the governor’s speed uncontrollable
and produce a large frequency as well as a tie-line power deviation of the INPS. Again, any
changes in the associated control parameters are also responsible for reducing the stability
margin and reliability of the system. Thus, the speed regulator and control variables are
critical parameters that attract the attackers’ attention [37–39].

Conventional control methods can only control the system performance against system
dynamics and different disturbances. The control of a CA is rarely possible with the help
of these control methods. The parameters of the system and the controller are sensitive
data that can easily be modified by attackers. Thus, alone, the controller cannot assure the
stability of the system during a CA, which ensures the requirement of a cybersecurity-based
control algorithm [40].

A CA on the parameters and settings of the system can be mitigated by analyzing
the behavior of the circuit breaker, protection devices, and logics [41]. The detection of
false data injection based on the measurement variation method is proposed in [42]. The
control algorithm detects the presence of a CA by measuring the distances between two
probability distributions. Reference [43] proposes a transformation-based scheme used
to find the modification or injection of false data into the smart grid. The investigation
of a CA is carried out by proper estimation of the measurement variation based on the
Kullback–Leibler distance algorithm. The power system has a quasistatic nature that
reduces the detection capability of this method.

Reference [38] considers a technique to provide false data to the power system and
investigates its impact on production costs and demands. Positively and negatively biased
CAs and their impacts on the power system are discussed in [40]. This work proposes
a switching technique to control a LFC with an integrator controller. Another switching
algorithm is investigated in [44]. The authors of [45] analyzed the frequency deviation of a
single-area power system with a LFC and an automatic generation control (AGC) against
positively and negatively biased CAs. The positively biased CA produced a greater impact
on both the LFC and AGC compared to the negatively biased CA.

The aforementioned research articles provide control structures against CAs for a
single-area power system, although they are unable to protect the operation of the INPS
during a CA. Although the integrator-based AGC confirms the reliable operation for
a single-unit LFC, the use of INPSs can be questionable due to their multiple control
parameters, and these controllers are also sensitive to change in operating conditions.
Therefore, a separate protection unit for INPS must be considered during a CA. Inspired by
the above issues, this work proposes a novel security unit, called the automatic intrusion
mitigation unit (AIMU), to protect INPSs during a CA. The contributions of this article are:
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• The design of a fractional-order PID (FPID) controller to compensate for frequency
deviation and the tie-line power mismatch of an interconnected power system.

• The investigation of the closed-loop interconnected power system’s behavior due
to changes in sensitive parameters such as the speed regulator, biasing factor, and
parameters of the controller.

• The design of a novel security unit for the INPS to mitigate the frequency deviation
and tie-line power discrepancy against the parameter changes of both the system and
controller due to a CA.

This paper is organized as follows. Section 2 models the INPS, and Section 3 discusses
the load frequency controller design. The impacts of a CA, the proposed switching tech-
nique, and the performance of the AIMU are investigated in Sections 4–6. The conclusions
are presented in Section 7.

2. Interconnected Power System Modeling

The control structure of the INPS is constructed by using two control loops; e.g.,
the primary and secondary loops for controlling frequency. The primary loop acts as a
proportional loop that decreases the frequency deviation produced due to load and demand
change, but it is unable to regain zero frequency deviation. The frequency deviation returns
to a nominal value (i.e., zero deviation) by implementing another control loop, known as
the secondary frequency control loop.

Figure 1 presents a model of an INPS that has three main components: a governor, a
turbine, and a mass-load system. The mass-load system produces an impact on the INPS,
the model of which can be represented by [12,14,16,46,47]

Xml(s) =
1

Ms + D
(1)

where M and D are the inertia and damping constant. The governor can be modeled as

Xg(s) =
1

1 + Ygs
(2)
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               Figure 1. Model of an interconnected power system.
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The performance of the governor largely depends on the parameter known as the
speed regulator (R). Any variation of this parameter is responsible for deviating the speed
of the generation unit and increasing the frequency and power deviation. Another element
known as the turbine can be modeled as

Xt(s) =
1

1 + Yts
(3)

For an INPS, two or more areas are connected to each other and deliver power through
the tie line, the model of which can be represented by

∆P12 =
|V1||V2|

X12
sin(φ1 − φ2) (4)

where X12 is the reluctance of the tie line and areas. The load change is usually kept small;
e.g., 2%. Thus, the delivered tie-line power due to the small perturbation of load where
φ = φ0 can be represented by

∆P12 = T(∆ f1 − ∆ f2) (5)

The reference signal and feedback construct the area control error (ACE) that feeds the
error measurement to the controller to minimize the frequency and power deviation. The
model of ACE can be given as

ACE = ∆P12 + B∆ f (6)

where B is a biasing factor that can be represented by

B =
1
R
+ D (7)

In an INPS, there are nine total state variables. There are three state variables for each
area; i.e., ∆ f1, ∆Pg1, ∆Pm1, and ∆ f2, ∆Pg2, and ∆Pm2. There is one state variable for the tie
line; i.e., ∆P12. Finally, there are two state variables for the inputs ∆Pc1 and ∆Pc2. Thus, the
dynamic model of the INPS can be represented by

.
∆ f1 = D1

M1

{

1
D1

∆Pm1 − 1
D1

∆Plc1 − ∆ f1 − 1
D1

∆P12

}

.
∆Pg1 = 1

Yg1

{

∆Pc1 − ∆Pg1 − 1
R1

∆ f1

}

.
∆Pm1 = 1

Yt1

{

∆Pg1 − ∆Pm1
}

.
∆P12 = T{∆ f1 − ∆ f2}.
∆ f2 = D2

M2

{

1
D2

∆Pm2 − 1
D2

∆Plc2 − ∆ f2 +
1

D2
∆P12

}

.
∆Pg2 = 1

Yg2

{

∆Pc2 − ∆Pg2 − 1
R2

∆ f2

}

.
∆Pm2 = 1

Yt2

{

∆Pg2 − ∆Pm2
}

.
∆Pc1 = B1 f1 + ∆P12.
∆Pc2 = B2 f2 − ∆P12
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Thus, the INPS in the form of state space can be written as
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Table 1 lists the values of the parameters of the INPS.

Table 1. Description of the interconnected power system (INPS) parameters.

Description Notation Unit Area 1 Area 2

Speed regulator R pu 0.05 0.0625

Biasing factor for frequency B pu/Hz 20.6 16.9

Generator inertia constant M s 10 8

Load-damping factor D - 0.6 0.9

Governor time constant Yg s 0.2 0.3

Turbine time constant Yt s 0.5 0.6

Synchronizing power coefficient T pu - 2

Load change ∆P12 pu 0.2 0

3. Load Frequency Controller Design

In an INPS, the frequency and ACE are two crucial pieces of data that need to be
controlled to increase the level of protection of the power system. Any change in the supply-
to-demand ratio or the speed regulator of the governor is responsible for deviations from
the nominal frequency. A frequency controller is implemented to control these frequency
deviations in the power system with an additional control approach. In this work, we
designed a FPID controller for load frequency control.

The FPID controller is a modified conventional integer-order PID controller based on
the fractional calculus used to design the integral and derivative mode of the FPID con-
troller [48–50]. Thus, the construction of the FPID controller provides two more controlling
parameters that enhance the tuning performance of the FPID controller.

The dynamic model of an integral part of the FPID controller can be written as

T Iω
t f (t) =

1
Ξ(ω)

∫ t

T

f (σ)

(t − σ)1−ω
dσ (8)

Here, Ξ(•) is the function of the FI controller having fractional order σ.
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Similarly, the derivative part of this controller can be defined as

T Dω
t f (t) =

1
Ξ(n − ω)

dn

dnt

∫ t

T
(t − σ)n−ω−1 f (σ)dσ (9)

From the above two equations, the output of the FPID controller can be given as

y(t) = Kpe(t) + KiD
−a
t e(t)dt + KdDb

t e(t)dt (10)

Thus, the FPID controller in the frequency domain can be represented by

CFPID = Kp + KiS
−a + KdSb (11)

where a and b are the power of the I and D of the FPID controller. The FPID controller has
five modes of operation:

(i) The FPID acts as a FPID controller when a is a fractional number and b is a fractional
number;

(ii) The FPID acts as a P controller when a = 0 and b = 0;
(iii) The FPID acts as a PI controller when a = 1 and b = 0;
(iv) The FPID acts as a PD controller when a = 0 and b = 1;
(v) The FPID acts as a PID controller when a = 1 and b = 1.

a and b of the FPID controller enhance the system quality and performance compared
to the PID and PI controllers in the case of a smaller processing time and larger bandwidth,
as well as being suitable for higher-order systems [51–53]. In this work, we selected
a1 = 0.995, b1 = 1.5 and a2 = 2, b2 = 1.5 to design the FPID controller and compared the
results with those of the integer-order PI and PID controllers, considering a = 1, b = 0 and
a = 1, b = 1, respectively.

The high performance of the FPID controller compared to the PI and PID controllers
can be investigated from Figure 2. As presented in Figure 2, the studied open-loop system
indicates a high level of oscillation against a step input and deviates by a large frequency
and tie-line power from the reference, whereas the FPID controller has approximately zero
deviation of frequency and tie-line power from the reference, which is the lowest compared
to the integer-order PI and PID controllers.
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Figure 2. Comparison of frequency deviations and tie-line power for open- and closed-loop systems. (a) Frequency
deviation for Area 1; (b) frequency deviation for Area 2; (c) tie-line power.

4. Effects of a Cyberattack

The design of the LFCs only for the INPS is not enough to guarantee protection against
a CA. This is because the control parameters can also be targeted by attackers. Figure 2
shows that although the system is efficiently controlled by implementing different control
approaches, any change in the controller or system parameters may lead to deviation from
the nominal operation of the system. This work aimed to address the causes of parameter
changes and present a solution to overcome these problems. Misleading information about
the frequency measurement, speed regulator, or controller parameters due to a CA are
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responsible for generating false ACE signals, and the power system may produce or supply
an undesirable amount of power. Thus, system frequency, as well as the power of the
system, will be greatly affected [28].

The adverse effect on the INPS due to a parameter variation was investigated. The
variation of sensitive parameters, such as the speed regulator, the biasing factor of the
system, and Kp, Ki, Kd, a, and b of the FPID, PID, and PI controllers is considered. This
case study is essential to address the need for INPS security and mitigate the effects of the
unwanted changing of the parameters.

4.1. Case Study 1: Variation of the Speed Regulator

The speed regulator (R) is a sensitive parameter. The change of R produces an impact
on the speed of the governor responsible for deviating the system frequency and power.
Figure 3 shows that any small change of R is responsible for deviating the performance of
the INPS and making the system operation unreliable.
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Figure 3. Performance of the interconnected power system against the speed regulator variation without an automatic
intrusion mitigation unit (AIMU).

4.2. Case Study 2: Variation of the Biasing Factor

The biasing factor (B) is another critical parameter that produces an impact on the
construction of the ACE signal. The change of B1 and B2 is responsible for producing
the wrong error signal fed to the controller. Thus, a wrong control signal is produced
by the associated controller and may increase fluctuations in the INPS performance. The
impact due to the change of B is shown in Figure 4. Figure 4 shows a huge change in
the performance of the INPS due to the variable value of B that may cause the system to
become unstable and damage the load.
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Figure 4. Performance of the interconnected power system against the biasing factor variation without an AIMU.

4.3. Case Study 3: Variation of the Controller Parameter

The performance of the INPS largely depends on the efficient design of the controller.
The stable and reliable operation of the whole system and loads is directly related to
the control efficiency and structure. Any change of this control structure will make the
controller unable to produce the required control signals. Table 2 was used to test the
controller performance without an AIMU. Figure 5 presents the variation of the controller
parameters and their impacts on the deviation of area frequency and power. Table 3
presents the impacts of the parameter changes on the power system.

Table 2. Parameter values for Case Study 3.

Data Type Kp1 Kp2 Ki1 Ki2 Kd1 Kd2 a1 a2 b1 b2

FPID1 100 15 150 0.01 5 5 0.995 2 1.5 1.5

FPID2 80 20 130 0.1 7 5 0.1 1 1.5 1.5

FPID3 70 150 80 10 8 4 1.6 0.001 1.5 1.7

PID1 3.5 4 6 2 2 2 - - - -

PID2 5 1 1 4 1 4 - - - -

PID3 1 10 3 2 9 2 - - - -

PI1 0.001 0.0005 0.2 0.01 - - - - - -

PI2 1 0.3 0.2 0.01 - - - - - -

PI3 0.11 0.0005 0.4 0.1 - - - - - -
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Figure 5. Performance of the interconnected power system against the controller parameter variation without an AIMU.

Table 3. Impacts of a cyberattack (CA) on the INPS.

Parameters Increased Value Decreased Value

R
(i) Increased overshoot (OS), (ii)

decreased oscillation, (iii) increased
steady-state error (SSE)

(i) Decreased OS, (ii) increased
oscillation, (iii) decreased SSE

B
(i) Decreased OS, (ii) increased oscillation,

(iii) decreased SSE
(i) Increased OS, (ii) decreased
oscillation, (iii) increased SSE

Kp
(i) Decreased OS, (ii) decreased SSE, (iii)

increased settling time (ST)
(i) Increased OS, (ii) increased

SSE, (iii) decreased ST

Ki
(i) Increased OS, (ii) decreased SSE, (iii)

increased ST
(i) Decreased OS, (ii) increased

SSE, (iii) decreased ST

Kd (i) Decreased OS, (ii) decreased ST (i) Increased OS, (ii) increased ST

a (i) Decreased SSE (i) Increased SSE

b (i) Decreased oscillation (i) Increased oscillation

The findings of these case studies present the evidence of the lack of system security
in conventional power systems. Any change of the sensitive parameters is responsible for
deviating system performance, as shown in Figures 3 and 4. Researchers are always inter-
ested in developing different control algorithms to control system performance against any
disturbance, uncertainties, or system dynamics. PI, PID, FPID, or other control algorithms
are inventions of researchers to control system stability under system parameter variation
or disturbance.

Today’s research not only focuses on the design of any controller but also accounts
for the security issue because it is rarely possible to control modern devices with a single
controller due to the development of ICT. At present, ICT makes it possible to easily
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access any modern system. Controllers such as PI, PID, or FPID are able to control system
performance but are unable to ensure the cybersecurity of the system. Thus, choosing only
the controller without considering a CA hampers both the system and controller parameters
because attackers can attack both the system and controller, as shown in Figures 3–5. To
address these issues, it is essential to design a cybersecurity-based controller that not only
stabilizes system performance but also diminishes the adverse effects of false data injection
into both the system and controller.

5. Design Methodology of the Proposed Automatic Intrusion Mitigation Unit

It is obvious from the aforementioned discussion that the biasing factor and speed
regulator of the governor, as well as the variables of the associated control unit of the INPS,
are attracting parameters to attackers. By changing these parameters through the CA, they
can destroy the power system and interrupt the delivery of power to the customer.

In this paper, an automatic intrusion mitigation unit (AIMU), as shown in Figure 6,
is proposed that mitigates the effects of a CA and enhances the security of the INPS, the
construction of which is shown in Figure 7 and is the main contribution of this paper. This
control technique has both a network and hardware connection. The control structure of the
proposed AIMU has four input terminals that account for the speed regulator, control signal
from the FPID controller, current, and fixed information of the sensitive data collected from
the network and hardware. The fixed data stored in the AIMU are termed hardware data.
The data information of the system may change against the system dynamics, uncertainties,
and disturbance, as well as the CA. Thus, the present data information of the system and
controller at every moment is considered networked data.
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Figure 6. Construction of an automatic intrusion mitigation unit.

The detection of the current information about sensitive data is important to identify
the presence of a CA. The collection of information from both the hardware and network
is essential to maintain the safe and reliable operation of a power system. To regulate the
balance between supply and demand, the service provider manually modifies hardware
data such as the parameters and setup of the system and controller. Once the data are mod-
ified, the service provider will make the data fixed to overcome illegal data modification or
injection.

The data of a nominal system and the parameter values of a controller at which it
provides better performance are considered fixed data. The fixed data for both the system
and controller are listed in Tables 1 and 4. The speed regulator and biasing factor of the
INPS, as well as Kp, Ki, Kd, a, and b of the FPID, PID, and PI controllers, are sensitive
parameters usually affected by a CA. Thus, it is necessary to protect these parameters from
attackers. To secure these parameters from attackers, hardware with an offline connection
can be used to store the data, which acts as an input to the AIMU. The AIMU can only read
data from this hardware for its further comparison process. This control unit cannot write
or update these fixed hardware data without the permission of the service providers. This
way, the proposed AIMU prevents the unauthorized access of attackers to the fixed data.
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Figure 7. Model of an AIMU-based INPS.

Table 4. Fixed and chosen affected parameters of R and the controller for the interconnected power system.

Data Type R1 R2 Kp1 Kp2 Ki1 Ki2 Kd1 Kd2 a1 a2 b1 b2

Affected data 0.055 0.0714 200 50 100 1 6 10 0.1 0.01 1.4 2

Fixed FPID 0.05 0.0625 100 15 150 0.01 5 5 0.995 2 1.5 1.5

Fixed PID 0.05 0.0625 3.5 4 6 2 2 2 - - - -

Fixed PI 0.05 0.0625 0.001 0.0005 0.2 0.01 - - - - - -

The AIMU then continuously monitors the present situation of these sensitive net-
worked data of the INPS, and the controller and compares these networked data with the
fixed hardware data at every moment to calculate the difference between the monitored
data and fixed data.

The AIMU acts as a control unit that performs a mathematical calculation between
the hardware and networked data. The polarity of the four input terminals such as R, ∆Pc,
the fixed, and the current information of the AIMU is selected in such a way that all the
monitored network data such as R, ∆Pc, and the current information are subtracted from
the fixed hardware data to find any change between them, and their algebraic summation
always generates the required constant value of the parameters for the system and controller.
If it finds no changes between the measured data and the fixed data, it ensures the absence
of a CA on the system. If any changes of these parameters are noticed by the AIMU, it
generates a control signal to indicate the presence of a CA on the system or controller,
makes the algebraic summation of R, ∆Pc, and the current information equal zero, and
allows the fixed hardware data to control the system. Thus, any change of the data can be
overcome automatically, and the system always exhibits a fixed performance with the aid
of the AIMU, which protects the system against the diverse effects of an unauthorized CA.

Thus, the AIMU is designed considering its hardware is protected from a cyberattack
due to its fixed offline operation. This means attackers can only attack the network data,
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which may change the system or controller parameters. The proposed AIMU detects
changes in the network data, minimizes the effects on the system performance due to the
parameter variations, and reduces the error to zero, based on the fixed hardware data.

6. Performance Evaluation

The performances of the INPS with and without the implementation of the AIMU are
inspected here. The open-loop performance of the INPS, as shown in Figure 2, demonstrates
the necessity for the controller design to make the system stable and reduce the oscillations
in the INPS performance. For the stable operation of the INPS, a FPID controller is designed
in this paper, which is further compared with conventional PI and PID controllers. To
understand the impact of a CA on the INPS, a mimic environment of a CA is created, and
the performance of the INPS is inspected in Figures 3–5. For further improvement, the
performance of the controller-based AIMU is investigated under load and wind power
change.

6.1. Performance Analysis with the AIMU

The parameter variations and their effects were inspected in Case Studies 1–3, which
are presented in Figures 3–5, and their impacts are listed in Table 3. These ensure the
necessity for the implementation of the AIMU to protect the system from CA and confirm
the constant behavior of the INPS.

To evaluate the reliable and fixed behavior of the AIMU, Table 4 is used to list some
affected and fixed data of the speed regulator and controller parameters. The affected data
of Table 4 are used to produce a mimic environment of a CA to evaluate the effectiveness
of the proposed AIMU. With these affected data, the performance of the INPS deviates
from its fixed operation, which may damage the system and load. Figures 8 and 9 show
the performance of the affected and secured systems. The implementation of the AIMU
completely eliminates the affected data from the power system and feeds the fixed data
from the hardware to exhibit constant frequency and power deviation control similar to
the responses before a cyberattack. Thus, Figures 8 and 9 ensure the robust performance of
the INPS with any changes of the system and control unit. Table 5 shows the performance
of the different control algorithms with the AIMU.
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Figure 8. Control of the frequency of the AIMU-based INPS with (a) FPID, (b) PID, and (c) PI controllers.
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Figure 9. Control of the tie-line power of the AIMU-based INPS with (a) FPID, (b) PID, and (c) PI controllers.
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Table 5. Performance of the INPS with PI-, PID-, and fractional order PID (FPID)-controller-based
AIMUs. [rise time (RT), settling time (ST), and overshoot (OS)].

Controller
∆f1 ∆f2 ∆P

RT (s) ST (s) OS RT (s) ST (s) OS RT (s) ST (s) OS

PI 7.1 17.3 −0.0133 27.3 29.01 −0.0033 30.5 34.02 −0.037

PID 1.1 3.9 −0.0038 3.9 10.2 −0.0003 7.02 12.01 −0.0031

FPID 0.2 0.7 −0.0009 0.01 0.2 −0.00001 0.011 0.1 −0.0001

6.2. Performance Evaluation under Load Change

The load change connected to the INPS is also responsible for diverging the perfor-
mance of the INPS. The effects due to the change of ∆Plc in the power system need to be
controlled efficiently to maintain favorable INPS behavior.

The performance of the INPS in the case of load change is presented in Figure 10,
exhibiting a huge deviation of INPS performance due to the load variation. The FPID
controller efficiently minimizes the frequency and power deviation compared to the PI and
PID controllers. Table 6 ensures the better performance of the FPID controller with AIMU
with respect to rise time (RT), settling time (ST), and overshoot (OS).
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Figure 10. Performance of the interconnected power system with PI, PID, and FPID controllers against load change with
the AIMU.
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Table 6. Performance of the INPS under load change.

Load Controller
∆f1 ∆f2 ∆P

RT (s) ST (s) OS RT (s) ST (s) OS RT (s) ST (s) OS

∆Plc1 = 0.2,
∆Plc2 = 0

PI
PID

FPID

7.1
1.1
0.2

17.3
3.9
0.7

−0.0133
−0.0038
−0.0009

27.3
3.9

0.01

29.02
10.2
0.2

−0.0033
−0.0003
−0.0001

30.5
7.01

0.011

34.01
12.02

0.1

−0.037
−0.0031
−0.0001

∆Plc1 = 0.3,
∆Plc2 = 0

PI
PID

FPID

6.5
1.01
0.1

12.7
3.8
0.5

−0.021
−0.0051
−0.001

28.1
7.01
0.01

31.1
10.01
0.011

−0.005
−0.0003
−0.00002

28.5
10.03
0.01

31.9
12.9
0.11

−0.057
−0.005
−0.0001

∆Plc1 = 0.2,
∆Plc2 = 0.1

PI
PID

FPID

35.2
1.1
0.2

39.8
4.7
0.9

−0.0148
−0.0039
−0.0008

36.1
1.9
1.7

40.2
5.2
2.3

−0.015
−0.0027
−0.0007

5.2
3.01
2.7

45.7
3.5
3.1

−0.01
−0.0032
−0.0001

∆Plc1 = 0.3,
∆Plc2 = 0.1

PI
PID

FPID

35.2
1.7
0.23

40.1
4.1

0.95

−0.022
−0.0005
−0.0001

38.3
2.8
1.8

45.1
4.5
3.5

−0.0119
−0.0028
−0.0009

9.02
1.8
1.2

36.9
3.2

3.01

−0.003
−0.0001
−0.00001

6.3. Performance Evaluation under Wind Power Change

The performance of the INPS in this paper is also investigated under the presence of a
renewable energy source. As a renewable energy source, wind energy is considered here.
The variation of wind power, as presented in Figure 11, provides an inconsiderable impact
on the frequency and power deviation and makes the system unstable [54]. Figure 12
presents the performance of the power system in the case of a wind power variation. The
better performance of the FPID controller in the presence of the wind power variation
makes it a high-performance control approach for INPS.
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Figure 11. Wind speed model.
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Figure 12. Performance of the AIMU-based interconnected power system with (a) FPID, (b) PID, and (c) PI controllers
against a wind power variation.

7. Conclusions

The cybersecurity of modern power systems is crucial to empower their reliability,
stability, and resilience. The dissimilarity of any element out of the reference increases the
possibility of partially or completely damaging a power grid. In this paper, we proposed
a novel intrusion mitigation unit to diminish the modification of all critical elements
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during the cyberattack of an interconnected power system. A two-area interconnected
power system is modeled and stabilized by designing a FPID controller to compensate
for frequency deviation and tie-line power mismatch. The closed-loop performance of the
designed FPID controller over the conventional integer-order PI and PID controller remains
superior in managing frequency deviation and tie-line power against no cyberattack. On the
other hand, the FPID controller has no control over a cyberattack and executes undesirable
performance. To limit and compensate for the effect of a cyberattack, the proposed security
unit was designed using the status of the FPID controller and others. The effectiveness
of the proposed AIMU is tested and compared with that of the PI and PID controller
against a cyberattack, load variations, and the incorporation of noises. The proposed AIMU
diminishes the diverse effects of a CA and efficiently minimizes the effect of load change
and noise, the importance of which are listed in Table 7. The design of the proposed AIMU
by AI techniques will be investigated further in the future.

Table 7. Comparison of power systems based on an AIMU.

Case Advantages Limitation

Power system without an AIMU
(i) Easy to install and operate,
(ii) Easy to maintain

(i) Easily affected by a CA;
(ii) Unauthorized access of the cyber

attackers;
(iii) Collect sensitive data;
(iv) Injection of false data,
(v) Change the sensitive parameters of

the system and controller;
(vi) Decreases the resilience, reliability,

and stability of the system,
(vii) Partially or completely damages the

load and grid;
(viii) Increases the utility costs;
(ix) Largely deviates the frequency and

power of the power system.

Power system with an AIMU

(i) Mitigates the diverse effects of
unauthorized access to the power
system;

(ii) Creates a security wall to mitigate
the collection and changing of
sensitive data;

(iii) Maintains a fixed level of system
frequency and power;

(iv) Increases system reliability,
resilience, stability, and security;

(v) Prevent sudden load shedding,
power shortages, and a system
breakdown.

(i) Requires advanced knowledge and
experience to operate and control
the system.
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Abstract: Demand response (DR) involves economic incentives aimed at balancing energy demand
during critical demand periods. In doing so DR offers the potential to assist with grid balancing,
integrate renewable energy generation and improve energy network security. Buildings account
for roughly 40% of global energy consumption. Therefore, the potential for DR using building
stock offers a largely untapped resource. Heating, ventilation and air conditioning (HVAC) systems
provide one of the largest possible sources for DR in buildings. However, coordinating the real-time
aggregated response of multiple HVAC units across large numbers of buildings and stakeholders
poses a challenging problem. Leveraging upon the concepts of Industry 4.0, this paper presents
a large-scale decentralized discrete optimization framework to address this problem. Specifically,
the paper first focuses upon the real-time dispatch problem for individual HVAC units in the presence
of a tertiary DR program. The dispatch problem is formulated as a non-linear constrained predictive
control problem, and an efficient dynamic programming (DP) algorithm with fixed memory and
computation time overheads is developed for its efficient solution in real-time on individual HVAC
units. Subsequently, in order to coordinate dispatch among multiple HVAC units in parallel by a DR
aggregator, a flexible and efficient allocation/reallocation DP algorithm is developed to extract the
cost-optimal solution and generate dispatch instructions for individual units. Accurate baselining at
individual unit and aggregated levels for post-settlement is considered as an integrated component of
the presented algorithms. A number of calibrated simulation studies and practical experimental tests
are described to verify and illustrate the performance of the proposed schemes. The results illustrate
that the distributed optimization algorithm enables a scalable, flexible solution helping to deliver the
provision of aggregated tertiary DR for HVAC systems for both aggregators and individual customers.
The paper concludes with a discussion of future work.

Keywords: industry 4.0; digitalization; demand response; HVAC control; dynamic programming;
nonlinear optimization

1. Introduction

1.1. Context and Motivation

With improved connectivity, dramatically increased access to low-cost computational power
and recent advances in data science, many industries are currently on the verge of a second digital
revolution known as ‘Industry 4.0’ [1]. Of the many challenges which can be addressed by Industry
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4.0, concepts of sustainable, highly available plants and fully integrated renewable energy are
prominent [1,2]. This involves aspects of industrial digitalization related to real-time, distributed and
robust system-wide optimization methods coupled with the tighter integration of control, scheduling,
planning and demand-side management for industrial production systems and energy networks [1,2].
The focus of this paper lies in the use of HVAC and/or refrigeration systems within buildings to
provide aggregated energy-shifting services for demand response (DR) purposes within an Industry
4.0 framework. Building stock is estimated to account for around 40% of global energy consumption,
exceeding that of other major sectors like industry and transportation [3,4]. As such, buildings represent
the sector with both the largest energy saving and energy shifting potential for DR applications [3,4].

DR is the generic title given to a range of options customers have to reduce costs and/or generate
profits by changing their pattern of consumption; economic benefits can be leveraged by deliberately
moving consumption away from peak/critical times, or deliberately moving consumption onto
off-peak/critical times [4–6]. Figure 1 illustrates the concept of DR. Heating, ventilation and air
conditioning (HVAC) of buildings provides the largest possible source for this energy saving and
energy shifting potential [4,5]. The opportunities for realizing demand response vary across Europe,
as they are dependent on the particular regulatory, market and technical contexts in different European
countries [4]. Nevertheless, successful DR programs are becoming increasingly common for large
industrial customers. However, DR programs aimed at small and medium scale customers have mostly
failed to meet their expected potential. Previous research has identified that blocks (or groups) of
buildings offer more flexibility for the provision of DR than single buildings, the latter of which are
generally too limited in capacity to operate individually in power markets [4–9]. As such, researchers
and the energy industry are beginning to consider how blocks of buildings can operate collectively
within energy networks to enhance the effectiveness of DR programs. The potential value of DR in
blocks of buildings depends on the telemetry and control technologies embedded in the building
management systems currently deployed at any given site and the potential revenue sources: both of
which can vary significantly according to specific local and national conditions [4]. In this context,
to encourage the growth of DR services and reap the potential benefits of DR, it is necessary for current
research to demonstrate the economic and environmental benefits of DR for the different key actors
required to bring DR services in blocks of buildings to market.

 

 

Figure 1. Demand response concept.

There are several established and emerging DR archetypes suitable for use with individual
buildings and blocks or groups of buildings, e.g., see [4,6,7]. This paper is principally concerned with
explicit (surgical) DR, in which prior notification is given to the DR participant of a pending event
and its requirements for down-regulation or up-regulation of demand during a specified future time
window. In the UK market, for example, the DR archetypes of short-term operating reserve (STOR) and
demand turn up (DTU) are employed [6]. For both STOR and DTU events, enrolled participants are
notified of an upcoming event and its requirements typically between 30–240 min before the required
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time of delivery (although day-ahead notice is sometimes given), and event durations are of at least 120
min [6]. STOR and DTU event windows occur at differing periods during the day (peak and off-peak,
respectively) and require an aggregated minimum of three MW to be available. This latter restriction
is also a motivating factor for considering blocks of buildings. In general, STOR and DTU can be
considered as tertiary forms of reserve DR (ancillary services), which can be integrated alongside
emerging fast-acting and very fast-acting decentralized approaches for providing secondary and
primary frequency regulation services using HVAC systems, e.g., see [7,9].

1.2. Related Work

There is a growing body of work studying direct load control (DLC) techniques for HVAC units and
other thermostatically controlled loads (TCLs) such as refrigerators. The fundamental requirements of
DLC are outlined in an earlier work, which presents a general optimization framework for feeder-scale
load reduction [10]. A priority-based control scheme for TCLs to participate in grid frequency regulation
has also been developed [11]. A two-stage dispatch method has been demonstrated for TCLs in which
a day-ahead scheduling model is solved to determine the optimal TCL dispatch, and then a real time
control model allocates the desired setpoints to individual TCLs [12]. The use of a Markov transition
matrix to model the populated TCLs to carry out non-disruptive load reduction underpins other
work [13]. Previous work also makes use of thermal inertia models to control TCL in smart homes [14],
and research has been conducted to propose a model for coordinated dispatch of TCLs and thermal
generation units [15].

Motivated by the observation that users are not immediately convinced that replacing existing
thermostats by an intelligent controller is worth the investment, a ‘reference governor’ approach for
optimizing performance and energy consumption of building thermostatically controlled loads was
developed in an earlier work [16]. In this research, a model predictive control (MPC) supervisory
unit adjusts the temperature setpoints for a relay controlling the on/off load. The MPC problem is
converted into a mixed-integer linear programing (MILP) problem, which is dispatched in real-time.
Although the method is shown to be effective, it is restricted to a single heating/cooling zone, and little
consideration is given in the earlier research to implementation details such as communication or
computation overheads.

In all the above research and technical developments, the on/off control actions of individual TCLs
are driven by the thermostat settings and DR actions are principally achieved by varying setpoints
within pre-set temperature ranges. However, other work has sought to aggregate TCLs in numerous
buildings. For example, Luo et al. [8] presented a framework for aggregating TCLs in a rolling-horizon
framework, aimed principally at the Nordic electricity market. Standard thermal comfort models
described by International Organization for Standardization (ISO) standard ISO 7730 are adopted to
estimate occupant thermal comfort in a representative model for TCL dispatch. To avoid the technical
intractability of dispatching TCLs individually in a large-scale centralized model, similar TCLs are first
grouped based on feature similarities using a clustering technique and an averaged TCL model for
each group is then created. A randomized meta-heuristic technique named the natural aggregation
algorithm (NAA) is then employed to dispatch the averaged TCLs in each combined group. Since both
the number of groups and the number of NAA iterations can be pre-selected, the computation time
can be tailored to suit available resources; however, this is at the expense of solution sub-optimality.
Although the technique is shown to give good results on practical examples, the optimal solution
cannot be guaranteed [8].

Callaway [17] also describes a statistical model for aggregating TCLs such that frequency regulation
services can be provided in the presence of generation variability. This work presents a new DR method
to provide load following services by controlling the aggregated TCLs under Fokker–Planck diffusion
models [17]. A minimum-variance (MV) statistical control law is derived to follow a one-step-ahead
load signal and is demonstrated to perform well under simulation with 10,000 TCLs. Zhou et al. [18]
developed a change-time-priority-list method to control power output taking into account customers’
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satisfaction for the aggregation of multiple HVAC systems to provide demand-side frequency regulation
services, to support intermittency of renewable generation, e.g., in the presence of fluctuating wind
power. The aggregation unit employs simple approximations for on/off change times in the HVAC
units to prioritize their dispatch in order to follow load control signals. Simulations verify the tracking
ability of the system when connected to 6000 TCLs.

In the earlier works discussed above, the proposed methods are shown to perform favorably,
but large numbers of aggregated units (>1000) are needed for the statistical approximations to be
accurate; this limits their down-scalability and they cannot be applied to situation of, say, ten HVAC
units. In addition, the lack of a rigorous baselining scheme for participant settlement—and potentially
high communication load between an aggregator (providing the means by which individual HVAC unit
owners can participate in DR) and individual units—are major drawbacks from a practical perspective.

1.3. Contributions

In this paper, an efficient and partially decentralized approach to aggregated tertiary DR schemes
for individual or blocks of buildings is proposed. As with other Internet-of-Things and Industry 4.0
applications, large-scale DR implementation across multiple HVAC units across different geographic
locations results in large volumes of high-velocity real-time data, and very large optimization and
scheduling problems that must be solved centrally. It is beneficial to run local processing of these data
at the edge of the network (on ‘edge devices’) to reduce the frequency and real-time requirements of
communication to core devices in such situations [2]. In addition, in an Industry 4.0 context, it makes
sense to distribute the optimization and resource scheduling problems between the network edges and
core as much as possible. This is the approach taken in the research presented here.

Initially, the paper focuses upon the dispatch problem for individual TCLs in the presence of
a tertiary DR program. The dispatch problem for an individual HVAC zone is formulated as a
non-linear constrained predictive control problem, which manipulates on/off controls to optimize
thermal comfort and electricity consumption across a future time horizon. A dynamic programming
(DP) algorithm is developed to solve the dispatch problem with fixed memory and computation time
overheads, rendering it suitable to be implemented as an intelligent thermostat unit (ITU), which can
be implemented on an edge device with IP communications. A key factor of the implementation is the
exposure of adjustable constraints, which can be used to enforce a minimum and/or maximum level of
control activity during a specified window of time. This allows electricity consumption to be increased
(or decreased) during a specified DR window. In the absence of DR signals, the DP solution defaults to
a simple thermostat with adjustable deadzone; this allows the ITU to calculate an accurate baseline in
the presence of active DR signals to ensure consumption is surgically reduced (increased) to a specified
level during a DR event, and post-settlement can be effectively handled.

The paper also presents an efficient unit allocation/reallocation scheme (UAS) for aggregated
explicit DR employing multiple ITUs. The UAS is employed by an aggregator to allocate individual DR
targets to individual zones based upon advertised price/energy relationships. It can also be employed
to reallocate targets should an individual unit drop out from, or drop in to, an upcoming DR event,
or should environmental conditions indicate that a previously allocated target for a unit cannot be
achieved. The UAS is formulated as a modified knapsack algorithm, which can be efficiently solved
using DP techniques, and is designed to be cloud-based and hosted in the network core. As such,
the proposed ITU/UAS overall exhibits low bandwidth requirements—as only elementary data need
to be periodically exchanged between the aggregator and ITUs. Additionally, the computational load
is distributed evenly across the core and network edges and optimization workloads are executed in
parallel for each of the ITUs.

A number of computational simulations and a large-scale experimental test are then described to
verify and illustrate the performance of the proposed schemes. It is argued that the ITU optimization
algorithm for individual HVAC zones, combined with the centralized UAS procedure, enables a
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scalable, flexible solution helping to deliver the provision of aggregated tertiary DR for HVAC systems
in distributed environments for both aggregators and individual customers.

1.4. Structure

The remainder of this article is structured as follows. In Sections 2 and 3, the main technical
developments are described in detail, including the assumed HVAC thermal dynamic model and the
ITU/UAS optimization schemes. In Section 4, calibrated simulation studies and experimental results
from practical tests are presented to illustrate the performance of the proposed schemes. Section 5
provides conclusions and suggestions for future areas of work.

2. Models and Assumptions

In this paper, the focus is principally upon explicit (surgical) DR events involving HVAC units.
For ease of exposition, for the remainder of this paper it is assumed that the DR events to be handled
are characterized by STOR-type events, in which prior notification of an upcoming event is given and
the goal during the event is to reduce demand by a pre-agreed or negotiated amount. Since STOR-type
events and DTU-type events are mutually exclusive, it is a relatively straightforward matter to modify
the basic approach to handle DTU-type DR events, in which prior notification is again given but the
goal during the event is to increase demand by a pre-agreed or negotiated amount. Figure 2 shows the
assumed temporal relations between the key events in a STOR DR situation.

 

 

∊
1( ) ( ) ( ) ( ) ,

≥
τ

Figure 2. Timeline of events in a short term operating reserve (STOR) demand response (DR) event.

A variety of different modelling approaches (of varying complexity) for HVAC and building
thermal dynamics can be found in the literature (see, e.g., [19]). Most models are based on physical
principles related to mass, energy and momentum transfer and consist of complex partial differential
equations that capture the building thermal and physical characteristics. Although the optimization
to be developed in Section 3 allows for the use of complicated non-linear models, in practice
simplified first-order models can typically perform just as well as more complicated models [17,20].
The descriptions and technical development henceforth consider the linear case for ease of exposition.
In addition, for simplicity the assumption is also made that the unit in question delivers heated or
cooled water to the building radiators, but may be applied to other configurations (e.g., hot air delivery)
with an appropriate change of variables and/or model. Assuming continuous time indexed by the
variable t, the linear dynamic relationship between the HVAC control signal u(t) ∈ {0, 1}, which switches
electrical power delivery to the electro-thermal converter, the circulating water temperature delivered
to the building T(t) and the (ambient) inlet water temperature TA(t) is assumed to be well approximated
by a first-order differential equation, as follows:

.
T(t) =

1
τ
(T(t) − TA(t) + u(t−D) ·KT), (1)

where the dot above a variable represents its first derivative (d/dt), D ≥ 0 represents any dead-time in
the converter dynamics, τ is the thermal time constant of the converter and KT is the equivalent thermal
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gain of the converter. A model such as this has previously been studied in the context of HVAC control
for demand response applications, and time constants of 10–30 min and dead-times between 0–5 min
are typical of most buildings [17–20]. In Equation (1), the sign of KT distinguishes between a heating
(positive) or cooling (negative) application. Neglecting the standby power consumption, the variable
electrical power consumption of the HVAC unit E(t) is determined by the state of the control signal
and the electrical gain of the converter KE, such that E(t) = u(t) KE. Hence, as is well known, the HVAC
unit may participate in STOR and DTU DR programs by modulating the electrical power consumption
through deliberate under- or over-supply of thermal power, at the possible expense of some thermal
comfort of the building occupants. Digitizing the Equation (1) for a time-step of Ts seconds, using k as
the (integer) discrete-time index, yields:

T(k) = a · T(k− 1) + (1− a) · [u(k− d) ·KT − TA(k− 1)], (2)

where the real parameter a = exp(−Ts/τ) > 0 and the integer d = 1 + (D/Ts), which if fractional is assumed
rounded to the nearest whole integer. For the thermal model, Equation (1), it is suggested that the
time step be chosen to be not more than 5% of the time constant τ. The reasoning behind this is that
basic systems theory gives the open loop rise time of the model, Equation (1), as 2.2τ, and hence
choosing Ts as suggested gives at least 44 time steps in the rise time, which should be adequate for
good on/off control without leading to excessively short time steps (which could be problematic from
an implementation viewpoint). For example, a 30-min time constant gives step times of not more than
90 s. The digitized model, Equation (2), provides a means in which the temperature evolution may
easily be predicted over a future time horizon, enabling predictive optimization to be applied at each
time step. The proposed optimization approaches are described in the following section.

3. Technical Development

The main technical development consists of three main elements: firstly, the ITU dispatch
algorithm for an individual HVAC unit (Section 3.1); secondly, the approach to generate predictions of
baseline and reduced consumption for an individual HVAC unit (Section 3.2); and thirdly, the UAS
optimization approach for aggregated units (Section 3.3).

3.1. Individual Unit Dispatch

The legacy mode of operation of an HVAC unit for temperature control is typically through
thermostat type controls, i.e., setting the control signal u(k) according to the simple ‘relay with hysteresis’
control law [7,17,18]:

u(k) =



















1, T(k) ≤ TR(k) − ∆;
u(k− 1), TR(k) − ∆ ≤ ∆T(k) ≤ TR(k) + ∆;

0, T(k) ≥ TR(k) + ∆;
, (3)

where TR(k) represents the temperature setpoint at time step k, and the deadzone of the relay (during
which the output is held at its last value) is given by 2∆. Such a mode of operation is simple to
implement; in the following, it is wished to extend the basic relay-based approach to situations in which
pre-heating (cooling) can be optimally managed for explicit DR events. For this, a rolling-horizon
non-linear MPC employing a finite discrete input set is developed [20]. The optimization problem
to be solved at each discrete-time step k is the minimization of the following multi-stage quadratic
cost function:

Minimize:

J(k) =
M
∑

i=0

(T(k + i + d) − TR(k + i + d))2 + λ
M−1
∑

i=0

∆u(k + i)2 (4)
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with respect to:
u(k + i), 0 ≤ i ≤M− 1; (5)

subject to:

T(k + i + d + 1) = a · T(k + i + d) + (1− a) · (u(k + i) ·KT + TA(k + i + d)),
0 ≤ i ≤M− 1;

(6)

u(k + i) ∈ {0, 1}, 0 ≤ i ≤M− 1; (7)

UL ≤
M−1
∑

i=0

(u(k + i) ·w(k + i)) ≤ UU, (8)

where T(k) represents the zone temperature at time slot k, TR(k) represents the zone temperature
reference (setpoint) at time slot k and TA(k) represents the ambient temperature at time slot k. The binary
decision variable u(k) represent the control input at time slot k and ∆ is the difference operator such
that ∆u(k) = u(k) − u(k − 1). The scalar term λ is used to penalize changes in the control input and
can be considered a ‘move suppression’ or regularization term. Integer d ≥ 1 represents the time
delay and w(k) ∈ {0, 1} are indicator variables for defining a demand response window, such that
DR is active during time slot k if w(k) is ‘1’ and not active otherwise. The integer M represents the
length of the prediction horizon, and integers UU and UL represent upper and lower bounds on the
allowed input activity during a defined DR window. Henceforth in this paper, only an upper bound on
control activity (e.g., for handling STOR-style DR events) is considered, with the understanding that
adding the lower bound (e.g., for DTU-style DR events) follows directly from the described methods.
As with other predictive control problems, an appropriate length for the prediction horizon would be
the number of samples required to capture the open-loop setting time of the process [21]. However,
with reference to Figure 2, this should be extended somewhat to allow for preparatory control actions
to also take place. For the thermal model, Equation (1), basic systems theory gives the settling time as
4.6τ, giving a suggested horizon length M =

⌈

(4.6τ+ W)/Ts
⌉

, where W is the length of time required
for preparatory control. For example, a 30-min time constant and preparatory window W of one hour
with time step of 90 s gives a horizon length M of 132 steps.

The first component of the objective function in Equation (4) is the sum of squared errors between
the actual building temperature and its setpoint. A quadratic penalty term is appropriate as it
approximately captures the relationship between temperature error and thermal comfort (see, e.g., [22]).
During working hours, this will be typically 22.0 ◦C in winter and 24.5 ◦C in summer [22]. The second
component is the sum of squared control moves weighted by the scalar term λ, which is used to
suppress excessive switching of the controls. The indicator weights w(k) and bound UU are used in
combination to penalize electricity consumption during a specific defined window of the prediction
horizon (corresponding to DR events). DR events are enabled for a particular stage by setting the
indicator variable w(k) equal to ‘1’. As with all rolling horizon predictive control schemes, once the
optimization has been solved for the current time step, only the first control (corresponding to u(k)) is
applied. At time step k + 1, the process is repeated with repeated measurement information.

It is quite straightforward to see that for all but prediction horizons of one or two steps in length,
and in the absence of any DR activity over the horizon (implying no constraint bounds in Equation (8)),
then the control law resulting from the solution of Equations (4)–(7) is a switching surface dependent
upon two factors. The first is the predicted difference between the reference temperature TR(k + d) and
actual temperature T(k + d) and the second is the previous state of the control input, u(k − d − 1). In this
situation, the control defaults to a predictive relay-based controller with deadzone ∆ ≈

√
λ(k). In the

presence of upcoming DR events, however, the effective switching surface can change considerably
to provide optimal pre-heating (or cooling). In addition, the solution of the optimization problem
contains useful predicted quantities regarding upcoming DR events. In particular, since the future
control signals can only be ‘1’ or ‘0’, the predicted electricity consumption of the HVAC unit during
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any upcoming DR event—denoted as URC(k)—is easily derived from either inspection of the solution
vector, or from the left hand side (l.h.s.) of constraint (8), as follows:

URC(k) = KE · Ts ·
M−1
∑

i=0

(u(k + i) ·w(k + i)). (9)

For upcoming DR events, the integer UU on the right hand side (r.h.s.) of constraint (8) can
be used to limit URC(k) and specify a load curtailment/reduced consumption from the HVAC unit.
These observations will be exploited in the sequel, during which the DR allocation mechanism will
be presented. The optimization problem of Equations (4)–(8) is easily formulated as a mixed-integer
quadratic program (MIQP), or alternatively as an approximate mixed-integer linear program
(MILP) [16,21]. In order to improve the run-time efficiency of the approach (and enable bounded
worst-case execution times), the DP method is chosen. DP (see Bellman, [23]) is a computational
method for solving optimal control problems with separable additive performance indices. It is based
on the recursive application of Bellman’s ‘Principle of Optimality’ [23,24]:

‘An optimal policy has the property that whatever the initial state and the initial decision are,

the remaining decisions must form an optimal policy with regard to the state resulting from the

first decision.’

The mathematical form of this idea can be expressed as a backwards sequence featuring the
solution of simpler optimization problems at each stage. Continuing backwards from the end stage
N to the current stage k—and applying the principle of optimality at each stage—will result in the
following recurrence relations for discrete DP [24]:

JN(xN) = gN(xN);
k = N − 1, N − 2, ..., 1, 0 :
Jk(xk) = min

uk∈Uk(xk)
{gk(xk, uk) + Jk+1( fk(xk, uk))};

(10)

where Jk(xk) is the cost of entering stage k with state xk, gk(xk) is the cost for entering stage k with state xk,
Uk(xk) is the set of allowed controls for the input uk when the state xk is entered at stage k, and fk(xk, uk)
is a function which maps the state xk onto state xk+1 when control uk is applied at step k. In discrete DP
(DDP), the state vector is mapped onto a grid of size S and the controls onto a grid of size U. By iterating
through the recursion and trying all admissible control values at each admissible set of state values,
a vastly reduced search space is explored when compared to a pure brute-force search; at the end of the
minimization, a solution grid is obtained and the optimal control is obtained from the position in the
grid corresponding to the current state. In the current context, the state variable is the temperature T(k)
plus the previous applied control u(k − 1). The admissible controls are the current control u(k), having
two possibilities (U = 2) at each stage in the absence of DR, but some possibilities may not be admissible
if they invalidate constraint (8) when DR is active. In the approach taken in this paper, constraint
(8) is translated into a penalty function inserted into the objective; with an iterative tightening of an
applied weight upon constraint violation (a maximum of 10 iterations is employed). The temperature
is mapped into a discrete grid of over a suitable working range, e.g., 10–30 ◦C; the control is already
discrete in nature. The transition function fk(xk, uk) is given by the linear Equation (6). In the case that
the HVAC dynamics are actually non-linear, then this can easily be captured by an appropriate choice of
transition function. During the recursion, the minimal cost function is stored for each admissible state
along with the corresponding partial sum of the l.h.s of constraint (8). After the recursion, the value
of UDR(k) is readily computable using Equation (9) and the final value of this partial sum. In many
situations, temperature sensors either have 10-bit resolution—or can easily be cast or truncated into
this range—giving a full state size S = 211. As the run-time complexity of the DDP algorithm is given
by O(M.U.S), the algorithm runs efficiently even for a relatively large prediction horizon M, which may
be needed for best results. During the backwards recursion, only the current and next stage costs and
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the partial l.h.s. of constraint (8) are actually required, reducing the memory requirement to O(U.S). As
sampling time requirements of approximately one minute are sufficient in many instances (due to the
comparatively slow thermal dynamics), then the algorithm is clearly suitable for deployment without
undue problems in a small/low-cost embedded system.

3.2. Generation of Predicted Baseline and Reduced Consumption

As discussed earlier, the effective practical implementation of a DR scheme requires the generation
of both an accurate and reliable predicted baseline and an accurate and reliable predicted reduced
consumption [25]. As shown in Figure 3, the baseline represents a counterfactual prediction (either
forecast or backcast, generated on-line or off-line) of electricity consumption for targeted assets during
the time-period corresponding to a DR event, under the assumption that no corrective DR action
will be/had been taken. As also shown in Figure 3, the reduced consumption represents a prediction
(forecast, generated on-line) of electricity consumption for targeted assets during the time-period
corresponding to a DR event, under the assumption that corrective DR action will be taken. Note that
although the observed reduced consumption in Figure 3 is always lower than predicted, this is not
necessarily the case generally, and the accuracy of prediction depends heavily upon the models and
methods employed.

 

Figure 3. Concept of predicted baseline, predicted reduced consumption and reduced consumption.

Both the predicted baseline and predicted reduced consumption are also dependent upon many
factors including occupancy, ambient temperature and weather conditions, and it has proved a
challenging and ongoing task to select suitable methods for their implementation [25]. The baseline
consumption is needed to gauge performance of controlled assets during a DR event and for post-event
financial settlement, where it is compared to the actual measured consumption. Therefore, the baseline
should be accurate as possible. In the context of the research presented here, it is required to generate a
reliable baseline across the rolling horizon for an HVAC unit in an on-line fashion. The methodology
proposed is illustrated in Figure 4.
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Figure 4. Methodology for online baseline generation.

As can be seen in Figure 4, the controlled asset is driven by input u(k) and produces output
y(k), and consumption E(k) is derived as a function of the input signal f (u(k)). The controlled asset
is also driven by a disturbance sequence d(k) which impacts the output y(k); this sequence may
consist of partially known (measured) values along with unmeasured or stochastic values. The asset
input signal u(k) is generated by closed-loop feedback controls, which are also driven by external
DR signals represented by r(k). The baseline is generated on-line (in real-time) by the components
contained within the dashed red box; the asset model represents a discrete-time dynamic model of the
controlled asset, while the asset model input signal u’(k) is given by the same closed-loop feedback
algorithm which drives the actual controlled asset. However, the DR signals r(k) are suppressed
from the control law in the baseline case to ensure the counterfactual sequence of inputs is generated.
The baseline consumption sequence E’(k) is derived as a function of the baseline input signal f (u’(k)).
Since the disturbances d(k) and plant-model mismatch can both impact upon the baseline accuracy,
the counter-factual baseline output is generated on-line as follows. The actual nominal control input
u(k) is first subtracted from the baseline input u’(k) to generate an input deviation signal ∆u’(k), which
acts as input to the asset model to produce an output deviation signal ∆y’(k). The baseline output y’(k)
is then produced by adding the deviation signal ∆y’(k) to the measured output y(k). This ensures that
the effects of disturbances and plant-model mismatch on the actual output y(k) are contained within
the baseline output y’(k), which also captures the impact of the baseline control sequence u’(k) to ensure
accuracy of the baseline. In the context of the current work, the controlled asset is the HVAC system,
the controlled asset model is represented by Equation (2) with the measured part of the disturbance
sequence being the ambient temperature, and the control law is the rolling-horizon non-linear MPC
procedure given by Equations (4)–(8).

For the effective application of aggregated DR, it is required to generate both a predicted baseline
and a predicted reduced consumption across the rolling horizon for each individual HVAC unit in
an on-line fashion. At each timestep k, let the baseline consumption of the HVAC unit during an
upcoming DR window be denoted as UBL(k) and the reduced consumption of the HVAC unit during
an upcoming DR window be given as URC(k). Computation of this latter quantity as a by-product
of the application of the DP algorithm was detailed in the previous Section. In order to compute the
former quantity UBL(k), the DP algorithm can be applied to solve the optimization problem using
baseline input u’(k) and output y’(k) as input data and setting constraint (8) r.h.s. UU =∞. As discussed
in the previous section, the control law resulting from the solution of Equations (4)–(8) in the absence
of any DR signals is a predictive relay-based controller. Therefore to simplify the process of generating
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the baseline controls u(k + i|k) and y(k + i|k) (i.e., i-step predictions of the asset input and output,
incorporating measured disturbances such as weather forecast), Equation (3) may be employed at each
stage with deadzone ∆ = λ2/2. Thus, both quantities can be computed in a straightforward procedure
integrating both unit DR controls and unit baseline/reduced consumption predictions in an ITU-based
edge device.

3.3. Coordinated Dispatch Scheme

Consider the arrangement of HVAC units (with their edge-based local dispatch optimizers) in the
presence of a (cloud-based) aggregator at the network core, in the presence of a wider DR marketplace
as shown in Figure 5. Assume that a flexible IP-based communications infrastructure is employed to
interconnect the core and network edges (e.g., using Web Services, OpenADR protocol, etc.), and to
provide loose synchronization of their clocks (e.g., using Network Time Protocol (NTP)).

 

Δ λ

 

≥

−

1
( ) ( )

≥

∊ ∊

Figure 5. Arrangement of actors and signal exchanges in the coordinated dispatch scheme.

For the aggregated DR coordination scheme, the following approach is employed. In a
multiple-zone scenario, let the predicted electricity consumption at time step k for an upcoming
DR event involving HVAC unit j be given as URCj(k). Similarly, let the predicted baseline electricity
consumption at time step k for an upcoming DR event involving HVAC unit j be given as UBLj(k).
This quantity is computable as detailed in the last section. Since for each HVAC unit j and for every
time step k it must hold that UBLj(k) ≥ URCj(k) (i.e., the predicted unit baseline consumption is not
less than the unit DR consumption during a DR event), at step k the explicit unit predicted reduction
in load—denoted as UPRj(k)—for an upcoming DR event is given by: UPRj(k) = UBLj(k) − URCj(k).
This quantity is easily computed in each ITU as detailed in the previous section. Then the predicted
aggregated explicit reduction in load for an upcoming DR event at time step k—denoted APR(k)—for
N participating HVAC units can be computed by the aggregator as:

APR(k) =
N
∑

j=1

UPR j(k). (11)

Let the target aggregated electricity reduction consumption for an upcoming DR event be given
as ATR(k) ≥ 0, and the target reduction in load for individual HVAC unit j be given as UTRj(k). Since it
has been assumed that the HVAC controls are binary in nature, in a given DR window the available
load curtailment is limited between zero and the maximum available from the predicted baseline in
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discrete steps. As such, assume that each HVAC unit j ∈ N offers an agreed price-schedule for load
curtailment Xj, such that a specific load Lj,l may be reduced for a price pj,l by selecting one of l ∈ Xj

different discrete price/curtailment options. Only one (or none) of the price/curtailment options can
be selected for a given HVAC unit, for any given DR event. The objective for the DR coordinator is
then to (i) at the start of a preparatory event, allocate individual HVAC unit load curtailments to meet
the aggregate DR requirements; and (ii) should an HVAC unit opt-out or become unavailable—or
environmental/pricing conditions otherwise change leading to an invalid initial allocation—reallocate
curtailments to best suit the new conditions. The allocation/reallocation problem for N available units
at time-step k can be written as a variant of a standard integer knapsack problem, as follows:

Minimize:
N
∑

j=1

∑

l∈X j

p j,l x j,l (12)

subject to:
N
∑

j=1

UTR j(k) ≥ ATR(k) (13)

UTR j(k) =
∑

l∈X j

L j,l x j,l, 1 ≤ j ≤ N; (14)

UTR j(k) ≤ UBL j(k), 1 ≤ j ≤ N; (15)
∑

l∈X j

x j,l ≤ 1, 1 ≤ j ≤ N; (16)

x j,l ∈ {0, 1}, 1 ≤ j ≤ N; l ∈ X j. (17)

where xj,l ∈ {0, 1} are binary variables that indicate whether load reduction level Lj,l is active for
HVAC unit j. Equation (12) defined the main objective, to minimize DR costs while meeting the target
reduction in demand (constraint (13)). Constraint (14) allocates load reduction level to individual
unit targets, while constraint (15) ensures that individual unit load reductions are not greater than
the individual unit baselines for the upcoming event. Constraint (16) enforces mutual exclusion in
the choice of load reductions to individual units based upon the available price/curtailment options
for that unit. Note that the presence of this constraint allows that any costs for activating a particular
HVAC unit for DR purposes can be added into the corresponding costs for discrete load curtailment.
The presence of the constraints also suggests that the problem can be efficiently solved using standard
DP techniques, using a slight variant of the standard knapsack DP approach [26]. The time and
space complexity of this approach is O(N.D.X), where N is the number of participating units, D is the
level of load curtailment requested and X is the largest cardinality of curtailment choices among the
participating units [23,24]. Alternatively, efficient Branch-And-Bound techniques are known and can
be applied [26]. Should the problem defined by Equations (12)–(17) prove infeasible, this will be due
a violation of constraint (13), indicating that there is not enough capacity to achieve the aggregated
DR value. In this case, either further units should be brought into the DR scenario, or the aggregator
should report that it might not be able to deliver the required target to the market.

4. Evaluation

In this section, the design and results obtained from both a computational study and experimental
test are reported in order to illustrate the proposed approach and to provide validation of its effectiveness
in providing explicit DR in an aggregated environment.
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4.1. Computational Study

For the computational study, five HVAC units are considered. The thermal dynamic model chosen
for each unit represented a typical heating/cooling zone with thermal time constant ≈20 min, sized with
a 200 kW direct expansion air conditioner heat pump. The dispatch algorithm was configured to
have a setpoint of 22 ◦C and deadzone ∆ = 1 ◦C. An ambient temperature profile was generated from
recorded winter seasonal data in the UK in each simulation run, with the units configured for heating
purposes. The five HVAC units offer DR reductions as follows: Four of the units (A–D) offer 0–100 kWh
in 3.3 kWh steps @ 0.25€/kWh, and 103.3 kWh to 160 kWh in 3.3 kWh steps @ 0.35€/kWh EUR/kWh.
The final unit (E) offers 0–160 kWh in 3.3 kWh steps @ 0.2€/kWh. The example considers the case of an
aggregate load curtailment (STOR request) of 500 kWh being required for an event lasting one hour.

Application of the modified knapsack DP algorithm (Equations (12)–(17)) yields the simple
minimum-cost solution as 160 kWh from HVAC unit E, 40 kWh from HVAC unit D and 100 kWh
each from units A–C, giving the required 500 kWh at a total cost of €117. Four simulation runs were
thus considered for an HVAC unit in the presence of the STOR event: (i) no DR activated (baseline);
(ii) 40 kWh reduction through DR; (iii) 100 kWh reduction through DR; and (iv) 160 kWh reduction
through DR. The responses obtained are given in Figures 6–9. Each figure indicates zone temperature
in ◦C (red trace), HVAC on/off status (black trace) and temperature setpoint in ◦C (dashed blue trace)
plotted versus time, in minutes. The figures also indicate the location of the DR window on the time
axis. The DR window commences after 380 min for a duration of 60 min; the notification of the
upcoming DR event occurs after 140 min.

 

≈

Δ

Figure 6. Baseline STOR scenario (red trace, temperature; black trace, HVAC control).
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Figure 7. The 40 kWh reduction STOR scenario (red trace, temperature; black trace, HVAC control).

 

Figure 8. The 100 kWh reduction STOR scenario (red trace, temperature; black trace, HVAC control).

142



Energies 2019, 12, 4320

 

Figure 9. The 160 kWh reduction STOR scenario (red trace, temperature; black trace, HVAC control).

In the baseline case, with zero DR activity, after initially heating to the setpoint the temperature
cycles ±1 ◦C around the setpoint, and continues to do so during the DR window, with the HVAC
unit operating as normal. After initially achieving setpoint, the maximum, minimum and average
temperatures recorded were 23.0, 21.2 and 22.2 ◦C respectively. In this case, 160 kWh is consumed
during the DR window. In the 40 kWh STOR case, after initially heating to the setpoint the temperature
again starts to cycle ±1 ◦C around the setpoint; but after approximately 290 min, deviations from
the regular cycle can be observed as the unit prepares for DR activity during the DR window. After
initially achieving setpoint, the maximum, minimum and average temperatures recorded were 23.0,
20.6 and 22.1 ◦C respectively. In this case, 120 kWh is consumed during the DR window. Focusing
now upon the 100 kWh STOR case, after initially heating to the setpoint the temperature again starts
to cycle ±1 ◦C around the setpoint. After approximately 290 min, deviations from the regular cycle
can be observed as the unit prepares for DR activity during the DR window, during which 60 kWh
is consumed. A distinct period of pre-heating can be observed prior to this window. After initially
achieving setpoint, the maximum, minimum and average temperatures recorded were 23.9, 18.7 and
22.0 ◦C respectively. Finally, concerning the 160 kWh STOR case, the unit again starts to cycle the
temperature ±1 ◦C around the setpoint after initially heating. A pronounced period of pre-heating
begins at the 260-min mark as the unit prepares for DR activity during the DR window. In this case,
zero kWh is consumed during the DR window, i.e., the unit remains in the ‘off’ state. After initially
achieving setpoint, the maximum, minimum and average temperatures recorded were 24.5, 16.1 and
21.7 ◦C respectively.

As can be observed in Figures 8 and 9, the proposed dispatch strategy is effective in producing the
DR actions required in order to surgically reduce consumption during DR events. Although this has
some negative impact upon the zone temperature, this impact is minimized through the optimization
which has been developed. Accurate baselining and optimal activation of the unit both prior to and
during the DR window itself are evident. Figure 10 plots the electricity consumption (in kWh) for all
five HVAC units over the duration of the simulation time in both the DR and no DR (baseline) cases.
The aggregated consumption for the no-DR case during the DR window was found to be 833.3 kWh,
while the aggregated consumption for the DR case during DR window was found to be 333.3 kWh.
The commanded reduction of 500 kWh has clearly been achieved, and an accurate baseline provided
for settlement purposes. Figures 6–10 also clearly indicate that consumption has been shifted away
from the DR window to occur both before and after the window itself.
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Figure 10. Electricity consumption in kWh (red trace, DR case; black trace, baseline case).

4.2. Experimental Evaluation

For the experimental evaluation, testing was performed at an experimental site on the Teesside
University campus in Middlesbrough, UK, within the context of the Demand Response in Blocks of
Buildings (DR-BoB) Horizon 2020 project. The experiment was undertaken on four HVAC/AHU (air
handling units) providing both heating and cooling services to a large building housing office spaces
and lecture rooms. Figure 11 shows a photograph of the locations on the rooftop at the demonstration
site building. The units were configured to operate in cooling mode, with circulating water setpoint set
at 5.25 ◦C with deadzone ∆ = 1.25 ◦C. The cooled water feeds into individual room heat exchangers to
provide air conditioning and cooling in the office spaces and lecture rooms.

To provide remote override and operation of the HVAC controls, and provide an interface to
measured temperatures, a BACNet connection to an additional programmable control device was
employed. This device represented the ITU, and allowed the implementation of the dispatch controls.
An internet connection to a cloud-based coordination application sending the simulated DR signals
was also implemented over a secured public IP connection. The HVAC dynamics are non-linear in the
HVAC units, being partially dependent upon the thermal demand. This demand is predictable and
manifests as a time varying coefficient a(k) in Equation (2). In addition, a small transmission zero is
present and was included in the model, which provides a very good fit (≈90%) to historic recorded data.
The experimental test was carried out on the afternoon of the 1st of September 2017, during which
a DR event requiring a reduction of 200 kWh was simulated between the hours of 12:30 and 15:30.
Results for the response of HVAC/AHU #1 are shown in Figures 12 and 13. Figure 12 displays the
chiller return temperature (in ◦C) for the unit during the course of the day, with the actual temperature
displayed in red and baseline temperature displayed in black. The ambient temperature outside the
building is displayed in green and the setpoint in blue. The unit is activated at approximately 09:30
and the water temperature is brought towards the setpoint. The disturbance at approximately 10:00 is
best attributed to a load change as internal heat exchangers are switched on as the building becomes
occupied. Pre-cooling of water temperature begins at 12:00 prior the DR event itself. The electricity
consumption of the unit is shown Figure 13. The red trace displays the actual (metered) consumption of
the unit, while the black trace displays the baseline (counterfactual) consumption of the unit. Figures 12
and 13 show evidence of pre-cooling, and the generation of an accurate baseline indicating a post-event
reduction in electricity consumption from the unit of 54.13 kWh. The overall aggregated reduced
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consumption obtained from HVAC units #2, #3 and #4 were at similar levels, meeting the aggregated
target of 200 kWh. Overall, these results provide a practical, experimental and real-world validation of
the techniques described in this research.

 

 

Figure 11. Photograph indicating positioning of the four HVAC units at the demonstration site.

 

 
Figure 12. Recorded temperatures in ◦C (red trace, DR case; black trace, baseline case; green trace,
ambient temperature).
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Figure 13. Electricity consumption in kWh (red trace, DR case; black trace, baseline case).

5. Conclusions

This paper argues that since energy consumption is estimated to be about 40% accountable
to buildings, sustainable demand side management is one possibility to mitigate the dependence
of buildings on the electrical grid. As such, a novel approach to coordinated demand response
(DR) for aggregated HVAC is presented to support surgical (explicit) DR in buildings and blocks or
groups of buildings, which are possibly spread across multiple geographic locations. This approach
presents a large-scale decentralized optimization framework that leverages concepts of Industry 4.0,
incorporating distributed DP solutions for individual unit dispatch with a centralized DP allocation
procedure. In addition, an accurate baselining procedure to enable effective calculation of reduced
consumption and post-event settlement at the individual unit level has been proposed. The approach
has been validated using calibrated simulation studies and experimental tests, and it is demonstrated
that surgical DR can be effected by a number of coordinated units. Future work includes further
representative testing of the proposed approach and its commercialization. In addition, future work
will also investigate the integration of other forms of DR assets (e.g., combined heat and power (CHP)
plant [27] and smart home appliances [28] under rolling-horizon techno-economic optimization) into
the aggregated DR framework.
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Abstract: Virtual Oscillator Control (VOC) is a promising technique that allows several inverters
connected to a microgrid to naturally synchronize, without communication. However, the selection
of the VOC parameters often require iterative or optimization procedures that render its practical
use not straightforward. In this paper, this problem is overcome with the proposition of a novel
methodology for determining the dead-zone type VOC parameters based on the describing function
method. The methodology consists of a set of analytical equations that use as input data few basic
electrical system parameters from the converter and from the microgrid, namely, the operating
voltage and frequency ranges, besides rated power. The proposed set of equations is used to calculate
the parameters required to control an inverter in voltage mode. The validity of the proposed approach
is demonstrated in experiments that encompass different situations such as pre-synchronization,
connection, and disconnection of a second inverter from a microgrid.

Keywords: Virtual Oscillator Control; parameter tuning; voltage-mode inverter; microgrid

1. Introduction

Decentralized energy systems are becoming a promising alternative to the tradition-
ally centralized model. This approach reduces the need for investments in transmission
infrastructures, optimizes line losses, and assists in reactive compensation and voltage
regulation [1,2]. At the same time, interest in using renewable energy for the energy matrix
has increased considerably in recent years [3]. The use of photovoltaic panels, wind tur-
bines, and other types of clean energy, besides the reduction of environmental impacts, has
already become economically viable, especially in isolated places [4].

Observing this trend in the energy market, it is imperative to develop efficient and
robust control strategies for power inverters operating in parallel, connected to the distri-
bution system, or operating isolated from the grid. This type of structure is the basis for
Parallel Connected Uninterruptible Power Supplies (PCUPS) and Micro Grid-based Elec-
trical Power Systems (MGEPS) [5,6]. Important challenges in this architecture are related
to the reduction or elimination of direct communication among inverters while ensuring
stability and synchronization between generating units regardless of loads, regulating
frequency and voltage, and providing load distribution according to the power of each
generating device [7].

Parallel inverters synchronization methods can be divided into centralized, mas-
ter/slave, distributed, and without communication (fully decentralized) [8]. This paper
deals with the approach to control parallel inverters in a microgrid system without commu-
nication. The main advantage of this class of techniques is to avoid a common mode failure
for the power distribution network associated with possible communication channel faults,
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thus improving the system overall reliability [9]. Usually the price to pay is the difficulty in
distributing the power demand, since the load that each device must assume is unknown
after unanticipated disconnections of faulted inverters.

Among methods of parallelism without communication, one of the most widely used
is the Voltage and Frequency Droop Method (VFDM), or just Droop Control [10]. One
of the first works on VFDM for converter control is presented in Chandorkar et al. [11],
where transmission lines are considered inductive. VFDM then emulates the behavior of
a synchronous generator controller, imposing an inverse relationship between frequency
and active supplied power, while the exchanged reactive power is varied by voltage am-
plitude control. When the line cannot be considered purely inductive, the relationship
between these variables needs to be modified accordingly [12]. In addition, when the line
impedances to the load of each inverter are different, the method, as initially proposed, fails
to properly distribute power between the generating units [12]. An approach used to miti-
gate the impacts of the two issues mentioned above is the use of a virtual impedance [13].
This impedance is designed to contribute to load distribution and can be chosen in such
way that the equivalent impedance is inductive. Virtual impedances may even vary over
time to accommodate changes in the electrical system [13].

Smooth operation of VFDM inverters is highly dependent on the way active and
reactive power are estimated. Changing the underlying computation can improve the
performance of a given implementation or lead to instability, as each estimation method
adds different amounts of delay, usually associated with low-pass filters, to the control loop
in each inverter. A simple way to obtain these power variables is presented in Andrade et
al. [14].

In addition, previously developed synchronization methods that rely on estimated
active and reactive power may exhibit slow convergence to the target power balance
condition and usually need specific apparatus for the pre-synchronization and the power
estimation procedures, such as phase-locked loops (PLLs). Other types of synchronization
methods, e.g., those based on rotating (synchronous) reference frames, rely directly on
PLLs to implement their strategies. In Wu et al. [15], it is shown the effects of PLLs on the
converter stability, particularly how the interaction of PLLs with the grid/regulators can
lead to instability.

These drawbacks have motivated the development of a new approach, the
Virtual Oscillator Control (VOC), initially proposed in Torres et al. [16,17], with mathemati-
cal proofs for guaranteeing global asymptotic stability of the synchronization condition
for symmetric electrical networks. To validate the theoretical developments, experimental
results for the parallel operation of two inverters were presented, together with a pre-
synchronization strategy to reduce the amplitude of transients at the time of connection
of a new device in the electrical network [18]. In Johnson et al. [7,19], similar theoretical
analysis and new experimental results were reported, and the term VOC was likely used
for the first time.

Inverters controlled using the VOC technique usually have shorter settling times after
load changes in comparison with other techniques. This is mainly because they do not
depend on active and reactive power estimates commonly employed in other approaches.
VOC is conceived considering time-domain variables [17], whereas conventional tech-
niques are often based on phasors, taken as steady-state quantities or approximate mean
values [20]. The steady state behavior of an inverter using VOC is similar to an inverter
using VFDM [20,21]. Thus, it would be possible to use in the same network inverters
controlled by both techniques. However, no work to date has explored this possibility. In
Johnson et al. [21], the convergence time comparison is made between VOC and VFDM.
It is possible to notice the superiority of the first method in the considered cases.

The first VOC studies have focused only on isolated microgrids, like the one shown in
Figure 1. In more recent publications [22–24], a dispatchable VOC (dVOC) strategy was
proposed. In this new approach, it is possible to set desired reference values for power
injection that satisfy the power flow equations (steady-state condition). Nevertheless, the
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studied cases focus on isolated grids. Although Minghui Lu et al. [25] highlights that the
VOC presented is grid-connected capable, neither stability nor synchronization studies in
this context were presented. Furthermore, the Unified Virtual Oscillator Control (uVOC) is
proposed in Awal et al. [26], which is built on the theoretical results of dVOC. The authors
claim that uVOC can operate as Grid-Forming and Grid-Following with built-in fault
protection, which allows a smooth transition between connected/isolated operation and
protection of hardware against short circuits. The VOC can be used in conjunction with
the active and reactive injection control to obtain dispatchable characteristics [27], this
has advantage over the methods dVOC and uVOC because it is independent on the X/R
ratio of the line. Surprisingly, the VOC method has also been applied in direct current (DC)
systems [28,29]. In Lin at al. [28], a current mode oscillator structure is used to control
distributed active filters to attenuate the ripple in the DC line. On the other hand, in Duarte
et al. [29] the VOC voltage output, after a coordinate transformation, is used to control
DC/DC converters connected to a DC microgrid.

����
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�
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���. 1
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���.�

Figure 1. Interconnected system with N inverters.

In most works about VOC, the underlying mathematical developments and methods
used to choose appropriate parameters can render the widespread usage of this technique
somewhat difficult. This paper proposes a novel strategy to determine VOC design param-
eters for application on parallel inverters connected to a microgrid (Section 2.2). Different
from the work in Johnson et al. [21], this paper deals with dead-zone (or saturation) type
oscillators, for which the parameter calculation method presented there is not applicable.
In addition, the use of a saturation function instead of the cubic function, considered in that
work, can potentially generate less third harmonic distortion for nominal load operation,
if the parameters are chosen following our tuning methodology, by avoiding the saturation
limits in this condition. Finally, the use of a piecewise-linear function (the saturation or
dead-zone function, depending on the point-of-view) facilitates the discrete-time numerical
implementation of the VOC strategy on Digital Signal Processors (DSPs) by the use of exact
discretization methods for linear and time-invariant systems. The development presented
in this paper could be used directly in applications such as in Ali et al. [27], Duarte et al.
[29] and, with some modifications, in Lin at al. [28], with the benefits described above.

The proposed strategy consists of a set of analytical equations that use as input
data only basic electrical parameters from the converter and from the microgrid, namely,
the rated power and voltage and frequency ranges. It has the advantage over existing
procedures to avoid the use of optimization, numerical solutions or graphical analyzes,
and therefore significantly simplifies the VOC tuning process. In addition, a simple pre-
synchronization strategy is presented (Section 3) to ensure smooth connection transients.
Experimental results are presented in Section 4 to validate the proposed approach for
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a single-phase system. Other works has exploited the use of this type of controller on
three-phase converters. The ideas presented in Johnson et al. [30] and Rosse et al. [31],
concerning three-phase implementations, are compatible with the method presented here.

2. An Overview of The VOC Method

The concept of the VOC method is to emulate the dynamics of an oscillator through a
power inverter. In the case of cooperation to feed the same load, this oscillator must have
the property of naturally synchronizing with a unknown but finite number of several other
power oscillators, that is, by construction the output voltages of all oscillators converge to
the same quasi-sinusoidal oscillatory pattern, with low harmonic distortion, as a natural
result of being connected to the same microgrid [17]. One of the possible oscillatory systems
capable of presenting this property is shown in Figure 2, consisting of a RLC filter and a
current source controlled by a nonlinear voltage function, φ. The dynamic equations of
this circuit are integrated by an appropriate numerical method, implemented in a DSP,
which generates the voltage reference, vore f

, in that case equal to vosc. This means that
the components shown in Figure 2 are virtual ones, the reason why this method has been
called Virtual Oscillator Control.

+

-

Figure 2. Oscillator example, compatible with Virtual Oscillator Control (VOC) method and used in
this work.

Considering the circuit in Figure 2, and applying Kirchhoff’s laws, one has that

~̇x =

[

0 1/Losc

−1/Cosc −1/(RoscCosc)

]

~x +

[

0
1/Cosc

]

u,

y = [0 1] ~x,
(1)

where ~x = [iL vosc]T , u = iosc − φ(vosc), and iosc is defined as the current flowing into the
inverter. The controlled current source in Figure 2 behaves as a nonlinear resistor with
piecewise constant non-positive resistance values, and it is able to inject current into the
circuit. For limited amplitude oscillations, the φ function must also be bounded. The
following saturation-like function is used:

φ(vosc) =







−αvosc, if |vosc| < λ ,
−αλ, if vosc ≥ λ ,
αλ, if vosc ≤ −λ .

(2)

where λ > 0 and α > 0 are constant parameters to be designed.
Now, consider N ≥ 1 inverters controlled using this technique, with identical parame-

ters, connected in parallel as shown in Figure 1. The theoretical justification for the syn-
chronization of a unknown but finite number of power oscillators in a symmetric electrical
network is related to the incremental passivity of the oscillators, together with the incremen-
tal passivity of the electrical network, in the sense briefly presented in Appendix A. Using
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this concept it was shown that a sufficient condition for synchronization, among others,
is that

α < η + αp, (3)

where η is the passivity characteristic of the electrical network and αp is the passivity
characteristic of the linear time-invariant (LTI) system (1) (see Section 2.1). In this case, all
units in Figure 1 will synchronize naturally, sharing equally the load [17]. It is important
to emphasize that inequality (3) is only a sufficient condition. In other words, even if the
system violates this condition, it can still achieve synchronization in some cases. In Torres
et al. [17], although the connection impedances g1, g2, . . . , gN were considered identical,
the value of gj or the load characteristic (resistive/inductive) does not require modifications
to the method structure, as opposed to VFDM.

2.1. Passivity Constraints on the Virtual Oscillator Design

Considering the LTI system presented in Equation (1), it is possible to define an energy
storage function ([32] Definition 6.3) and compute its time-derivative as

SOSP =
Losci2Losc

2
+

Coscv2
osc

2
=

Loscx2
1

2
+

Coscx2
2

2
,

ṠOSP = Loscx1 ẋ1 + Coscx2 ẋ2 = ux2 − x2
2/Cosc.

As x2 = y, one has that
ṠOSP = −yρ(y) + uy, (4)

and it can be concluded that the LTI system Equation (1) is Output Strictly Passive
(OSP) ([32] Definition 6.3). Although the RLC filter is passive, the nonlinear oscillator
should not be, otherwise oscillations would not exist. The analysis of this condition can be
performed by substituting u = iosc − φ(y) in Equation (4), and recognizing that the system
input is now ũ = iosc,

yũ = ṠOSP +
y2

Rosc
+ yφ(y). (5)

However, φ(y) belongs to sector [−α, 0], so −αy2 ≤ yφ(y) ≤ 0 and Equation (5) can
be rewritten as

yũ ≥ ṠOSP + y2
(

1
Rosc

− α

)

. (6)

Thus, the system will be OSP ([32] Definition 6.1) if

α <
1

Rosc
(7)

Moreover, making ũ(t) = 0 and y(t) = 0, ∀t ≥ 0, in Eqation (1) leads to the conclusion
that x2(t) = y(t) ≡ 0 ⇒ ẋ2(t) = 0, ∀t ≥ 0, and therefore x1(t) ≡ 0. This means that the
system is zero-state observable ([32] Definition 6.5) and, from ([32] Lemma 6.7), the virtual
oscillator, with iosc = 0, would be globally asymptotically stable, which is an undesirable
condition. Therefore, one must have

α ≥ α∗p > αp :=
1

Rosc
, (8)

where α∗p represents a safety margin for sustained oscillations when iosc 6= 0. So, the con-
dition expressed in Equation (8) is a necessary one. This will be explored in the next
section.

153



Energies 2021, 14, 1818

2.2. Practical VOC Parameters Selection

In Johnson et al. [21], the average oscillator models are used to obtain parameters
for a Van der Pol oscillator with cubic function, considering a quasi-stationary operation
condition. However, the described procedure can be laborious and somewhat non-intuitive.
The use of cubic function nonlinearity has some disadvantages, as third harmonic gener-
ation (see Section 4.1). Besides, as reported in that work, an adaptation was required to
eliminate an algebraic loop resulted from the use of approximate integration by means of
the trapezoidal rule applied to discretize the smooth nonlinear differential equations. In
order to overcome these drawbacks, a new approach for Voltage-Controlled Voltage Source
Inverters (VCVSIs) control design, using VOC, is presented in this section. As described
in Section 2, an oscillator with saturation nonlinearity will be used. The parameters are
selected to reduce harmonic generation. As the saturation is a piecewise linear function,
this allows the use of exact discretization of the linear time-invariant systems that are used
in the DSP numerical implementation.

From Section 2, the necessary parameters to apply the VOC method are Rosc, Losc,
Cosc, α, and λ. The parameters Losc and Cosc are associated with the frequency of vosc, while
the amplitude is determined by the set of parameters Rosc, α and λ. Furthermore, it is
desirable to satisfy inequality Equation (3) such that α must be chosen in order to guarantee
both sustained oscillations and synchronization of inverters. From Equation (1), it is
possible to infer that the current iosc also influences the amplitude of the oscillations. In the
event that |iosc| ≪ |φ(vosc)|, the load current will have little impact on voltage regulation.
However, the more insensitive to the load current, the slower the synchronization process
will become.

The describing function method is applied to the oscillator in Figure 2. For a single-
input single-output (SISO) nonlinear system, represented by a linear system with a nonlin-
ear function feedback with iosc = 0, there might be a periodic solution with a frequency
and amplitude close to ω and a, if it is possible to solve the equation

G(ω)Φ(a) + 1 = 0 , (9)

where G(ω) is the frequency response of the LTI system Equation (1) and Φ(a) is the
describing function obtained for the nonlinear function φ ([32] Section 7.2). The expression
in Equation (9) is known as the harmonic balance equation. For memoryless, time-invariant
and odd functions, Φ(a) is real and can be calculated as

Φ(a) =
2

πa

∫ π

0
φ(a sin θ) sin θ dθ . (10)

For the addressed problem, φ corresponds to the saturation function, Equation (2),
with α > 0. In this case, the solution of Equation (10) is given by

Φ(a) =

{

−α, if 0 ≤ a ≤ λ ,

− 2α
π

[

arcsin(κ) + κ
√

1 − κ2
]

, if a > λ ,
(11)

where κ = λ/a. By inspection we have

− α ≤ Φ(a) < 0. (12)

As Φ(a) is real, we can split Equation (9) in two equations and solve separately as

1 + Φ(a)ℜ{G(ω)} = 0, (13)

ℑ{G(ω)} = 0. (14)
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The transfer function for the system in Equation (1) is

G(s) =
s

s2 + s 1
RoscCosc

+ 1
LoscCosc

. (15)

Making s = ω, we have

G(ω) =
ω2L2

osc/Rosc + Loscω(1 − LoscCoscω2)

ω2L2
osc/R2

osc + (1 − LoscCoscω2)2 . (16)

Solving Equation (14) for ω it is found that the oscillation of the system, if it exists,
must have an approximate frequency of

ω =

√

1
LoscCosc

. (17)

This result was already expected, as this is the central frequency of the RLC bandpass
filter shown in Figure 2. Solving now Equation (13) using Equation (17) we have

Φ(a) = −1/Rosc. (18)

In addition, as Rosc > 0 we can replace Equation (18) in Equation (12), thus

α ≥ 1
Rosc

. (19)

Therefore, if Equation (19) is met, according to the describing function method, the sys-
tem represented by Equation (1), with feedback φ and with iosc = 0 (disconnected from the
electrical network), has a limit-cycle with amplitude a and frequency ω.

Although the describing function method is based on approximations and does not
guarantee the existence of oscillations [32], the condition expressed in Equation (19) is con-
sistent with that obtained in Equation (8). In addition, the method is useful in determining
an approximate relation between the parameters Rosc, α, λ, and the steady-state ampli-
tude a. On the other hand, it also gives an approximate relation between the steady-state
frequency ω and the parameters Losc and Cosc.

In the previous analysis, iosc was considered to be zero. However, this condition is not
realistic, as the main objective of the inverter is to supply power to the grid. To partially
circumvent this issue, it is possible to imagine that a load connected to the oscillator is
actually part of it, changing the values of the internal impedances. In the special case
where the load is a pure resistance, RL, the resulting equivalent resistance, R∗

osc, of the
new oscillator would be the computed from the parallel connection between Rosc and
RL. This means that regardless of the value of RL, the new value of the resistance of the
oscillator would be less than the original value. Therefore, the load seen by the inverter
when connected to the network has a direct impact on the oscillation condition of Equation
(19). For a given value of α, it is possible for the system to become asymptotically stable
when connected to a load with a sufficiently small resistance value as pointed out in
Equation (8). This will be associated with the maximum allowed active power output,
or rated power. Furthermore, as already discussed, Rosc has an impact on the steady state
amplitude, a, and R∗

osc must be used to define the minimum oscillation amplitude. Similarly,
looking at Equation (17), inductive and capacitive loads will directly impact the ultimate
system’s oscillation frequency.

To formalize the previous discussion, consider that the N inverters controlled by the
VOC technique shown in Figure 1 are synchronized. Using the fact that these oscillators
are incrementally passive, it can be inferred that all states between oscillators are equal
in steady state. In this condition, the microgrid can be represented as shown in Figure 3.
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An equivalent circuit for a single inverter that is mathematically equivalent to the one in
Figure 3 is shown in Figure 4.

+

-

Figure 3. Microgrid schematic representation after synchronization.

+

-

Figure 4. Operating condition of one inverter after synchronization.

Neglecting the harmonics that can be generated by the load or by φ and considering
that the system operates in steady state, that is, that phasor analysis can be applied,
it is possible to decompose ZT = Zeq + ZLoad/N in a parallel RL or RC circuit in order
to keep Iosc unchanged. In this case, ZT = RT//XT , thus RT = −Vosc/ℜ{Iosc} and
XT = −Vosc/ℑ{Iosc}. In addition, the power absorbed by the grid is given by S = −Vosc Īosc

and S = −Voscℜ{Iosc}+ Voscℑ{Iosc} = P + Q. Therefore, it is possible to determine the
values of RT and XT as

RT = V2
osc/P,

XT = −V2
osc/Q.

(20)

Considering what has been presented so far, it is possible to describe an algorithm for
choosing the VOC parameters. The input data are the minimum and maximum voltage
values (Vmax and Vmin), nominal frequency and maximum frequency deviation ( fn and
∆ f [Hz]), and inverter rated power (Pn [W] and Qn [VAr]).

First, we will define α. The lowest bound is given by Equation (8), but for the new
equivalent oscillator we must use R∗

osc = Rosc//RT and α∗p = 1/R∗
osc. When the inverter

delivers nominal power, the oscillator voltage will be minimum. From Equation (20),
RT = V2

min/Pn. Considering the synchronization condition expressed in Equation (3) one
has that

1
Rosc

+
Pn

V2
min

≤ α < η +
1

Rosc
. (21)

For simplicity, we choose α as

α =
1

Rosc
+

Pn

V2
min

= α∗p. (22)

This is a good choice because there is no need to deal with the grid structure or
impedance to calculate η. It is true that this does not guarantee synchronization, at least not
without knowing the passivity characteristic η of the electrical network. This represents
a compromise between a simplified design procedure, which is the main purpose in this
work, and the computation of a property that depends on the exact knowledge of the
electrical network parameters but that would guarantee the satisfaction of the sufficient,
and therefore strong, condition (3) for inverters synchronization. More information on the
synchronization criteria and η calculation are found in Torres et al. [17].
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Using again the minimum voltage condition together with Equation (11) and Equation
(18), for the value of Φ(Vmin

√
2) to be equal to −1/R∗

osc, λ must be greater than or equal
to Vmin

√
2 in Equation (11). The maximum voltage condition will happen for the no-load

condition. This time Φ(Vmax
√

2) must be equal to 1/Rosc. Looking at the second part in
Equation (11) we note that κ must be less than one, otherwise this equation has no solution.
Thus λ must be less than Vmax

√
2. Again, for simplicity we choose

λ = Vmin
√

2. (23)

Using the minimum value allowed for λ will maximize Rosc, which helps filtering
high frequencies created by φ. Moreover, for nominal load operation, the peak values of
|vosc| will be close to λ then φ(vosc) ≈ −αvosc, and practically no harmonic is generated by
the oscillator.

After defining λ, and using the maximum voltage condition, it is possible to write the
second part in Equation (11) as

α

γ
=

1
Rosc

, (24)

where
γ = (π/2)[arcsin(κ) + κ

√

1 − κ2]−1,

κ = Vmin/Vmax.
(25)

Using now Equation (22) and Equation (24), it is possible to find

α =
Pn

V2
min

(

γ

γ − 1

)

Rosc =
V2

min
Pn

(γ − 1).

(26)

The reactive power delivered by the converter can be associated with an inductive
or capacitive current. If XT is inductive, the new inductance L∗

osc will be less than Losc

and the system frequency will be greater than the nominal frequency fn; in this case,
fmax := fn + ∆ f . On the other hand, with XT capacitive, C∗

osc will be greater than Cosc

and the frequency will be less than the nominal frequency; in this case, fmin := fn − ∆ f .
From circuit theory, it is known that

L∗
osc =

LoscLT

Losc + LT
, (27)

C∗
osc = Cosc + CT . (28)

From Equation (17),

f 2
max
f 2
n

=
Losc

L∗
osc

,
f 2
min
f 2
n

=
Cosc

C∗
osc

.

Applying these relations to Equations (27), (28) and (20), remembering that XL = ωL
and XC = −1/(ωC), it is possible to write

L′
osc =

1
2π fmax

f 2
max − f 2

n

f 2
n

V2
min

|Qn|
, (29)

Ca
osc =

1
2π fmin

f 2
min

f 2
n − f 2

min

Qn

V2
n
=

1
2π

fmin

f 2
n − f 2

min

|Qn|
V2

min
. (30)
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As Equation (17) must also be satisfied with ω = 2π fn, it is not possible to satisfy
Equations (29) and (30) simultaneously. However, Cosc must be maximized in order to
minimize the filter pass band, given by

β =
1

RoscCosc
. (31)

The lower the value of β, the lower is the voltage harmonic distortion due to the
nonlinear function φ. Cosc is calculated again starting from Equation (17) using Equation
(29). The result is given by

Cb
osc =

1
2π

fmax

f 2
max − f 2

n

|Qn|
V2

min
. (32)

Cosc must be chosen from max
{

Ca
osc, Cb

osc

}

. Comparing Equations (30) and (32) it can be

concluded that Cb
osc > Ca

osc ∀ fn > 0, so (32) should be used. Once Cosc has been determined,
the value of Losc can be calculated using

Losc =
1

4π2 f 2
n Cosc

. (33)

We can summarize the presented method as follows:

1. First, define the input parameters Vmin, Vmax, fn, ∆ f , Pn, and Qn. Acquire the param-
eters from the inverter and from the microgrid (the inverter rated power and grid
voltage and frequency). Define the aspects of power quality for your application.
What is the minimal and maximum voltage amplitude and frequency allowed on
your system? A good starting point is to use Vmin = 0.95Vn and Vmax = 1.05Vn and
∆ f = 0.5 Hz. Besides, some regulation or standard can be used to drive this choice
[33].

2. Use Vmin to calculate λ with Equation (23).

3. Use κ = Vmin/Vmax to calculate γ with Equation (25).

4. Use γ from previous step, Pn, and Vmin to calculate α and Rosc with Equation (26).

5. Use fmax = fn + ∆ f , Qn and Vmin to calculate Cosc with Equation (32).

6. Use Cosc from previous step and fn to calculate Losc with Equation (33).

In Section 4, an example is presented with the actual parameters extracted from an
implemented test setup.

3. A Pre-Synchronization Strategy

Although it is shown that devices operating with VOC will achieve synchronization
asymptotically regardless of the initial condition, the insertion of a new inverter in the
network may cause unwanted transients [17]. With that in mind, it is important to perform
the pre-synchronization of a device before connection. As shown in the next section, pre-
synchronization allows the oscillator output voltage to be close to the line voltage before
closing the connection switch. The voltage at the end of the line, however, is out of phase
with the voltage of the inverters already in operation due to the connection impendance.
Only after closing the switch final synchronization will take place.

The pre-synchronization method that is used in this work was inspired by Johnson
et al. [7]. When a VOC inverter, with parameters obtained as described in Section 2.2,
is inserted into the network, even if with large amplitude and phase differences, it quickly
adapts and synchronizes with the rest of the system. The pre-synchronization process
takes advantage of this feature. Thus, it is only required to emulate the converter operation
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before the switch is effectively closed. For this purpose, the circuit shown in Figure 5 is
emulated in the DSP that controls the converter.

+

-

+

-

Figure 5. VOC schematic with pre-synchronization circuit.

As seen in the figure, a virtual source with a series resistor is used. The virtual
source is a mirror of the voltage measured at the inverter terminals, where it will be
connected. Therefore, the procedure consists of making the output current during the
pre-synchronization period equal to

iosc =
vo − vosc

Rsync
, f or tsync < t < ton . (34)

The virtual resistor, Rsync, must have a resistance value of the order of the equivalent
connection resistance. If this parameter is unknown, Rsync = (V2

min/Pn)/100 can be used.
The obtained value has little influence on the pre-synchronization result as long as the
procedure described in Section 2.2 is followed. In any case, actual synchronization will
follow after connection.

4. Results

4.1. Simulation Results

The main purpose of this section is to compare the dead-zone VOC, and design
procedure introduced in this work, with the methodology presented in Johnson et al.
[21]. It will be shown that less harmonic distortion, especially third harmonic, can be
obtained by following the tuning methodology presented here, which relies on the use of
a piecewise-linear nonlinear function, in comparison to the approach relying on a cubic
nonlinear function. In addition, the reduction of harmonic content is achieved without
harming dynamic behavior. In fact, it is possible to notice a reduction in synchronization
time between devices that use this new approach. The simulation platform MATLAB ®

[34] was used along with Simulink ® to obtain the results presented in this section.
First, it is important to understand the source of the harmonics related to both methods.

The cubic function employed in Johnson et al. [21], considering a static application, will
always generate the same relative third harmonic content because

sin(θ)3 =
1
4
[3 sin(θ) + sin(3θ)]. (35)

and the ratio of the third harmonic amplitude to the amplitude of the fundamental com-
ponent is always the same. Let δ3:1 be the relation between the third harmonic and the
fundamental amplitude regarding only the static behavior of the nonlinear function, for the
cubic function δ3:1 = 1/3 ≈ 33%. For a saturation function the harmonic generation
depends on how much an input sine wave is distorted, and this is regulated by the λ

parameter. Remembering, the saturation function is defined as

φ(vosc) =







−αvosc, if |vosc| < λ ,
−αλ, if vosc ≥ λ ,
αλ, if vosc ≤ −λ .

(36)
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The value assigned to λ from Section 2.2 is Vmin
√

2. The term
√

2 is used because λ is
compared with vosc, which is an instantaneous voltage. The minimum voltage is reached
with nominal load, so in this condition φ(vosc) ≈ −α vosc, and practically no harmonic
distortion is generated by the oscillator. The worst case is the “no load” condition. In this
scenario, the output voltage will be Vmax and the nonlinear function will cut the sine
wave above Vmin

√
2. These voltages, Vmin and Vmax, are normally chosen to be close to

the nominal voltage, thus only a small piece of the sine wave is removed. For saturation
function the δ3:1 = Φ3/Φ, where Φ(a) is defined by Equation (11), and Φ3(a) is defined as

Φ3(a) =

{

0, if 0 ≤ a ≤ λ ,
4α
πa

[

aκ3 cos ζ + λ
3 cos 3ζ

]

, if a > λ ,
(37)

with ζ = arcsin (λ/a). Using the parameters from Tables 1 and 2, the worst-case distortion
rate for saturation function will be δ3:1 = 3.07%, that is, more than ten times better than the
cubic function.

However, all harmonics generated by the nonlinear function are attenuated by the
RLC filter in the oscillator. Finally, the total harmonic distortion is obtained from the
combination between harmonic source and filter attenuation in a feedback system—the

oscillator. Therefore, let δ
e f
3:1 be the effective relation between the third harmonic and the

fundamental amplitude. For a more detailed discussion we will present some simulation
results. The simulation is configured such that there is only one oscillator connected, or not,
to a load. The objective is to compare the harmonic distortion and frequency deviation
obtained by using oscillators designed using our Proposed Method (PM) with oscillators
designed using the Reference Method (RM) published in Johnson et al. [21]. The input
parameters are taken from the RM, and they are replicated in Table 1.

Table 1. Input parameters from Reference Method (RM) [21].

Parameter Value Description

Vmax 126 V Max. voltage
Vmin 114 V Min. voltage

Pn 750 W Inv. nominal power
Qn 750 VAr Allowed reactive power
fn 60 Hz Grid nominal frequency

∆ f 0.5 Hz Allowed freq. var.
tmax
rise 0.2 s Rise time

δmax
3:1 2 % Max. third-to-first harmonic ratio

Using these parameters on both selection guides generates the output parameters
presented in Tables 2 and 3. The last two parameters from Table 1 are used only in the RM.

Table 2. Output parameters Proposed Method (PM).

Parameter Value Description

λ 161.220 V Saturation limit
α 1.659 S Saturation gain

Rosc 624.26 mΩ Oscillator capacitance
Cosc 9.223 mF Oscillator capacitance
Losc 762.9 µH Oscillator inductance
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Table 3. Output parameters RM.

Parameter Value Description

κv 126 V/V Voltage-scaling factor
κi 0.152 A/A Current-scaling factor
σ 6.093 S Conductance
α 4.062 A/V3 Coefficient of cubic current source

Cosc 175.908 mF Oscillator capacitance
Losc 39.999 µH Oscillator inductance

Note that the values obtained for the Cosc are quite different, and the value for the RM
is approximately 19 times higher than for the PM. The larger capacitor in the RM is used to
guarantee proper frequency regulation ([21] Equation (47)). With Cosc value, the effective

third-to-first harmonic ratio can be calculated, δ
e f
3:1 = 1.14% for the RM ([21] Equation (41)).

After the parameter definition, the two types of oscillators were implemented on simulation,
on continuous and discrete-time domains. The integration step time for continuous-time
simulation is tsolv = (1/(48 kHz)) and Tsam = (1/(24 kHz)) for the sample time in the
discrete-time case. The simulation run for 100 s after voltage stabilization, and then the FFT
algorithm was applied over the steady state portion of the data.

In the following, three simulation scenarios are presented, first with no load, second
with nominal RL load, and third with nominal RC load. The results are respectively
shown in Tables 4–6, where the acronyms “c.” and “d.” stand for continuous and discrete,
respectively; “f” is the fundamental frequency; h1 is the fundamental amplitude; and h3 is
the third harmonic amplitude.

Table 4. No load simulation.

Description f [Hz] h1 [V] h3 [V] δ
ef
3:1 [%]

RM c. 59.97 177.8 2 1.12
RM d. 59.99 176.3 1.86 1.06
PM c. 59.99 176.1 0.88 0.5
PM d. 59.99 176.1 0.88 0.5

Table 5. Nominal RL load.

Description f [Hz] h1 [V] h3 [V] δ
ef
3:1 [%]

RM c. 60.48 160.0 1.380 0.86
RM d. 60.5 160.3 1.240 0.77
PM c. 60.5 161.0 0.000 0.00
PM d. 60.5 162.1 0.015 0.01

Table 6. Nominal RC load.

Description f [Hz] h1 [V] h3 [V] δ
ef
3:1 [%]

RM c. 59.48 159.4 1.380 0.90
RM d. 59.5 160.2 1.240 0.91
PM c. 59.5 161.6 0.010 0.01
PM d. 59.5 160.2 0.003 0.00

Note that in all cases the PM was better than the RM in terms of δ
e f
3:1. In addition,

among the investigated operating conditions, the RM had a small δ
e f
3:1 change, unlike the

PM. This was expected, because the cubic function always generates the same δ3:1 = 1/3,
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no matter the voltage amplitude. The δ
e f
3:1 calculated using Equation (41) from [21], is in

accordance with the results. Moreover, the RM has a little, but noticeable, error on frequency
regulation, and they are different for continuous and discrete implementation. To verify

δ
e f
3:1 changing behavior related to load condition, another simulation was performed, now

with 50% of nominal RL load, and the result is presented in Table 7. There seems to be an

almost linear relationship between δ
e f
3:1 and the load percentage when the PM is applied.

Table 7. RL load 50% of nominal, (*) using Cosc and Losc from RM.

Description f [Hz] h1 [V] h3 [V] δ
ef
3:1 [%]

RM c. 60.23 170.0 1.629 0.96
RM d. 60.25 170.0 1.763 1.04
PM c. 60.25 170.7 0.463 0.27
PM d. 60.25 170.8 0.468 0.27
PM c.* 60.01 171,5 0.011 0.01
PM d.* 60.01 171,0 0.011 0.01

The last two lines in Table 7 are related to the PM when Cosc and Losc parameters
from the RM are used. These values give a view of the impact of the oscillator structure
on frequency regulation and harmonics generation. However, the higher the capacitance
value and the lower the inductance, the more energy is stored in the oscillator. This will
potentially impact the synchronization procedure. If there is a difference between the states
of each oscillator, more energy needs to be dissipated in the network, and more time could
be required for the synchronization. Even so, in the PM one has a considerable margin to
increase the capacitance value when compared to the RM if some other performance target
needs to be met. This gives space for future improvements in this designing guide.

In the sequence, a comparison between the PM and RM synchronization process will
be presented. For the following simulations, two identical oscillators, with parameters
from Tables 2 and 3, are connected to an RL load, with 50% of nominal power, through two
identical lines with Rline = 1 Ω and Lline = 2 mH, as shown in Figure 1. The oscillators
are constructed in discrete-time domain and the connection network in continuous-time
domain, with tsolv = (1/(48 kHz)) and Tsam = (1/(24 kHz)). Initially, only one oscillator
is connected to the load, and after some time the second oscillator is added to the system.
For the results presented in Figures 6 and 7, the pre-synchronization procedure is not
used. Instead, the initial conditions of each oscillator are calculated to generate a lag of 1◦

between then. When the clock reaches 10 ms the second oscillator is connected to the load
through the RL line. As can be seen the oscillators behave similarly for the PM and RM.
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Figure 6. Synchronization of two oscillators designed with RM without pre-synchronization.
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Figure 7. Synchronization of two oscillators designed with PM without pre-synchronization.

For a more detailed analysis, the graph of Figure 8 was constructed, where the differ-
ence between the output voltages and output currents for each method is compared.
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Figure 8. Difference between output voltage and output current of each oscillator without pre-
synchronization.

As can be seen in Figure 8, the PM reaches synchronization between oscillators faster
than RM. Defining the settling time, tset, as the time it takes for a signal to fall below 2% of
its peak value, for PM tset ≈ 27.9 ms and for RM tset ≈ 41.4 ms, considering ∆io signal.

In order to check the total time of an oscillator on the network for entering into service,
the next simulation also takes into account the pre-synchronization process following the
technique presented in Section 3 with Rsync = (V2

min/Pn)/100 = 173.3 mΩ. The results are
shown in Figures 9–11. The initial conditions of each oscillator are calculated to generate
a lag of 90◦ between then. When the clock reaches 5 ms, the pre-synchronization process
starts in the second oscillator, and at 30 ms mark it is connected to the load through the RL
line. The pre-synchronization quickly changes the output voltage of the second oscillator
for both methods, as seen in Figures 9 and 10. Besides, the output current of oscillator
increases smoothly after connection.
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Figure 9. Synchronization of two oscillators designed with RM with pre-synchronization.

From Figure 11 it is possible to measure the settling time when the pre-synchronization
is applied. In this case, this value will give an overview of the pre-synchronization and
synchronization efficacy related with the VOC method applied. As in the previous case,
the synchronization process for the PM is faster than in the RM. The values are tset ≈ 26.4 ms
for PM and tset ≈ 42.5 ms for RM. For a quick comparison, Table 8 was constructed with
the most important results presented in this section.

Table 8. Results Summary

Description PM RM Units

Worst δ
e f
3:1 0.5 1.12 %

Best δ
e f
3:1 0 0.77 %

No pre-sync. tset 27.9 41.4 ms
With pre-sync. tset 26.4 42.5 ms
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Figure 10. Synchronization of two oscillators designed with PM with pre-synchronization.
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Figure 11. Difference between output voltage and output current of each oscillator with pre-
synchronization.

4.2. Experimental Results

The VOC method was embedded in a single-phase commercial PV inverter [35] by
firmware changing. The simplified schematic for the experiment is shown in Figure 12
and the assembly can be seen in Figure 13. The inverter output is connected to a coupling
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transformer, with a 1:1 ratio, that provides galvanic isolation between the input and
output. The switch s3 is used only for pre-synchronization strategy validation. When s3 is
closed, Inverter 2 automatically detects terminal voltage and starts the pre-synchronization
procedure. Currents were measured with Hall effect current probes, while voltages were
measured with differential probes. Data were stored in a four-channel digital scope,
without any filtering. For reference, all relevant parameters are listed in Table 9. The two
inverters have the same part numbers and are based on a H-brige IGBT (Insulated-gate
Bipolar Transistor) topology with hard switching. The inductor and capacitor filters have
10% and 20% tolerances, respectively.

+

-

+

-

+

-

+

-

+

-

+

-

+

-

Figure 12. Schematic of the laboratory-scale prototype for testing the VOC.

Figure 13. Picture of the inverter assembly for testing the VOC algorithm: (1) Inverter nº. 1, (2) Set of
resistive loads, and (3) Inverter nº. 2.

The commands are made with triangular carrier unipolar PWM ( fpwm = fs). The duty
cycle is defined as

d = vosc/Vdc. (38)

All the calculations were made with fixed point math. To simplify implementation,
the per unit system was used. Thus, before using the equations in Section 2.2, the input
data must be converted using voltage and power bases. The used VOC parameters are
presented in Table 9.
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Table 9. Parameters of the experimental setup.

Parameter Value Description

Vn 127 V Grid nominal voltage
fn 60 Hz Grid nominal frequency
L 2 mH Filter inductance

R f l 1 Ω Filter inductor resistance
C1 = C2 3.3 µF Filter capacitance

R f c 10 mΩ Filter capacitor ESR (60 Hz)
Rw1 919 mΩ T. winding resistance
Xw1 737 mΩ T. winding reactance
Rm1 2.83 kΩ T. magnetizing resistance
Xm1 625 Ω T. magnetizing reactance
Rw2 906 mΩ T. winding resistance
Xw2 655 mΩ T. winding reactance
Rm2 3.21 kΩ T. magnetizing resistance
Xm2 863 Ω T. magnetizing reactance
RL 25 Ω Load Resistance
Vb 200 V Voltage base (PU)
Pb 4 kW Power base (PU)

Vmax 1.05 Vn Max. voltage
Vmin 0.95 Vn Min. voltage
∆ f 0.3 Hz Allowed freq. var.
Pn 1.5 kW Inv. nominal power
Qn 300 VAr Allowed reactive power
λ 0.853 V VOC φ limit
α 29.634 S VOC φ gain

Rosc 34.961 mΩ VOC resistance
Cosc 109.473 mF VOC capacitance
Losc 64.273 µH VOC inductance

fs 24 kHz Sample frequency

The values Vmax and Vmin are chosen symmetrically to Vn as recommended on
Section 2.2. The rated power of this inverter is Pn = 1.5 kW. As the experiments will
be performed with a resistive load, the Qn values are chosen only to overcome the reac-
tance from the transformers. A good starting point for ∆ f is 0.5 Hz, but that limit could
vary regarding some standard or equipment needs. We are choosing this parameter more
tightly, ∆ f = 0.3 Hz, because we will deliver little reactive power. For the same Qn value,
a more restricted ∆ f will increase Cosc, that normally leads to a longer synchronization
time, regarding the same system. However, a bigger capacitance will help to reject more
harmonics, because it reduces β.

The test was conducted as follows. Initially, Inverter 1 was started. After stabilization,
it was connected to the microgrid by closing switch s1. Then, switch s3 was closed. The pre-
synchronization procedure started automatically as soon as the rms value of vo2 exceeded
80 V. Subsequently, switch s2 was closed to put inverter 2 into operation. After operating
for a short period, switch s2 was opened again so that Inverter 1 took over the entire load
again. Results related to each of these steps are presented next. It must be noted that both
inverters have the same firmware.

The first results are shown in Figure 14. This is related to pre-synchronization process
of Inverter 2. As it can be seen, after a small transient the voltage in the inverter filter,
v f 2 , which is an image of VOC output voltage, replicates vo2, except for a small lag.
As will be seen below, this procedure ensures that the input transients of the inverters are
well controlled.
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Figure 14. Pre-synchronization process for Inverter 2.

Figure 15 shows the moment when the second inverter is connected to the microgrid.
The measured voltages are vo1 and vo2, as well as currents io1 and io2 (see Figure 12).
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Figure 15. Connection of the second inverter in the microgrid.

As seen in Figure 15, current io2 quickly synchronizes with io1. In addition, a soft
transient is achieved due to the pre-synchronization procedure. The difference between io1
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and io2 is due to difference in transformers impedance. The more noticeable noise presented
in io2 is related to the higher sensitivity of the current probe 2. This noise comes mainly
from common-mode electromagnetic interference generated by the inverter switching.

After some time in operation, switch s2 was opened. The result is shown in Figure 16.
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Figure 16. Disconnection of the second inverter from microgrid.

The measured voltages are v f 2 and vRL. Once requested to disconnect, the inverter
goes to a state where the PWM is deactivated, so the filter voltage after this event will tend
to zero. The capacitor discharge, compared to the network frequency, is slow. This ends
up generating the “continuous” signal seen in the graph of Figure 16. Another point to be
highlighted is the reduction of the voltage in the load after the Inverter 2 is interrupted.
This reduction is due to both the increase in losses in Inverter 1 and transformer and the
reduction in the reference voltage generated by the virtual oscillator. Although the values of
Vmin and Vmax were chosen symmetrically in relation to Vn, this is not mandatory. The only
restriction is that Vmax > Vmin. In this way the value of Vmin can be chosen to compensate
for possible losses in the inverter filter, if this is relevant in a specific application.

5. Conclusions

In this paper, a new method is proposed for determining the design parameters
required for virtual oscillator control. In the the proposed method, all VCO parameters
are directly computed with simple expressions that use as input data information that is
readily available from the inverter and from the microgrid. The proposed method was
implemented in a pair of converters that were set to operate as a microgrid in the laboratory.
The obtained results demonstrate the validity of the method by investigating both the
pre-synchronization process and the cooperative operation of both inverters in different
operating conditions. The pre-synchronization ensures that the transients resulting from
the insertion of a second inverter on an operating microcrid are smooth. This is essential
for commercial applications, reducing the downtime of the device. It is also shown that
the disconnection of inverter 2 does not create any trouble for the operation of inverter
1, which ultimately assumes all power that is delivered to the loads after disconnection.
In future work, other scenarios need to be investigated, as well as pre-synchronization and
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cooperative operation. In addition, as presented in the results, the proposed method has
potential advantages over the technique established in the literature. Following the design
guide presented here, the dead-zone type VOC generates less third harmonic distortion
and needs less time to synchronize when connected to a network.
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Appendix A. Incremental Passivity

The notion of incremental passivity is closely related to the usual concept of passivity
representing relations among inputs, outputs, and storage functions depending on system
states [32]. The incremental notion is instead associated with differences between inputs,
outputs, and trajectories in state space. According to the work in [16], a generic dynamical
system represented by

~̇x = f (~x,~u),
~y = h(~x,~u),

(A1)

with inputs ~u ∈ R
m, outputs ~y ∈ R

m, and states ~x ∈ R
n, is said to be Incrementally Input

Strictly Passive (IISP) (resp. Incrementally Output Strictly Passive (IOSP)) if there exists a
positive definite incremental storage function SISP

∆ (∆~x) and passivity characteristic η > 0
(resp. SOSP

∆ (∆~x) and passivity characteristic αp > 0) such that the following respective
inequalities hold, ∀t ≥ 0:

ṠISP
∆ (∆~x) ≤ −η

∥

∥

∥
~u 1(t)− ~u 2(t)

∥

∥

∥

2

+
[

~u 1(t)− ~u 2(t)
]⊤[

~y 1(t)−~y 2(t)
]

,

ṠOSP
∆ (∆~x) ≤ −αp

∥

∥

∥
~y 1(t)−~y 2(t)

∥

∥

∥

2

+
[

~u 1(t)− ~u 2(t)
]⊤[

~y 1(t)−~y 2(t)
]

,

with ∆~x = ~x(t;~x 1
0 ,~u 1)−~x(t;~x 2

0 ,~u 2) such that the time-derivatives in the left-hand side are
taken along the difference between the solutions~x(t;~x 1

0 ,~u 1) and~x(t;~x 2
0 ,~u 2) to (A1) starting,

respectively, at ~x(0) = ~x 1
0 with input ~u 1(t) and output ~y 1(t), and at ~x(0) = ~x 2

0 with input
~u 2(t) and output ~y 2(t). Note that passivity of LTI systems implies the corresponding
incremental passivity property, but this is not true for nonlinear systems.

One way to prove that the VOC method applied to power oscillators connected to
symmetric networks will lead to the synchronization of the oscillators is to show that the
differences between state trajectories from different oscillators will vanish asymptotically
because of their incremental passivity properties, and the fact that they are in feedback
with the incrementally passive interconnection electrical network. This gives an overall
incrementally strictly passive system. A more in depth discussion of this topic can be found
in Torres et al. [16,17].
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Abstract: Owing to the increasing utilization of renewable energy resources, distributed energy
resources (DERs) become inevitably uncertain, and microgrid operators have difficulty in operating
the power systems because of this uncertainty. In this study, we propose a two-stage optimization
approach with a hybrid demand response program (DRP) considering a risk index for microgrids
(MGs) under uncertainty. The risk-based hybrid DRP is presented to reduce both operational
costs and uncertainty effect using demand response elasticity. The problem is formulated as
a two-stage optimization that considers not only the expected operation costs but also risk expense
of uncertainty. To address the optimization problem, an improved multi-layer artificial bee colony
(IML-ABC) is incorporated into the MG operation. The effectiveness of the proposed approach
is demonstrated through a numerical analysis based on a typical low-voltage grid-connected MG.
As a result, the proposed approach can reduce the operation costs which are taken into account
uncertainty in MG. Therefore, the two-stage optimal operation considering uncertainty has been
sufficiently helpful for microgrid operators (MGOs) to make risk-based decisions.

Keywords: two-stage optimization; risk-based hybrid demand response; uncertainties; conditional
value at risk; improved multi-layer artificial bee colony algorithm

1. Introduction

In a smart-grid environment, distributed energy resources (DERs), such as renewable energy,
have gained more attention than traditional power generation units owing to the increasing trend
to address environmental concerns [1,2]. Some of the most widely used renewable energy resources
are wind turbine (WT) and photovoltaic (PV) systems because of the feasibility of existing related
technologies. However, these forms of DERs are dependent on fluctuations and the unpredictive
nature of wind and solar resources. Since the difficulty in managing distributed uncertainties by
conventional power systems, microgrids (MGs) that can usefully control DERs have been introduced
as a new concept [3]. MGs manage a cluster of loads and DERs, operating as a control to offer power
locally. MGOs should be able to confirm the reliability of systems considering uncertain risk indices.
In this regard, the accurate evaluation of MGs is a challenging task due to the uncertainties inherent
in renewable energy. Moreover, methods are needed to mitigate the effects of uncertainty when
scheduling optimal operations [4]. In this situation, using flexible energy, such as demand response
(DR), can provide the required demand control for the system and can be used reliably in a relatively
short time under the same conditions [5]. Thus, the DR program (DRP) for power systems is expected
to advance steadily [6]. This is because power system infrastructure is focused on both stability and
economics, and the DRP is a flexible and inexpensive resource for operating a system. MGOs can use
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the DRP to reduce the peak load, save on the power reserve, and ensure power reliability. The operators
can also encourage customers to use less power during periods when demand reduction is required
owing to uncertainties. Thus, customers engage in contracts with MGOs to reduce demand when
requested, and MGOs offer incentive costs to customers that reflect the amount of demand reduced,
enabling contracts to be maintained.

Various approaches have been used recently to address uncertain problems inherent in MG
operation. To minimize operational costs under a deterministic and probabilistic environment,
a stochastic approach for MG operation using energy storage system (ESS) was proposed in Reference [7].
In Reference [8], optimal planning for interconnected MGs under uncertainty in large-scale distribution
systems was presented to improve reliability and economics. Further, to improve system operation and
management efficiency, a stochastic resource planning strategy for MGs was introduced in Reference [9]
to optimally manage resources required for both the generation and demand sides. In Reference [10],
both the power generation of each unit and the exchange with upstream networks were assessed
through the optimal operation of MGs. Artificial intelligence algorithms were used to forecast wind
speeds and optimal set volumes for DERs, and ESS capacity was determined based on forecasted data
to optimize the total operating costs by Motevasel et al. [11]. Moreover, a probabilistic methodology
of uncertainties caused by wind and solar generation and load consumption for estimating spinning
reserve requirement was presented in Reference [12]. The DRP was considered to control the frequency
of a smart MG with renewable generation, and mixed-integer linear programming was used to
solve the proposed model for wind-power generation under uncertainty [13]. A stochastic planning
approach was suggested to model the probabilistic behavior of wind and DRs in an energy market [14].
The authors in Reference [15] studied the effects of demand-side management of appliances on
the reliability, loss, and voltage profiles of power systems, and customer comfort was also considered.
Using a risk-based stochastic optimization framework, the minimum required ESS to secure the desired
voltage stability margin for distribution systems was computed by Jalali et al. [16]. The authors in
Reference [17] presented a flexible risk control strategy with an ESS to help remedy the removal of
line overload in post-contingency situations. To minimize operating costs of MGs using the genetic
algorithm, the optimal energy and power capacity of energy storage systems were determined [18].
The operational costs of MGOs were reduced by selling remaining energy at a high load level by
Samadi et al. [19]. This study addressed a daily power prediction module to provide MGs with
solar power output data for DER scheduling. However, the reserve for compensating wind and PV
power fluctuations was not considered within the daily DER schedule. The authors in Reference [20]
solved the optimal power flow through particle swarm optimization on a system of MGs with WT.
To date, several important studies on realizing optimal operation for MG systems accompanied with
uncertainties have been conducted [6–20]. However, the risk strategy of uncertainty was mostly not
considered when computing the optimization problem. Although uncertainty is inevitable in MG
operation, few studies have considered risk scenarios. The DRP can be used in various approaches
to improve system reliability and reduce operational costs, but it has generally been used as a single
solution. Therefore, it is necessary not only to operate MGs considering risk strategy but also to utilize
the hybrid DRP according to the risk-averse tendency of MGOs.

In this study, we present a two-stage optimization model for optimal operation in grid-connected
MG considering the DRP with a risk strategy. Load, PV, and WT are considered as uncertainty variables,
and each unit is modeled through a certain probability distribution function (PDF). Monte Carlo
simulation and k-means clustering are used implement the scenarios. The risk-based hybrid demand
response program (RH-DRP) is proposed to reduce risk-based operational costs by determining optimal
DR volume configuration in accordance with risk aversion parameter. In the two-stage optimization
problem, the expected operational costs are calculated in first-stage and then, the risk-based operational
costs are determined via the conditional value at risk (CVaR) index in second-stage. This is successfully
addressed using the improved multi-layer artificial bee colony (IML-ABC), a modified conventional
ABC algorithm that improves convergence speed.
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The main contributions of this paper can be summarized as follows:

• The proposed two-stage optimization is developed to calculate the risk-based operation costs
while considering uncertainty based on scenarios. It assists MGOs make decisions from more
additional degree of freedom.

• The effectiveness of applying the RH-DRP is evaluated in terms of the total risk-based operation
costs reduction, and the superiority of the RH-DRP is demonstrated via comparison analysis with
different DR strategies.

• The IML-ABC shows better performance in searching for optimal solutions in comparison with
the different optimal algorithms. Furthermore, it achieves simulation time reduction with the rapid
convergence speed and can be applied for a variety of optimization problems.

The remainder of this paper is organized as follows. Section 2 introduces uncertainty modeling for
WT, PV, and load. Section 3 shows the proposed RH-DRP strategy, and Section 4 provides formulations
for the risk-based two-stage optimization problem. Section 5 presents the solution method used
by the IML-ABC algorithm and summarizes the overall process of the optimal operation approach.
Section 6 presents the numerical analysis results, and, finally, Section 7 concludes the paper.

2. Uncertainty Modeling for Microgrid Operation

2.1. Uncertainty Modeling

In this study, a probabilistic model is used to minimize operating costs in a microgrid considering
uncertainty. Accurate prediction is not possible due to the stochastic behavior of wind and solar
irradiance and it is always related to the uncertainty error of the plan for the next day. Thus, to consider
more realistic compliance, we use probability density function (PDF) to model the behavior of wind,
solar, and load to achieve optimal results considering uncertainties.

2.1.1. Wind Generation Modeling

The Weibull PDF has been regularly used to model wind speed at a forecasted time [21] and can
be expressed as

PDFw(v) =

(

d

C

)

(

v

C

)d−1
exp

[

−
(

v

C

)d
]

, (1)

where d and C are the factors that characterize the Weibull PDF and determine the shape and scale,
respectively, and v is the wind speed.

Pw(v) =



































0

Pr × (vwind−vci)
(vr−vci)

Pr

0

vwind < vci

vci ≤ vwind < vr

vr ≤ vwind < vco

vco ≤ vwind

. (2)

The output power of WT can be calculated using the WT power curve parameters: where Pr, vci,
vr, and vco are the rated power, cut-in speed, rated speed, and cut-off speed of the WT, respectively.

2.1.2. Solar Generation Modeling

Solar generation output depends on the amount of sun irradiance. Forecasted solar power
generation is commonly calculated using the beta PDF expressed as follows [22]:

PDFB(si) =















Γ(a +b)
Γ(a)Γ(b)

× si(a −1) × (1 − si)(b −1)

0

0 ≤ si ≤ 1 , a ≥ 0 , b ≥ 0
otherwise

, (3)
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a =
µs × b

1− µs
, (4)

b = (1 − µs) ×
(

µs × (1 + µs)

σs
2

− 1
)

. (5)

Here, si is the amount of solar irradiance (kWh/m2), and a and b are the beta PDF parameters that can
estimate the mean (µs) and standard deviation (σs) according to the solar irradiance data, respectively.

Depending on the characteristics of the PV panels, solar irradiance can be converted to solar
power by

PPV(si) = ηpv × Apv × si, (6)

where Ppv(si) represents the amount of PV output power for irradiance, ηpv is the efficiency of the PV
panels, and Apv is the total surface area of the PV panels.

2.1.3. Load Modeling

Uncertainty in load consumption caused by the stochastic behavior of power consumers can be
modeled as a typical probability function with a normal PDF [23].

PDFn(load) =
1

√
2π× σl

exp













(Pload − µl)
2

2σl
2













, (7)

where Pload is load demand, and µl and σl are the mean value and standard deviation of
the load, respectively.

2.2. Scenario Generation and Reduction

In stochastic cases, the high occurrence probability has the most effect on decision makers.
However, high probability situations do not always arise, whereas low probability situations may
occur at any time [24]. If the low probability scenario has a critical effect, it should be considered in
the decision making. The MGO would then be confronted with a problem with uncertainty, such as
renewable power and load consumption in MG operation. Our study conducted scenario modeling
using Monte Carlo simulations to analyze various scenarios, including the risk situation for all low
probabilities with a critical effect. The generated scenarios for the load demand (φ

Ln
) and power

generation of WT (φ
WTn

) and PV (φ
PVn

) are expressed as follows:

φLn = (Ln,ψLn),
N
∑

1

ψLn = 1, (8)

φWTn = (WTn,ψWTn),
N
∑

1

ψWTn = 1, (9)

φPVn = (PVn,ψPVn),
N
∑

1

ψPVn = 1 , (10)

Sn = (φLn,φWTn,φPVn),
N
∑

1

ψn
L ×ψ

n
WT ×ψ

n
PV = 1, (11)

where Ln, WTn, and PVn are the nth scenario states of the load, wind power, and solar power, respectively;
ΨLn, ΨWTn, and ΨPVn are the probability in the nth scenario of the load, wind power, and solar power,
respectively; and Sn is the possible states and probability of the nth scenario.

The scenarios for load, wind, and PV are generated based on Equations (8)–(10). Subsequently,
the integrated scenarios are modeled through Equation (11).
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To minimize the calculation time, in our work, k-means clustering method is utilized to divide
the scenarios into groups so that the sum of the squared distances from the data objects in the group is
minimal [25].

arg min
S

K
∑

i=1

∑

x∈Si

‖x− µi‖2, Sk−means = {S1, S2, . . . , SK}, (12)

where Sk-means denotes the groups divided using k-means clustering, and µi is the mean of the points
in Si.

3. Demand Response Strategy

Load management by adjusting consumer behavior has been implemented as DRP, which is
aimed at peak shaving over high demand periods in the MGs operation [26]. The DRP includes
modifying the electricity consumption patterns and incentives to promote change, and these incentives
are primarily used when market prices are high or when system reliability is decreased. Hence, a new
hybrid type of DRP, which considers the economics and risks of uncertainty, is proposed in this study.
The RH-DRP can improve economics through load shifting in a day-ahead market and then, risk effects
be reduced in response to power shortages because of uncertainties in MGs.

3.1. Demand Response Elasticity

Elasticity is an economic measure that assesses the percentage of change in demand due to
price fluctuations [27]. In terms of electricity consumption, this percentage value changes as power
demand varies with the changes in electricity market prices. This expected value is negative as higher
electricity prices possibly results in load reductions. The elasticity of demand for electricity is calculated
as follows:

E(t) =
∆D(t)/D(t)

∆MP(t)/MP(t)
, (13)

where E(t) is DR elasticity, and D(t) and MP(t) are the power demand capacity and electricity market
price in time t, respectively.

The two types of elasticity of demand are self-price elasticity and substitution elasticity. Self-price
elasticity disregards period variation, but it considers the variation of consumption according to
electricity price changes. Meanwhile, substitution elasticity is related to shifts in the power consumption
of electricity within a day. Thus, it has a constraint that power capacity after demand response is equal
to the initial power consumption.

3.2. Pattern of Each Power Consumer

The value of elasticity depends on the power consumption patterns of the consumer. Therefore,
the electricity value can be categorized as follows: industrial, commercial, and residential. Industrial
consumers generally have the largest power demand among the three categories. Industrial loads are
closely related to running factories; thus, the possible capacities of industrial consumers to participate
in the DR should be considered prior to contract signing with MGOs. Then, they would receive
incentives that match their capacity to participate in the DRP, and this incentive should be worth more
than the industrial consumers can gain from running a factory over a period. If the consumer cannot
commit to the responsibility specified in the contract, they could be charged a penalty fee. The changed
power demand capacity after the industrial DRP can be calculated using the following formula:

Dnew,i(t) = Ei ×Dold,i(t) ×
(MP(t) −MP0 + πi(t) − pen(t))

MP(t)
+ Dold,i(t), (14)

where Dnew,i(t) and Dold,i(t) are the power demand capacity after and before implementation of
industrial DR, respectively; Ei, MP0, πi(t), and pen(t) are the elasticity default value, reference electricity
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market price, incentive price per kilowatt-hour, and penalty fee for the industrial consumer at time
t, respectively.

Commercial and residential loads are smaller and more distributed than industrial loads.
Their capacities are difficult to precontract prior to participation in a DRP; thus, the elasticity
value is generally smaller than the elasticity value of industrial consumers. However, adjusting
commercial and residential loads is easy as they do not suffer from economic damages (e.g., industrial
consumers not being able to run their factories by participating in the DRP). Therefore, commercial
and residential consumers are not obligated to pay a penalty fee and can appropriately participate in
real-time transactions. The changed power demand capacity after commercial or residential DRP can
be calculated using the formula as follows:

Dnew,cr(t) = Ecr ×Dold,cr(t) ×
(MP(t) −MP0 + πcr(t))

MP(t)
+ Dold,cr(t), (15)

where Dnew,cr(t) and Dold,cr(t) are the power demand capacity after and before implementation of
commercial and residential DR, respectively; πi(t) is incentive price per kilowatt-hour for commercial
and residential consumers.

3.3. Risk-Based Hybrid Demand Response Program

In this study, we propose an RH-DRP, which not only reduces MG operational costs through
economic DR in a day-ahead market but also decreases risk costs due to uncertainty by applying
a risk-based DR in real-time operations. The two necessary conditions of the RH-DRP are the following:

• The RH-DRP consists of economic and risk-based DR. Economic DR affects the economic
improvement of MG operational scheduling and is applied via a contract with MGOs by
considering the substitution elasticity in a day-ahead market. Meanwhile, risk-based DR reduces
the risk costs of uncertainty and can be considered the self-price elasticity in real time without
a precontract.

• It determines the load capacity that each consumer can offer to participate in the DR. Thus,
MGOs can reasonably request DR from consumers considering by the stability and economics of
the power system, and the consumers should respond immediately.

As the economic DR considers substitution elasticity, it has constraint. The amount after load
shifting is the same as the initial load. In a real-time market, risk-based DR participants increase system
stability and reduce the risk costs of MG operations. If MGOs fail to control power shortages caused
by uncertainty, a critical problem occurs, such as blackouts. Therefore, the reliable operation of MGs
should be ensured when using flexible resources, such as DR. In particular, MGOs should provide
additional compensation to consumers participating in risk-based DR. The incentive prices depend on
the consumer type and DR participation. The formula for each incentive price is expressed as follows:

Ince,c(t) =















πe,c(t) ×
[

Dold,c(t) −Dnew,c(t)
]

0
Dold,c ≥ Dnew,c

Dold,c < Dnew,c
, (16)

Incr,c(t) = [πr,c(t) + ac(t)] ×Dr,c(t) Dr,c(t) ≥ 0 , (17)

where Ince,c(t) and Incr,c(t) are the incentive prices for the type of consumer c to participate in economic
DR and risk-based DR at time t, respectively; πe,c(t) is the incentive price per kilowatt-hour for each
consumer participating in economic DR at time t; πr,c(t), ac(t), and Dr,c(t) are risk-based DR incentive
prices per kilowatt-hour for each consumer, the additional compensation for participating in risk-based
DR, and the capacity to participate in risk-based DR, which is required owing to the uncertainties for
each consumer, respectively.
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4. Two-Stage Optimal Formulation

Figure 1 illustrates the proposed two-stage optimal operation process. In the first-stage, operational
costs are calculated by considering the expected scenario in a day-ahead market. This stage does not
consider a probabilistic scheme and is associated with the first optimal scheduling using economic DR
by the MGO. The second-stage computes power shortage volume caused by uncertainty, and then,
risk-based DR is utilized to minimize risk index determined through CVaR.

 

π
π

 



Figure 1. Schematic representation of two-stage optimal operation.

4.1. Objective Function

In the two-stage optimization model, the objective function for minimizing risk-based operational
costs is as expressed follows:

obj. f un = Min
(

f f irst(X) + fsecond(X)
)

, (18)

where ffirst(X) and fsecond(X) are the first- and second-stage objective functions, respectively, and X is
the decision variable vector.

4.1.1. First-Stage Objective Function

The first-stage of the objective function minimizes the operation costs of the expected scenario
using the following formula:

Min f f irst(X) = Min

T
∑

t=1

Cost(t), (19)

where Cost(t) is the operational costs for MGs in the day-ahead market at time t.
Operation costs are the sum of fuel costs for each generator, including start-up/shut-down

costs, interactions between the utility and MG, and incentive prices of participating in economic DR.
The detailed expression is as follows:
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Cost(t) =

NG
∑

i=1

[

ui(t)PGi(t)BGi(t) + SGi

∣

∣

∣ui(t) − ui(t − 1)
∣

∣

∣

]

+

Ns
∑

j=1

[

u j(t)Psj(t)Bsj(t) + Ssj

∣

∣

∣u j(t) − u j(t − 1)
∣

∣

∣

]

+

Npv
∑

k=1

PPVk(t)BPVk(t) +

Nw
∑

l=1

PWl(t)BWl(t)

+PGrid(t)BGrid(t) +

Nc
∑

c=1

Ince,c(t),

(20)

where PGi(t), Psj(t), PPVk(t), and PWl(t) are the active power outputs of the ith diesel-generator (DG),
jth storage device, kth PV panel, and lth wind generator at time t, respectively; BGi(t), Bsj(t), BPVk(t),
and BWl(t) are the bids of the generator, energy storage, solar energy, and wind energy at time t,
respectively; SGi and Ssj are the start-up or shut-down costs for the ith generator and jth storage,
respectively; PGrid(t) and BGrid(t) are the active power and bid price, which are bought and sold with
the utility at time t, respectively; NG, Ns, Npv, Nw, and Nc are the total number of generators, storage
devices, PV, wind generator units, and economic DR consumers, respectively.

When calculating operational costs, X is considered for each unit of output power, amount of load
reduction of DR, and on/offmode in a day-ahead market, which can be calculated as follows:

X = [Pg, Ug]1×2nT
, (21)

Pg = [PG1, . . . , PGNG
, Ps1, . . . , PsNs , PGrid, PDR], (22)

Ug = [UG1, . . . , UGNG
, Us1, . . . , UsNs , UGrid, UDR], (23)

n = NG + Ns + 2, (24)

where Pg and Ug are the active power and state vector of all units during time t, respectively, and n

and T are the numbers of decision variables and periods, respectively.

4.1.2. Second-Stage Objective Function

In stochastic optimal operation for MGs, operational costs vary according to each scenario,
and some scenarios are expected to be very low or even have a negative effect. To consider such
risk-based scenarios in MG operation, a risk management criterion is included in the mathematical
formulations, where risk management implies reducing the negative effect of uncertainty. Several
indices for risk management are standard deviation, shortfall probability, value-at-risk (VaR), CVaR,
and so on [28]. To evaluate the risk costs of power shortages caused by uncertainties in wind, PV,
and load, we used the α confidence level CVaR (α-CVaR). The α-CVaR is determined using the expected
costs of (1 − α) × 100% for all worst-case scenarios. The mathematical formula is expressed as follows:

CVaRα(Cs) = VaRα +
1

1− α

Ns
∑

s=1

ρs ×ϕs, (25)

VaRα = min
{

η : P(Cs > η ) > (1 − α)}, ∀α ∈ (0, 1), (26)

ϕs ≥ (Cs −VaRα(Cs)) ϕs ≥ 0 , ∀s, (27)

where CVaRα and Cs are the risk costs calculated using the α-CVaR and the stochastic operational costs
in scenario s, respectively; η is the smallest cost for a given confidence level α. VaRα is the α confidence
level VaR [29], as shown in Equation (26).
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In risk-based MG operation, stochastic operational costs are considered power shortages due to
uncertainties; they include the costs of purchasing real-time market and risk-based DR incentives,
which are expressed by

Cs =
T

∑

t=1















Cost(t) + PrGrid(t)BrGrid(t) +
Nc
∑

c=1

Incr,c(t)















, (28)

where PrGrid(t) and BrGrid(t) are the power and bid price purchased in the real-time market at time t,
respectively.

Figure 2 depicts the procedure to calculate α-CVaR according to power shortages. The power
shortage for each scenario can be computed based on the difference from the expected scenario in
the day-ahead model; then, the α% worst scenarios are determined to calculate the α-CVaR.

 

α α
η α α α

 
 
 

 

α

α α
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α α

    

Figure 2. Determination of α confidence level conditional value at risk (α-CVaR) as a function of
power shortages.

The second stage of the objective function is to minimize the α-CVaR in real time. The MGO can
set parameter according to risk aversion tendency, and then the amount of power generation and
risk-based DR capacity can be adjusted through this stage.

Min fsecond(X) = Min

Ns
∑

s=1

β×CVaRα(C
s
rt), (29)

where β is the risk aversion parameter, which can generally be adjusted from 0 to 1.

4.2. Constraints

4.2.1. Power Balance Constraints

The total power generation by each unit should satisfy and be equal to the power demand.

NG
∑

i=1

PGi(t)+

Ns
∑

j=1

Psj(t)+

Npv
∑

k=1

PPVk(t) +

Nw
∑

l=1

PWl(t) + PGrid(t) + PDR(t) =

Nm
∑

m=1

PLm(t), (30)

PPVk(t) = PPVk,exp(t) + εPVk(t), (31)

PWl(t) = PWl,exp(t) + εWl(t), (32)

PLm(t) = PLm,exp(t) + εLm(t). (33)
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Here, PDR, PLm, and Nm are the total power capacity of the participating RH-DRP, amount of power
in the mth demand level, and total number of demands, respectively. Equations (31)–(33) represent
the actual values of PV, WT, and load, which consist of the expected value and error.

4.2.2. Power Generation Constraints

The power output of each generator unit is limited by the lower and upper bounds.

PGi,min(t) ≤ PGi(t) ≤ PGi,max(t), (34)

PPVk,min(t) ≤ PPVk(t) ≤ PPVk,max(t), (35)

PWl,min(t) ≤ PWl(t) ≤ PWl,max(t), (36)

PWl,min(t) ≤ PWl(t) ≤ PWl,max(t). (37)

Here, PG,min(t), PPV,min(t), PWl,min(t), and PGrid,min(t) are the lower bounds of the active power
generated by DG, PV, WT, and the transaction with utility, respectively; PG,max(t), PPV,max(t), PWl,max(t),
and PGrid,max(t) are the upper bounds of the active power of each unit at time t, respectively.

4.2.3. RH-DRP Constraints

The RH-DRP determines the maximum participating capacity under a contract with MGO, and the
sum of each DR capacity is less than the maximum DR capacity.

Dold,c(t) −Dnew,c(t) + Dr,c(t) ≤ Dmax,c(t), (38)

where Dmax,c(t) is the maximum DR capacity of c at time t.

4.2.4. Energy Storage Constraints

Some limits on the charge and discharge capacities of ESS during each time interval exist, which can
be calculated as follows:

Wess,t = Wess,t−1 + ηchargePcharge∆t− 1
ηdischarge

Pdischarge∆t, (39)

Wess,min ≤Wess,t ≤Wess,max, (40)

Pcharge,t ≤ Pcharge,max , (41)

Pdischarge,t ≤ Pdischarge,max, (42)

where Wess,t is the amount of energy in the battery at time t, ηcharge (ηdischarge) is the efficiency of
the ESS (dis)charging, Pcharge (Pdischarge) is the permitted capacity of the ESS (dis)charging during a ∆t;
Wess,min and Wess,max are the minimum and maximum limits on the amount of energy storage in ESS,
respectively; Pcharge,max (Pdischarge,max) is the maximum capacity of ESS (dis)charging during interval ∆t.

5. Solution Method

5.1. Improved Multi-Level Artificial Bee Colony Algorithm

There are many optimization methods when solving an optimization problem. Among them,
the ABC algorithm is widely used in various fields recently [30]. Especially, the ABC algorithm has
been widely used to solve the MG operation problem and it has been modified to improve performance
in recent years [31–33]. Generally, the ABC algorithm is based on the food foraging behavior of bees.
A colony of bees is divided into three groups: employed bees, onlooker bees, and scout bees. Each type
performs its respective tasks to find the most abundant resources. In population-based optimization
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techniques, such as the ABC algorithm, finding the first global minimum value is critical. Depending
on the closeness of the first global minimum value to the final optimization value, the convergence
speed and optimization accuracy be improved. Accordingly, the population and scope of exploration
are crucial to the optimization algorithm. Here, the IML-ABC algorithm is proposed by adjusting
the number of bees and food sources based on the number of iterations for finding faster and more
accurate optimal solution. The IML-ABC algorithm consists of five levels (i.e., adjusting, initialization,
employed bees, onlooker bees, and scout bees):

(i) Adjusting level: In the IML-ABC algorithm, the number of bees increases in the initial iteration
and decreases according to the number of iterations to find the initial global minimum efficiently.

FNn =



















(1 + σFN) × FN 0 < n ≤ λ
FN λ < n ≤ (itermax − λ)

(1 − σFN) × FN (itermax − λ) < n < itermax

, n = {1, 2, . . . , itermax}. (43)

Here, FNn and FN are the number of food sources in the nth iteration and mean number of food
sources, respectively. In addition, σFN, λ, and iter are the rate of food source adjustment, value of
dividing the phase of the iteration, and number of iterations, respectively.

(ii) Initialization level: The IML-ABC algorithm makes a random initial population of food source
positions. Each food source xi (i = 1, 2, . . . , SN) has a D-dimensional problem space and can be
expressed as

xi j = xmin
j + rand[0, 1] × (xmax

j − xmin
j ), (44)

where xij is the jth decision variable of the ith solution vector, and xj
min and xj

max represent the lower
and upper limit values of the j components for the Xi vector, respectively.

(iii) Employed bees level: Each bee constantly explores to find a food source. When it finds
the optimum solution, it selects a new and best position (vij) close to the reference position. In the
IML-ABC algorithm, to determine a better global minimum solution, employed bees explore
large ranges in initial iterations and search for the best solution in a narrow range as the number
of iterations increases. This can be computed as follows:

vi j = xi j + ϕi j(xi j − xkj) × (1−R× iter/itermax), (45)

where vij represents the new position of the food source i for the jth component, ϕij is a random
number in the range [−1, 1], and R is the value of the exploration range reduction based on
the number of iterations.

(iv) Onlooker bees’ level: An onlooker bee finds new positions that are closed to the old position and
searches for food sources according to the probability value associated with the corresponding
food source. Then, the greedy method is applied; the probability value of the selected food source
can be expressed as follows:

Pi =
f iti

SN
∑

i=1
f iti

, (46)

f iti =

{

1/(1 + Fi), Fi ≥ 0
1 + |Fi|, Fi < 0

, i = {1, 2, . . . , SN}, (47)

where Pi and fiti are the probability value and fitness value of the ith food source evaluated by
the ith employed bee, respectively; and Fi is the value of the objective function for the Xi solution.

(v) Scout bee level: If solution of Xi cannot be improved through the number of predetermined
trials (limit), this solution is abandoned, and the corresponding employed bee is converted to
a scout bee. This scout bee randomly attempts to find a new food source in the solution space
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to replace the abandoned solution using Equation (44). This procedure is repeated for several
maximum cycles.

5.2. Improved Multi-Level Artificial Bee Colony Algorithm

Figure 3 summarizes the two-stage solution process for the optimal scheduling of MGs with
uncertainties using RH-DRP. The procedure is performed sequentially as follows:

 

 

Figure 3. Overall process of the proposed optimal operation approach.

Calculate the MG input data based on fixed system information.
Step 1. Establish a stochastic model of uncertainties arising from renewable energies and load.
Step 2. Determine the RH-DRP participation power capacity for each consumer type.
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Step 3. Shift load considering the economic DR with demand elasticity.
Step 4. Calculate expected scenario operational costs through first-stage objective function.
Step 5. Generate the scenarios using Monte Carlo simulation and reduce the scenarios using

the k-means clustering technique.
Step 6. Determine (1 − α) × 100% worst scenarios for calculating CVaRα.
Step 7. Start the IML-ABC algorithm loop for the ith scenario.
Step 8. Find the best scheduling for each scenario with the goal to minimize operation costs.
Step 9. Array the scenarios in a probability distribution and calculate CVaRα.
Step 10. Output the risk-based optimal operation costs in the MG.

6. Numerical Analysis

6.1. Input Data

The proposed two-stage risk-based optimal operation was examined on a low-voltage
grid-connected MG (Figure 4). This MG system contained micro turbine (MT), fuel cell (FC), PV,
WT, and ESS technologies. Table 1 depicts the unit data, including the bid, start-up/shut-down costs,
and minimum/maximum power [21]. The total expected daily load was 1695 kWh, divided among
industrial, commercial, and residential consumers, accounting for 50%, 33.33%, and 16.67% of the total
initial demand, respectively [34]. Taking into account the increased load on uncertainty, we assumed
that 20% of each group of consumers can participate in the DRP. Table 2 lists the elasticity value,
incentive costs per power, and initial demand for each consumer [35].

 

 

−
−

−
−
−

Figure 4. Diagram of a low-voltage grid-connected microgrid (MG).
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Table 1. Limits and bids of installed distributed generator sources.

ID Type
Min. Power

(kW)
Max. Power

(kW)
Bid

($/kWh)
Start-Up/Shut-Down

Costs ($)

1 MT 6 30 0.457 0.96
2 FC 3 30 0.294 1.65
3 PV 0 25 2.584 0
4 WT 0 15 1.073 0
5 ESS −30 30 0.38 0
6 Utility −30 30 - -

Table 2. Elasticity and incentive price for each consumer.

Type of Consumer Elasticity
Incentive Costs per Power

($/kWh)
Initial Demand

(kWh/day)

Industrial −0.38 0.12 847.5
Commercial −0.20 0.20 565
Residential −0.14 0.18 252.5

Figure 5 shows the day-ahead market price for grid-connected MG operation. Here, the real-time
market price is assumed to be 10% more expensive than the day-ahead market price, which is the APX
hourly market price [36]. Table 3 presents the WT data and Weibull PDF factors. The solar panel was
a 25 kW SOLAREX MSX (US) composed of 10 × 2.5 kW panels with 18.6% efficiency and 10 m2 of total
surface area [37]. In the ESS consisting of a nickel-metal hydride battery, charging and discharging
efficiency was 95%, and the minimum and maximum amounts of storage were 5% and 100% of
the battery capacity, respectively. Power generation units participate in the MG depending on their
technical and economic features, and excess power is exchanged with the utility through the point of
common coupling (PCC). Our operation model was performed with the proposed IML-ABC algorithm
set to FN = 200 and itermax = 500. All cases were simulated in MATLAB (R2019a) on a laptop computer
with a 2.9 GHz Intel Core i5-9400 CPU and 16 GB RAM.

 

 

α

Figure 5. Day-ahead market price of a low-voltage MG.

Table 3. Wind turbine data and Weibull probability density function (PDF) factor.

Type Parameter Value

Wind turbine data

Pr (kW) 15
Vr (m/s) 12.5
Vci (m/s) 3
Vco (m/s) 25

Weibull PDF factor
d 2
C 6.77
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6.2. Proposed Optimization Results

In the first-stage, the MGO uses economic DR among the RH-DRP to optimize MG operation
in a day-ahead market with expected scenario. This stage was simulated by considering the hourly
average values of load, wind speed, and solar irradiance. Table 4 presents the expected power
production of PV and WT for each hour. Here, it is assumed that the MGO must buy all the power
produced by the PV/WT at each time of the day. In the second stage, risk costs arising from uncertainty
are minimized by the MGO. Figure 6 show the generation scenarios and reduction results using
the PDF for each unit. The 4000 scenarios were generated by considering the uncertainty in the MG via
Monte Carlo simulations. Subsequently, 20 scenarios were selected via k-means clustering considering
the cluster number estimation and simulation times. From the 20 generated scenarios, risk-based
operational costs were determined by considering α-CVaR using the RH-DRP.

Table 4. Expected wind turbine (WT) and photovoltaic (PV) power.

Hour PV (kW) WT (kW) Hour PV (kW) WT (kW)

1 0 1.7850 13 23.9000 3.9150
2 0 1.7850 14 21.0500 2.3700
3 0 1.7850 15 7.8750 1.7850
4 0 1.7850 16 4.2250 1.3050
5 0 1.7850 17 0.5500 1.7850
6 0 0.9150 18 0 1.7850
7 0 1.7850 19 0 1.3020
8 0.2000 1.3050 20 0 1.7850
9 3.7500 1.7850 21 0 1.3005
10 7.5250 3.0900 22 0 1.3005
11 10.4500 8.7750 23 0 0.9150
12 11.9500 10.4100 24 0 0.6150

 

Figure 6. Scenario generation and reduction results.

Figure 7 illustrates the expected and risk-based scenario results of the daily load and power
generation capacity of PV and WT. Here, the risk-based scenario is the average value comprising
the 10% worst-case scenarios. The daily load increased by 162.69 kW, whereas the total power generated
by PV and WT decreased by 9.62 kW and 5.25 kW, compared with the expected scenario, respectively.
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β

Figure 7. Expected and risk-based volumes. (a) Load, (b) photovoltaic (PV) generated, and (c) wind
turbine (WT) generated.

Figure 8 shows the optimal results of expected operational costs and CVaR by changing the volume
ratio of RH-DRP depending on the degree of risk aversion of MGO. We simulate when the risk aversion
parameters are 0.1, 0.5, and 1 to consider various MGOs. MGO with β of 0.1 tends to ignore risk-based
scenarios. MGO with β of 0.5 responds appropriately to risk-based scenarios, but do not attempt to avoid
them entirely. MGO with β equal to 1 tries to completely avoid risk-based scenarios. When the volume

190



Energies 2020, 13, 6052

of economic DR increases, the expected costs of MG operation decrease because the MGO can sell
surplus power to the utility through load shifting at peak load times. However, risk-based DR capacity
is not sufficient to address uncertainty problems; thus, the value of CVaR significantly increases as
shown in Figure 8. Meanwhile, the high proportion of risk-based DR increases the expected costs and
decreases the CVaR value. In addition, by increasing β, the MGO can decrease CVaR more effectively
because they are more risk averse in MG operation.

 

β

 

 

 

β β β β

β
β

Figure 8. Expected operational costs and CVaR for each β. (a) β = 0.1, (b) β = 0.5, and (c) β = 1.
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Figure 9 shows risk-based operational costs depending on risk aversion parameter β (0.1, 0.5,
or 1). As shown in Figure 9, when β is 0.1, 0.5, and 1, the optimal solution is that the ratio of economic
and risk-based DR is consist of 17.5:2.5, 10:10, and 5:15, respectively. As observed in these results,
it should be noted that the MGO who can highly avoid risk should operate within the higher portion
of the risk-based DR in RH-DRP. Table 5 summarizes the results of the risk-based optimal operation
in MG. The lowest expected costs are determined when β is 0.1, but CVaR is very high, owing to
insufficient management of risk problems. Meanwhile, the expected costs are slightly high when β
is equal to 1, but the CVaR is significantly lower than in other cases. In other words, in a 10% worst
scenario, in a low-voltage grid-connected MG operation, an MGO would incur operational costs of
$622.8660 (β = 0.1), $338.3607 (β = 0.5), or $293.6971 (β = 1). As can be seen from these results, RH-DRP
is properly utilized according to the degree of risk aversion of MGO, and it is particularly effective in
reducing risk costs for MGO that tend to avoid risk situation caused by uncertainty.

 

β

β

β β β

 

 

 

β β
β

Figure 9. Risk-based operational cost as demand response (DR) volume ratio. (a) β = 0.1, (b) β = 0.5,
and (c) β = 1.
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Table 5. Risk-based optimal operation according to β.

Type β = 0.1 β = 0.5 β = 1

Expected costs ($) 239.7650 251.9952 255.6907
CVaR ($) 383.1010 86.3655 38.0064

Operational costs ($)
(10% worst scenario)

622.8660 338.3607 293.6971

Tables 6–8 present the optimal power scheduling in risk-based MG operation when β is equal to
0.1, 0.5, and 1, respectively. In early periods, the ESS charged and MT output are reduced due to cheap
market prices. However, at peak load hours, the battery is fully discharged, and the MGO maximizes
local generation to decrease operational costs to sell a considerable amount of energy to the main
grid. Owing to low cost of power generation by the FC, the MGO then decides to use its maximum
capacity for power supply. Based on the high operational cost of the MT, it is scheduled flexibly
while considering the market price. Figure 10 shows RH-DRP participation in MG operation over
time. The economic DR is primarily used from 9:00 to 17:00 to reduce the load in common. Through
load reduction, the MGO can reduce operational costs by selling remaining power to the main grid
when market prices are high. The risk-based DR responds to a power shortage caused by uncertainty
and supports MG operation in terms of stability. In MG optimal operation, a larger β value confers
a greater risk-based DR portion in RH-DRP. Therefore, it can be confirmed that RH-DRP is efficient for
risk-based MG operations considering the risk aversion tendency.

Table 6. Optimal power scheduling (β = 0.1).

Hour
Units (kWh)

MT FC PV WT ESS Utility

1 6.0715 30.0000 0.0000 1.7900 −6.8677 30.0000
2 6.0024 30.0000 0.0000 1.7800 −8.8357 30.0000
3 6.0446 30.0000 0.0000 1.7900 −8.8879 30.0000
4 6.0282 30.0000 0.0000 1.7800 −7.6826 30.0000
5 6.0493 30.0000 0.0000 1.7900 −1.8190 30.0000
6 6.0045 30.0000 0.0000 0.9200 7.3482 30.0000
7 6.0027 30.0000 0.0000 1.7900 14.3143 30.0000
8 6.0005 30.0000 0.2000 1.3100 27.4728 13.7642
9 29.997 30.0000 3.7500 1.7800 30.0000 −29.3026

10 29.0909 30.0000 7.5300 3.0900 30.0000 −30.0000
11 18.7481 30.0000 10.4500 8.7700 30.0000 −30.0000
12 12.1225 30.0000 11.9500 10.4100 30.0000 −30.0000
13 6.0163 30.0000 23.9000 3.9100 28.9134 −30.0000
14 10.3198 30.0000 20.0500 2.3700 30.0000 −30.0000
15 26.5753 30.0000 7.8700 1.7800 30.0000 −30.0000
16 29.9974 30.0000 4.2200 1.3100 30.0000 −25.8165
17 29.9980 30.0000 0.5500 1.7800 30.0000 −17.1583
18 6.0017 30.0000 0.0000 1.7900 30.0000 21.0241
19 6.0002 30.0000 0.0000 1.3000 28.7291 30.0000
20 6.0005 30.0000 0.0000 1.7800 30.0000 17.9934
21 29.9983 30.0000 0.0000 1.3000 30.0000 −23.3302
22 29.9999 30.0000 0.0000 1.3000 30.0000 −15.6415
23 6.0054 30.0000 0.0000 0.9200 4.7649 30.0000
24 6.0074 30.0000 0.0000 0.6200 −2.6961 30.0000
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Table 7. Optimal power scheduling (β = 0.5).

Hour
Units (kWh)

MT FC PV WT ESS Utility

1 6.0196 30.0000 0.0000 1.7900 −9.6310 30.0000
2 6.0204 30.0000 0.0000 1.7800 −11.8594 30.0000
3 6.0031 30.0000 0.0000 1.7900 −11.8298 30.0000
4 6.2472 30.0000 0.0000 1.7800 −10.9673 30.0000
5 6.0209 30.0000 0.0000 1.7900 −5.1570 30.0000
6 6.0083 30.0000 0.0000 0.9200 3.5573 30.0000
7 6.0050 30.0000 0.0000 1.7900 10.5224 30.0000
8 6.0014 30.0000 0.2000 1.3100 8.9664 30.0000
9 29.9970 30.0000 3.7500 1.7800 30.0000 −25.9567

10 29.9918 30.0000 7.5300 3.0900 30.0000 −27.3799
11 22.1811 30.0000 10.4500 8.7700 30.0000 −30.0000
12 15.3795 30.0000 11.9500 10.4100 30.0000 −30.0000
13 8.0987 30.0000 23.9000 3.9100 30.0000 −30.0000
14 13.4887 30.0000 20.0500 2.3700 30.0000 −30.0000
15 29.9203 30.0000 7.8700 1.7800 30.0000 −30.0000
16 29.9975 30.0000 4.2200 1.3100 30.0000 −22.2957
17 29.9998 30.0000 0.5500 1.7800 30.0000 −14.5210
18 6.0007 30.0000 0.0000 1.7900 30.0000 21.6680
19 6.0001 30.0000 0.0000 1.3000 25.6865 30.0000
20 6.0004 30.0000 0.0000 1.7800 30.0000 19.2081
21 29.9994 30.0000 0.0000 1.3000 30.0000 −19.8983
22 29.9998 30.0000 0.0000 1.3000 30.0000 −18.0410
23 6.0036 30.0000 0.0000 0.9200 2.5509 30.0000
24 6.0600 30.0000 0.0000 0.6200 −4.6747 30.0000

Table 8. Optimal power scheduling (β = 1).

Hour
Units (kWh)

MT FC PV WT ESS Utility

1 6.4208 30.0000 0.0000 1.7900 −13.1397 30.0000
2 6.2111 30.0000 0.0000 1.7800 −15.0381 30.0000
3 6.0744 30.0000 0.0000 1.7900 −14.9114 30.0000
4 6.0550 30.0000 0.0000 1.7800 −13.8230 30.0000
5 6.0597 30.0000 0.0000 1.7900 −8.5424 30.0000
6 6.0133 30.0000 0.0000 0.9200 −0.2126 30.0000
7 6.0036 30.0000 0.0000 1.7900 6.3406 30.0000
8 6.0000 30.0000 0.2000 1.3100 30.0000 8.1371
9 29.9989 30.0000 3.7500 1.7800 30.0000 −22.7060

10 29.9963 30.0000 7.5300 3.0900 30.0000 −23.9606
11 25.5194 30.0000 10.4500 8.7700 30.0000 −30.0000
12 18.5466 30.0000 11.9500 10.4100 30.0000 −30.0000
13 11.1802 30.0000 23.9000 3.9100 30.0000 −30.0000
14 16.5702 30.0000 20.0500 2.3700 30.0000 −30.0000
15 29.9993 30.0000 7.8700 1.7800 30.0000 −26.8263
16 29.9983 30.0000 4.2200 1.3100 30.0000 −18.8726
17 29.9990 30.0000 0.5500 1.7800 30.0000 −10.8822
18 6.0004 30.0000 0.0000 1.7900 30.0000 20.9689
19 6.0002 30.0000 0.0000 1.3000 23.4763 30.0000
20 6.0002 30.0000 0.0000 1.7800 30.0000 19.9705
21 29.9992 30.0000 0.0000 1.3000 30.0000 −16.5598
22 29.9989 30.0000 0.0000 1.3000 30.0000 −19.6862
23 6.0179 30.0000 0.0000 0.9200 0.3184 30.0000
24 6.0214 30.0000 0.0000 0.6200 −7.3639 30.0000
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Figure 10. Optimal risk-based hybrid demand response program (RH-DRP) participation volume.
(a) β = 0.1, (b) β = 0.5, and (c) β = 1.

6.3. Comparison of DR Analysis

In the comparison analysis, the effects of RH-DRP are verified by comparing with a different
DR strategy for the typical low-voltage MGs operation. To evaluate these strategies, three cases are
implemented as follows:

Case 1:MG operation model without DRP.
Case 2:MG operation model with prevalent economic DRP.
Case 3:MG operation model with RH-DRP.
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All cases are simulated under the same constraints, but the DRP is different. In Case 1, risk-based
costs are determined to purchase only real-time market prices without DRP. Case 2, which considers
the prevalent economic DRP, is used to minimize operations costs but does not respond to the risk
problem. Case 3 is applied with the proposed DRP strategy, which is the optimal risk-based operation
in MG using RH-DRP.

Figure 11 indicates the risk-based operational costs and CVaR at various risk parameter for each
case. Case 1 shows high CVaR and risk-based operational costs as peak load reduction and risk
control constraints are not considered. As Case 2 utilizes all DRP capacity as economic DR, it shows
lower operational costs than Case 1; however, the greater the β value to operate the MG, the higher
the risk-based operating costs owing to the lack of risk management capabilities. For Case 3, the CVaR
is generally lower that of the other cases because the volume ratio of RH-DRP is appropriately adjusted
according to β and risk management is effectively performed; furthermore, owing to proper risk
management, the risk-based operational cost does not increase significantly, even when MG is operated
with a large value of β. Therefore, when MGOs operate MGs considering uncertainty problems, Case 3
promotes optimal economic and stable operation.

 

 

 

 

β

β

β

 

Figure 11. Optimal solution for each case.

6.4. Performance Test for the IML-ABC

To demonstrate the superiority of IML-ABC, performance tests were evaluated without DRP to
fairly compare the IML-ABC with various algorithms. Table 9 presents optimal results for the forecasted
operation costs or each algorithm. The simulation process for different algorithms was repeated
20 times, with the results of the best, worst, and average solutions shown. The IML-ABC algorithm
reached an optimal solution compared with the other algorithms. The IML-ABC performs better than
the conventional ABC algorithm in terms of simulation time. Figure 12 illustrates the convergence
performances of ABC and IML-ABC. The IML-ABC algorithm found the optimal solution during
the first iteration, and, when compared with the ABC algorithm, it improved the initial convergence
rate. The IML-ABC and ABC reached less than a 0.1% error value compared for the final solution at
168 and 423 iterations, respectively. Therefore, these results verify that the simulation time necessary to
find the optimal value is improved by reducing the number of unnecessary iterations.
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Table 9. Comparison results for various algorithms.

Algorithm Best Solution ($) Worst Solution ($) Average ($)
Mean Simulation

Time (sec)

GA [38] 277.7444 304.5889 290.4321 -
PSO [38] 277.3237 303.3791 288.8761 -

AMPSO [38] 274.4317 274.7318 274.5643 -
θ-PSO [39] 275.3491 281.7841 277.6191 -
GSA [40] 275.5369 282.1743 277.8021 -

ABC 274.3801 274.9271 274.6536 35.28
IML-ABC 272.4761 272.6803 272.5782 29.11

 

θ

 

Figure 12. Convergence diagram using both artificial bee colony (ABC) and improved multi-layer
(IML)-ABC algorithms.

7. Conclusions

In this study, we proposed two-stage optimal operation of MGs considering uncertainty problems
with risk-based DR strategies. To account for uncertainty, WT, PV, and load were modeled as Weibull,
Beta, and normal PDF, respectively. The proposed RH-DRP provides a hybrid solution using both
economic and risk-based DR to reduce risk-based operational costs. The objective optimization problem
consisted of two-stage optimization using the IML-ABC. In the first-stage, the expected operational
costs were calculated by deterministic inputs; in the second stage, the risk-based operational costs
considered CVaR. To verify the effectiveness of the proposed approach, simulation was conducted
on a low-voltage grid-connected MG. The results demonstrate that reasonable operational costs can
be determined under the risk aversion parameters compared to conventional optimization solutions.
Moreover, our RH-DRP remarkably reduces risk-based operational costs via comparison with various
DR strategies. The comparison with various other algorithms also confirmed the superiority of
the proposed IML-ABC in identifying the optimal solution and reducing simulation times. Therefore,
the proposed approach provides MGOs not only an additional degree of freedom in decision-making
under uncertainty but also a solution to reduce risk-based operational costs. Our future work is under
way to focus on not only reducing risk-based operating costs but also solving reliability about dynamic
problems caused by uncertainty.
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Abstract: This paper presents a decentralized informatics, optimization, and control framework to
enable demand response (DR) in small or rural decentralized community power systems, including
geographical islands. The framework consists of a simplified lumped model for electrical demand
forecasting, a scheduling subsystem that optimizes the utility of energy storage assets, and an
active/pro-active control subsystem. The active control strategy provides secondary DR services,
through optimizing a multi-objective cost function formulated using a weight-based routing algorithm.
In this context, the total weight of each edge between any two consecutive nodes is calculated as a
function of thermal comfort, cost (tariff), and the rate at which electricity is consumed over a short
future time horizon. The pro-active control strategy provides primary DR services. Furthermore,
tertiary DR services can be processed to initiate a sequence of operations that enables the continuity
of applied electrical services for the duration of the demand side event. Computer simulations and
a case study using hardware-in-the-loop testing is used to evaluate the optimization and control
module. The main conclusion drawn from this research shows the real-time operation of the proposed
optimization and control scheme, operating on a prototype platform, underpinned by the effectiveness
of the new methods and approach for tackling the optimization problem. This research recommends
deployment of the optimization and control scheme, at scale, for decentralized community energy
management. The paper concludes with a short discussion of business aspects and outlines areas for
future work.

Keywords: decentralized; demand response; optimization; community energy management

1. Introduction

1.1. Context and Motivation

The effectiveness of modern technologies continues to improve energy efficiency. However,
this does not necessarily translate to a fall in energy demand [1]. Reduction in energy consumption
due to technology improvements, somewhat paradoxically, causes energy actors to consume more
energy [2]. There is evidence that ongoing trends in energy consumption exist on both the production
and consumption side [3]. While policy interventions are advancing technology and economic growth,
this is causing environmental stress [4]. Therefore, it is important to improve energy access that is
sustainable to help mitigate the risks associated with one of the most extraordinary growth paths
in modern times. The ever-increasing presence of sustainable energy supply is lessening harmful
emissions from fossil fuel power plants, which contribute to a rise in greenhouse gases [5]. However,
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the intensified uncertainties associated with modern power systems operating close to their stability
boundaries means operators are facing acute challenges when maintaining continuity of supply [6].
Demand response (DR) is an important tool in the energy systems of many developed and industrialized
countries. In a future power system, where the contribution of inertia alone can no longer provide
resilience during sudden changes in frequency, DR provides an effective mechanism to help balance
supply and demand [7].

Traditionally, electricity markets have evolved on the assumption that electric utilities and system
network operators will supply all power demands whenever they occur [8]. However, centralized
generation and distribution through an ageing infrastructure of high voltage distribution networks to
regional system operators are becoming more vulnerable to energy security [9,10]. In 2015, circa 80% of
global energy consumption was generated using fossil fuel [11]. Delivery of low carbon, energy-efficient
solutions have become more prevalent in recent years [12]. The move away from large fossil fuel
power plants operating on a centralized configuration is motivated by greater digitization, the drive
for decarbonization and a need for more customer control in energy management [13]. Therefore,
to achieve carbon reduction goals, an obvious decarbonization strategy is to extend fuel mix diversity
in the electricity sector while displacing the highest polluting power plants [14].

Energy systems are undergoing disruptive change. In the UK, the number of decentralized energy
operations is on the increase [15]. These changes are motivated in part by an increasing political
drive in response to environmental policy priorities. Consequently, this is provoking a shift towards
decentralized energy systems, business models that involve community energy groups and emerging
new regulations simultaneously [16]. Innovations in energy evolution are characterized in part by
industrial strategy and relations to decarbonization [14]. The fall in the cost of renewables has been
significant in the last ten years, which means generating electrical energy from renewables is more
economically viable [17]. Nevertheless, when combined with an increased burden on present-day
centralized services, risks associated with long-term supply security and the drive to be carbon
neutral by 2050 are exposed. While market signals and shifts in government policy are guiding the
energy sector transformation, system operators have developed many control strategies to preserve
equilibrium in grid frequency during periods of peak demand, including DR.

The UK government has set ambitious targets for electric cars and electrification of heating [18].
These bold steps are accelerating the decarbonization of vehicles and encouraging innovation in
electrification technologies, which will further increase the demand for electrical power. The recent
emergence of smart cities and communities helps population clusters to become more efficient and
their energy infrastructures more sustainable [19,20]. By integrating smart technologies, coupled with
a network of sensors and intelligent algorithms, it is often reported that urban smartness is at the
forefront of the sustainability transition [21]. However, the realization of smart cities is dependent on
concerns about data protection, digital health of interconnected communities, and the reliability of
services being addressed [22]. In sustainable development scenarios, a transition towards low carbon
energy will operate on different geographical scales. Increased customer participation and increased
demand require the decentralization of energy supply [23]. Smart (energy) cities should not only
support local needs in terms of energy demands but also feature broader regional or national network
demands. However, while the development of smart grids is necessary to modernize the electricity
market, many of the reported environmental and security benefits are only realized when they are
combined with decentralized energy generation [24]. Besides this, demand for new building stock
continues to accelerate, driven in part by renewed industrialization and economic growth [25].

1.2. Previous Work

Studies have highlighted building energy consumption, and contribution to greenhouse gases is
significant [26]. In the context of smart energy developments, regulatory control of heating, ventilating,
and air conditioning (HVAC) processes in buildings and other thermostatically controlled loads make then
exceptionally suitable candidates for providing energy flexibility to the grid [27]. Many control strategies
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that aim to improve the operation of heating systems have been proposed (e.g., see Reference [28–30]).
The slow thermal dynamics and rather stochastic characteristics of buildings (including occupants) mean
their power consumption can be easily shifted as part of a DR mechanism without causing a significant
short-term impact on space temperatures [31].

Developing energy efficiency in energy systems is perhaps the most sustainable way to reduce
carbon emissions [32]. Providing access to electricity brings many socio-economic benefits. Various
studies have shown how small-scale distributed renewables are changing people’s lives. But many
island energy communities fall behind mainland energy network developments when it comes to
securing affordable and sustainable supplies. Community energy networks that comprise a small
number of distributed renewable electricity generators (DREG) are often more exposed to system
vulnerabilities due to the intermittent nature of their energy production [33]. Still, for population clusters
that are dependent on conventional diesel generators, decentralized developments offer an alternative
sustainable clean energy transition pathway. More recent studies show low carbon smart energy
systems offer interconnected islands new opportunities for energy independence [34,35]. With this in
mind, harvesting energy from natural resources to achieve specific targets of decarbonization can be
realized using smart energy systems combined with efficient control strategies aimed at balancing
energy demand and energy production [36,37].

The energy market is moving from a linear centralized system to a more flexible, sophisticated and
decentralized system. A decentralized approach can deliver electricity in a controlled environment,
providing network operators access to frequency regulation and balancing services [38–40]. Flexibility
in energy generation and utility become more prevalent in small geographical areas. Here, a smart
grid approach provides technology infrastructure opportunities that enable intermittent DREG to
connect with local battery energy storage systems. However, distributed energy installations require
coordination mechanisms, especially when network operators request flexibility in consumer behavior
to secure operation of the power system. In the context of small island communities, optimization
and control of decentralized energy systems may bring economic reward, improve energy security
and open opportunities for the end-users to become more active in energy management [41]. Even so,
one of the main challenges of integrating several intermittent DREG is the power systems ability to
respond to a change in demand. In the absence of robust communication networks, or negative impact
due to latency, the ability to react quickly enough is problematic [42].

In contrast, local direct control DR processes may offer a more reactive approach by redistributing
energy consumption in response to changes in grid frequency measured at source. However, motivations
for decentralization are not universally consistent, and embracing a carbon reduction pathway through
decarbonization initiatives is not always the main priority for instigating change [43]. Therefore,
these schemes must not be to the detriment of the end customers, such as adversely affecting the
thermal comfort of building occupants or loss of essential services [44]. With this in mind, it is important
to note that substituting energy from fossil fuels with suitable sustainable energy sources to meet the
needs and expectations of the community will help improve the quality of human life [45].

The achievement of a decentralized energy system requires the integration of multiple natural
resources, often supplemented by some form of reserve capacity (e.g., electricity storage systems for
providing ancillary services or diesel generators for backup power). Furthermore, if the benefits of low
carbon power systems within a decentralized setting are to be achieved, then energy management
mechanisms must be capable of coordinating and managing a flexible set of services, each characterized
by local resources [46]. Alongside the physical transformations, demand side management becomes
the most important dimension, especially when there is a tendency to empower consumers to generate
electricity [47]. A recent study highlights that prosumers are likely to play a crucial and enabling role
in a decentralized system [48]. Ultimately, efficiency improvements established using optimization and
control algorithms (demand side management) will help lower emissions and supply energy needs.

As a general proposition, the objective for energy planning is to develop a system that satisfies a
dynamic energy forecasting requirement for community energy needs and is consistent with sustainable
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development scenarios. In contrast, the objective of the optimization procedure will be formulated
during the analysis of energy potentials and their geographical location. Such expositions suggest
optimization problems may be categorized as either one-dimensional or multi-dimensional depending
on the predefined objectives [49]. However, in the case of energy efficiency, there is ample evidence that
shows most optimization problems are defined by at least two objectives: time and energy. In practice,
many real-world problems are defined as a process of finding a minimal value of an n-dimensional
function subject to a set of constraints that may or may not be related [50]. The control of power
demand in response to variations in grid frequency is an essential part of the smart grid vision. In the
context of DR, the existing research methods are broadly divided into two types, where one approach
focuses on classical demand response programs, such as direct control, as well as initiatives that aim to
curtail energy consumption during peak times, usually through financial incentives. Furthermore,
robust communication protocols are needed to supervise interaction between network operators.
A recent feasibility study was conducted on the Italian Pelagie Islands proposed a control system
that incorporated DR services [51]. Here, besides cost and usability having been the main features of
the DR solution, a telecommunication infrastructure was fundamental to ensure effective regulatory
control and exchange of information. Islands have often served as test platforms for distributed smart
energy systems [52]. However, most remote communities do not attract this level of energy technology
innovation; therefore, such an architecture is out of reach.

In sum, technology innovation, guided by indicators, such as greenhouse gas emissions, is helping
policymakers understand the energy transition. Decarbonization pathways are transforming ageing
energy (electrical) infrastructures into more flexible decentralized systems. Installation of more remote
small-scale renewables means prosumers are more active in energy management. Studies show thermal
inertia means community buildings have an important role in demand response. However, although
there is a growing amount of research about smart cities, there have been few investigations into the
impacts of similar technology insertions in more remote or islanded communities. To fill this gap,
this work offers a novel optimization and control technique that supports primary and secondary DR
services using pro-active/active control, respectively. Furthermore, the multi-objective optimization
algorithm is formulated to optimize the use of thermostatically controlled loads; in this scenario, this is
space heating in community-level buildings.

1.3. Contribution

The main objective of this paper is to introduce a decentralized, optimization, and control framework
for community energy management. The methodology considers local environmental conditions,
user feedback, and economic impacts at the same time as providing flexible primary and secondary
demand side response. The contributions of this paper include:

• An integrated, flexible real-time optimization and control framework based on a weight-based
routing algorithm, significantly improving efficiency by removing communication network
constraints usually associated with centralized control schemes.

• A detailed computational study considering technical and environmental parameters.
• Applying the proposed optimization and control algorithm using prototype hardware in an

experiment designed to evaluate interaction with real-world data.

1.4. Structure

The remainder of this paper is structured as follows. Section 2 introduces a generic framework
before presenting a detailed description of a real-case study optimization and control framework,
including the computer simulation model and its components. Section 3 discusses the results of
extensive simulation studies. Experimental tests that validate the optimizer application in real-world
conditions are presented in Section 4. Finally, Section 5 summarizes the main conclusions that can be
drawn from the work presented and provides insights into what these suggest for future work.
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2. Optimization and Control Framework Technical Development

2.1. Generic Framework

A generic decentralized, optimization, and control framework can be used as part of an evolving
demand response service; this means both curtailment and generation. This general arrangement
will support primary and secondary DR services through frequency regulation and optimal control
mechanisms, respectively, and tertiary DR events (Figure 1). Here, optimal performance might be
described in terms of energy cost (ec), thermal comfort (tc), and predicted future energy demands
(dv). A multi-objective cost function formulated using a weight-based routing algorithm automatically
regulates the control of heating to create a meaningful energy demand reduction by shifting energy
consumption to out of peak demand periods. Thermostatically controlled loads (TCL) can provide
auxiliary services [53]. In this approach, the proposed scheme offers a pro-active control mechanism
that changes the TCL operating setpoint proportionally to measured grid frequency. Following this
approach avoids synchronization problems that bound the coupling between frequency excursions and
load dynamics that switch when prescribed frequency thresholds are exceeded [40]. An optimization
algorithm that responds to the real thermal needs of the building occupants is proposed. To achieve
this, individual occupants can report their thermal comfort needs using smartphone technology.
The feedback reports are processed, and a consensus determined, which is in turn used to influence
the room temperature.
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Figure 1. A demand response (DR) framework block diagram.

The inclusion of building occupant feedback is crucial. Recent research has illustrated that
engineers tend to assume occupants will not feel small changes in temperature [44]. This oversight
can cause a performance gap between the expected and actual results from technologies intended to
reduce or shift energy consumption in buildings. The inclusion of occupant feedback ensures that this
issue will be avoided in the case of the solution presented in this paper.

This work provides a reference basis for further DR applications in decentralized community-based
environments. It is particularly relevant to microgrids that are isolated from the grid as it offers
potential for reducing the amount of energy storage required to balance the power fluctuation on
those isolated microgrids. Current research has shown that even in the case of a single consumer,
a microgrid option could be more economical than network renovation (e.g., provision of underground
cabling) to increase the grid reliability [54]. Therefore, the ability to reduce the costs further by utilizing
the approach described in this paper could offer real potential for the development of islanded and
semi-islanded microgrids in many contexts.
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2.2. General Description

The proposed decentralized, informatics, optimization, and control simulation model has been
developed to optimize space heating, schedule utility of energy storage assets, and provide pro-active/
active control for primary and secondary DR services. Two groups define the simulation model
data that aims to replicate the trajectory of the physical systems under consideration so that system
configuration parameters can be differentiated from local preferences. Ultimately, the simulation
model is designed to assess our understanding of the optimizer and control components in the context
of decentralized energy management. The applicability of the optimizer and control component is
further demonstrated in hardware-in-the-loop simulation.

The following outline is provided as an overview of the proposed optimization and control strategy.
The approach is based on the idea that when the demand for electricity on the distribution network is
high, then the system attempts to reduce the local rate of energy consumption by reducing the space
heating temperature setpoint. Similarly, during periods of low electricity demand the constraints that
govern the temperature setpoint are relaxed, which, in turn, allows, not mandates, an increase in
energy consumption by increasing the space heating temperature setpoint.

When we add a measured response from occupants that describes their collective relative
thermal comfort, the perception is the rate of energy consumption shifts towards being self-regulatory.
For example, if the demand for electricity increases, the system attempts to reduce the local energy
consumption at a rate that is inversely proportional to the predicted demand. If space remains void
of occupants, this approach is satisfactory and local settings ensure a minimum space temperature
is maintained. However, during periods of occupancy, individuals become eligible participants in
the optimization algorithm. Subsequently, when individuals report they are feeling cold, and their
collective measured response satisfies a set threshold, then the resultant action is to issue a command
that counters the instruction to reduce the space temperature further. Conversely, this self-regulatory
behavior works equally well during periods of low demand. Consider now introducing a third data
type. Incentivizing energy reduction through financial gain aims to reduce or shift energy consumption
during periods of high demand [55].

Including information about the cost of energy into the mix introduces an interesting dynamic to
the optimization and control strategy. Given a time of use tariff that increases at times when demand is
known to peak, the net contribution to the optimizer is to automatically adjust the energy consumption
when the cost of electricity exceeds a user-defined threshold. Furthermore, the system can be configured
to automatically switch to an alternative power source if demand exceeds a set limit or during periods
when the cost of energy makes utilizing an alternative power source more attractive, e.g., energy
storage assets.

The immediate outcome attributed to the interaction between the three data types becomes even
more attractive if their behaviors can be predicted over a finite time horizon. The opportunity to
participate in tertiary DR services by making ready the system in response to a network operator DR
instruction becomes feasible. The proposed control algorithm alters the demand profile trajectory
such that it adds bias to the tri-data mix in a way that promotes a rise in space temperature. The net
effect is to provide optimal space pre-heating in advance of commencing the scheduled DR event.
Furthermore, a switching mechanism denies use of a local energy storage asset for a period leading up
to the DR event. Instead, resources ensure the energy storage asset is set to recharge. Thus, when the
DR event period commences, the system power source automatically switches to the energy storage
asset. Previous interventions ensure the energy storage asset capacity is sufficiently charged to enable
it to remain the primary source for the duration of the event or until the asset can no longer meet the
power demand for continued operation. In this instance, the grid becomes the systems primary power
source, and recharging of the energy storage asset is initiated.

The remainder of the section describes the development of individual systems that contribute
to the optimization and control framework. Real-time computer simulations that aim to model the
behavior of physical systems and the mathematical model of the proposed optimization and control
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algorithms are performed using the MATLAB/Simulink® environment. Level-2 MATLAB System
functions have been used extensively during the design and implementation, providing access to
create custom blocks that support multiple input and output ports. Furthermore, this section describes
how desktop simulations are reconfigured to validate the optimization and control algorithm using
hardware-in-the-loop (HIL) simulation techniques.

The desktop simulation model is shown in Figure 2. In addition to the optimization and control
block, the model is composed of a catalogue of supporting subsystems: energy, building, scheduler,
date-time (dt), and demand event signal (des).

 

 

 𝑘

𝑘

𝑡𝑐𝑑𝑣 𝑒𝑐𝐺 𝜅 𝜅 = 𝜅 = 𝐺( , ) 𝜅 ∈ 𝑆 𝜅 =𝜅 = 𝐺( , ) 𝜅 𝜅𝑆 → 𝑆 𝑆 → 𝑆𝜂 (𝜅 , 𝜅 ), (𝜅 , 𝜅 ), … , (𝜅 , 𝜅 )

Figure 2. Simulink® model of energy optimization framework.

2.3. Technical Development

The simulation optimizer is constructed in a piecemeal fashion, progressing sequentially by
solving problems centered on three data types: (1) thermal comfort, (2) electricity demand forecast,
and (3) cost (tariff). In brief, during periods when the system is not responding to a tertiary DR activity,
the active control process begins by calculating a predicted or actual value for each data type over a
4-h horizon window at 10 min intervals. Values are mapped onto a multi-dimensional array with a
fixed number of rows (magnitude) and columns (time). A Dijkstra’s algorithm is then used to project
the predicted values over the 4-h horizon window [56,57]. The contribution of each data type is then
combined before k-means clustering (see Reference [58,59]) is applied iteratively at each 10 min interval.
The result yields a new path that follows the optimal temperature setpoint trajectory over the 4-h
horizon window. For demand response applications, a model for building design can be successfully
implemented using a simplified first-order plus dead time model [60]. Time constants of 10 to 30 min
and dead-times between 0 to 5 min are typical [61]. Avoiding complex calculations is achieved by
taking a pragmatic approach when determining model control actions. For example, the proposed
optimizer has been configured to update the control action at a sample time 10 min.

Since the control objective is to minimize the deviations from a temperature setpoint, according
to the system and user-defined rules, at discrete points in time, the optimal cost (shortest path) can
be obtained by formulating a Dynamic Programming algorithm that proceeds backwards in time.
The algorithm takes a sequence of k-means centroid points, where each centroid represents a value
that minimizes the total intra-cluster variance of all objects in each cluster. In simple terms, given a
time horizon of 240 min, this equates to 24 stages, each separated by a 10-min interval. At each stage,
there are 11 objects. A k-means algorithm is applied to find the centroid of the 11 objects, at each stage.
These calculations result in a series of 24 centroids that contribute to formulating the shortest path.

The objects that belong to each cluster are derived from a series of functions that calculate
occupants’ relative thermal comfort cost (tc), rate of energy consumption (demand forecast value)
cost (dv), and energy cost (ec). Given this, a deterministic problem can be formulated in a finite space
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G, which can be equivalently represented by a gridmap of fixed dimension; the problem starts from
a source node κs, where κs = κ0 = G( j,S0), proceeds to κ1 ∈ S1, and progresses to the final node
κt = κn = G( j,Sn). An important characteristic of this activity is highlighted. In solving the shortest
path problem, the source node κs and target node κt are revealed to the optimizer just before the first

transition from S0 → S1 begins. The trajectory of the shortest path from S0
η→ Sn will follow a series of

weighted edges η that interconnect successive pairs of nodes, i.e., (κ0,κ1), (κ1,κ2), . . . , (κn−1,κn).
In the framework of the fundamental problem, minimizing the cost in a finite state space G can be

translated into mathematical terms:

Jn(i) = min
κ∈Sn+1

[

cn
iκ + Jn+1(κ)

]

, i ∈ Sn, n = 0, 1, 2, . . . , 24, (1)

where the cost of transition at cn
iκ

is the centroid in a cluster of objects at stage Sn from node i ∈ Sn to
node κ ∈ Sn+1.

For the problem to have a solution, each object centroid is constructed with k-means++ algorithm.
Here, after initially assigning a random object within a cluster as the first centroid, we compute the
distance from each remaining object. Based on the square of these distances, a new centroid is defined.
The process repeats until k centroids are chosen. We formulate the objects in the following sections.

In addition, when the network operator issues an explicit DR instruction, the optimizer initiates a
pre-programmed control strategy that changes the trajectory of subsequent control actions in a period
leading up to and during the event window. However, it remains useful if the control actions continue
to respond to facility or occupant needs during this mode of operation.

2.4. Optimize and Control Subsystem

The optimize and control subsystem (optimize_control) is a user-defined block written using the
MATLAB S-Function application programming interface (API). The proposed optimization algorithm
calculates the optimal space heating temperature according to the rate at which electricity is consumed
(demand) and cost (tariff). Furthermore, the final temperature value is impacted by the occupants’
thermal responses to the combined thermal effect of the environment and physiological variables that
influence the relative thermal comfort.

Figure 2 shows the Simulink® optimize and control block includes three input signals: (1) room
temperature (temp_room), (2) current date and time (S0_date), and (3) a demand event signal that
indicates the status of a tertiary DR service (des_mode). The block output signals provide: (1) a control
signal (ctrl_action) that will alter the space heating temperature setpoint, (2) the current cost of energy
usage (tou_tariff), and (3) an indication of the tertiary DR event duration (des_duration). The internal
architecture of the optimize and control subsystem is shown in Figure 3.

 

𝐺
𝐽 (𝑖) = min∈ [𝑐  + 𝐽 (𝜅)] ,          𝑖 ∈ 𝑆 ,          𝑛 = 0,1,2, … ,24𝑐 𝑆 𝑖 ∈ 𝑆𝜅 ∈ 𝑆 𝑘

𝑘

𝑇 = 15.5 ℃ 𝑇 = 20.5 ℃ 15.5 ℃ 20.5 ℃ 𝑇2 ℃

Figure 3. Optimize and control internal block diagram.
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The design presented in this article is configured to operate within a custom-built temperature
range between Tmin = 15.5 °C and Tmax = 20.5 °C. Exception handling ensures temperature values
measured outside this range are mapped to either 15.5 °C or 20.5 °C. Default system configuration
parameters set the forecast horizon window to 4 h, a demand response temperature step (Tstep) that
instructs the control action to increase the space temperature by 2 °C over the duration of the forecast
horizon window, and the duration of a demand event to 40 min. Additional system parameters specific
to thermal comfort, electricity demand forecasting and cost (tariff) are described in the corresponding
subsections that follow.

2.4.1. Thermal Comfort

The energy demand of buildings is influenced by the presence and behavioral patterns of
occupants [62]. The thermal comfort element impacts the temperature setpoint by analyzing the
measured room temperature (Troom) and occupants’ feedback collated at a sample time of 10 min.
Weekdays are divided into 7 time intervals τ(n), configured to mirror a typical teaching timetable,
whereas a weekend day consists of only 1 time interval. Changing the weekend day interval pattern
to replicate a weekday is straightforward. By considering occupant presence is inhomogeneous,
for each τ(n) we choose an algorithm for the simulation of occupants to be used as an input for current
occupant level, uk. In practice, not all individuals will report their relative thermal comfort; therefore,
the model automatically creates several feedback reports u f , where u f ≤ uk. An individual’s response
is measured using a unipolar Likert scale [63,64]. The question has a five-scale response: too warm,
warm, okay, cold, too cold; this is scored mathematically using a scale u f ∈ {−2, −1, 0, 1, 2}. In order
to imitate perceived behavior patterns, for each time interval, the following model parameters are
defined: umin = minu f , umax = maxu f and response threshold uth (%). The thermal model weekday
parameters are reported in Table 1.

Table 1. Thermal model parameters.

τ(n) umin umax

1 0 0
2 10 40
3 5 20
4 15 70
5 3 12
6 7 30
7 0 0

For any given weekday time, the thermal comfort model output is calculated by the following
expression:

tcτn = Mo















uk
∑

i=1

u f(i)















, u f ∈ {−2 ,−1, 0, 1, 2}, n = 1, 2, . . . , 7; (2)

with respect to:
τ(1) =u f (3 : 5);

τ(2)(7) =u f (2 : 5);

τ(3)(6) =u f (2 : 4);

τ(4) =u f ;

τ(5) =u f (1 : 3);

(3)

s.t. constraints:
(uku f ) × 100 > uth; (4)

umin ≤ uk ≤ umax. (5)
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For weekend days, we assume u f = 0; hence, the model returns a value tcτ(1) = u f (3).
The variation in τ(n) represents a bias that is configured to reflect a change in outside temperature over
a 24-h period.

It is noted that the seven-time intervals τ(n) are bounded by a start and stop clock time
τ(n)(t1, t2) such that τ(1)(t1, t2) = τ(1)(00 : 00, 2n + 7), τ(n)(2n + 5, 2n + 7); and terminating at
τ(N)(2N + 5, 23 : 59). In practice, if a date and time are specified (e.g., S0_date = Fri, 05-February-2020
07:23:14), then the task to determine if the date-time element occurs on a weekday or weekend day
is straightforward. Given a date-time S0_date, it is possible to formulate an algorithm that returns a
1× 25 array δtc = [tc0, tc1, . . . , tc24], where tcn represents a thermal comfort value over a 4-h period at
10n min. It should be noted that because the optimizer is designed to take into consideration occupants’
feedback in real-time at a sample time of 10 min δ(2 : 25) = tc0 = tcτ(1). However, if during the
4-h horizon window the system identifies a time interval where umax = 0, i.e., there are no planned
occupants, the model starts a pre-programmed sequence that sets the thermal comfort on a downward
trajectory reducing at a rate of 0.5 °C per 10 min interval until a minimum temperature threshold value
Tth

min
.is reached. We have by the definition of the 11× 25 nodemap δtc completed the data preparation

of thermal comfort shown in Figure 3. It must be remembered that the thermal comfort model is
prepared for operation within the simulated environment only. In practice, the implementation
proposes occupants’ report thermal comfort to the system using a smartphone app. This concept is
elaborated further in Section 3.

2.4.2. Electricity Demand Forecasting

A data-driven methodology for modeling electricity demand forecasting is proposed [65].
The implication of this novel semi-autonomous simplified lumped model has the potential to offer
decentralized electricity network operators’ knowledge of the more extensive aggregated rate of future
energy consumption. Thus, enabling decentralized energy management systems to proactively reduce
load demand on small island electricity grids or distributed grid-edge systems as part of an evolving
DR service. In this paper, we integrate the electricity demand forecasting model as part of the optimize
and control framework. Initially, analysis of a chronological sequence of 245,424 discrete observations
reveals the composition of the one-dimensional time series is characterized by three seasonal patterns:
weekday, weekend day and month. These findings motivate an effort to reduce the dimensionality
using piecewise aggregated approximation (PAA). Subsequently, calculating a cubic polynomial that
interpolates points of interest yields a 13× 4× 2 multi-dimensional array, which in turn helps restore
the shape of the original demand forecast profile. The polynomial coefficient structure for weekday
and weekend day are listed in the array page 1 and 2, respectively. Given both weekday and weekend
day demand profiles recur every 24 h, it turns out using Equation (6) a normalized demand forecast
value Mi(x) can be tagged to a specific time in any 24-h period.

Mi(x) = ai + bi(x− ilo) + ci(x− ilo)
2 + di(x− ilo)

3, (6)

where i = 0, 1, . . . , n; x ∈ [lo, hi], lo and hi correspond to the minimum and maximum data points
of each PAA 2h segment, respectively, and the cubic polynomial coefficient parameters are ai, bi, ci,
and di. Moreover, we will show how the demand forecasting model can be used to compute a credible
demand forecast value for any given date and time.

There are 12 equidistant segments, which equates to 13 periods (ρ) bounded by minimum and
maximum points lo and hi, i.e., ρn(lo, hi) where the number of periods n = 0, 1, . . . , N. In the first period,
ρ0(lo, hi) = ρ0(0, 4n + 2), after that ρn(4n− 2, 4n + 2); and terminating at ρN(4N − 2, 4N). If we adopt
the convention that makes 13-time intervals τn bounded by a start and stop clock time τn(t1, t2) then
τ0(t1, t2) = τ0(00 : 00, 2n + 1), after that τn(2n− 1, 2n + 1); and terminating at τN(2N − 1, 23 : 59).
Thus, it can be seen, given a date-time S0_date it is possible to formulate an algorithm that returns a
1× 25 array δdv = [dv0, dv1, . . . , dv24] where dvn represents a normalized demand forecast value over a
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4-h period at t = 10n min starting from the specified date-time. This approach works equally well for
both weekdays and weekend days.

The normalized demand forecast value dvn is defined as:

dvn = Nmin +

(

Mi(x) −DVmin

DVmax −DVmin

)

× (Nmax −Nmin), dvn ∈ [1, 11], n = 0, 1, . . . , 24, (7)

where Nmin = min
m∈[n]

N(m,25), Nmax = max
m∈[n]

N(m,25), DVmin = min
i∈[n]

Mi(x), DVmax = max
i∈[n]

Mi(x), noting that a

nodemap N is a m× n two-dimensional array.

2.4.3. Cost (Tariff) Model

A key consideration when taking part in a predefined energy reduction strategy must empower
customers to use energy in the lowest price period accessible, at the same time as offering participation
in DR initiatives. The cost (tariff) model is configured to integrate a typical static time of use (TOU)
tariff [66]. As shown in Figure 4, these tariffs charge cheaper rates when demand is low but increases
for electricity consumption at peak times.

 

𝑁 = min∈[ ] 𝑁( , ) 𝑁 = max∈[ ] 𝑁( , ) 𝐷𝑉 = min∈[ ] 𝑀 (𝑥) 𝐷𝑉 = max∈[ ] 𝑀 (𝑥)𝑁 𝑚 × 𝑛 

 
 

(a) (b) 

1 × 25 δ = [𝑒𝑐 , 𝑒𝑐 , … , 𝑒𝑐 ]𝑒𝑐 𝑡 = 10𝑛 
𝑒𝑐 = 𝑁 + ( )  × (𝑁 − 𝑁 ),          𝑒𝑐 ∈ [3, 9],          𝑛 = 0, 1, … , 24𝐸𝐶(𝑛) 𝑡 = 10𝑛 𝑁 = 3 𝑁 = 9 𝐸𝐶 = 4.99 𝐸𝐶 =24.99 𝛿𝛿

1 × 25 δ =[𝑥 , 𝑥 , … , 𝑥 ] 𝑥 𝑡𝑐, 𝑑𝑣 𝑒𝑐𝑡 = 10𝑛 𝑚 × 𝑛 𝑁(𝑚, 𝑛) 𝛿(𝑥 ) → 𝑁(12 − 𝑥, 𝑡 )𝑚 𝑇 = [𝑇 : −0.5: 𝑇 ] 𝑛 (𝑆  | 𝑛 ∈{0,1, … ,24} 𝑆 = 𝑡 𝑆 𝑡 → 𝑡 11 × 25𝑁 31 × 72 𝐺𝑁(𝛿(𝑥 ), 𝑛) ↦ 𝐺(𝑖, 3𝑛) , 𝐺(𝑗, 3𝑛 + 1) ,          𝑛 = 1, 2, … , 24
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Figure 4. Model static time of use (TOU) tariff: (a) Weekday; (b) Weekend day.

Given a date-time S0_date, the cost (tariff) model returns a 1× 25 array δec = [ec0, ec1, . . . , ec24]

where ecn represents a normalized cost (tariff) value over a 4-h period at t = 10n min starting from the
specific date-time.

The normalized cost (tariff) value is defined:

ecn = Nmin +

(

EC(n) − ECmin

ECmax − ECmin

)

× (Nmax −Nmin), ecn ∈ [3, 9], n = 0, 1, . . . , 24, (8)

where EC(n) is the cost (tariff) at t = 10n min, Nmin = 3, Nmax = 9, ECmin = 4.99, and ECmax = 24.99.
The scaling factors are set by design to position δec values in the subsequent optimize stage such
that a change in price to either off-peak or peak has maximum influence during the optimization
outcome. Furthermore, it will be shown δec impacts the operation of system assets managed by the
scheduler subsystem.

2.4.4. Optimization

The optimization cycle (Figure 3) starts on receipt of the input signal S0_date. Subsequent cycles
commence at a block sample time of 10 min (600 s). Previously, data preparation for occupants’ thermal
comfort, electricity demand forecast, and cost (tariff) each returned a 1× 25 array δ = [x0, x1, . . . , x24]

where xn represents a normalised data type (tc, dv and ec) value over a 4-h period at t = 10n min
intervals starting from a specific date-time (S0_date). Before each data type array can be processed,
it must be homogenized in a way that makes it accessible to the optimizer. The data is transformed
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into a m × n two-dimensional nodemap N(m, n) such that δ(xn)→ N(12− x, t10n) . Accordingly m

represents a temperature T = [Tmax : −0.5 : Tmin] and n defines 25 stages (Sn | n ∈ {0, 1, . . . , 24} ) each
separated by a 10 min time interval for the duration of the 4-h forecast horizon window, e.g., S0 = t0

and S24 is linked to the 10 min time interval t230 → t240 . The 11× 25 nodemap N is then transformed
to a 31× 72 gridmap G by the following function:

N(δ(xn), n) 7→ G(i, 3n)κs
, G( j, 3n + 1)κt

, n = 1, 2, . . . , 24, (9)

where:
i = 3δ(xn) − ∆, ∆ ∈ {1, 2, 3}; (10)

s.t. constraints:

∆ =



















1 if δ(xn+1) > δ(xn);
2 if δ(xn+1) = δ(xn);
3 if δ(xn+1) < δ(xn)

(11)

j =



















i + 3 if ∆ = 1;
i if ∆ = 2;

i− 3 if ∆ = 3;
(12)

2 ≤ δ(xn) ≤ 10; (13)

when constraint (13) is not satisfied ∆ = 2.
The temperature from t0 → t10 = TS1 , where Ts1 ∈

{

TS0 , TS0 ± 0.5°C
}

s.t. Tmin < TS0 < Tmax;

however, if TS0 = Tmin, then TS1 ∈
{

TS0 , TS0 + 0.5°C
}

; furthermore, if TS0 = Tmax, then TS1 ∈
{

TS0 , TS0 − 0.5°C
}

. Based on this information, this equates to 31 permissible temperature changes
between tn and tn+10. If we continue to record the change in temperature ∆T from Sn → Sn+1

using blocks of three columns for each cycle, then it is clear a gridmap of size 31 × 72 is created.
We refer to the three columns in each block as the source node κs, target node κt, and edge-weight

λη : κs
η
→ κt, respectively.

The Dijkstra’s algorithm computes the shortest path between a specified temperature point given
at S0 and S24. This deterministic problem follows the principle of optimality which suggests if the path
taken transits from one legitimate node to the next minimizes the cost-to-go from tn to tn+10, then the
transition between the collective nodes must be optimal [67]. For the Dijkstra’s algorithm to solve the
shortest path, the 31 × 72 gridmap is first subjected to a series of simple transformations. The first
instruction reshapes the gridmap into a 744 × 3 matrix referred to as the edgelist. Here, following
the same convention to identify columns in the gridmap, the edgelist provides a listed description
of all source nodes κn, legitimate target nodes κn+1 and their respective connecting edge-weights

λη : κn
η→ κn+1, i.e., its associated cost. A second instruction creates a digraph object that generates an

Edges variable (744× 2 table) based on the number of source and target nodes extracted from the 744× 3
edgelist, and a Nodes variable (275× 1 table). The 275 value represents the total number of nodes (κ275)
in the fixed 11 × 25 nodemap. Finally, an equivalent sparse adjacency matrix representation of the
digraph, which includes the edge-weights, is created. Since the graph object we have constructed
is a directed graph, the sparse adjacency matrix is not symmetric. However, we can overcome this
by converting the sparse adjacency matrix to a full storage matrix. In this instance, the conversion
generates a 275× 275 full storage matrix.

The data type shape is now in a format required by the Dijkstra’s algorithm. Executing the
Dijkstra’s algorithm will compute the optimal cost which is equivalent to the summation of all edge

weights λη : κs
η
→ κt on the shortest path from κs to κt between time t0 and t240.

This process is repeated for each data type. At the end of each transformation the results are
assigned to a specific page of a multi-dimensional array where page 1 (P1) is reserved for data type
comfort, page 2 (P2) demand, and page 3 (P3) cost (tariff). The fourth page (P4) is reserved for
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the final stage in the optimization process, which combines the contributions assigned to P1 to P3.
Here, every third column in the 31× 72 P4 gridmap is allocated a grid centroid value GCP4( j,s) = 1,
where j ∈ {1, 2, . . . , 31} and s ∈ {3, 6, . . . , 72}, and assigned to row index j that is equivalent to
the k-means cluster centroid index that partitions the observations in the corresponding column s

on P1 to P3. Note, for each data type cn
iκ

= GCP4( j,s); see Equation (1). The remaining values in
each column are incremented by one until the row index j has reached its boundary limit, i.e., 1 or
31. When the Dijkstra’s algorithm subsequently computes the shortest path between the source
node κs = GCP4( j,1) = 1 and target node κt = GCP4( j,71) where j = GCP4( j,72) = 1, the results yield

the optimal path that transits from S0 → S24 . The control action TS1 = N
(

GCP4( j,2), 2
)

. Simply
stated, the control action is a fixed temperature value that is linked to the 11× 25 nodemap N(m, n)

at row index m = GCP4( j,2), where N(1, n) = 20.5 °C, N(2, n) = 20.0 °C, . . . , N(11, n) = 15.5°C,
where n ∈ {1, 2, . . . , 25}. The relationship between the gridmap and nodemap is highlighted in Figure 3.
The pseudocode describing the operating principle of the optimize and control algorithm is listed in
Appendix A.

2.5. Demand Event Signal Subsystem

The demand event signal subsystem (des_subsystem) simulates actions in response to a network
operator instigated instruction. These signals are sent to individual customers enrolled in a campaign
designed to deliver aggregated tertiary DR. The Simulink® model itself is trivial (Figure 5); however,
the subsequent sequence of events requires further explanation. Firstly, the objective shifts to making
the system ready for a DR event; this includes setting the control action to increase the room temperature
in a measured approach by a pre-set value Tstep(°C) within the 4-h horizon window. Secondly, there is
the objective to ensure the battery energy storage system (BESS) is available with enough charge at the
start of the DR event.

 

𝐺𝐶 ( , ) 𝑁(1, 𝑛) = 20.5 ℃, 𝑁(2, 𝑛) = 20.0 ℃, … , 𝑁(11, 𝑛) = 15.5℃ 𝑛 ∈ {1,2, … ,25}

𝑇 (℃)

 

𝑇 = 2 ℃ δ = [𝑑𝑣 , 𝑑𝑣 , … , 𝑑𝑣 ]𝜖 = [𝑑𝑣 , 𝑑𝑣  , … , 𝑑𝑣 ] 𝜖 (0: 4) = 𝑑𝑣 𝜖 (𝑖: 𝑗) = 𝜖 (𝑖 − 5, 𝑗 − 5) − 1 𝑖 ∈{5, 10, … ,20}, 𝑗 ∈ {9, 14, … ,24} 𝑑𝑣 − 1 12 ℃ 0.5 ℃2 ℃𝜖 𝛿2 ℃ 𝛿

Figure 5. Simulink® model of demand event signal subsystem.

The period of pre-heating is regulated by altering the demand forecast profile. By default,
Tstep = 2 °C. Therefore, the normalized demand forecast value δdv = [dv0, dv1, . . . , dv24] is recast
to ǫdv = [dvǫ0, dvǫ1 , . . . , dvǫ24], where ǫdv(0 : 4) = dv0, ǫdv(i : j) = ǫdv(i− 5, j− 5) − 1, where i ∈
{5, 10, . . . , 20}, j ∈ {9, 14, . . . , 24} s.t. dv0 − 1 ≥ 1. This new trajectory increases the last recorded room
temperature by 2 °C at a rate of 0.5 °C every 50 min. At the beginning of each subsequent optimization
cycle, the trajectory leading up to the DR event is maintained, i.e., it advances closer to the plus 2 °C
temperature at each iteration and towards the DR projected start time. However, before ǫdv reverts to
δdv, the trajectory is modified further, this time by reducing the temperature setpoint 2 °C less than the
temperature recorded immediately before the start of the tertiary DR event. The system reinstates δdv

immediately after the DR event terminates.
The des_mode signal triggers the scheduler subsystem to start charging the BESS. The energy

storage asset will continue to charge until the start of the DR event. The battery will then start to work
from this time, reducing the stored charge of the battery while it continues to provide primary power
to the heating system. The heating system will continue to be supplied from the battery until a state of
charge (SOC) minimum threshold has been reached. The scheduler switches primary power to the
grid and the battery to charge.
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2.6. Energy Subsystem

Decentralized DR frequency regulation, when used in building stock, can regulate short-term
frequency excursions in demanded electrical energy [68]. The contribution of a decentralized frequency
regulator has been analyzed [68]. Results presented suggest that small excursions in measured
temperature from a TCL setpoint value will not compromise indoor comfort temperatures but can
contribute to the restoration of frequency equilibrium during network stress events. In this paper,
we integrate the implied linear power system and frequency regulator as part of the optimize and
control framework. The model (energy_subsystem) shown in Figure 6 replicates a power system
rating of 300 MVA. Initial conditions assume the balance in supply and demand is at equilibrium,
measured frequency is 50 Hz and the steady-state frequency error is zero. The energy subsystem model
parameters are reported in Table 2.
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Figure 6. Simulink® model of energy subsystem.

Table 2. Energy subsystem parameters.

Parameter Description Value

Ki Secondary ALFC integral gain 1.667 × 10−3

R Governor speed regulator 0.05 Hz/pu MW
Tg Governor time constant 0.25 s
Tt Turbine time constant 0.60 s
H Inertia time constant 5 s
D Load damping constant 0.8 s
C1 Constant 10 × 106

∆Pd Continency load 75 MW

2.7. Building Subsystem

The building subsystem model (building_subsystem) (Figure 7) is a simplified thermostatically
controlled (on/off) space heating system with feedback loops which typically maintains the air
temperature at a set level. The model emulates building thermodynamics (building), calculating
variations in temperature based on heat flow, H(t), and heat losses, Hloss(t).

Hloss(t) =
Troom − Tout

Rth
, (14)

∆Theater

∆t
=

1
.

Mc
(H(t) −Hloss(t)). (15)
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(b) (c) 

 
(d) 

Figure 7. Simulink®model: (a) Building subsystem; (b) heater; (c) building; (d) daily temperature variation.

A series of embedded lookup tables representative of seasonal variation are used to model outside air
temperature over a 24-h period at a sample rate of 30 min [69]. In practice, the local outdoor temperature
is measured using sensors and input into the system. Energy cost (EC [p/kWh]) is calculated as a function
of time and heat flow and is expressed in following equation:

EC =

∫ tn

t0

(

(Theater − Troom)
.

Mc
)

δec
(

xt(n)

)

, (16)

where
.

M [kg/hr] denotes air mass flow rate through the heater; c specific heat at constant air pressure,
and δec(xtn) [p/kWh] is the energy price at time tn. The building subsystem model parameters are
reported in Table 3.
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Table 3. Building subsystem parameters.

Parameter Value

c 1005.4
Rth 0.0015
C2 3.6 × 103

C3 0.0199
C7 15
C8 1800

2.8. Scheduler Subsystem

The scheduler subsystem primary job is to monitor several signals and direct the operation of an
automatic transfer switch between a grid and an alternative backup source of power. To ensure the
appropriate power source is selected, the scheduler requires knowledge of the current cost (tariff) of
electrical energy, whether a tertiary DR event is in progress including information of the event duration
and BESS state of charge. The Simulink® model of the scheduler subsystem is shown in Figure 8
and includes three input signals and six output signals. The output signals are provided for visual
indication of various signal status. A simplified BESS element (ess_subsystem) simulates a battery SOC
using a first-order transfer function. Locally defined parameters SOC_hi and SOC_lo set maximum
and minimum state of charge values (expressed as a percentage), which determine when the BESS
is declared available for use. In this context, initial values are defined in Section 3. The model also
includes a self-discharge rate (SDR) which reduces the stored charge of the battery naturally over time.

 

 

= 0 if SOC ≤  1 otherwise
Figure 8. Simulink® model of scheduler subsystem.

The BESS availability function is represented by Equation (17), where SOC_lo is a low-level SOC
threshold (locally defined parameter).

FIT =

{

0 if SOC ≤ SOC_lo
1 otherwise

. (17)

Control rules that determine when the primary power source is set to grid or BESS is illustrated in
Figure A1 (Appendix B). The decision variable t_mode is the cost (tariff) threshold and automatically
switches the power source to BESS when the cost (tariff) is high s.t. Equation (17). Furthermore,
when signal des_mode =1 (0 = normal, 1 = tertiary DR event), t_mode = 0, thus preventing a control
action that switches the power source to BESS during the period leading up to the start of the DR
event (nominally 4 h). Signal CDir (change direction) reports if the battery is in charge or discharge
(0 = discharge, 1 = charge); PWR denotes primary power source (0 = grid, 1 = BESS); SOC_EC denotes
cost (tariff) in use, (0 = TOU, 1 = BESS).
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2.9. Date-Time Subsystem

For completeness, the Simulink® model of the date-time subsystem (dt_subsystem) is shown
(Figure 9). Its primary function is to provide a date-time element at a sample time of 10 min. The model
has been configured to run in real-time during experimental evaluation. By default, dt is set to the
current date and time, using format dd-mmm-yyyy hh:mm:ss, with the option to set to any data time
during model analysis. The date-time model parameters are reported in Table 4.

 

= 0 if SOC ≤  1 otherwise

 

Figure 9. Simulink® model of date-time subsystem.

Table 4. Date time subsystem parameters.

Parameter Value

C5 600
C6 1.157412771135569 × 10−5

dt dd-mmm-yyyy hh:mm:ss

3. Computational Study

In this section, we report the findings from a computational study (desktop simulation). By design,
the computational study validates the functionality of critical services. In contrast, the experimental
evaluation (Section 4) is explicitly directed on proving the interaction of proposed data types within
the optimization subsystem. A simulated tertiary DR event is considered in both scenarios.

The interaction between decision variables and control actions of individual subsystems is complex.
Accordingly, the computational study validates the functionality of the following vital services:

• Thermal comfort model
• Electrical demand forecasting model
• Cost (tariff) model
• Optimizer
• Tertiary DR activity
• Pro-active frequency control

To begin, we evaluate the data input models. Individual charts created using nodemap data,
and corresponding gridmap data validate the optimization and control behavior. In the second
study, the results obtained from a simulated tertiary DR event are discussed. Finally, we monitor the
system behavior during an imbalance between supply and demand. Here, the pro-active frequency
control reacts to a simulated load disturbance causing a frequency excursion from the nominal 50 Hz
steady-state. The model is initialized using the values reported in Table 5.
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Table 5. Computational model initialization parameters.

Parameter Value Description

SO_date 10-Oct-2019 16:00 Stage 0 date time
des_begin 10-Oct-2019 16:40 Notification of DR event
Tth

min
(°C) 16.5 Minimum temperature threshold

Tstep (°C) 3 Temperature step increase
Troom (°C) 18 Room temperature

Horizon (h) 4 Forecast horizon
DRt (min) 40 Tertiary DR event duration

SOC_hi 0.8 State of charge maximum threshold
SOC_lo 0.2 State of charge minimum threshold

Occupant thermal comfort feedback is shown in Figure 10a. At 16:40, the model reports the
aggregated occupant thermal comfort is “too warm”. This consensus triggers the optimization
algorithm to set the comfort level gridmap trajectory on a path that reduces the measured room

temperature by 0.5 °C, i.e., S0
η→ S1, where η = TS0 − 0.5°C. In addition, according to local settings,

the timetable sets the number of occupants in a space to zero at 19:00. A ‘no occupancy’ status has
clearly defined adaptive triggers. Firstly, the comfort signal values (occupants, response, and comfort)
are held at a constant zero, while the number of occupants present in a space is zero. Secondly, at 19:00,
the optimizer begins to alter the comfort level gridmap trajectory by reducing the temperature to a
minimum temperature threshold Tth

min
.(local setting) at a rate of 0.5 °C every 10 min. This behavior

is confirmed in the optimizer gridmap visualization and subsequent optimizer nodemap shown in
Figure 11.

The price in the three-tier TOU tariff is translated visually in Figure 10b. Initially, from 16:00
to 19:00 the TOU signal value is set to 9, which represents cost 24.99 p/kWh (peak), reducing to 6
(11.99 p/kWh mid-peak price) at 19:00. The energy cost nodemap data (δec) transformation to the
optimizer gridmap is shown in Figure 11. During peak periods, when the cost of energy is highest,
the gridmap interpretation is to influence the control variable by reducing the temperature setpoint,
which in turn reduces the cost of energy. Similarly, at 19:00 (mid-peak), the gridmap tou signal is set at
mid-scale (nominally 18 °C). The electricity demand forecast is shown in Figure 10c. To help interpret
the demand signals shown, Figure 10d illustrates the calculated weekday demand profile over a 24-h
period. The red circle marks the start of the 4-h horizon window (shaded area). The dv (gridmap) signal
is reconstructed within the optimization algorithm. The results are consistent with the modified layout
of corresponding digraph object node coordinates, which describes the relationship between directional
edges and connecting nodes shown in Figure 11a. The optimal temperature path is calculated at a
sample rate of 10 min. Figure 11b highlights the optimal temperature value over a 4-h horizon window
commencing 16:40. The control action for the continuing 10 min cycle shown is the temperature
value specified at 16:50, that is TS1 = 16.5 °C. This accords with our earlier occupant thermal comfort
feedback report, which registered a consensus to reduce the room temperature by 0.5 °C.

218



Energies 2020, 13, 4191
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31 × 72 ×4 11 × 25 
𝛿ec

Figure 10. Gridmap visualization of data type function response at 10-Oct-2019 16:00 over a 4-h horizon
window: (a) Occupant thermal comfort feedback response; (b) electricity demand forecast: weekday
24 h; (c) cost (tariff); (d) electricity demand forecast.

 

(a) (b) 31 × 72 ×4 11 × 25 
𝛿ec

Figure 11. Optimization response showing individual data types and forecast response: (a) 31× 72× 4
gridmap visualization; (b) gridmap projected onto 11× 25 nodemap.

On receipt of a DR event notice (16:40) the normalized demand forecast value δdv is recast to ǫdv.

The modified demand profile trajectory is defined by the Dijkstra’s shortest path algorithm κs
η→ κt,

where η = TS0 + Tstep(°C). As can be observed in Figure 12, the change in demand profile at 16:50
increases from 16 °C (TS0 ) to 19 °C (TS24 ). A sample rate of 600 s accounts for the slight delay from the
start of the DR preparatory window to the change in demand profile trajectory. Although the supposed
outcome is to promote an increase in temperature equivalent to Tstep (°C) leading up to the start of
the DR event, the projected value is offset by the continued influence of the thermal comfort (ǫtc) and
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energy cost (ǫec) (tou) decision variables. Consequently, in this instance, the optimization algorithm
sets the 4-h ahead optimal temperature value slightly less than the anticipated 19 °C. The layout of
individual digraph objects and their corresponding nodemap representation, shown in Figures 11
and 12, respectively, serve to provide a snapshot of the optimizer outputs over a 4-h horizon window
at any given time. The benefit of the optimizer is now translated into Figure 13, which plots several
decision variables and control actions over a 24-h period. Between Figure 13a,b, we observe the impact
of demand and tariff data on the temperature setpoint (TS1). Furthermore, the outside temperature
(Tout) as no impact on the measured room temperature during this simulation.

18 ℃

𝑇𝑆1 = 16.5 ℃0.5 ℃ 𝛿dv𝜖dv the Dijkstra’s 𝜅𝑠𝜂→ 𝜅𝑡 𝜂 = 𝑇𝑆0 + 𝑇𝑠𝑡𝑒𝑝(℃)16 ℃ 𝑇𝑆0 19 ℃ 𝑇𝑆24 𝑇𝑠𝑡𝑒𝑝 (℃)𝜖tc 𝜖ec19 ℃

 
(a) (b) 

𝑇𝑠𝑡𝑒𝑝 = 3 ℃ 31 × 72 × 411 × 25 Figure 12. Optimization response showing individual data types and forecast response on receipt of
demand events signal, Tstep = 3 °C: (a) 31× 72× 4 gridmap visualization; (b) gridmap projected onto
11× 25 nodemap.

 
(a) 

 
(b) 

(℃) (℃)(℃)

𝑆𝑂𝐶 > 𝑆𝑂𝐶𝑙𝑜𝑡ℎ

𝛥𝑃𝑑
𝑇𝑆1

Figure 13. Simulation study at 10-Oct-2019 16:00 for 24 h with DR event: (a) shows temperature
setpoint (°C) (TS1), room temperature (°C) (Troom), primary power switch signal (PWR), outdoor
temperature (°C) (Tout), cost (p/kWh) (Cost), and battery energy storage (BESS) state of charge (SOC)
(%) (rescaled) (SOC) profiles; (b) shows tariffmode (t_mode), TOU tariff (tariff), demand event signal
mode (des_mode), and demand (rescaled) (demand) profiles.
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The start of the DR preparatory window is recorded at 16:40 and subsequently sets and holds
des_mode = 1 for 4 h and 40 min (the time leading up to and including the DR event). The BESS is
seen to start a charge period in readiness to the start of the DR event. A tariffmode signal (t_mode)
automatically restricts the use of the BESS until the DR event starts. At 16:40, the power signal (PWR)
switches the primary power source from the grid to BESS. If the cost of energy is peak tariff immediately
after the DR event (t_mode = 3), then the BESS would continue as the primary power source. However,
as can be observed, the BESS SOC signal (SOC) indicates the BESS starts a discharge phase at from the
start of the DR event and continues, in this scenario, to the end of the DR event. At 20:20, the primary
power source reverts to the grid, but the BESS remains available (SOC > SOCth

lo
).

The rate at which the energy source naturally discharges has been magnified to evaluate control actions
when SDR exceeds low and high charge threshold values (local settings). In practice, SDR parameters
should be set accordingly. The simulation results show the calculated electricity demand forecast
profile (demand). Its impact on the optimization algorithm is clear when demand is high (06:00 to
22:00) the aggregated effect is to limit the temperature setpoint (reducing the demand for electricity on
the distribution network). Conversely, when demand is low (22:00 to 06:00), the constraints that govern
the temperature setpoint are relaxed. Here, the optimizer allows, not mandates, an increase in energy
consumption by increasing the space heating temperature setpoint. This finding, while preliminary,
suggests the proposed control strategy has the potential to deliberately lessen peaks in demand
(electrical) and fill in the period of low demand.

At 18:20.36, the impact of a simulated load disturbance ∆Pd (Table 2) within the power subsystem is
highlighted. The large and rapid decreasing frequency excursion shown in the box highlight, signifying
an imbalance between supply and demand, is observed more clearly in Figure 14a. The proposed system
immediate response is to lower the temperature setpoint (TS1), reducing the on-site heat source energy
consumption and thus providing a pro-active response to the stability of the electrical distribution
network [68]. As can be observed in Figure 14b, and in the broader context in Figure 13a, these immediate
interventions have minimal impact on measured room temperature (Troom), hence minimizing occupant
thermal discomfort.𝑇𝑟𝑜𝑜𝑚

  
(a) (b) 

Figure 14. Frequency response 10-Oct-2019: (a) impact on mains grid frequency due to simulated load
disturbance; (b) proposed model response.

4. Experimental Evaluation

Testing cannot be expected to catch every error in the software, and system complexity makes
it difficult to evaluate every branch. A traditional approach to software testing during earlier
development and subsequent simulation testing provided a satisfactory level of acceptance. However,
as the hardware-in-the-loop test environment is not entirely under the control of the tester, an element
of nondeterminism is introduced in the test. Furthermore, because of observations documented
during early simulation testing, new features are added to help eliminate transitions to deadlock states.
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These situations arise when a stalemate between two or more processes occurs, and the process is
unable to proceed because each is waiting for the other to respond [70]. Therefore, it is considered
helpful to outline an appropriate test and level of abstraction of the software and hardware devices
for testing.

One of the significant objectives of testing is to assess the integration of the optimizer software
code by connecting other software and hardware components. Therefore, a test environment was
designed to evaluate and report as accurately as possible on the proposed optimization algorithm
interaction with real-world data. An image of prototype equipment, including an industrial controller
and sensor equipment, is shown in Figure 15a.
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Item Description

1 Android Smart Phone: Bluetooth TXD

2 Analog Output 2x CH (4-20 mA/0-10 VDC)

3 Real Time Clock: RTC DS1307 i2C Module

4 433 MHz RF: Wireless Data Receiver

5 HC05 Serial Pass-through Module: Bluetooth RXD

6 433 MHz RF: Wireless Data Transmitter

7 DHT22: Temperature and Humidity Sensor

8 Arduino UNO Rev3

9 Arduino Mega2560: Mains Frequency Test Harness

10 Controller: Industruino IND.I/O D21G

11 USB to UART: Data Transfer to MVS

12 MDR-20-24 Power Supply 24 VDC at 1 A

Figure 15. Hardware-in-the-loop test environment: (a) Arduino equipment; (b) Android smartphone
demonstrator app example screen images; (c) Arduino equipment block identification map; (d) Arduino
equipment legend.

The test environment composed of the following main components: (1) a revised Simulink®

model designed to send/receive serial data, (2) electronic fan speed controller (EFSC) to regulate
the heat transfer through flow, (3) a 240 VAC 3 kW box fan portable heater, (4) an Industruino
IND.I/O 32u4 Arduino-compatible industrial controller, which includes 2 CH 0 to 10 VDC/4-20 mA
12bit output, and (5) Arduino-compatible remote sensors and communication equipment, including
Android smartphone pre-loaded with an app, developed using MIT App Inventor 2 version nb183c.
In addition to streaming data into the software environment, the industrial controller on-board liquid
crystal display (LCD) panel was codified to visualize the data from remote sensors and user thermal
preferences (registered using the smartphone app). These feedback indicators were supplemented by a
series of light emitting diodes (LEDs) reporting the status of several decision-making variables.

Dedicated values for energy demand forecasting and price indicators are embedded in the computer
model. However, occupant thermal comfort feedback data is input into the system in real-time using
Bluetooth technology. This experiment utilizes the thermal comfort feedback data reported by a single
occupant. A technology update to manage multiple users is a relatively straightforward task. Images
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of the App demonstrator designed to capture occupants thermal comfort report is shown in Figure 15b.
Remote sensors monitor room temperature data, which is communicated to the optimizer in real-time
using low power device 433 MHz (LPD433) equipment. A block diagram of the general arrangement
is shown in Figure 16. The positioning of the optimizer indicates this configuration has the potential to
participate in similar energy management schemes with minimal impact on existing infrastructure.

 

 

12

4

5
3

7

6

9

11 10

1

8

2

Item Description

1 Android Smart Phone: Bluetooth TXD

2 Analog Output 2x CH (4-20 mA/0-10 VDC)
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9 Arduino Mega2560: Mains Frequency Test Harness
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Figure 16. Block diagram of experimental evaluation setup.

This paper reports the results of an experimental test carried out in real-time. The test started
on Monday, 6-April-2020, 16:00. At 16:40, the start of a DR preparatory event triggers a pre-set
sequence of control actions designed to prepare the heating services in advance of the 40 min DR event,
which started at 20:40. The test was run for 5.5 h, finishing 10 min after the DR event. Comparison
of the findings shown in Figure 17 with those of earlier computation studies confirms the operation
of the optimization algorithm is consistent with our mathematical arguments, which posits that the
interaction between declared data types can influence an environment space heating. Increasing
the temperature setpoint successively by 0.5 °C at 10-min intervals during the DR preparatory stage
increased the space temperature by 2 °C from the start of the DR preparatory window. Figure 18a
confirms a temperature value of 18.5 °C was recorded at approximately 19:10. It can be observed the
temperature then decreased to 17.4 °C at 20:40, which is the start time of DR event. This behavior may
be explained by the fact that the thermal comfort profile (dark red color) reduced to an equivalent of
16 °C (Tth

min
) at 19:00, which is consistent with an expected zero occupancy at the same time.

0.5 ℃2 ℃18.5 ℃17.4 ℃16 ℃ 𝑇𝑚𝑖𝑛𝑡ℎ

 
(a) (b) 

𝑇𝑢 ∝ 𝑇𝑒 𝑇𝑒 = 𝑇𝑆1 − 𝑇𝑟𝑜𝑜𝑚

Figure 17. Visual representations of gridmap data showing 4-h horizon window of predicted values of
each data type and optimized temperature profile: (a) on receipt of a simulated DR event signal at
16:50; (b) during the 40 min DR event (20:40 to 21:20).
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0.5 ℃2 ℃18.5 ℃17.4 ℃16 ℃ 𝑇𝑚𝑖𝑛𝑡ℎ
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𝑇𝑢 ∝ 𝑇𝑒 𝑇𝑒 = 𝑇𝑆1 − 𝑇𝑟𝑜𝑜𝑚

Figure 18. Experimental evaluation recorded results at 6-April-2020 16:00 for 5.5 h with DR event:
(a) room temperature (Tr), temperature setpoint (TS1), thermal comfort gridmap data (tc), demand
event signal mode (des_mode), and DR event; (b) control action signal (Tu), primary power switch
signal (PWR), demand (rescaled) (dv), and DR event.

Furthermore, as can be observed in Figure 18b, the control action signal utilized in the earlier
computational study has been modified to regulate the physical heat transfer through flow. Here,
the control action signal (Tu), which operates a 0 to 10 VDC EFSC, is proportional to the difference
between the calculated optimal temperature setpoint (TS1) and the measured temperature (Tr), i.e.,
Tu ∝ Te, where Te = TS1 − Troom. The power switch signal (PWR) shows the virtual energy storage
system is activated at 20:40 and continues to operate as the heating system primary energy source for
the duration of the DR event (shaded area).

Overall, these results are very encouraging. The experimental evaluation raises the possibility that
the proposed optimization algorithm may support small communities in a decentralized environment
with limited access to communication networks. Comparison of the findings with other studies confirms
the novelty of the proposed framework for energy management. It is encouraging elements of this
research are consistent with results found in previous work. Eriksson et al. [71] developed a normalized
weighted constrained multi-objective meta-heuristic optimization algorithm to consider technical,
economic, socio-political, and environmental objectives. The results emphasized the application of a
modified Particle Swarm Optimization (PSO) algorithm to optimize a renewable energy system of any
configuration. The implementation of the Dijkstra’s algorithm (used in this study) is more prevalent in
other applications (e.g., see Reference [72–74]).

Nevertheless, the simplicity Dijkstra’s algorithm makes it a versatile heuristic algorithm. The shortest
path optimization algorithm was designed to compute an optimal water heating plan based on specific
optimality criteria and inputs [75]. The significant feature reported of the proposed algorithm was its
low computational complexity, which opens the possibility to deploy directly on low-cost embedded
controllers. In a further study, a strong relationship between optimization and space heating has
been reported [76]. Here, a neural network algorithm was used to build a predictive model for the
optimization of a HVAC is combined with a strength multi-objective PSO algorithm. Although results
show satisfactory solutions at hourly time intervals for users with different preferences, demand
response mechanisms have not been considered. However, leveraging upon the concepts of Industry
4.0, Short et al. [77] demonstrated the potential to dispatch HVAC units in the presence of tertiary
DR program in a distributed optimization problem could deliver satisfactory performances. Finally,
a more inclusive study proposed an optimization model which takes total operational cost and energy
efficiencies as objective functions [78]. Here, a thermal load is adjusted in the knowledge that a
managed change in temperature value has no significant impact on user comfort. An integrated
demand response mechanism is also considered. Although the results provide a new perspective for
integrated energy management and demand side load management, there is no further exploitation in
real-time user engagement or perspectives on decentralization.
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5. Conclusions

A real-time DR strategy in a decentralized grid has been formulated with both spatial and temporal
constraints. A generic framework established regulatory control of space heating through mechanisms
that automatically respond to changes in grid frequency and in response to explicit tertiary DR event
signals. Design considerations set decision variables and control actions to illustrate the effectiveness
of the novel multi-objective cost function, which is based on a weight-based routing algorithm.
A series of embedded lookup tables based on historical operational data calculate an aggregated rate
of electricity consumption over a rolling 4-h horizon window. As the techniques for enabling and
controlling DR events emerged, extensive simulation studies demonstrated power consumption could
be easily shifted without causing any significant short-term impact on space temperatures. Increasing
growth of renewable energy resources could reduce system inertia, which means networks are more
vulnerable to energy security. The approach offered may benefit rural decentralized community power
systems, including geographical islands, seeking to optimize heating services through optimization
and collaborative energy management. This operation was validated using experimental testing,
which included a response to simulated tertiary DR event signals. The obtained results show an
effectiveness of the decentralized, informatic optimization, and control framework for evolving DR
services. The energy transition offers small communities’ opportunities to meet decarbonization targets.
The gradual shift from centralized fossil fuel power networks to more low carbon decentralized sustainable
smart energy systems is set to disrupt businesses, policymakers, and system analysts. As energy markets
change to meet innovations, the reliance on a single energy source is slowly diminishing. Still, as technology
advances and support for an emerging group of consumers that produce energy continues to gather
momentum, system operators should embrace a changing market to remain relevant in the future.

The context within which DR operates is important as related initiatives need to support the
objectives of DR itself. These are usually encased within a policy objective in response to concerns
relating to the environment. Concerning supporting the achievement of such policy goals, organizations
seeking to participate in the sector need a business model/strategy that will, in the longer-term support
and sustain the success of such policy goals. Therefore, the business model is essential to the objective
of the policy. Martin et al. [79] illustrated the dangers of applying the business model/strategy that
does not support the overall objective of an organization. Here, the policy goal is the European targets
related to energy efficiency and climate change by consumers reducing or shifting their electricity
usage during periods of peak electricity demand in response to time-based tariffs or other forms of
financial incentives. The success of such policy objectives, therefore, are dependent on several factors,
including end-user participation. The opportunities for realizing DR, however, vary across Europe as
they are dependent on the particular regulatory, market, and technical contexts in different European
countries [80]. It is estimated that the distribution networks share of the overall network investment in
energy networks will be 80% by 2050 [81]. Hence, the need for DR solutions to reduce peaks in energy
demand is significant. Thus, in recent times, the emphasis is on developing novel solutions which
can align the energy demand to the energy supply in real-time [82]. A decentralized approach will
support creativity and tailor-made solutions [83,84]. The role of the end-user in successfully delivering
the policy objective is essential, and their buying into new usage patterns is critical [85]. Therefore,
a business model that encourages end-user participation becomes crucial. Hence, a business model
that understands and appreciates the variables of regulatory, market and technical contexts in different
European countries, enabling enhanced end-user engagement is required to support the achievement
of the policy objectives.

Future research will extend the test and validation work, including the integration of scalable
communities and other forms of energy storage and distributed renewable energy generators.
In addition, a business case that scrutinizes how the proposed optimization and control framework
can be mobilized will be investigated in future work.
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Appendix A

Algorithm A1. Optimize and control algorithm
inputs:

temp_room =
{

n
∣

∣

∣n is pos, and 15.5 ≤ n ≤ 20.5
}

� Troom (◦C)

S0_date← now()
des_mode = {n|n is int, and n ∈ {0, 1}} � 0=normal, 1=event

outputs:

ctrl_action; tou_tariff; des_duration
initialise:

visual_mode; gridmap
horizon = 4 � duration (h)
des_mode = 0
Tstep (°C) = {n|n = 2, and n ∈ {2, 3}}
des_duration = {n|n = 40, and n ∈ {30, 40, 50}} � duration (min)
Tmin = {n|n = 16.0, and 15.5 ≤ n ≤ 17.5}
dt = {tc, dv, ec, optim}

for every 10 min interval do

S0_date← S0_date + 10 min
for each dt do

if dt = tc then

Tth
min
← Tmin � min temp threshold (°C)

prepare comfort values ∀Sn =
{

n
∣

∣

∣n is an integer, and 0 ≤ n ≤ 24
}

else if dt = dv then
require: des_mode; des_duration; Tstep

prepare demand values ∀Sn = {n|n is an int, and 0 ≤ n ≤ 24}
prepare node path

else if dt = ec then
prepare tou values ∀Sn = {n|n is an int, and 0 ≤ n ≤ 24}

end if

get: δdt(xn)

prepare gridmap
adjacency matrix← digraph← edgelist← gridmap
optimize using dijkstra algorithm
identify edgepath from start to end node ∀Sn = {n|n is an int, and 0 ≤ n ≤ 24}
if dt = optim then

prepare control action � TS1 (°C)

end if

get: visual_mode
display: visualization ∈ {horizon, gridmap, bigpath, biggridmap}

end for

end for
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Appendix B
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Figure A1. Scheduler control logic flowchart.
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5. Vujanović, M.; Wang, Q.; Mohsen, M.; Duić, N.; Yan, J. Special issue of applied energy dedicated to

SDEWES conferences 2018: Sustainable energy technologies and environmental impacts of energy systems.
Appl. Energy 2019, 256. [CrossRef]

6. Abdullah, M.A.; Agalgaonkar, A.P.; Muttaqi, K.M. Assessment of energy supply and continuity of service in
distribution network with renewable distributed generation. Appl. Energy 2014, 113, 1015–1026. [CrossRef]

7. Ratnam, K.S.; Palanisamy, K.; Yang, G. Future low-inertia power systems: Requirements, issues, and solutions—
A review. Renew. Sustain. Energy Rev. 2020, 124, 109773. [CrossRef]

8. Bayod-Rújula, A.A. Future development of the electricity systems with distributed generation. Energy 2009,
377–383. [CrossRef]

9. Neelawela, U.D.; Selvanathan, E.A.; Wagner, L.D. Global measure of electricity security: A composite index
approach. Energy Econ. 2019, 81, 433–453. [CrossRef]

10. Kosai, S.; Unesaki, H. Short-term vs long-term reliance: Development of a novel approach for diversity of
fuels for electricity in energy security. Appl. Energy 2020, 262, 114520. [CrossRef]

11. IEA Statistics The World Bank. Available online: https://data.worldbank.org/indicator/EG.USE.COMM.FO.ZS
(accessed on 14 April 2020).

12. Price, J.; Zeyringer, M.; Konadu, D.; Sobral Mourão, Z.; Moore, A.; Sharp, E. Low carbon electricity systems
for Great Britain in 2050: An energy-land-water perspective. Appl. Energy 2018, 228, 928–941. [CrossRef]

227



Energies 2020, 13, 4191

13. Hope, A.; Roberts, T.; Walker, I. Consumer engagement in low-carbon home energy in the United Kingdom:
Implications for future energy system decentralization. Energy Res. Soc. Sci. 2018, 44, 362–370. [CrossRef]

14. Barrett, J.; Cooper, T.; Hammond, G.P.; Pidgeon, N. Industrial energy, materials and products: UK decarbonisation
challenges and opportunities. Appl. Therm. Eng. 2018, 136, 643–656. [CrossRef]

15. Foxon, T.; Hammond, G.; Pearson, P. Socio-technical transitions in UK electricity: Part 2 – technologies and
sustainability. Proc. Inst. Civ. Eng. Energy 2020, 173, 123–136. [CrossRef]

16. Johnstone, P.; Kivimaa, P. Multiple dimensions of disruption, energy transitions and industrial policy.
Energy Res. Soc. Sci. 2018, 37, 260–265. [CrossRef]

17. IRENA International Renewable Energy Agency. Renewable Power Generation Costs in 2018; IRENA: Abu,
Dhabi, 2018.

18. Imperial College London. Report Prepared for Committee on Climate Change Final; Vivid Economics Limited:
London, UK, 2019.

19. Zheng, C.; Yuan, J.; Zhu, L.; Zhang, Y.; Shao, Q. From digital to sustainable: A scientometric review of smart
city literature between 1990 and 2019. J. Clean. Prod. 2020, 258, 120689. [CrossRef]

20. Sodiq, A.; Baloch, A.A.B.; Khan, S.A.; Sezer, N.; Mahmoud, S.; Jama, M.; Abdelaal, A. Towards modern
sustainable cities: Review of sustainability principles and trends. J. Clean. Prod. 2019, 227, 972–1001.
[CrossRef]

21. Mosannenzadeh, F.; Bisello, A.; Vaccaro, R.; D’Alonzo, V.; Hunter, G.W.; Vettorato, D. Smart energy city
development: A story told by urban planners. Cities 2017, 64, 54–65. [CrossRef]

22. Wang, S.J.; Moriarty, P. Energy savings from Smart Cities: A critical analysis. Energy Procedia 2019, 158,
3271–3276. [CrossRef]

23. Di Silvestre, M.L.; Favuzza, S.; Riva Sanseverino, E.; Zizzo, G. How Decarbonization, Digitalization and
Decentralization are changing key power infrastructures. Renew. Sustain. Energy Rev. 2018, 93, 483–498.
[CrossRef]

24. Thellufsen, J.Z.; Lund, H.; Sorknæs, P.; Østergaard, P.A.; Chang, M.; Drysdale, D.; Nielsen, S.; Djørup, S.R.;
Sperling, K. Smart energy cities in a 100% renewable energy context. Renew. Sustain. Energy Rev. 2020,
129, 109922. [CrossRef]

25. Marinova, S.; Deetman, S.; van der Voet, E.; Daioglou, V. Global construction materials database and stock
analysis of residential buildings between 1970–2050. J. Clean. Prod. 2020, 247, 119146. [CrossRef]

26. Qiao, R.; Liu, T. Impact of building greening on building energy consumption: A quantitative computational
approach. J. Clean. Prod. 2020, 246, 119020. [CrossRef]

27. Paridari, K.; Nordström, L. Flexibility prediction, scheduling and control of aggregated TCLs. Electr. Power

Syst. Res. 2020, 178, 106004. [CrossRef]
28. Ibrahim, O.; Fardoun, F.; Younes, R.; Louahlia-Gualous, H. Review of water-heating systems: General

selection approach based on energy and environmental aspects. Build. Environ. 2014, 72, 259–286. [CrossRef]
29. Yang, L.; Yan, H.; Lam, J.C. Thermal comfort and building energy consumption implications—A review.

Appl. Energy 2014, 115, 164–173. [CrossRef]
30. Ascione, F.; Bianco, N.; Mauro, G.M.; Napolitano, D.F.; Vanoli, G.P. Weather-data-based control of space heating

operation via multi-objective optimization: Application to Italian residential buildings. Appl. Therm. Eng.

2019, 163, 114384. [CrossRef]
31. Lin, S.; Liu, D.; Hu, F.; Li, F.; Dong, W.; Li, D.; Fu, Y. Grouping control strategy for aggregated thermostatically

controlled loads. Electr. Power Syst. Res. 2019, 171, 97–104. [CrossRef]
32. Erdogan, S.; Yıldırım, S.; Yıldırım, D.C.; Gedikli, A. The effects of innovation on sectoral carbon emissions:

Evidence from G20 countries. J. Environ. Manag. 2020, 267, 110637. [CrossRef]
33. Kumar, D.; Mathur, H.D.; Bhanot, S.; Bansal, R.C. Modeling and frequency control of community micro-grids

under stochastic solar and wind sources. Eng. Sci. Technol. Int. J. 2020. [CrossRef]
34. Loisel, R.; Lemiale, L. Comparative energy scenarios: Solving the capacity sizing problem on the French

Atlantic Island of Yeu. Renew. Sustain. Energy Rev. 2018, 88, 54–67. [CrossRef]
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