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Preface to ”Marine Engines Performance

and Emissions”

Marine engines are key components in most ships. Nowadays, diesel engines power most of the

ships in the world. These engines are efficient in comparison with other thermal machines, but emit

harmful species such as nitrogen oxides, soot, carbon dioxide, sulfur oxides, carbon monoxide, etc.

Several international, national, and regional policies have been developed to limit pollutants from

engines. Due to these increasingly restrictive regulations, several pollution reduction methods have

been developed in recent years. Besides, the performance of marine engines is vital for the efficiency,

environment, and safety. According to this, innovative solutions are being increasingly developed in

the recent years. This book contains a collection of peer-review scientific papers about developments

in the research of marine engines performance and emissions. Innovative researchers are provided.

These papers were developed by 39 authors from The Netherlands, Finland, Sweden, Korea, Slovakia,

China, Chile, Ukraine, Poland, and Spain. Most papers treat about emissions from marine engines,

but the performance is also treated.

Marı́a Isabel Lamas Galdo

Editor
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Abstract: Taking into consideration the quality of air, it is necessary to ensure a continued reduction of
the gaseous emissions that are produced by the maritime transport. The most effective solution of this
serious worldwide problem is application of a suitable fuel mixture, which contains a bio-component,
i.e. the biofuel. The presented scientific study is focused on influence of the biofuels on production of
the gaseous emissions in the case of a diesel auxiliary engine, which is used in the ship transport.
There were created various fuel mixtures with different content of the bio-component in order to
investigate their emission characteristics. The individual experimental measurements were performed
at the different engine loading levels and using a variable engine speed spectrum. The obtained results
demonstrated a significant influence of the fuel mixtures on the whole combustion process, on the
heat release process, on the pressure time behaviour as well as on the engine emission characteristics.

Keywords: reduction; gaseous emissions; biodiesel mixtures

1. Introduction

It is a well-known fact that a large amount of the international transport of various goods and
materials is carried out by the sea. However, it is also necessary to emphasize such reality that the sea
transport is characterized by a high fuel consumption as well as by production of a large volume of
the harmful gaseous emissions. There is often neglected a relevant fact that the ship transport causes
more serious and more dangerous air pollution than the standard motor vehicles. With regard to
these negative circumstances, the International Maritime Organization (IMO) determined the new
internationally valid regulations in order to reduce the increasing amount of the most dangerous air
pollutants, namely the sulphur oxides and the nitrogen oxides.

The diesel engines installed in the trans-continental ships are burning the heavy fuel oils (HFO)
both in the main driving engines and in the auxiliary diesel engines. This kind of fuel produces a large
amount of the harmful gaseous emissions. In the view of the above mentioned facts, it is necessary to
look for other solutions, such as biodiesel. Biodiesel is a renewable natural fuel source with only a
minimum content of sulphur and aromatic hydrocarbons, as well as it is characterised by a high value
of the cetane number and biodegradability [1–3]. At the same time, it does not require constructional
modification of the diesel engine itself.

Various studies were elaborated in order to investigate the real environmental impacts of the
gaseous emissions caused by biodiesel fuel. The results gained from the performed studies show a
positive fact that the values of sulfur, CO emissions, unburned hydrocarbons, and particulate matter
were significantly reduced in the exhaust gases compared to the standard diesel fuels. Biodiesel is
soluble in normal diesel oil and for that reason it can be combined with diesel oil in any proportion.
All the studies concerning application of biodiesel fuels were focused only on diesel engines working
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in motorcars [4–10]. However, it is also necessary to investigate gaseous emissions which are
emitted from the auxiliary diesel engines installed in ships as diesel-powered electric generators.
Another considerable problem is a lack of the scientific research studies describing the relation between
the NO2 and NO emissions that are caused by combustion of the fuel mixture “biodiesel–diesel
oil” [11–14].

The main task of the performed research was to analyse the influence of various mixtures of
biodiesel and diesel fuels on the combustion process and on the NOX emissions in the case of diesel
combustion engines that are installed in the ships.

2. Experimental Engine and Measuring Specifications

2.1. Experimental Engine and Diesel Mixtures

The testing experimental engine, which was applied during realisation of the experiments, is an
auxiliary six-cylinder diesel engine (Figure 1). The technical data of this engine are presented in
Table 1. The individual diesel fuel mixtures were created by mixing of the ULSDF (Ultra Low Sulphur
Diesel Fuel) with the biodiesel using various mixing ratios. The tested engine was connected to a test
stand [15–17].

 
Figure 1. Experimental engine.
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Table 1. Technical data of the engine.

Model 6TWGM

Type 6 cylinders, direct injection

Compression ratio 17.0:1

Bore × stroke 100 × 127 mm

Displacement 5.99 L

Rated output 125.5 kw

Engine speed 1500 rpm

Air intake way Turbocharged, air to water cooled

The ULSDF, which was used during testing, contained less than 10 ppm of sulfur. Parameters of
the applied biodiesel are in accordance with the European standard EN 14214 (Table 2).

Table 2. The ULSDF and biodiesel specifications.

Specification Biodiesel ULSDF

Density, 15 [kg/m3] 860–900 810–850

Viscosity (40 ◦C) [mm2/s] 3.5–5.0 2.0–4.0

Cetane number Min.51 Min.48

Sulphur content [mg/kg] <10 <10

Heat of evavoration [kJ/kg] 250–290 282–338

Flash point [◦C] 101 82

Carbon content 81.5 97.1

The tested fuels were obtained by mixing of the ULSDF with the biodiesel, applying various
mixing ratio values, namely, 0%, 30%, 70%, and 100%, using the following marking: BU (0:100),
BU (30:70), BU (70:30), and BU (100:0), respectively, whereby the letter B means biodiesel and the letter
U means the ULSDF. There were also tested diesel engine fuels with other ratios between the biodiesel
and the ULSDF, but with regard to the main goal of this study, the above-mentioned fuel mixing ratios
were the most suitable. The first type of the tested fuel was the pure ULSDF and the last tested fuel
was the pure diesel oil. The fuel consumption of the tested engine was measured for each one of the
fuels. The operational conditions during the measuring process are summarized in Table 3.

Table 3. Fuel consumption (FC).

Engine Speed
Engine

Loading
ULSDF FC

[kg/h]
B30:U70 FC

[kg/h]
B70:U30 FC

[kg/h]
Biodiesel
FC [kg/h]

267 Nm (30%) 11.50 11.98 12.47 13.25

1000 rpm 534 Nm (60%) 18.93 19.72 20.99 21.91

801 Nm (90%) 26.85 27.98 28.83 29.71

321 Nm (30%) 14.52 14.84 15.84 16.59

1500 rpm 642 Nm (60%) 24.68 25.03 26.64 27.12

963 Nm (90%) 31.72 32.98 34.70 35.48

2.2. Conditions of Measuring Process

The pressure inside the cylinder was measured using the Kistler measuring equipment,
which contains a pressure converter mounted in the first cylinder of the given engine [18–21].

3



J. Mar. Sci. Eng. 2020, 8, 330

The pressure sensor was connected with the amplifier as well as with the sensor of crankshaft angular
displacement. This arrangement enabled measuring the pressure values in the cylinder within the
0.5-degree range of the crankshaft angular displacement. The emissions of NOX were monitored by
means of a special measuring system, which was intended for recording of the emissions [22,23].

2.3. Methodology of Measuring Process

The tested engine was operated at two stabilized engine speeds: 1000 rpm or 1500 rpm and at
different engine loading levels (Table 3). The cooling water temperature was maintained between
75 ◦C and 85 ◦C. The lubricating oil temperature was kept between 90 ◦C and 100 ◦C, depending on
the operational conditions. The values of engine fuel consumption, exhaust gas temperature and
NOX emissions were continuously monitored in three-minute intervals, whereby the measured results
were averaged.

3. Results and Discussion

3.1. Influence of Various Fuel Mixtures on Output Characteristics

The average values of the measured data for various fuel mixtures are given on Figures 2–7.
More than 100 measuring cycles were performed in order to reduce in this way an influence of
random changes during the experiment [24–26]. It is visible from Figures 4 and 7 that the value of
pressure inside the cylinder decreased with higher engine operational loading in the case of increasing
proportion of biodiesel in the experimental fuel. The curves, which describe the intensity of heat
generation, are various in the operational regime utilizing the ULSDF and the biodiesel fuel mixture.
The pressure value inside the cylinder grew more rapidly for the fuel mixture biodiesel–ULSDF
compared to the clean ULSDF. The cetane number that belonged to the biodiesel and also the value
of flame speed were higher in comparison with ULSDF. The speed of heat release was reduced with
the increasing amount of biodiesel in the tested fuel mixtures and the ignition delay decreased if the
volume of the biodiesel in the tested fuel was higher.

Figure 2. The dependence of fuels on the heat release rate and cylinder pressure (1000 rpm/30%).
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Figure 3. The dependence of fuels on the heat release rate and cylinder pressure (1000 rpm/60%).

 

Figure 4. The dependence of fuels on the heat release rate and cylinder pressure (1000 rpm/90%).
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Figure 5. The dependence of fuels on the heat release rate and cylinder pressure (1500 rpm/30%).

Figure 6. The dependence of fuels on the heat release rate and cylinder pressure (1500 rpm/60%).
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Figure 7. The dependence of fuels on the heat release rate and cylinder pressure (1500 rpm/90%).

3.2. Influence of Fuel Mixture Compositions on NOX Emissions

The NOX emissions, which belong among the most polluting substances, consist of the following
components: the nitric oxide (NO), the nitrogen dioxide (NO2) and the dinitrogen monoxide (N2O).
The most relevant are the NO emissions, because their amount is more than 60 percent. The portion of
the NO2 emissions is less than 40 percent and volume of the N2O is negligible. It is evident, from the
Figures 8 and 9, that a higher amount of biodiesel in the fuel mixture significantly affects formation
of the NOX pollutants. Higher content of biodiesel in the tested fuel mixtures minimized the NOX

emissions. It is possible to mention a fact as an illustrative example that operation of the tested engine
in the ULSDF fuel mode at low engine speed and low operational loading generated approximately
145 ppm of the NOX gaseous emissions, whereby in the case of pure biodiesel it was only 100 ppm
(Figure 8).

Figure 8. The dependence of testing fuels on the NOX emissions (1000 rpm).
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Figure 9. The dependence of testing fuels on the NOX emissions (1500 rpm).

Higher levels of the engine operational loading and engine speed caused an increased amount of
the NOX emissions in the case of all testing fuels. (i.e. up to 850 ppm for ULSDF and 750 ppm for
biodiesel) (Figure 9). At the same time, the exhaust gas temperature increased with higher engine
speed values and with higher engine operational loading. This fact had a major impact on growth of
the NOX emissions.

3.3. Influence of Fuel Mixture Compositions on NO Emissions and NO2 Emissions

The Figures 10 and 11 illustrate the influence of various fuel mixtures on the NO emissions and
NO2 emissions. It is interesting that as the engine load increased, the volume of the NO emissions
was higher. At the same time, however, these emissions were minimized with increasing amount of
biodiesel in the tested fuels. Higher engine loading and higher portions of biodiesel in the tested fuel
mixtures minimized the gaseous NO2 emissions.

Figure 10. The dependence of testing fuels on the NO emissions (1500 rpm).
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Figure 11. The dependence of testing fuels on the NO2 emissions (1500 rpm).

4. Conclusions

The main task of this scientific-research work was to fill gaps within the current knowledge base
concerning influence of bio-component fuels on production of the gaseous emissions. All the tests
were performed using a 6-liter auxiliary diesel engine, which is usually installed in the marine ships.
Various testing fuels were created by mixing of the biodiesel with the ULSDF. The applied mixing ratios
were as follows: 0%, 30%, 70%, 100%, whereby the fuel mixtures were marked in the following order:
B0: U100, B30: U70, B70: U30, B100: U0. Thus, the first tested fuel was the pure ULSDF (B0: U100)
and the last tested fuel was the pure biodiesel (B100: U0). The individual experiments were performed
using the engine speed values 1000 rpm or 1500 rpm and at the engine loading levels from interval
between 30% and 90%. The obtained results can be summarized as follows:

- As the proportion of biodiesel in the experimental fuel increases, so the pressure of gas in the
cylinder increases and intensity of heat release is significantly lower in this case.

- The ignition delay is shortened with increasing volume of biodiesel in the experimental fuel
and at the same time the combustion process is faster. The ignition delay was on average about
2◦ longer.

- The NOX emissions are higher if the engine speed and the engine loading levels increase. This fact
is valid for every experimental fuel. On the other hand, a higher volume of biodiesel in the
experimental fuel means a significant reduction of the NOX emissions.

- The emissions of NO are higher if the engine loading level increases, but these emissions are
decreasing with higher amount of biodiesel in the experimental fuel. The NO2 emissions are
significantly minimized if the engine loading level is increased and if amount of biodiesel in the
experimental fuel is higher.

Author Contributions: Conceptualization, M.P. and M.K. (Melichar Kopas); methodology, M.P. and M.K. (Melichar
Kopas); software, M.P. and M.K. (Melichar Kopas); validation, M.P. and D.S.; formal analysis, , M.P. and D.S.;
investigation, , M.P. and M.K. (Marek Kliment); resources, M.P. and M.K. (Marek Kliment); writing—original draft
preparation, M.P. and M.Š.; writing—review and editing, M.P. and M.Š. All authors have read and agreed to the
published version of the manuscript.
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11. Puškár, M.; Brestovič, T.; Jasminská, N. Numerical simulation and experimental analysis of acoustic wave
influences on brake mean effective pressure in thrust-ejector inlet pipe of combustion engine. Int. J. Veh. Des.
2015, 67, 63–76. [CrossRef]

12. Czech, P. Application of probabilistic neural network and vibration signals for gasket under diesel engine
head damage. Sci. J. Sil. Univ. Technol. Ser. Transp. 2013, 78, 39–45.

13. Toman, R.; Polóni, M.; Chríbik, A. Preliminary study on combustion and overall parameters of syngas fuel
mixtures for spark ignition combustion engine. Acta Polytech. 2017, 57, 38–48. [CrossRef]

14. Chríbik, A.; Polóni, M.; Lach, J.; Ragan, B. The effect of adding hydrogen on the performance and the cyclic
variability of a spark ignition engine powered by natural gas. Acta Polytech. 2014, 54, 10–14. [CrossRef]

15. Brezinová, J.; Guzanová, A. Friction conditions during the wear of injection mould functional parts in contact
with polymer composites. J. Reinf. Plast. Compos. 2009, 28, 1–15.

16. Lamas, M.I.; Rodríguez, C.G. Numerical model to study the combustion process and emissions in the
Wärtsilä 6L 46 four-stroke marine engine. Polish Marit. Res. 2013, 20, 61–66. [CrossRef]
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Marine engines are key components in most ships. Nowadays, diesel engines power
most of the ships in the world. These engines are efficient in comparison with other ther-
mal machines, but emit harmful species such as nitrogen oxides, soot, carbon dioxide,
sulfur oxides, carbon monoxide, etc. Several international, national, and regional policies
have been developed to limit pollutants from engines. In the marine field, the European
Commission and the Environmental Protection Agency limit emissions in the European
Union and the United States, respectively. On an international level, the International
Maritime Organization (IMO) regulates pollution and other aspects. In 1973, the IMO
adopted Marpol 73/78, the International Convention for the Prevention of Pollution from
Ships, designed to reduce marine pollution. Due to these increasingly restrictive regu-
lations, several pollution reduction methods have been developed in recent years. In
recent years, many primary and secondary reduction techniques have been proposed
and employed in marine engines. Some methods directly improve combustion such as
exhaust gas recirculation, water addition, modification of the injection process, etc. Other
methods are based on exhaust gas after treatments, such as selective catalytic reduction
systems. Nevertheless, the increasingly restrictive legislation makes it very difficult to
continue developing efficient reduction procedures at competitive prices, and alternative
fuels become another possible solution.

The performance of marine engines is vital for the efficiency, environment, and safety.
Besides, it is very important to reduce emissions as well as dependency on fossil fuels.
Current engines require specific knowledge to reduce, as soon as possible, consumption
and emissions. Innovative solutions are being increasingly developed in the recent years.
The improvement of both computational and experimental techniques makes it possible to
develop new solutions

This Special Issue contains 12 peer-review scientific papers about developments in the
research of marine engines performance and emissions. These papers were developed by
39 authors from The Netherlands, Finland, Sweden, Korea, Slovakia, China, Chile, Ukraine,
Poland, and Spain. Most papers discuss emissions from marine engines [1–9], and others
discuss performance, such as control technology [10], and turbocharger compression [11,12].
Puškár et al. [1] and Sui et al. [2] analyzed alternative fuels. Perez and Reusser [3] opti-
mized the emissions profile using a shaft generator with optimum tracking-based control
scheme. Winnes et al. [4] analyzed a scrubber. Kim et al. [5] analyzed the intake and
exhaust system. Lamas et al. [6] analyzed NOx reduction using ammonia injection and
compared with water injection. Witkowski [7] analyzed several methods to reduce emis-
sions. Lehtoranta et al. [8] analyzed a methane oxidation catalyst for LNG (Liquefied
Natural Gas) ships. Lamas et al. [10] analyzed the injection system. Homišin et al. [10]
analyzed an electronic constant twist angle control system suitable for torsional vibra-
tion tuning of propulsion systems. Shen et al. [11] developed a marine two-stroke diesel
engine MVEM (Mean Value Engine Model) with in-cylinder pressure trace predictive
capability and a novel compressor model. Finally, Píštěk et al. [12] developed a mistuning
identification method of integrated bladed discs of marine engine turbochargers.
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Abstract: Hybrid propulsion and using liquefied natural gas (LNG) as the alternative fuel have been
applied on automobiles and some small ships, but research investigating the fuel consumption and
emissions over the total voyage of ocean-going cargo ships with a hybrid propulsion and different
fuels is limited. This paper tries to fill the knowledge gap by investigating the influence of the ship
mission profile, propulsion modes and effects of different fuels on the fuel consumption and emissions
of the ship over the whole voyage, including transit in open sea and manoeuvring in close-to-port
areas. Results show that propulsion control and electric power generation modes have a notable
influence on the ship’s fuel consumption and emissions during the voyage. During close-to-port
manoeuvres, propelling the ship in power-take-in (PTI) mode and generating the electric power by
auxiliary engines rather than the main engine will reduce the local NOx and HC (hydrocarbons)
emissions significantly. Sailing the ship on LNG will reduce the fuel consumption, CO2 and NOx
emissions notably while producing higher HC emissions than traditional fuels. The hybridisation of
the ship propulsion and using LNG together with ship voyage optimisation, considering the ship
mission, ship operations and sea conditions, will improve the ship’s fuel consumption and emissions
over the whole voyage significantly.

Keywords: ship propulsion system; electric power generating system; hybrid propulsion; propulsion
control; LNG; mission profile; power take off/in

1. Introduction

Shipping, which is a relatively energy-efficient, environment-friendly and sustainable mode of
mass transport of cargo [1], is the dominant and will remain the most important transport mode
for world trade [2]. However, the shipping industry consumes more fuel in comparison with other
transport modes [3] and shipping-related emissions contribute significantly to the global air pollution
and long-term global warming [4,5]. Correlated with fuel consumption, shipping is responsible for
approximately 3.1% of annual global CO2 and approximately 2.8% of annual GHGs (greenhouse gases)
on a CO2e (CO2 equivalent) basis [6]. Approximately 15% and 13% of global human-made NOx and
SOx emissions come from the shipping industry. It is projected that maritime CO2 emissions will
increase significantly by 50% to 250% in the period up to 2050 [6]. Moreover, as fuel cost accounts for
approximately 50% to 60% of the total operational cost of a ship [7], a significant fuel consumption
reduction will contribute to a considerable save of a ship’s operational cost. Consequently, the shipping
industry is striving to reduce its fuel consumption and emissions due to the increasingly high fuel
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price, social concerns on the environmental impact and the resulting mandatory and strict emission
control regulations worldwide [8].

Ship mission profile during the voyage has a significant influence on the fuel consumption and
exhaust emissions of ships [9]. Therefore, the ship mission profiles should be taken into consideration
when evaluating ship transport performance [10]. However, one of the major drawbacks of the present
IMO (International Maritime Organization)’s EEDI (Energy Efficiency Design Index) is that it only
considers one operating point without taking the ship’s representative mission profiles into account.
On the contrary, the EEOI (energy efficiency operational indicator), which is also developed by IMO,
is calculated for a voyage or a number of voyage legs based on real operating conditions [11]. In [12],
based on a case study of a handy size Chemical/Product Tanker of 38,000 DWT (Deadweight tonnage),
Acomi, et al. investigate the voyage energy efficiency by calculating the EEOI of the ship using both
commercial software and onboard measures. In [13], in the case study of a RoPax vessel, Coraddu et al.
estimate the ship operational performance of the ship voyage using the EEOI as the measure by real
data statistics and numerical simulations. In [14], Hou et al. optimise the vessel speed of an ice
zone ship to find a minimum EEOI in an ice zone. In [15], in the case study of a VLCC (Very Large
Crude Carrier) tanker, Safaei et al. address the reduction in fuel consumption of the ship voyage
using route optimisation considering ship profile and sea conditions. In [16], in the case study of a
bulk carrier, Zaccone et al. develop a 3D dynamic programming optimisation method to select the
optimal path and speed profile for the ship voyage aiming to minimise the voyage fuel consumption
and taking also into account ship safety and comfort. However, most of the research focuses on
route planning and ship speed profile when studying the ship voyage optimisation. During ship
operation, propulsion control [17,18], power management [19–21] and ship operational speeds [22,23]
will significantly influence the fuel consumption and emissions performance of ships. However,
quantitative and systematic investigations on the influence of various ship operations, including
propulsion control, power management and operational speeds, on the ship performance of the whole
voyage are still limited.

Hybrid propulsion, which is a combination of mechanical and electrical propulsion, is a promising
option to improve the economic, environmental and operational performance of ships [24,25]. In the
basic form of the hybrid propulsion system, the propeller can be mechanically driven by an internal
combustion engine and/or electrically driven by an electric motor, which may also be able to work
as an electric generator. If the electric motor is powered by a hybrid power supply, such as diesel
generator(s), natural gas generator(s), fuel cells and/or batteries, it will be a hybrid propulsion with a
hybrid power supply system [26]. The operation modes of a hybrid propulsion system include power
take off (PTO); slow power take in (PTI); boost power take in [27]. Among others, the benefits of a
hybrid propulsion include reduced fuel consumption; reduced CO2 emissions and other pollutants;
possibility to sail and operate with zero emission in coastal and port areas; greater redundancy; noise
reduction; lower maintenance [24,28]. However, different ship types can benefit differently from the
hybrid propulsion due to their diverse operational profiles [28,29]. In [29], Jafarzadeh and Schjølberg
study the operational profiles of eight different ship types, including tankers, bulk carriers, general
cargo ships, container ships, Ro-Ro ships, reefers, offshore ships and passenger ships, aiming to identify
what ship types are able to benefit from hybrid propulsion. Hybrid ship propulsion is typically applied
on naval vessels, towing vessels, offshore vessels and passenger ships including ferries. However,
the current applications and research of hybrid propulsion are mainly limited on small ships, while the
applications and research on large ocean-going vessels are rare.

To improve the safety and operability of ocean-going cargo ships and to reduce their global
greenhouse gas emissions and the local pollutant emissions in coastal and port areas, few studies on
the potential applications of hybrid propulsion and power supply system on the big ocean-going cargo
ships can be found. In [30], based on a multi-physical domain model, a conceptual hybrid propulsion
system for a very large crude oil carrier (VLCC) has been studied for the potential benefit of improving
the ship’s safety and operability in heavy sea conditions without reducing the system efficiency. In [31]
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and [32], the potential benefits of hybrid propulsion for large ocean-going cargo vessels to increase
fuel efficiency and reduce greenhouse gas emissions and pollutant emissions are investigated as
well. In [33], the impact of battery–hybrid propulsion on the fuel consumption and emissions of an
ocean-going chemical tanker when sailing in coastal and port areas during port approaches has been
investigated. However, it is concluded that the battery–hybrid propulsion for ocean-going cargo ships,
even when only sailing at low ship speed in close-to-port areas for a short time, is still not a realistic
option nowadays even though it can produce zero local emissions; the main reason is that the required
battery capacity is very large and the weight of the battery becomes unacceptable.

Using LNG (liquefied natural gas) as the alternative marine fuel is another promising and
attractive solution to reducing the local and regional environmental impact and operational costs of
ships [34,35]. Compared to using conventional marine fuels, using LNG produces significantly less
pollutant emissions, such as NOx, SOx and PM (particle matter), and CO2 emissions will also be
reduced as well [24,36]. Another driver for using LNG as a marine fuel is the current favourable fuel
price compared to the increasing price of conventional fuel oil [37]. However, one of the disadvantages
in the use of LNG as marine fuel is that it may have a worse impact on climate change (global warming)
than using conventional fuels, when taking the life-cycle emissions of methane (CH4), which is a
worse greenhouse gas than CO2, into consideration [35,37]. Currently, a relatively small number
of ships run on LNG and adopting LNG as a fuel is attractive for ships sailing on fixed routes and
large ships sailing in short sea and coastal areas, especially in emission control areas (ECAs) [38–40].
With more stricter emissions regulations coming into force and more infrastructure of LNG fuel
growing worldwide, larger ocean-going vessels are expected to select LNG as a fuel in the foreseeable
future [39]. There are many publications indicating the potential benefits of using LNG as a marine fuel,
however, quantitative investigations on the impact of using LNG as a fuel on the fuel consumption
and emissions of ships over the whole voyage, taking the ship’s operational profile into consideration,
are limited.

This paper will therefore investigate the potential influence of the application of the hybrid ship
propulsion and electric power generation system with different fuels as well as various propulsion
control and power management strategies on the ocean-going cargo ship in reducing the fuel
consumption and emissions over the whole voyage.

The main goals and outline of this paper are:

(1) To introduce the conceptual hybrid propulsion and electric power generation system of a
benchmark ocean-going chemical tanker (Section 2).

(2) To explain the “average” indicators of the fuel consumption and emissions performance of the
ship taking the ship mission profiles of both the transit voyage in open sea and manoeuvre in
close-to-port areas into consideration (Section 3).

(3) To present the fuel consumption and emissions models of both the main engine (two-stroke diesel
engine) and the auxiliary engines (four-stroke diesel engine) as well as the model corrections on
different fuel types (Section 4).

(4) To introduce the ship mission profiles of the transit voyage sailing in open sea and the close-to-port
manoeuvre in coastal and port areas (Section 5).

(5) To quantitatively and systematically investigate the influence of the ship operational speeds,
propulsion control modes, electric power generation modes, sailing on different fuel types and
PTI propulsion mode on the fuel consumption and emissions performance over the whole voyage,
including the transit in open sea and manoeuvre in close-to-port areas (Section 6).

In Section 7, the conclusions, limitations and uncertainties of the present paper and the
recommendations for future work will be provided.
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2. Hybridisation of the Benchmark Chemical Tanker

The ocean-going 13,000 DWT chemical tanker introduced in [41] has been chosen to investigate the
fuel consumption and emissions performance of the ship when transiting in open sea and manoeuvring
in coastal and port areas. The propulsion system of the chemical tanker consists of a two-stroke diesel
engine working as the main engine, a controllable pitch propeller (CPP) and the shafting system.
The electric power generation system includes a shaft generator (power take off, PTO) driven by the
main engine and three auxiliary generators. The ship particulars of the chemical tanker are given
in Table 1 and the particulars of the main engine (two-stroke diesel engine) and auxiliary engines
(four-stroke diesel engine) are given in Table 2.

Table 1. Ship particulars of the benchmark chemical tanker.

Length Between Perpendiculars (m) 113.80
Breadth Molded (m) 22.00
Depth Molded (m) 11.40

Design Draught (m) 8.50
Design Displacement (m3) 16,988
Dead Weight Tonnage (ton) 13,000

Design Ship Speed (kn) 13.30

Table 2. Particulars of the main engine and auxiliary engines.

Parameters Main Engine Auxiliary Engine

Engine Type MAN 6S35ME-B9.3-TII
(2-stroke)

DAIHATSU 6DE-18
(4-stroke)

Number of engines (-) 1 3
Rated Power (kW) 4170 750
Rated Speed (rpm) 167 900

Stroke (m) 1.55 0.28
Bore (m) 0.35 0.185

Mean Effective Pressure (MPa) 1.67 2.21

In the benchmark ship, originally, the shaft generator can only work in PTO mode. In order
to investigate the potential fuel consumption and emissions performance of a hybrid ocean-going
cargo ship especially when sailing in coastal and harbour areas, in this paper, the original propulsion
system and electric power generation system of the benchmark chemical tanker have been conceptually
hybridised. In the conceptual hybrid ship propulsion and electric power generation system (Figure 1),
the shaft generator can also work as a shaft motor in PTI (power take in) mode. To investigate the
influence of sailing on different fuels on the fuel consumption and emissions of the ship, both the main
engine and auxiliary engines have been assumed (conceptually updated) so that they can also use
LNG (liquefied natural gas) as their fuels, without considering the details of how the engines will be
updated and how different fuels will be stored and managed onboard the ship, which are out of the
scope of this paper. So, after the updates, the benchmark ocean-going chemical tanker will have a
hybrid ship propulsion and electric generation system.
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Figure 1. Layout of the updated chemical tanker propulsion system and electric generating system.

3. Mean Value Indicators of Fuel Consumption and Emissions

The mean value indicators of fuel consumption and emissions presented and used in this paper
are defined based on the theories introduced in [10,33,41]. When taking the ship mission profile into
account and in order to express the ship performance as a single value, an operational average value of
energy effectiveness and energy (fuel) index has been introduced in [10].

The mean energy conversion effectiveness εEC over voyage, which is the weighted average value
over the mission profile of the ship that will be defined later in the following chapter, is defined
in Equation (1).

εEC =

∑
i

WD,i ·Vi · Δti∑
i
(ΦFE,main,i + ΦFE,aux,i) · Δti

(1)

where WD,i, Vi, ΦFE,main,i, ΦFE,aux,i and Δti are the ship dead weight (N), ship speed (m/s), energy flow
into main engine (J/s), energy flow into auxiliary engines (J/s) and time of duration in each part of
the voyage (h).

Same as for the definition of the mean energy conversion effectiveness, the mean fuel index FI
(g/(ton·mile)) and mean emission index EI (g/(ton·mile)) averaged over the whole voyage of the ship
are defined by Equations (2) and (3), respectively [33].

FI =

∑
i

(
ΦFuel,main,i + ΦFuel,aux,i

)
· Δti∑

i
MD,i ·Vi · Δti

(2)

EI =

∑
i
(ΦEmission,main,i + ΦEmission,aux,i) · Δti∑

i
MD,i ·Vi · Δti

(3)

where ΦFuel,main,i, ΦFuel,aux,i, ΦEmission,main,i, ΦEmission,aux,i and MD,i are the fuel mass flow into the main
engine (g/h), fuel mass flow into auxiliary engines (g/h), emission mass flow generated by the main
engine (g/h), emission mass flow generated by auxiliary engines (g/h) and dead weight tonnage of the
ship (t) in each part of the voyage, respectively.

4. Mathematical Models

The ship propulsion and electric generation system model of the benchmark chemical tanker
introduced in [41] has been updated in this paper and the model structure is shown in Figure 2.
The models of fuel consumption and emissions of diesel engines will be briefly presented in this paper.
The models of ship resistance, propeller open water characteristics, wake factor, thrust deduction factor
and relative rotative efficiency can be found in [41] for detail. The onboard electric loads are modelled
by a constant value, which is set as 350 kW. The shaft generator/motor and the auxiliary generators are
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modelled by constant energy conversion efficiencies (which is consistent with the constant auxiliary
power assumption and the practice of switching on/off auxiliary generators to ensure proper loading
of the engines). The energy conversion efficiencies of both the generator(s) and motor are set as 95% in
the model.
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Figure 2. Model structure of the integrated ship propulsion and electric generation systems.

4.1. Models of Fuel Consumption and Emissions of Diesel Engines

The fuel consumption is calculated using the engine torque model introduced in [3], in which
the engine torque is modelled as a function of the fuel consumption and engine speed in the form of
second order Taylor expansion of two variables, including the cross product, as shown in Equation (4).
Similarly, the emissions are modelled as functions of the engine torque and engine speed [33] as shown
in Equation (5). The constant coefficients in the models can be fitted using engine test data.

M∗ = f1
(
m∗f , N∗

)
= 1− a ·

(
1−m∗f

)
+ b ·

(
1−m∗f

)2
− c · (1−N∗) + d · (1−N∗)2 + 2 · e ·

(
1−m∗f

)
· (1−N∗)

(4)

Φ∗em = f2(M∗, N∗)
= 1− aem · (1−N∗) + bem · (1−N∗)2 − cem · (1−M∗) + dem · (1−M∗)2 + 2 · eem · (1−N∗) · (1−M∗)

(5)

where M∗, N∗, m∗f and Φ∗em are the normalised engine torque, engine speed, fuel mass injected per cycle,
emission mass flow, which are normalised by dividing the relevant variables using the corresponding
nominal value of the variables.

Only the emissions of the carbon dioxide CO2, NOx and HC (hydrocarbons) are investigated in
this paper. The carbon dioxide is the direct product of the complete combustion of the fuel. So, the CO2

emission is directly determined by the fuel consumption. Note that, as the test data of the auxiliary
engines installed in the benchmark ship is not available, the fuel consumption and emissions models
of the auxiliary engines are calibrated using the average data of (a small number of) similar engines
that are available in the internal dataset. The calibration of the model of the main engine using the
engine test data has been introduced in detail in [41]. More details on the calibration of the NOx and
HC emissions models of the main engine and auxiliary engines can be found in Appendix B.
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4.2. Corrections for Different Fuel Types

The test results of fuel consumption and emissions for developing and calibrating the models of
both the main engine and the auxiliary engines have been corrected at ISO (International Organization
for Standardization) standard reference conditions using the standard LHV (Lower Heating Value)
of the fuel oil (42,700 kJ/kg), referring to ISO 15550:2016 and ISO 3046-1:2002. However, in this paper,
the influence of sailing on different fuel types on the ship fuel consumption and emissions will be
investigated. For instance, when the ship is in operation, the fuel type for the main engine can be HFO
(heavy fuel oil), MDF (marine diesel fuel) or LNG (liquefied natural gas); while the fuel type for the
auxiliary engines can be MDF (marine diesel fuel) or LNG (liquefied natural gas). Therefore, the fuel
consumption, NOx emission and HC emission during ship operations need to be corrected accordingly
by Equation (6) using the multiplying correcting factors shown in Table 3 (and uncertainty in these
factors which is in between brackets).

Table 3. Correcting factors of fuel consumption and NOx and HC emissions.

Fuel Type ISO * HFO * MDF * LNG *

LHV (kJ/kg) 42,700 41,500 42,000 48,000 (+/− 2000)
C f uel (-) 1 1.0289 1.0167 0.8896 (+/− 0.047)
CNOx (-) 1 1.2 1.0 0.2 (+/− 0.1)
CHC (-) 1 1.5 1.0 10.0 (+/− 6)

* ISO, ISO standard reference conditions, referring to ISO 15550:2016 and ISO 3046-1:2002. HFO, heavy fuel oil;
MDF, marine diesel fuel; LNG, liquefied natural gas; LHV, lower heat values.

The underlying assumption for correcting the fuel consumption is that the efficiencies of the
engines remain the same when the fuel types are changed. The correcting factors for NOx and HC
emissions when using HFO and MDF are set based on the internal dataset. When using LNG as
the fuel, the NOx emission will be significantly reduced by approximately 80% compared to diesel
fuel [36]; while the HC emission will be much higher than the diesel fuel because of the methane slip
during engine operation [34,42,43]. So, for a simple assumption, the correcting factors for NOx and HC
emissions when using LNG are set as 0.2 and 10, respectively, based on the information in the available
literature and engine specifications. Note that the formation mechanisms and the environmental
and human health impacts of HC (hydrocarbons) emissions from diesel fuel and LNG are different
although they are all called hydrocarbons in this paper as well as in other literature. The HC emissions
from diesel fuel, in general, are the consequence of incomplete combustion and they are hazardous
to human health (e.g., carcinogenic). However, the HC emissions from LNG are mainly methane
emissions caused by “methane slip” or unburnt methane and it is mainly a greenhouse gas; it has no
direct health effects on humans (in modest concentrations) [44], but it may cause suffocation if the
concentration of methane in the air is too high [45]. It is assumed that the non-dimensional conversion
factor between fuel consumption and CO2 emission is 3.206 kg/kg for diesel fuels and 2.750 kg/kg for
LNG [46].

Φx = Cx ·Φx,ISO (6)

where Φx is the fuel consumption or the emissions of HFO, MDF and LNG (kg/s); Φx,ISO is the fuel
consumption or emissions of fuel at ISO (kg/s); Cx is the correcting factors of fuel consumption and
emissions for different fuel types represented in Table 3.

5. Ship Mission Profile

The sea condition in which the ship sails will be first defined. The added ship resistance in service
due to sea condition, which is relative to that in sea trial condition (calm sea condition), is quantified
by the sea margin (SM), which is defined by Equation (7).
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SM =
PE,service − PE,trial

PE,trial
(7)

where PE,service is the ship effective power in service conditions and PE,trial is the ship effective power in
sea trial condition.

The sea margin is modelled as the function of the fouling of hull and propeller, displacement, sea
state and water depth. It is assumed that the ship displacement is the design displacement and does
not change during the whole voyage including both transit in open sea and manoeuvre in close-to-port
areas. In normal sea condition, when sailing in open sea, the ship sails in deep water and the ship
resistance addition (10%) is mainly due to the sea state; while, when sailing in coastal and port areas,
the ship resistance addition (10%) is mainly due to the shallow water and the effect of sea state is
neglected. According to the above assumptions, in normal sea condition, the sea margins when
sailing in both open sea and close-to-port area are 15% due to the combined effects of the ship fouling,
displacement, sea state and water depth.

5.1. Transit in Open Sea

A combination of ship mission and sea condition profiles for three different voyages sailing at
open sea of the chemical tanker has been defined as shown in Table 4. Each voyage is divided into
three parts, namely Transit A, Transit B and Transit C. In different parts of the voyage the ship speed,
transport distance and sea condition, which is represented by the sea margin (SM), are different. Transit
A is in a calm sea condition (low sea margin, 5%), Transit B is in heavy weather (high sea margin, 30%)
and Transit C is in a normal sea condition (15% sea margin). The three voyages (I, II and III) have
the same total distance (650 n miles) and the same average sea margin (15%), which is defined by
Equation (8), but have different average ship speeds from fast (13.5 kn) to slow steaming (10 kn).

SM =

∑
i

SMi · PE,i · Δti∑
i

PE,i · Δti
(8)

where SM is the average sea margin of each voyage obtained by averaging the power over the whole
voyage; SMi is the sea margin of each part of the voyage; PE,i is the ship effective power at design draft
with clean hull and calm weather; Δti is the time of duration in each part of the voyage.

Table 4. Ship mission profiles when sailing in open sea.

Ship Missions and Sea Conditions
Voyages

I II III

Transit A
(Calm Sea State: SM = 5%)

Ship Speed VA (kn) 13.90 12 10
Time TA (h) 4.27 7.89 7.89

Sea Margin SMA (-) 1.05 1.05 1.05

Transit B
(Heavy Sea State: SM = 30%)

Ship Speed VB (kn) 12 12 10
Time TB (h) 5.26 5.26 5.26

Sea Margin SMB (-) 1.3 1.3 1.3

Transit C
(Normal Sea State: SM = 15%)

Ship Speed VC (kn) 13.66 12 10
Time TC (h) 38.62 41.02 51.85

Sea Margin SMC (-) 1.15 1.15 1.15

The whole transit voyage

Average Ship Speed (kn) 13.50 12.00 10.00
Total Transit Time (h) 48.15 54.17 65.00

Total Transit Distance (n mile) 650 650 650
Average Sea Margin (-) 1.15 1.15 1.15
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The average ship speeds for the three voyages are systematically going down from voyage I
(13.5 kn) to voyage III (10 kn) and transit time is going up accordingly. However, to make it more
realistic, for voyage I with average ship speeds of 13.5 kn, the ship speeds of Transit B (where the ship
is in heavy weather and the sea margin is 30%) are reduced to 12 kn, because of the high sea state,
while the speed loss is assumed to be recovered in part C of the transit. For the voyage II and voyage III
in which the average speeds are 12kn and 10kn, respectively, the ship speed during the whole voyage
remains the same. The detailed determination of the mission profiles when the ship transits in open
sea can be found in Appendix A.

For each ship voyage, the influence of different ship propulsion control modes and electric power
generation modes on the fuel consumption and emissions of the ship over the whole voyage will be
investigated. The ship propulsion control modes (Constant Revolution Mode and Constant Pitch
Mode) and electric power generation modes (PTO Mode and Aux Mode) have been introduced in [41]
in details and they are briefly summarised in Table 5. The combinator curves for the two different
propulsion control modes are shown in Figure A5 in Appendix C.

Table 5. Ship propulsion control modes and power generating modes.

Propulsion Control Modes and Power Generating Modes Descriptions

Propulsion control modes

Constant Revolution Mode
CONSTANT propeller revolution
and CHANGING propeller pitch

(Generator Law)

Constant Pitch Mode

CONSTANT propeller pitch and
CHANGING propeller revolution

until minimum revolution is
reached (Propeller Law)

Electric power generation modes
PTO Mode * Shaft generator ON and auxiliary

generator OFF

Aux Mode Shaft generator OFF and auxiliary
generator ON

* PTO, power take off.

Note that, if the commanded ship speed cannot be reached within the power limit of the main
engine because of providing PTO power, the shaft generator will be shut down and the electric power
needed by the ship will be supplied by auxiliary generators, such as Transit A and Transit C of voyage
I during which the PTO switch is turned off and the main engine only provides power for propulsion
due to the demanded high ship speeds under the corresponding sea margin shown in Table 4.

5.2. Manoeuvring in Coastal and Port Areas

The ship mission profile during the close-to-port manoeuvre is shown in Table 6. The ship speed
is 7 knots in coastal areas and 5 knots in port areas. The sailing time and sailing distance of the ship in
the same area are combined together, respectively, in the ship mission profile in Table 6. In coastal areas,
the total sailing distance when approaching and leaving the harbour is 40 nautical miles and the total
sailing time is 5.71 h. In port areas, the total sailing distance is 10 nautical miles and the total sailing
time is 2 h. The sea margin when the ship is sailing in coastal and port areas is assumed to be normal,
i.e., 15% sea margin, and the added ship resistance is because of the smaller depth in coastal and port
areas compared with the open sea, where the sea state is the main reason for the added ship resistance.

Five different operation cases of the ship are studied to investigate the influence of the ship
propulsion and the electric generation modes of a hybrid propulsion ship on the fuel consumption and
emissions performance during the close-to-port manoeuvre.
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Table 6. Ship mission profile sailing in coastal and port areas.

Sailing Area Ship Mission Profile

Coastal Area
Ship Speed (kn) 7

Sailing Distance (n mile) 40
Sailing Time (h) 5.71

Port Area
Ship Speed (kn) 5

Sailing Distance (n mile) 10
Sailing Time (h) 2

The whole harbour approaching and leaving manoeuvre
Average speed (kn) 6.49

Total Time (h) 7.71
Total Distance (n mile) 50

• In case I, the main engine burning heavy fuel oil (HFO) provides power for the ship propulsion
and onboard electric loads through shaft generator in PTO mode, while the auxiliary engines are
shut down.

• In case II, it is the same as case I except that the fuel burnt by the main engine is changed from
heavy fuel oil (HFO) to marine diesel fuel (MDF).

• In case III, it is also the same as case I except that the fuel for the main engine is changed from
HFO to LNG (liquefied natural gas).

• In case IV, the auxiliary engines burning marine diesel fuel (MDF) provide power for the ship
propulsion through shaft motor in PTI mode and onboard electric loads, while the main engine is
shut down.

• In case V, it is the same as case IV except that the fuel for the auxiliary engines is changed from
MDF to LNG.

So, in case I, case II and case III, the ship propulsion system works in PTO mode but on different
fuels; while in case IV and case V, the ship propulsion system works in PTI mode but on different fuels.
Only the constant revolution mode, in which the ship speed is controlled by changing the propeller
pitch and the propeller revolution is kept constant, will be studied during the close-to-port manoeuvre.

6. Results and Discussions

6.1. Average Ship Performance over Transit Voyage in Open Sea

6.1.1. Influence of Different Operation Modes

The influence of different propulsion control modes and electric power generation modes on the
ship performance when sailing in the open sea has been investigated from the voyage perspective.
In this section, the fuels for the main engine and the auxiliary engines are set as HFO and MDF,
respectively. The average energy conversion effectiveness of the ship over the voyage is shown in
Figure 3. In voyage I, where the average ship speed is 13.5 kn, different propulsion control and electric
power generation modes do not make much difference on the average energy conversion effectiveness
(around 100). The reason is that the propeller pitch of the two control modes is almost the same to reach
that high ship speed. However, in voyage II and III, where the average ship speeds are 12 kn and 10 kn,
respectively, the differences are much more obvious. The average energy conversion effectiveness will
increase with the decrease in the average ship speed. Taking the constant revolution control and PTO
electric generation modes, for example, the energy conversion effectiveness will increase from 100 to
130 and 150 when the average ship speed decreases from 13.5 kn (voyage I) to 12 kn (voyage II) and
10 kn (voyage III). The major reason is the increase in the ship weight/resistance ratio when reducing
the ship speed and it is also the main reason why ship “slow steaming” can save fuel consumption
over the voyage.
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Figure 3. Mean value of energy conversion effectiveness.

The “average” ship performance in terms of the fuel and emissions indices during the whole
voyage of the ship are presented in Figure 4. The average fuel index (Figure 4a) and the average CO2

emission index (Figure 4b) of the ship over the voyage are in fact the inverse of the average energy
conversion effectiveness, so they have the inverse trends. For example, in constant pitch control mode
and PTO electric generation mode, the fuel index will decrease from 4.37 to 3.15 and 2.37 (g/(ton·mile)),
and the CO2 emission index will decrease from 14.03 to 10.11 and 7.61 (g/(ton·mile)) when the average
ship speed reduces from 13.5 to 12 and 10 (kn). Moreover, during the ship voyage, controlling the ship
speed in constant pitch mode rather than the constant revolution mode, and providing the electric
power by the shaft generator instead of the auxiliary generator will also reduce the fuel consumption
and CO2 emission over the voyage.

When the average ship speed decreases, the average NOx and HC emission index over the whole
voyage will also reduce as shown in Figure 4c,d. For instance, under constant pitch and PTO electric
generation mode, the NOx emission index decreases from 0.33 to 0.24 and 0.17 (g/(ton·mile)) and the
HC index reduces from 0.0118 to 0.0098 and 0.0081 (g/(ton·mile)). The constant pitch mode has a higher
average NOx emission index (Figure 4c) than the constant revolution mode. Generating the electric
power in PTO mode during the ship voyage will also reduce the NOx emission especially in constant
pitch operating mode. The constant revolution mode has lower HC emission index (Figure 4d) than
the constant pitch mode especially at low average ship speeds. Unlike the average fuel consumption,
CO2 emission and NOx emission, the average HC emission over the voyage will increase when the
electric power is provided by the shaft generator (PTO mode). According to the simulation results
of the defined three voyages, an efficient way to reduce the fuel consumption and emissions indexes
is to reduce the average ship speed of the voyage, i.e., slow steaming. Different propulsion control
modes and power generation modes also make some differences on the average fuel consumption and
emissions indexes of the voyage especially at low ship speeds.
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(a) Mean value of fuel index 

 
(b) Mean value of CO2 emission index 

 
(c) Mean value of NOx emission index 

 
(d) Mean value of HC emission index 

Figure 4. Mean value of fuel and emissions indices.

6.1.2. Influence of Sailing on Different Fuels

In this section, when investigating the influence of different fuel types on the fuel consumption
and emissions over the whole transit voyage, only voyage II, in which the ship sails at 12 knots
while at sea, will be looked into. The propulsion control mode is set as constant pitch mode and the
electric generation mode is set as PTO mode. The average fuel and emissions indices of the ship
over the whole transit voyage when sailing on different fuels, i.e., HFO, MDF and LNG, are shown
in Figure 5. The average fuel index of the ship (Figure 5a) when sailing on LNG (2.727 g/(ton·mile))
is about 13.5% less compared with sailing on HFO (3.154 g/(ton·mile)) and 12.5% less than MDF
(3.117 g/(ton·mile)). The average CO2 emission index of the ship (Figure 5b) when sailing on LNG
(7.50 g/(ton·mile)) is about 25.8% less compared with sailing on HFO (10.11 g/(ton·mile)) and 25% less
than MDF (10.00 g/(ton·mile)). Note that, the lower heat values (LHV) and the conversion factors
between fuel consumption and CO2 emissions are different for different fuels. The average NOx
emission index of the ship (Figure 5c) when sailing on MDF (0.196 g/(ton·mile)) is about 17% less
than sailing on HFO (0.236 g/(ton·mile)), while sailing on LNG (0.039 g/(ton·mile)) can further reduce
the NOx emission index by 80% compared with sailing on MDF. However, the average HC emission
index (Figure 5d) of the ship when sailing on LNG (0.065 g/(ton·mile)) is much higher than sailing on
HFO (0.0098 g/(ton·mile)) and MDF (0.0065 g/(ton·mile)), which is one of the major disadvantages of
using LNG as the marine fuel. This is primarily caused by methane slip and unburnt methane during
engine operations.
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(a) Mean value of fuel index 

 
(b) Mean value of CO2 emission index 

 
(c) Mean value of NOx emission index 

 
(d) Mean value of HC emission index 

Figure 5. Mean value of fuel and emissions indices when using different fuels.

6.2. Average Ship Performance over Manoeuvring in Close-to-Port Areas

The fuel consumption and emissions performance of the ship during manoeuvre in close-to-port
areas under five different operation cases introduced in Section 5.2 are investigated. The fuel
consumption and emissions of the ship during the whole close-to-port manoeuvre are shown in
Figure 6. The average fuel indices (Figure 6a) and CO2 emission indices (Figure 6b) of the ship when
sailing on main engine in PTO mode (Case I, II and III) are lower than sailing on auxiliary engines in
PTI mode (Case IV and V). However, sailing on auxiliary engines in PTI mode can reduce the local
NOx (Figure 6c) and HC emissions indices (Figure 6d) significantly compared with sailing on the main
engine in PTO mode.

When sailing on conventional fuels (Case I, II and IV), the fuel index and CO2 emission index
in case I, which are 3.10 and 9.93 (g/(ton·mile)), respectively, are slightly higher than those in Case
II, which are 3.06 and 9.81 (g/(ton·mile)); but they are notably lower than those in Case IV, which
are 4.25 and 13.62 (g/(ton·mile)), respectively. However, the NOx and HC emission indices in Case I,
which are 0.35 and 0.0074 (g/(ton·mile)), respectively, are much higher than those in Case II, which are
0.28 and 0.0049 (g/(ton·mile)), respectively; the NOx and HC emission indices in Case IV, which are
0.17 and 0.0029 (g/(ton·mile)), respectively, are further lower than Case II. The reason is that the fuel
consumption performance of the main engine (two-stroke) is better than that of the auxiliary engine
(four-stroke) burning MDF while the NOx and HC emission performance of the main engine is worse
especially when burning HFO compared with the auxiliary engine.
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(a) Fuel index 

 
(b) CO2 emission index 

 
(c) NOx emission index 

 
(d) HC emission index 

Figure 6. Fuel and emissions indices in different cases.

Sailing on LNG (Case III and V) instead of conventional fuels in coastal and port areas can
both reduce fuel consumption and CO2 emission indices of the ship, in particular the local NOx
emission index (0.058 g/(ton·mile) in Case III and 0.035 g/(ton·mile) in Case V) will decrease significantly.
However, the local HC emission index (0.049 g/(ton·mile) in Case III and 0.029 g/(ton·mile) in Case V)
is much higher when sailing on LNG than sailing on HFO and MDF.

Therefore, comparing the five cases, in order to reduce the ship emissions significantly when
manoeuvring in close-to-port areas, the ship should be driven by the auxiliary engines through PTI
mode. However, a balance between CO2 and NOx emissions on the one hand and HC emissions on
the other needs to be made when selecting to sail the ship on LNG rather than the conventional fuels.
Note that, as mentioned earlier, the methane emissions of LNG have no direct health effects on humans.
At the same time, it is actually a more potent greenhouse gas than CO2. So, reducing the local pollution
point of view when driving the ship in PTI mode and LNG fuel when manoeuvring in close-to-port
areas are better choices compared to the other cases.

6.3. Fuel Consumption and Emissions of the Whole Voyage

In summary, the average fuel and emissions indexes of the ship over the whole voyage, including
transit at open sea, approaching and leaving harbour manoeuvre, are shown in Table 7. According to
the previous discussions in Sections 6.1 and 6.2, there are many different combinations of ship operation
cases during the whole voyage. For simplicity, only two cases sailing the ship on two different fuels,
i.e., HFO and LNG, have been selected and are shown in Table 7. The propulsion control modes for
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transit in open sea and manoeuvring in close-to-port areas are set as constant pitch mode and constant
revolution mode, respectively; the electric power generation modes for the whole voyage are set as
PTO mode. Compared to transit in open sea, harbour approaching and leaving manoeuvres only
take a small part of the total voyage, so, the results of the total voyage shown in Table 7 are mainly
determined by the fuel and emissions indexes of the voyage when sailing at open sea.

Table 7. Average fuel and emissions indexes of the whole voyage.

Fuel Type HFO LNG

FI (g/(ton·mile)) 3.15 2.72
EICO2 (g/(ton·mile)) 10.10 7.49
EINOx (g/(ton·mile)) 0.24 0.041
EIHC (g/(ton·mile)) 0.0096 0.0642

7. Conclusions and Recommendations

In this paper, the influences of the ship propulsion control modes, electric power generation
modes, ship operational speeds, propulsion modes as well as sailing on different fuels on the fuel
consumption and emissions of an ocean-going benchmark chemical tanker have been investigated
taking the ship’s operational profiles into account. The current IMO’s EEDI considers only one
operating point when estimating ship energy efficiency, however, a lower EEDI does not necessarily
mean less ship fuel consumption and emissions when sailing with a certain mission profile over the
whole voyage. So, the mean value indicators weighted over the ship mission profile should be used
when estimating the fuel consumption and emissions performance of the ship over the voyage.

When transiting in open sea, reducing the ship average operational speed will effectively reduce
both the fuel consumption and emissions of the ship over the voyage. To reduce the ship operational
speed, reducing the propeller revolution rather than the propeller pitch is more preferable, as pitch
reduction will reduce the propeller efficiency and consequently increase the fuel consumption especially
for voyage where the ship speed is reduced. Generating the electric power by the shaft generator
(PTO mode) rather than the auxiliary generator (Aux mode) will further reduce the fuel consumption
while the NOx and HC emissions could increase. However, compared to the propulsion control modes,
the electric generation modes have relatively minor influence on fuel consumption and emissions of
the ship.

When the ship is sailing and manoeuvring in the coastal and port areas, changing the fuel for
the main engine from heavy fuel oil (HFO) to marine diesel fuel (MDF) will reduce the NOx and HC
emissions significantly while slightly reducing the fuel consumption and CO2 emissions. Providing
the power for ship propulsion (PTI mode) and onboard electric loads by the auxiliary engines and
shutting down the main engine will further reduce the local NOx and HC emissions significantly while
the fuel consumption and CO2 emission will increase notably mainly due to the lower engine efficiency
of the auxiliary engines.

Using LNG (liquefied natural gas) as the fuel for both the main and auxiliary engines will reduce
the NOx emission significantly compared to using HFO (heavy fuel oil) or MDF (marine diesel fuel).
So, sailing the ship on LNG in close-to-port areas will produce much less local environmental impact
due to the much less local pollutant emissions. In particular, sailing the ship in PTI mode on LNG will
further reduce the local pollutant emissions in coastal and port areas. The fuel consumption and CO2

emission of the ship will also decrease notably over the whole voyage when sailing on LNG instead
of HFO and MDF. However, the hydrocarbon (HC) emission is much higher when using LNG as a
marine fuel than traditional diesel fuel due to the methane (CH4) slip and unburnt methane during
engine operations and although it has no direct effects on human health, it may have a worse impact on
climate change (global warming) when taking the life-cycle emissions of natural gas into consideration
(although the lifetime of the emitted substance should then also be taken into account, which is outside
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the scope of this paper). It is clear either way that methane emissions from LNG engines should be
minimised as much as possible.

Last but not least, there are still some limitations and uncertainties existing in this paper and
these will be further studied in future work. One of the limitations is that only CO2, NOx and HC
emissions are investigated and the other emissions, such as sulphur oxides (SOx), particulate matter
(PM) and soot (C), etc., generated by the ship are not considered. Another limitation is that only
fuel consumption and emissions are investigated in this paper while the ship capital expenditure
(CAPEX), operating expenditure (OPEX) and the operational safety of both the engine and ship have
been left outside the scope. The uncertainty is in the simplistic assumption on the fuel consumption
and emission performance of the engines when using LNG as the fuel. In future work, in addition to
improving the fuel consumption and emissions models, the potential influence of the application of the
hybrid propulsion and alternative fuels on the CAPEX and OPEX of the ship, and the operational safety
of both the engine and ship especially in adverse sea conditions will be investigated. The trade-off
relationships between the ship CAPEX and OPEX, and between the energy effectiveness of the ship
and the operational safety, need to be investigated.
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Abbreviations

Abbreviations

AC alternating current
AG auxiliary generator
Aux.Eng. auxiliary engine
Aux.Gen. auxiliary generator
CPP controllable pitch propeller
GB gearbox
HFO heavy fuel oil
LNG liquefied natural gas
MCR maximum continuous rating
MDF marine diesel fuel
MG (shaft) motor/generator
PTO power take off
PTI power take in
Symbols

Cfuel correcting factor of fuel consumption (-)
CNOx correcting factor of NOx emission (-)
CHC correcting factor of HC emission (-)
EI mean value emission index (g/(ton·mile))
FI mean value fuel index (g/(ton·mile))
LHV lower heating value (kJ/kg)
M* normalised engine torque (-)
MD dead weight tonnage of the ship (t)
Mdel delivered torque to propeller (Nm)
Meng engine torque (Nm)
mf injected fuel mass per cycle (kg)
m∗f normalised injected fuel mass per cycle (-)

Mshaft shaft torque (Nm)
N* normalised engine speed (-)
neng engine rotational speed (r/s)
np propeller rotational speed (r/s)
PAG,e electric power of auxiliary generator (W)
PB,aux power of auxiliary engines (W)
PE ship effective power (W)
PE,service ship effective power in service conditions (W)
PE,trial ship effective power in trial conditions (W)
PElec electrical power of onboard grid (W)
PMG,e electrical power of shaft motor/generator (W)
PMG,m mechanical power of shaft motor/generator (W)
sfc specific fuel consumption (g/kWh)
SM sea margin (-)
SM average sea margin over voyage (-)
t thrust deduction fraction (-)
Tprop propeller thrust (N)
Tship ship thrust (N)
V ship speed (m/s)
vA propeller advance sped (m/s)
vs ship speed (m/s)
w wake fraction (-)
WD deadweight of ship (N)
εEC mean value energy conversion effectiveness (-)
Φ∗em normalised emission mass flow (-)
ΦEmission,main emission mass flow of main engine (g/h)
ΦEmission,aux emission mass flow of auxiliary engines (g/h)
ΦFE,aux energy flow of fuel to auxiliary engines (J/s)
ΦFE,main energy flow of fuel to main engine (J/s)
ΦFuel,main fuel mass flow into main engine (g/h)
ΦFuel,aux fuel mass flow into auxiliary engines (g/h)
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Appendix A

Mission Profile in Open Sea

According to the transit voyage in open sea defined in Section 5.2, the average sea margin over the whole
voyage is defined by Equation (A1).

SM =
SMA · PE,A · tA + SMB · PE,B · tB + SMC · PE,C · tC

PE,A · tA + PE,B · tB + PE,C · tC
(A1)

The average ship speed over the whole voyage is defined by (A2).

V =
VA · tA + VB · tB + VC · tC

tA + tB + tC
(A2)

The distance of the whole voyage is:

VA · tA + VB · tB + VC · tC = 650 (nmile) (A3)

Voyage I:
The maximum ship speeds in a calm sea state (SM = 5%) and a normal sea state (SM = 15%) in Case I are

13.90 kn and 13.66 kn, respectively. The maximum ship speed in a heavy sea state (SM = 30%) is limited at 12 kn.
In order to reach the average ship speed of 13.5 kn over the whole voyage, it is assumed that the ship sails at the
maximum speeds at different parts of the voyage defined above. In Voyage I, the average sea margin over the
whole voyage is 15%. According to Equations (A1)–(A3), the time the ship sails in different parts of the voyage in
Voyage I are: tI,A = 4.27 (h), tI,B = 5.26 (h), tI,C = 38.62 (h).

Voyage II:
The average sea margin of the whole voyage in Voyage II is also 15%. The ship speed over the whole voyage

is 12 kn and the corresponding ship effective power over the whole voyage is 1229.59 kW. It is assumed that
the time the ship sails in a heavy sea state in Voyage II and Voyage III is the same as that in Voyage I, which is
5.26 h. Then, according to Equations (A1), (A2) and (A3), the time the ship sails in different parts of the voyage are:
tII,A = 7.89 (h), tII,B = 5.26 (h), tII,C = 41.02 (h).

Voyage III:
Similar to Voyage II, the time the ship sails in different parts of the voyage in Voyage III, where the average

ship speed is 10 kn, are: tIII,A = 7.89 (h), tIII,B = 5.26 (h), tIII,C = 51.85 (h).

Appendix B

Calibration of NOx and HC Emissions Models

The coefficients aem ~ eem (aNOx ~ eNOx and aHC ~ eHC) in the NOx and HC emissions models in Equation (5)
are constants which can be determined by engine test data using the least square fitting method. The test data
provided in the technical file of the engine EIAPP (Engine International Air Pollution Prevention) certificate has
been used for modelling the NOx and HC emissions as well as the fuel consumption. When calibrating the
engine fuel consumption model and emissions model, the engine test data come from the same operating points
(i.e., 25%, 50%, 75%, 100% of rated engine load), which are selected along both the generator curve (E2 cycle) and
the propeller curve (E3 cycle). However, the engine installed on the benchmark chemical tanker has been tested
only for E2 cycle rather than E3 cycle due to the installed controllable pitch propeller. So, the test data for E3
cycle is obtained based on the mean value of the E3 cycle test data of the other four engines from the same engine
family. “The mean value of data of different engines is taken in the following way, firstly, the mean value of data
of different engines at nominal points are taken as the new nominal value of the engine; secondly, the mean values
of part load percentages, i.e., the ratios of part load value to nominal value, along generator curve (E2 cycle) and
propeller curve (E3 cycle) of different engines are taken as the part load percentages of the engine along generator
curve and propeller curve, respectively [41].” Note that the specific HC emission data at the point of 75% nominal
power of the E2 cycle is believed too high (0.42g/kWh) to be reasonable compared to the data of the other points
and there is no physical explanation for the measurement that lies so far outside the line that connects the other
data points. Therefore, it is corrected (as a rule of thumb) to a lower value (0.30g/kWh) as shown in Figure A2b to
make the trend smoother and the fitting results more acceptable in spite of the fact that we only have E2 cycle data
of one two-stroke diesel engine. The modelling result of the NOx and HC emissions of the main engine are shown
in Tables A1 and A2, Figures A1 and A2.
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Table A1. Coefficients of NOx emission model of main engine.

Nominal Parameters Coefficients

ΦNOx,nom (g/s) Meng,nom (kNm) neng,nom (rpm) aNOx bNOx cNOx dNOx eNOx

13.3208 238.4465 167 2.1463 −0.8538 0.4046 −0.5199 1.4678

Table A2. Coefficients of HC emission model of main engine.

Nominal Parameters Coefficients

ΦHC,nom (g/s) Meng,nom (kNm) neng,nom (rpm) aHC bHC cHC dHC eHC

0.4170 238.4465 167 −0.0595 −0.0088 1.6009 0.7635 −0.0424

(a) NOx emission Flow (b) Specific NOx emission 

Figure A1. NOx emission.

(a) HC emission flow (b) Specific HC emission flow 

Figure A2. HC emission.

The calibrated coefficients of the engine torque model, NOx and HC emissions model of the auxiliary engine,
are shown in Tables A3–A5. The modelling results of the fuel consumption and emissions of both the main engine
and auxiliary engines are shown in Figures A3 and A4.
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Table A3. Coefficients of engine torque model of auxiliary engine.

Nominal Parameters Coefficients

Meng,nom (kNm) mf,nom (g/cyl/cycle) neng,nom (rpm) a b c d e

7.9577 1.0417 900 −0.0558 −0.6022 0.9446 −0.1548 0.1567

Table A4. Coefficients of NOx emission model of auxiliary engine.

Nominal Parameters Coefficients

ΦNOx,nom (g/s) Meng,nom (kNm) neng,nom (rpm) aNOx bNOx cNOx dNOx eNOx

1.8750 7.9577 900 0.6642 0.2174 0.8867 −0.0267 0.3099

Table A5. Coefficients of HC emission model of auxiliary engine.

Nominal Parameters Coefficients

ΦHC,nom (g/s) Meng,nom (kNm) neng,nom (rpm) aHC bHC cHC dHC eHC

0.0271 7.9577 900 1.0213 0.1307 0.2600 −0.4000 0.2703
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Appendix C

Combinator Curves for Ship Propulsion Control

The combinator curves for the ship propulsion control modes (constant revolution mode and constant pitch
mode) are shown in Figure A5. Setting the sea margin as 15%, the corresponding main engine power in different
propulsion control and electric generation modes is shown in Figure A6.

 
(a) 

 
(b) 

Figure A5. Combinator curve of different propulsion control modes. (a) Constant revolution mode,
and (b) constant pitch mode.

 
(a) (b) 

Figure A6. Main engine power in different propulsion control and electric generation modes.
(a) Constant revolution mode, and (b) constant pitch mode.
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Abstract: Currently, great emphasis on reducing energy consumption and harmful emissions of
internal combustion engines is placed. Current control technology allows us to customize the operating
mode according to the currently required output parameters, while the tuning of mechanical systems
in terms of torsional vibration is often ignored. This article deals with a semi-active torsional
vibroisolation system using pneumatic flexible shaft coupling with constant twist angle control. This
system is suitable, as it is specially designed, for the tuning of mechanical systems where the load
torque has fan characteristics (fans, ship propellers, pumps). The main goal of this research is to
verify the ability of an electronic control system developed by us to maintain the pre-set constant
twist angle of the used pneumatic flexible shaft coupling during operation. The constant twist angle
control function was tested on a laboratory torsional oscillating mechanical system. Presented results
show that the proposed electronic control system meets the requirements for its function, namely that
it can achieve, sufficiently accurately and quickly, the desired constant twist angle of the pneumatic
flexible shaft coupling. It is possible to assume that the presented system will increase the technical
level of the equipment where it will be applied.

Keywords: marine propulsion system; pneumatic flexible shaft coupling; pneumatic tuner of
torsional oscillations; torsional vibration; semi-active vibroisolation; constant twist angle control; fan
characteristics; model-based control; pneumatic bellows

1. Introduction

Nowadays, reducing energy consumption and harmful emissions of internal combustion engines
is a very important issue addressed by both research institutions and manufacturers of internal
combustion engines. Development of control technology allows us to customize the operating mode of
the device according to the currently required output parameters, while often the tuning of mechanical
systems in terms of torsional vibration is ignored [1–6]. Tuning current mechanical drives in terms
of torsional vibration by conventional (passive) vibroisolation methods is increasingly problematic.
This is mainly due to operation in a wide range of speeds, uneven operation cylinders (deactivated
cylinders, uneven fuel supply to the cylinders) and also the increased value of excitation amplitudes.

Vibroisolation methods can be divided according to what extent there is a controlled change of
system parameters and according to energy supply requirements during operation of [7,8]: passive
vibroisolation, where the dynamic parameters of the mechanical system cannot be actively changed and
these solutions do not require additional energy for their function; semi-active vibroisolation, also called
as adaptive vibroisolation, where it is possible to change basic parameters such as torsional stiffness,
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damping coefficient and mass moment of inertia, and these vibroisolation systems need energy during
the change of their parameters; and active vibroisolation, where an additional dynamic torque component
is introduced into the system, and these vibroisolation systems need constant power supply during
the operation of the mechanical system.

In the case of passive vibroisolation, the system is pre-tuned in terms of torsional vibration in such
a way that the system parameters such as torsional stiffness of shafts (depending on their diameter)
or mass moment of inertia (e.g., by adding a flywheel) are suitably adjusted. Another way is to use
special devices such as flexible shaft couplings, vibration absorbers and dampers. In this method
of torsional oscillating mechanical systems tuning, the properties of the system are predetermined.
However, it should be noted that the properties of these elements (apart from flywheels and pendulum
vibration absorbers) may change over time, causing the mechanical system to be not tuned properly.
Viscous dampers contain fluids such as silicon oils whose properties change over time. Due to high
temperatures, the used liquid may solidify, causing the damper to lose its function completely [9].
Flexible couplings with rubber elastic elements can significantly change their properties depending on
the static torque, operating temperature, the number of operating cycles during operation and also due
to the aging of the used rubber material [10–12].

Semi-active vibroisolation systems use devices with the possibility to change their mechanical
parameters affecting the size of torsional vibration (torsional stiffness, damping coefficient and moment
of inertia). Devices using a change of torsional stiffness include some types of already manufactured
shaft couplings such as pneumatic flexible shaft couplings [13–15] and magnetic shaft couplings [16,17].
Moreover, in the field of robotics, attention is currently paid to elements with variable torsional
stiffness (variable stiffness actuators, variable stiffness joints) and variable damping devices too.
Although the use of these devices is expected mainly where there may be an unexpected collision with
surrounding objects or humans (e.g., household robots), there is a possibility to utilize their principles
in the field of mechanical drives too. A fairly comprehensive overview of these elements can be found
in [18]. Devices with variable mass moment of inertia include flywheels containing weights, whose
center of gravity in the radial direction relative to the axis of rotation can be shifted [19]. Alternatively,
they contain a fluid mechanism [20].

Active vibroisolation systems are developed mostly in the form of design concepts (patents),
though some were verified theoretically by dynamic model simulations or by simplified physical
models in laboratory conditions, but gradually they are already beginning to be verified in real
ship propulsion systems as well [8]. To eliminate torsional vibrations in real time, it is proposed
to use devices such as electrodynamic brakes [21–23], piezoelectric dampers [24] and inertial mass
actuators [8], which introduce additional torque to the system. The time course of the additional torque
is proposed mostly as harmonic [7,8] or as periodic pulses [21,23].

This article deals with a semi-active vibroisolation system using pneumatic flexible shaft coupling
with constant twist angle control. This system is suitable, as it is specially designed, for tuning
mechanical systems where the load torque has a fan characteristic when the load torque is approximately
proportional to the square of the rotational speed (fans, ship propellers, centrifugal pumps) [25].

The main goal of this research is to verify the ability of an electronic constant twist angle control
system (ECTACS), developed by us, to maintain a pre-set constant twist angle of the used pneumatic
flexible shaft coupling during operation of an experimental torsional oscillating mechanical system
(TOMS) in laboratory conditions.

2. Materials and Methods

2.1. Pneumatic Flexible Shaft Couplings

At our department, new types of pneumatic flexible shaft couplings are being developed [15].
The dynamic torsional stiffness of these couplings can be continuously changed by changing the air
pressure in their pneumatic flexible elements. They also show less changes in properties due to
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the aging of the material of the elastic elements, because the elastic elements have low rigidity and most
of the load is transmitted by the compressive force of the air [13]. Pneumatic flexible shaft couplings
can be used for tuning torsional oscillating mechanical systems in two main ways [13–15]:

(1) Tuning, where the value of pressure is pre-set to a suitable value out of operation. In this case,
the pneumatic flexible shaft coupling works as a classical shaft coupling with option to adapt its
torsional stiffness out of operation. However, it still represents a passive vibroisolation system.

(2) Continuous tuning, where the pressure is adjusted (via the control system) to current operating
conditions directly during operation. Thus, the pneumatic flexible shaft coupling in this case acts
not as a classical shaft coupling, but it can be considered as a pneumatic tuner of torsional oscillations
(PTTO) used as an element for the realization of semi-active vibroisolation.

Several methods of continuous tuning using pneumatic tuners of torsional oscillations were
proposed and patented [26]. The two main continuous tuning methods, which were also practically
implemented in laboratory conditions, are extremal control [27] and constant twist angle control [13].

2.1.1. Used Pneumatic Tuner of Torsional Oscillations

In the presented research, a tangential pneumatic tuner of torsional oscillations with fully
interconnected flexible elements with a 4–2/70–T–C-type designation was used (Figure 1). This type of
designation means that the PTTO has 4 double-bellows flexible elements with an outer diameter of
70 mm, the elements are placed tangentially and their compression spaces are fully interconnected. This
PTTO consists of two identical hubs (1) connected by pneumatic flexible elements (2). The individual
pneumatic flexible elements are mounted between triangular consoles (3). Under loading torque, one
pair of opposing pneumatic flexible elements is stretched and at the same time the other pair is equally
compressed, allowing the PTTO to transmit torque in both directions of rotation. The compression
space of the PTTO is fully interconnected by polyamide hoses with a diameter of 6 mm (4). Its filling
with gaseous medium is realized through a rotary air supply, which is a part of one of the connecting
flanges of the PTTO. Each flexible element includes two pneumatic screw connections (5).

 

Figure 1. Pneumatic tuner of torsional oscillations type 4–2/70–T–C.

In order to react flexibly with the variable load torque generated directly during the operation
of the mechanical system, it is necessary to ensure that the pressure in its entire compression space
changes as quickly and evenly as possible. This is ensured by the full interconnection of pneumatic
elements compression spaces. The speed and uniformity of the filling of the compression space can be
influenced by increasing the inner diameter of the connecting hoses too, but at the expense of reducing
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the resistance to the air flow between the pneumatic flexible elements. In practice, however, this means
a reduction in the damping properties of the PTTO itself [28,29].

Generally, the static load torque of pneumatic couplings Mstat [N·m] at a twist angle ϕ [rad] can
be expressed as [30]

Mstat = MG(ϕ) + pT·(Se·r)(ϕ), (1)

where MG(ϕ) [N·m] is the pneumatic flexible element rubber shell torque, pT [Pa] is the overpressure
in the pneumatic flexible elements of the coupling, Se [m2] is the effective area of the coupling’s
compression space and r [m] is the distance of the center of the effective area Se from the coupling’s
axis. Expression Se·r [m3] is then the static moment of the effective area to the coupling’s axis.
Rubber shell torque and static moment of effective area are expressed as a function of the twist angle
ϕ. The parameters MG and Se·r can be determined from measured static load torque—static load
characteristics (Figure 2a) and overpressure (Figure 2b) depending on the twist angle ϕ at different
initial overpressures. The full procedure of obtaining these parameters is described in [30].

Figure 2. Results of 4–2/70–T–C-type pneumatic tuner of torsional oscillations static measurements: (a)
static load characteristics; (b) overpressure.

In Figure 3, the resulting rubber shell torque MG (Figure 3a) and effective area of the coupling
compression space Se·r (Figure 3b) in graphical and equation form are shown [28].

Figure 3. Static parameters of 4–2/70–T–C-type pneumatic tuner of torsional oscillations: (a) rubber
shell torque; (b) effective area of the coupling compression space.

The model shows good agreement with the actual PTTO, as the difference between the calculated
and measured values of the static load torque does not exceed 5% [28]

2.2. Constant Twist Angle Control

The principle of constant twist angle control is that it maintains a pre-set constant static twist
angle of the PTTO [31]. This is ensured by a control system which adapts the overpressure of
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the gaseous medium in the PTTO to the static load torque in order to maintain the pre-set constant twist
angle. Constant twist angle control is suitable for tuning mechanical systems with fan characteristics.
The principle of operation is explained in more detail below [32].

The transmitted static load torque Mstat and dynamic stiffness kdyn [N·m·rad−1] of the PTTO
by a given constant twist angle ϕconst (for simplicity neglecting the rubber shell torque MG which
is relatively small compared to the total transmitted torque [13]) can be generally considered as
proportional to the overpressure pTC in the compression space of the PTTO corresponding to the given
constant twist angle (see Equation (1)).

Thus, the static load torque can be expressed as

Mstat = a(ϕconst)·pTC (2)

and dynamic torsional stiffness as
kdyn = b(ϕconst)·pTC, (3)

where a(ϕconst) [N·m·Pa−1] and b(ϕconst) [N·m·rad−1·Pa−1] are factors whose values depend on the constant
twist angle ϕconst only.

The transmitted static load torque corresponding to the fan characteristics (of the propeller) can
be expressed as

Mstat = c f ·ω2, (4)

where cf [N·m·rad−2·s2] is a constant and ω [rad·s−1] is the angular speed of the propeller shaft.
From the equality of Equations (2) and (4) for the static load torque Mstat, then expressing pTC and

putting it into Equation (3), the dynamic torsional stiffness will be

kdyn = b(ϕconst)·
c f

a(ϕconst)
·ω2. (5)

Considering a two-mass torsional oscillating mechanical system with dynamic torsional stiffness
kdyn and equivalent mass moment of inertia IRED [kg·m2], the natural angular frequency of this system
will be

Ω0 =

√
kdyn

IRED
=

√
b(ϕconst)·c f

a(ϕconst)·IRED
·ω = C(ϕconst)·ω, (6)

where C(ϕconst) [-] is a factor depending on the given constant twist angle ϕconst only. This means
that the natural frequency of the mechanical system will be proportional to the angular speed of
the propeller shaft, and the value of factor C(ϕconst) can be properly set by selecting a suitable constant
twist angle ϕconst. This is illustrated with an interference diagram of a two-mass torsional oscillating
mechanical system using the PTTO with linear characteristics in Figure 4, where ω is the angular
speed of the shaft, ωe1 and ωe2 are the excitation frequencies resulting from the periodically alternating
load torque and Ω0(ϕconst1 . . . 8) are the natural frequencies corresponding to the pre-set constant twist
angles ϕconst1 < ϕconst2 < . . . < ϕconst8. The intersections of the excitation frequencies with the natural
frequency represent resonances at which the transmitted load torque reaches its maximum value.
The case of resonance should be avoided in the operating speed range, as it can be dangerous in terms
of a high alternating load torque.
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Figure 4. Interference diagram of a mechanical system with constant twist angle control.

According to Figure 4, the course of natural frequencies consists of three parts. The first part,
the sub-regulatory area, is a horizontal line beginning at zero speed when the load torque is zero
(resulting from the fan characteristics) and the PTTO is inflated to the minimum operating pressure.
At a certain speed, the torque twists the PTTO to the selected constant twist angle, and this is the start
of the second part representing the regulatory area of the PTTO. In the regulatory area, the pressure in
the PTTO is regulated to a value where the PTTO has the desired constant twist angle. The regulatory
area ends at a speed when the pressure reaches the maximum operating value. This point is the start of
the over-regulation area. After this point, the pressure has its maximum operating value. In the presented
case, the optimum constant twist angle is ϕconst4, where the torsional natural frequency is farthest from
the excitation frequencies, i.e., farthest from the resonance in the regulatory area of the PTTO.

Results of theoretical analyses in marine propulsion mechanical systems using constant twist
angle control presented, for example, in [31,33] show that this type of control ensures proper tuning in
terms of torsional vibration and has considerable potential for future application.

Constant twist angle control can be ensured by a constant twist angle regulator which is a part of
the PTTO [13,26], or ECTACS can be used.

2.3. Experimental Torsional Oscillating Mechanical System

In order to verify the ability of our ECTACS to keep the twist angle of a PTTO at a pre-set constant
value, the ECTACS was applied into an experimental torsional oscillating mechanical system.

The TOMS of the piston compressor drive (Figure 5) is made up of a 3-phase asynchronous
electromotor, Siemens 1LE10011DB234AF4-Z (11 kW, 1500 RPM) (1). Rotational speed of
this electromotor is continuously vector-controlled by a frequency converter, Sinamics G120C.
The electromotor drives a 3-cylinder piston compressor, ORLIK 3JSK-75 (3), through a PTTO type
4-2/70-T-C (2) (Figure 1). The compressor in this system acts as a load and torsional vibration exciter
too. For proper tuning of the system, it is necessary to know the dynamic behavior under different
operating conditions, which was experimentally investigated in [34].

Under standard conditions, the load torque of the system has no fan characteristics, and this
means that this TOMS is not very suitable for tuning torsional vibrations with constant twist angle
control, so our goal is not the tuning itself but only the verification of the ability to maintain the desired
constant twist angle of the PTTO.
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Figure 5. Experimental torsional oscillating mechanical system.

The whole drive is mounted on a rigid sprung frame. The compressed air from the compressor
flows into an air pressure tank with a volume of 20 l. The air pressure in the tank is controlled by
a throttling valve. So, the load of the TOMS can be adjusted. Maximum compressor output air
overpressure is 800 kPa and its value is measured by a pressure sensor, Danfoss MBS 3000, with an
overpressure measuring range of 0–1 MPa. The same type of pressure sensor is used for measuring
the air pressure value in the compression space of the PTTO. The accuracy of the MBS 3000 sensor with
a metal membrane is 0.5% of its measuring range, i.e., 5 kPa (combined fault–nonlinearity, hysteresis
and reproducibility). The supply of compressed air into the PTTO is ensured by a rotation supply (4).
The mechanical part of the experimental TOMS is described in more detail in [35].

The multifunctional electronic module (MFEM), marked with the number (5), which is a part of
an electronic constant twist angle control system, developed by us, has the following functions: Page:
7 Is the italics necessary?

(1) Power supply for the optoelectronic sensors, pressure sensors and electromagnetic valves;
(2) Measurement of the black-to-white stripe edge-crossing times for both hubs of the PTTO;
(3) Measurement of the air pressure value in the compression space of the PTTO and the compressor

output air pressure value;
(4) Communication with the software part (running in a PC) of our ECTACS. The measured data are

sent to the PC in order to be further processed in real-time;
(5) Setting of the needed value of the air pressure in the compression space of the PTTO, which is

computed by the software part of our ECTACS. The quick and very accurate pressure setting
is carried out by electromagnetic valves, one for the inflation and one for the deflation of
the compression space of the PTTO.

2.4. Data Measuring and Processing

The dynamic load torque transmitted by the PTTO causes mutual dynamic angular twisting of
the driving and driven hubs of the PTTO. The measurement is based on determining the PTTO’s twist
angle time course. The PTTO is equipped with black–white tape, which is stuck to the circumference
of the driving and driven hubs of the PTTO and they are scanned by a pair of optoelectronic sensors
(Figure 6). According to our specific requirements, a pair of Dewetron optoelectronic sensors of type
SE-TACHO-PROBE-01 [36] (Figure 6) was used.

These sensors detect the reflection from the reflective black–white moving tape (Figure 6b).
The sensors react to the edges between the black and white stripes. There is a distinct change of
electrical output voltage at the moment the edge is crossed. These sensors can work with a maximum
frequency of 10 kHz but the cleanness of the reflective tape, cleanness of the optical parts of the sensors
and the sharpness of the edges between the black and white stripes must be excellent [36].
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Figure 6. Optoelectronic sensors Dewetron SE-TACHO-PROBE-01: (a) sensor attached to a data cable;
(b) pair of sensors mounted in the experimental torsional oscillating mechanical system.

The number of black and white stripe pairs for the driving and driven hubs should be equal and
chosen with respect to the maximum twist angle of the PTTO and to the character of the transmitted
load torque (especially its dynamic component). It is also important that the length of all the black and
white stripes should be equal. The angle corresponding to length of a black and white stripe pair must
be larger than the maximum twist angle of the PTTO. For the PTTO type 4-2/70-T-C, the maximum twist
angle is 11◦ which corresponds to a maximum of 32 pairs of stripes. Further, as the major harmonic
component for a three-piston compressor is the 3rd harmonic component, it is advantageous to select
the number of black and white stripe pairs as integer multiples of 3 to obtain the best results for
the twist angle time course by the equal operation of all cylinders (theoretically “3 identical recorded
curve portions in one revolution”). Therefore, 30 black–white stripe pairs for each hub of the PTTO
have been selected. The edge-crossing times ti need to be measured, where the index i stands for
the sample order number. In our case, only the black-to-white stripe edges are considered. The times ti
are computed from the counted number of impulses from the counter of the MFEM microprocessor.
One impulse represents a time of 1/14745600 s.

Considering the times t1i for the driving hub and the times t2i for the driven hub of the PTTO,
the time delays Δti [s] can be computed using the following equation:

Δti = t2i − t1i. (7)

In the next step, the total twist angle ϕT [rad] of the PTTO can be computed according to
the following equation:

ϕTi =
π·n·Δti

30
, (8)

where n [min−1] is the immediate rotational speed of the mechanical system.
From the total twist angle of the PTTO ϕT, its static component ϕstat can be computed as the mean

value:

ϕstat =

∑k
i=1 ϕTi

k
, (9)

where k [-] is the number of samples, which has to be an integer multiple of the black–white stripe
pairs number on the hub. In practice, the floating average method is used for this computation.

The computations according to Equations (7)–(9) are performed by the software part of our
ECTACS in PC in real time. This way, the controlled variable (ϕstat) for the ECTACS can be computed.
It is very advantageous because the torsional vibration does not directly affect the control device like in
the case of regulators directly built into the PTTO.
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2.5. Description of the Constant Twist Angle Control System Function

The goal of constant twist angle control is to maintain a pre-set static (mean) value of the twist
angle by any given static load torque Mstat resulting from the current operating mode. Although it is
possible to use a closed-loop PID control system with a static twist angle as a controlled variable and
overpressure as a manipulated variable, based on the fact that the mathematical and physical model of
the PTTO (presented in Section 2.1.1) is well known, it was decided to use a model-based adaptive
control system [37]. This approach allows us to reach the desired value of the static twist angle more
quickly, which is very important in terms of passing through the resonance as quickly as possible.

The static load torque of the PTTO at a periodically alternating load torque can be computed as

Mstat = MG(ϕstat) + pT·(Se·r)(ϕstat)
, (10)

where pT is the mean overpressure in the PTTO, and the values of the rubber shell torque MG and static
moment of effective area Se·r are computed from the static twist angle ϕstat. The value of the twist
angle is continuously measured and its mean value is computed by the control system.

The rubber shell torque MG(ϕstat) and the static moment of effective area Se·r(ϕstat) are computed as
fifth degree polynomials:

MG(ϕstat) =
5∑

i=0

ai·ϕi
stat, (11)

(Se·r)(ϕstat)
=

5∑
i=0

bi·ϕi
stat. (12)

After computing the static load torque according to Equation (10), the value of overpressure
pTC needed for obtaining the desired constant twist angle ϕconst, using Equations (11)–(12), where
the desired constant twist angle ϕconst is set instead of the static twist angle ϕstat, can be expressed as
follows:

pTC =
Mstat −MG(ϕconst)

(Se·r)(ϕconst)

. (13)

After setting the new value of overpressure according to Equation (13), the value of the actual
static twist angle is measured. The difference between the actual static twist angle ϕstat and the desired
static twist angle ϕconst can be expressed as

Δϕ = ϕconst −ϕstat. (14)

In the case where the achieved value of the mean twist angle lies outside the insensitivity range
ϕins,

∣∣∣Δϕ∣∣∣ > ϕins, but inside the fine tuning range ϕFT,
∣∣∣Δϕ∣∣∣ ≤ ϕFT, fine tuning is used. The value of

the needed overpressure is then computed as

pTC = pT + X·Δϕ·c, (15)

where X [Pa·rad−1] is a derivation of pTC according to Equation (13) by angle ϕconst and c [-] is a constant
factor. The value of the constant factor c should be selected in the range (0; 1〉.

Derivation X is then computed as

X = −
∑5

i=1 i·ai·ϕi−1
stat

(Se·r)(ϕstat)

−
(
Mstat −MG(ϕstat)

)
·∑5

i=1 i·bi·ϕi−1
stat(

(Se·r)(ϕstat)

)2 . (16)

The flowchart of the constant twist angle control algorithm is shown in Figure 7.
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Figure 7. Flowchart of constant twist angle control algorithm.

The parameters of the algorithm can be set via the software graphic user interface of the ECTACS
on a PC.

3. Results and Discussion

In this research, as the focus is placed on verifying the ability of our ECTACS to maintain a defined
constant value ϕconst of the PTTO’s twist angle static component, and torsional vibration in the TOMS
does not directly affect the process of twist angle control (is not present in the algorithm), only the static
component Mstat of the load torque transmitted by the PTTO is shown in the presented results.

In Figure 8, the time courses of the static component of the load torque transmitted by
the PTTO Mstat, compressor output air overpressure pC and rotational speed n of the TOMS during
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the experimental measurement are displayed. Three different operating modes (marked with numbers
1–3 in Figure 8) were chosen for testing:

(1) Minimum rotational speed, negligible compressor output air overpressure (caused only by flow
resistance in the compressor output piping);

(2) Maximum rotational speed, negligible compressor output air overpressure (caused by flow
resistance in the compressor output piping);

(3) Maximum rotational speed, maximum compressor output air overpressure set by
the throttling valve.

Figure 8. Operating modes of the mechanical system used during testing.

The vertical dashed lines in Figure 8 mark the times where the operating modes begin to be steady
state (the rotational speed n and compressor output air overpressure pC do not change).

The sequence of mechanical system operating modes was chosen so that the mechanical system
is initially minimally loaded (operating mode 1), then it is partially loaded (operating mode 2) and
then it is fully loaded (operating mode 3). The sequence subsequently continues with the unloading of
the mechanical system (operating modes 2 and 1).

The aim of our ECTACS is to keep the static component ϕstat = ϕconst regardless of the operating
mode. Therefore, the ϕstat is the controlled variable. The manipulated variable is the overpressure pT
in the compression space of the PTTO whose operating range was set to 0–800 kPa. Since the ϕstat

is used directly as an input variable, it is a feedback control system. Since our system uses a very
accurate mathematical and physical model of the PTTO for the computation of the needed value of pT,
it also allows us to set the ϕstat very accurately (±0.1 degree without difficulty) during the operation of
the mechanical system (Figures 9 and 10).

In Figure 9, the control process by mechanical system loading is shown. The course of the ϕstat is
very close to the defined constant value ϕconst (in our case ϕconst = 2◦) of the PPTO’s twist angle static
component after the change of operating mode 1 to operating mode 2 and subsequently operating
mode 2 to operating mode 3. In the first case, the set point ϕconst ± 0.05◦ tolerance was reached in two
steps of pT change, and in the second case in three steps of pT change (although it was very close after
two steps of pT change).

There are certain idle intervals after the changes of the manipulated variable pT. The intervals are
necessary in order to stabilize and measure the controlled variable correctly because transitional effects
arise after the change of pT in the mechanical system. The needed stabilization time depends on the type,
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character and dynamical behavior of the mechanical system. The selection of a stabilization time for
a specific mechanical system requires an individual approach based on theoretical or experimental
investigation of the transitional effects caused especially by the rapid coupling pressure changes [38–45].

Figure 9. Control process by loading the mechanical system.

Figure 10. Control process by unloading the mechanical system.

It is also important to notice that the control system reacts immediately to the change of the ϕstat,
and it does not wait for the steady state. Since operation mode 1 is characterized by the minimum
rotational speed and negligible compressor output air overpressure, the transmitted load torque is also
the minimum and therefore unable to twist the PTTO to the desired ϕconst even by zero overpressure
pT in the compression space of the PTTO.

In Figure 10, the control process by mechanical system unloading is shown. The course of
the ϕstat is very close to the defined constant value ϕconst = 2◦ after the change of operational state 3
to operational state 2. The set point ϕconst ± 0.05◦ tolerance was reached in three steps of pT change
(although it was very close again after two steps of pT change). Therefore, it is very important to select
the set point tolerance reasonably (the wider the set point tolerance, the shorter the control process).
From our existing research, e.g., [31,33,46–54], it can be said that the set point tolerance of 0.1◦ meets
our requirements for practical applications of the PTTO with constant twist angle control. Again,
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regarding the change to operating mode 1, the transmitted load torque is the minimum and therefore it
is unable to twist the PTTO to the desired constant twist angle ϕconst.

The customizable graphical user interface of the software of our ECTACS is shown in Figure 11.

Figure 11. The graphical user interface of the electronic constant twist angle control system.

The software is developed by us and it is programmed in C++. It allows us to set, via the graphical
user interface, all needed parameters, for example, the ϕconst, tolerances, stabilization times, parameters
of the PTTO’s mathematical and physical model, etc., even during the operation of the mechanical
system. By monitoring the time courses of the selected parameters, the whole control process and
the response of the mechanical system to the changes of the parameters or operating modes in real
time can be observed. Furthermore, the data can be stored and viewed or exported for further analysis
in post-processing mode.

4. Discussion

From the presented results, it is obvious that the proposed electronic constant twist angle control
system meets the requirements for its function, namely that it can achieve, sufficiently accurately and
quickly, the desired constant twist angle of the pneumatic tuner of torsional oscillations. It is possible
to assume that the proposed system will increase the technical level of the equipment where it will
be applied.

However, it is well known that every technical solution has advantages and disadvantages.
The use of the presented electronic constant twist angle control system provides the following general
advantages:

• The system provides a quick and very accurate setting of a constant twist angle of the pneumatic
tuner, thanks to the mathematical and physical model of the pneumatic tuner used for the twist
angle computations;

• Torsional vibration in the mechanical system does not directly affect the control device like in
the case of regulators directly built into the pneumatic tuner;

• Dynamic mass properties of the mechanical system are not influenced by additional masses
because there are no regulators built into the pneumatic tuner;

• It allows the use of any torsional oscillating mechanical system (regardless of size and transmitted
load torque);
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• There is no friction between the sensors and the hubs of the pneumatic tuner;
• It is possible to quickly replace the broken, damaged or malfunctioning sensor.
• It is also necessary to mention the general disadvantages of the presented electronic system:
• The function of the system is sensitive to dirt on the optical part of the optoelectronic sensors or

the reflective black–white tape. This issue could be fixed using sensors with a similar working
principle, for example, proximity probes and a toothed wheel instead of black and white stripes;

• The system needs a power supply and in its present state and also a PC for the software part of
the system;

• The pneumatic tuner’s mathematical and physical model parameters, which need to be set in
the software, have to be known.

In our further research, we are planning to verify the proper tuning of a torsional oscillating
mechanical system with fan load characteristics using our electronic constant twist angle control system.

5. Patents

Homišin, J. Control system for continuous tuning of pneumatic coupling’s angular twist. Utility model
SK7497Y1, Industrial Property Office of Slovak Republic, Banská Bystrica 2016. 1 August 2016. Available
online: https://wbr.indprop.gov.sk/WebRegistre/Tlac/Download?fileName=COO.2161.100.7.3398451
(accessed on 18 September 2020). (In Slovak)

Homišin J. Continuously tuned mechanical system. Patent PL 216901 B1, The Patent Office of
the Republic of Poland, Warszawa 24 October 2013. Available online: https://api-ewyszukiwarka.
pue.uprp.gov.pl/api/collection/68227816fb32c5ac9046f508f5d65afa (accessed on 18 September 2020).
(In Polish)
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43. Hudák, R.; Šarik, M.; Dadej, R.; Živčák, J.; Harachová, D. Material and Thermal Analysis of Laser Sinterted
Products. Acta Mech. Autom. 2013, 7, 15–19. [CrossRef]
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50. Kučera, P.; Píštěk, V.; Prokop, A.; Řehák, K. Measurement of the powertrain torque. In Proceedings of

the Engineering Mechanics, Svratka, Czech Republic, 14–17 May 2018; pp. 449–452.
51. Kuric, I. New Methods and Trends in Product Development and Planning. In Proceedings of the 1st

International Conference on Quality and Innovation in Engineering and Management (QIEM), Cluj Napoca,
Romania, 17–19 March 2011; pp. 453–456.

52. Kučera, P.; Píštěk, V. Prototyping a System for Truck Differential Lock Control. Sensors 2019, 19, 3619.
[CrossRef] [PubMed]

54



J. Mar. Sci. Eng. 2020, 8, 721

53. Puškár, M.; Kopas, M.; Puškár, D.; Lumnitzer, J.; Faltinová, E. Method for reduction of the NOx emissions in
marine auxiliary diesel engine using the fuel mixtures containing biodiesel using HCCI combustion. Mar.
Pollut. Bull. 2018. [CrossRef] [PubMed]
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Abstract: Nowadays, marine propulsion systems based on thermal machines that operate under
the diesel cycle have positioned themselves as one of the main options for this type of applications.
The main comparative advantages of diesel engines, compared to other propulsion systems based
on thermal cycle engines, are the low specific fuel consumption of residual fuels, and their higher
thermal efficiency. However, its main disadvantage lies in the emissions produced by the combustion
of the residual fuels, such as carbon dioxide (CO2), sulfur oxide (SOx), and nitrogen oxide (NOx).
These emissions are directly related to the operating conditions of the propulsion system. Over the
last decade, the International Maritime Organization (IMO) has adopted a series of regulations to
reduce CO2 emissions based on the introduction of an Energy Efficiency Design Index (EEDI) and
an Energy Efficiency Operational Indicator (EEOI). In this context, adding a Shaft Generator (SG) to
the propulsion system favoring lower EEDI and EEOI values. The present work proposes a selective
control system and optimization scheme that allows operating the shaft generator in Power Take Off
(PTO) or Power Take In (PTI) mode, ensuring that the main engine operates, always, at the optimum
fuel efficiency point, thus ensuring minimum CO2 emissions.

Keywords: marine propulsion system; shaft generator; power take-in; power take-off; energy
efficiency design index; energy efficiency operational indicator; gradient vector optimization; power
converter; torque oriented control

1. Introduction

Even though marine propulsion systems have been in constant development since the 18th
century, nowadays the most common system used on board large carriers, i.e., container ships and
tankers, is a system considering a diesel engine as the prime mover. Most of these engines are of the
crosshead type, operating on the two-stroke cycle at low speed having long strokes, turbocharged, and
directly coupled to a single fixed-pitch propeller. The power installed for these configurations vary
from 10 MW and up to 80 MW [1]. These type of propulsion systems include the use of a Waste Heat
Recovery System (WHRS), which relates taking the remaining heat of the exhaust gases generated
from the combustion process of the diesel engine. This system was previously known as an economizer
and was used to generate steam for heating processes only. Recently, in some cases, the WHRS uses
heat to generate steam to be used in turbo-generators [2–4].

Diesel engines for marine applications have many advantages when compared to other prime
movers such as turbines. They have a higher thermal efficiency and a low fuel oil consumption of
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low-cost residual fuels. The disadvantage of consuming residual fuels is the high amount of CO2,
SOx, and NOx emissions, which are related to the ship’s operational condition [5,6]. Alternative
fuels with low carbon and sulfur content have been considered to be used to replace these residuals
fuels; however, its use in large carriers is not cost efficient and still presents a poor environmental
performance. In this regard, alternative fuels such as Liquefied Natural Gas (LNG), biofuels and
hydrogen are some of the most promising alternatives in study as replacement, but still some concerns
about their storage, technological maturity and safety mitigating measures [7,8].

The ship’s power design requirement represents the main constrain when the operational
condition of the ship is assessed and compared to the power demands at normal operating conditions.
The prime mover is forced, most of the time, to operate under underrated conditions increasing its fuel
oil consumption therefore the amount of emissions. Diesel engines, as the one described, found their
optimum fuel oil consumption point at ~75–80% of the MCR [9].

High fuel oil consumptions lead to an increase of emissions, e.g., CO2 emissions, which have
been monitored and since 2011 have been measured using an index called EEDI. This index is part
of a mandatory regulation coming from the IMO and applicable to every new ship since 2013 [10,11].
An operational indicator called EEOI has also been considered but this is not mandatory yet, although is
integral part of the Ship Energy Efficiency Monitoring Plant (SEEMP), which is mandatory to be
implemented on board ships but that is not auditable by any means yet. The EEOI is used as a
measuring tool to voluntary assess the efficiency of an existing ship.

The EEDI encourage the use of technologies such as shaft generator to reduce the use of the
power installed on board through auxiliary generator sets [12]. This reduction of the use reduces
the fuel oil consumption, therefore, as was mentioned before, reduces the amount of CO2 emissions.
The shaft generator force to use the diesel engine in a loading range, quite close to the optimum fuel oil
consumption point [13,14]. The use of shaft generators above this point has been considering unjustified
because of the possibility to overload the diesel engine leading to increase the fuel oil consumption.

The present work presents a marine diesel engine propulsion system with a direct driving shaft
generator and a back to back converter based on the use of a selective control scheme. This scheme
enables for the diesel engine to operate at its optimum fuel oil consumption point, which has been
renamed as its Minimum Emissions Operating Point (MEOP). The scheme considers the use of the
shaft generator as a Power Take Off (PTO) drive when the diesel engine operates below the MEOP and
as a Power Take In (PTI) when the diesel engine operates above the MEOP. The shaft generator, at PTO,
generates enough power to turn-off the generator set of the ship. These operational conditions have a
repercussion on the EEOI, which is to be estimated and analyzed to prove the positive influence to
lower the amount of emissions based on the reduction of the specific fuel oil consumption of the diesel
engine. After EEOI results, the selective control scheme is going to be used to evaluate its influence
over the EEDI of a new design looking for the development of an efficient propulsion system that
ensures the compliance with the IMO regulations.

2. Background

Efficiency can be defined as the ratio of the useful work performed by a vessel to the total energy
expended, but also can be expressed as actions designed to achieve efficiency [15]. Under these
definitions, first, we can consider the vessel efficiency as the amount of fuel consumed, as the energy
source to be expended, over the transport work performed by the vessel, as the process of carrying
cargo, and second, we can consider vessel efficiency as the implementation of technological and
operational means to a vessel to achieve higher levels of efficiency. Both definitions can be applied
but for this research, the first is going to be applied over the design of new vessels, and the second
over existing vessels. Both definitions can be worked together when analyzing the efficiency of a
vessel, as to improve its efficiency in the design stage, it is required to know its current operational
efficiency, from the EEOI. The current efficiency can be estimated when evaluating the amount of
fuel that is consumed by the diesel engines of the main propulsion system and the auxiliary systems
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when navigating. This estimation of vessel efficiency provides the baseline from where it is possible to
improve it when considering the implementation of technological means, i.e., shaft generators and
operational means, i.e., selective control schemes as the described in this research. The amount of fuel
saved by the implementation of technological and operational means translated as the improvement
into the efficiency of a vessel. Because the consumption of fuel generates emissions, any reduction of
fuel consumption leads to lower emission levels. The use of the fuel consumption a as state variable
provides the baseline of considering the use of EEDI and EEOI as means of evaluation of vessel design
and operational efficiency.

2.1. Emissions from the Combustion Process

Emissions are generated during the process of converting the chemical energy of the fuel into
mechanical work, Equation (1) represents the stoichiometric reaction of the fuel and the consequence
emissions generation, CO2 emissions are the higher amount of all of them.

Cm Hn +
(

m +
n
4

)
O2 + pN2 → m CO2 +

n
2

H2O + pN2 (1)

2.2. Fuel Oil Consumption and Diesel Engine and Shaft Generator Operation

The stoichiometric air to fuel ratio (AFRst) is the minimum amount of air required to burn a
kilogram of fuel and, when compared to the actual Air to Fuel Ratio (AFR), the stoichiometric ratio λ,
presented in Equation (2), can be found [15]. The AFR can be considered at any engine load for the
purposes of analysis.

λ =
AFR

AFRst
(2)

The engine’s output power suffers when operating at lower loads condition, because at this
condition, less fuel is available and the engine while trying to achieve a higher load demands more
fuel to be provided to overcome the demand. The engine trying to maintain the power output at the
desired operational condition increases the specific fuel oil consumption until it reaches the desired
engine load, which is related to its speed as can be seen in Figure 1. At low engine load λ ≈ 4.0,
which decreases as the engine load is continuously increased. When the load is within the range of
75 to 80% of the engine maximum continuous rating (MCR), the value of λ reaches its minimum.
When going above 75–80% load, because higher amounts of air and fuel are required, λ increases
reaching a value of ≈2.0 at the 100% of the MCR.

Figure 1. Power Take Off (PTO)/Power Take In (PTI) operating regions.
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Figure 1 shows these λ conditions and the optimal fuel oil consumption point or MEOP. The MEOP
has been considered in this form because is a representation of the Specific Fuel oil Consumption (SFC),
which is one of the factors to evaluate the amount of emissions generated by the engine when using
the EEDI and EEOI.

Operationally, Figure 1 differentiate the operating regions of the shaft generator when considering
the MEOP over the entire engine load range. Before MEOP the shaft generator operates as PTO and
after MEOP operates as PTI. The shaft generator as PTO generates electricity to support the operation
of the vessel and reduces the use of the diesel engines of the auxiliary system known as generation
set. When operating as PTI, the electrical power to operate the shaft generator as an electric motor is
provided by the generator set. Nonetheless, from this assumption, future work will investigate options
to improve the efficiency of the generator set operation and the use of electric power sources, i.e., use
of batteries and Non-Conventional Renewable Energies (NCRE) sources.

The engine efficiency at the MEOP is the highest and has been used as the evaluation point of
the EEDI mandated by the IMO for every new ship constructed. The EEDI started with a minimum
value established by 2013 and reduced by a percentage over the next 12 years [10,11], a low EEDI value
means a more efficient ship, in terms of its design (hydrodynamics, propulsion system, and auxiliaries).

2.3. Energy Efficiency Design Index EEDI

The EEDI can be defined as a technical measure of CO2 emissions per ship’s capacity per nautical
mile applied to new ship designs [10]. The EEDI equation is presented in Appendix A. Here, a modified
version to be applied for the purposes of this paper is presented in Equation (3). This modified version
accounts only for the main engine influence of emissions generation; therefore, it is an approximation
that is going to be modified to establish and represent the influence of the shaft generator over the entire
main and auxiliary systems of the ship. The auxiliary engines, shaft generator, and WHRS influence
over the EEDI equation has been found minimum when compared to the main engine installed power
therefore the EEDI value do not get really affected by them as stated in [11]. The influence of these
factors is related to the operation of the ship.

EEDI =
PB SFC CF
DWT VS

(3)

The PB corresponds to the 75% rated installed brake power in kW, CF is the carbon factor in g
CO2 per g f uel, DWT is the capacity of the ship in tonnes, and Vs is the ship’s design speed in knots.

2.4. Energy Efficiency Operational Indicator EEOI

The MEOP has been also used to calculate the EEOI. The EEOI is the monitoring tool supporting
the Ship Energy Efficiency Management Plan (SEEMP) applied to new and existing ships to measure
the amount, in grams, of CO2 per tonne cargo transported per nautical mile for a single voyage [11].
The equation to calculate EEOI is presented in Appendix B and here a modified version to be applied
for the purposes of this paper is presented in Equation (4). This modified version uses the SFC instead
of the total amount of fuel consumed for a single voyage to relate the indicator with the operational
performance described to evaluate EEDI and have a comparison point of the ship’s design performance
and the actual operation at the required MEOP at low and high loads. The mc factor accounts for the
mass of cargo transported in tonnes and D to the distance, in nautical miles, of the cargo transported.

EEOI =
SFC CF
mC D

(4)

Having a comparison point between the design and the operational behavior of the ship allows
for a better understanding of these tools to evaluate the current efficiency of the ship, also allowing
to consider technological and operational options to improve ship’s efficiency. The use of a shaft
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generator is part of these improvements, and its influence into of ship’s efficiency is presented when
analysing the Shaft Generator/Motors Emissions Factor fge f into the EEDI equation, this factor is
presented in Equation (5), where the power generated accounts and is related to the power generated
by the auxiliary engines or generator set to support the service of the ship.

fge f =
(

fi PPTI − fe f f PAE
)

CFAE SFCAE (5)

Equation (5) can also be contrasted with the Efficiency Technology Factor (ETF) presented in
Equation (6), which relates the reduction in power requirements that any technology generates and is
used to improve the ship’s efficiency.

ETF = fe f f Pe f f CF SFC (6)

The efficiency technology factor fe f f in Equations (5) and (6) represents the percentage of influence
of the power output of the technology and relates to its efficiency. The background presented allows
for the introduction of the control scheme selected as the most appropriate to represent the influence
of a shaft generator into the propulsion system of a ship, because relates its fuel consumption and its
emissions in accordance with known and validated indexes for ship’s efficiency evaluation.

3. Hybrid Propulsion System Characterization

The hybrid propulsion system under study consists of low speed 2-stroke diesel engine,
driving directly the propulsion shaft. A permanent magnet synchronous machine is coupled to
the diesel engine using a single-stage gearbox. This geared mechanical transmission system enables the
combination of the mechanical and electrical prime movers in the same kinematic drivetrain, as shown
in Figure 2

Figure 2. Hybrid propulsion system configuration.

The synchronous machine is connected to the main ship‘s grid using a back-to-back power
converter. This configuration enables bidirectional power flow, between the electric drive and the
ship‘s grid, thus enabling the electric drive to operate in power take-off (PTO) or power take-in (PTI)
modes, depending on the direction of the power flow, as shown in Figure 3. Moreover, the use of
the back-to-back converter configuration decouples the electric drive and grid control schemes. This
enables the grid side control scheme to be synchronized referred to the ship‘s main busbar frequency,
independently of the electric drive operational frequency, and therefore the diesel engine operational
speed [16].
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Figure 3. Power flow in (a) power take-off operation mode; (b) power take-in operation mode.

Power take-off mode: in this mode, the main diesel engine supplies the power needed for the
propulsion PS as well as for the ship’s consumers PG by forcing the electric drive to operate within the
generator region. Depending on the ship’s load and the required propulsion power, all or some of the
generator sets (GS) are turned off, as shown in Figure 3a. The engine developed power PB = PS + PG.

Power take in mode: in this mode the electric drive is forced to operate within the motor region,
an auxiliary motor, allowing to reduce the main engine’s load, as shown in Figure 3b. Depending on
the required shaft power, the system operates in booster mode, when both electric and diesel provide
deliver power to shaft, or diesel-electric mode, when only the electric drive delivers power. Therefore,
the engine developed power PB = PS − PG.

3.1. Diesel Engine Model

The diesel engine dynamics is obtained energy conversion principle, by defining the system‘s
Hamiltonian H(x) as given in Equations (7)–(9)

H(x) = Wi −
n

∑
�=1

Ec� + WI (7)

where Wi is the chemical energy also known as indicated energy, Ec correspond to the system loses,
and WI is the stored energy in the inertia. The indicated energy can be defined as a nonlinear function
of the fuel enthalpy h, the fuel flow rate g, and shaft rotational speed θ̇r

Wi = fc
(

h , g , θ̇r
)

(8)

and the energy stored in the inertia is given as in Equation (9)

WI =
1
2

L
d
dt

θr (9)

where L stands for the rotational momentum. The total converted energy into mechanical torque is
given by Equations (10) and (11).

∂

∂ θr
H(x) = 0 (10)

J
d2

dt2 θr = Ti − Tp − Tf (11)

where Ti corresponds to engine’s indicated torque, Tp the pumping torque, and Tf the friction torque.
The indicated torque is dependent on the amount of fuel injected into each of cylinders per cycle

as given in Equation (12)

Ti =
mcy ncy ρh ηig

2 π ncs
(12)
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where mcy corresponds to the fuel delivery per cycle per cylinder, ncy to number of cylinders, ρh is
the heating value of fuel, ηig is the indicated efficiency, and ncs the number of crank revolutions.
The indicated efficiency is given as in Equation (13)

ηig = ηcc

(
1 − 1

rγ−1
c

)
(13)

where rc is the compression ratio, γ the gas specific heat capacity ratio in the cylinder, and ηcc represents
the combustion chamber efficiency.

As presented, the indicated torque is highly dependent on several engine parameters, such as
the number of cylinders, the fuel delivery per cycle, the compression ratio, and combustion chamber
efficiency. On the other hand, the diesel engine emissions are defined by its residual gas fraction
χr, which represents a measure of CO2 concentrations of the working gas in the compression stroke,
during the energy conversion process, as defined in Equation (14)

χr =
(χ̃co2

)C

(χ̃co2
)E

(14)

where (χ̃co2
)C and (χ̃co2

)E stands for the CO2 fractions during compression and exhaust, respectively.
The torque component corresponding to energy losses TC is given by Equations (15) and (16)

TC =
∂

∂ θr

n

∑
�=1

Ec� (15)

TC = Tp + Tf (16)

where the pumping torque Tp and friction torque Tf can be expressed as in Equations (17)
and (18), respectively.

Tp =
Vd

2 π ncs
( pem − pim ) (17)

Tf =
Vd

2 π ncs

(
c0 + c1 nr + c2 n2

r

)
(18)

here Vd corresponds to the engine displacement volume, pem is the exhaust pressure to the manifold,
and pim the manifold inlet pressure. The friction torque Tf ,on the other hand, may be assumed to be a
quadratic polynomial depended on the engine revolutions nr, with c0, c1, and c2 fitting constants.

From Equations (7)–(17) it becomes self-evident that the diesel engine mathematical model is
highly nonlinear and dependent on several specific construction parameters. However, a linearized
model may be used, considering all important nonlinear characteristics [17–20], which can be modeled
as dead-times and time-delays contained in τ1 and τ2, respectively, and constant parameters k1, k2,
as presented in Equations (19)–(20)

d
dt

y = − 1
τ1

y +
k1

τ1
u (19)

J
d
dt

ωr = −B ωr + k2 y ( t − τ2 )− TL (20)

where J stands for the engine’s inertia, B is the friction coefficient, ωr corresponds to the engine
rotational speed, u to the speed controller output, y the position of the fuel rail, and TL the external
load torque. Values for k1, k2, τ1, and τ2 may be found empirically or from the data provided by the
manufacturer using a model fitting algorithm, as stated in [21].

Considering the previously made considerations and modeling restrictions, it is possible to build
an emissions model, on the basis of the data provided by the manufacturer, using an appropriate
polynomial approximation with squares regression.
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Given m data points { xi yi }m
i=1 with xi given output power and yi corresponding CO2 emissions

rate; the best fit polynomial for the CO2 emissions e(x) could be developed using Equation (21)

e(x) =
n

∑
k=0

αk xk n < m − 1 (21)

where αk ∀ k coefficients may be found by minimizing the least square error using Equation (22)

AT A a = AT y (22)

with the coefficients vector a = [α0 . . . αn]T , the sample value vector y = [y0 . . . yn]T , and A the
Vandermonde matrix, given as in Equations (23) and (24)

A =

⎡
⎢⎢⎢⎢⎣

1 x1 x2
1 . . . xn

1
1 x2 x2

2 . . . xn
2

...
...

...
...

1 xm x2
m . . . xn

m

⎤
⎥⎥⎥⎥⎦ ∀xi i = 1 , . . . , m (23)

a = ( AT A )−1 AT y (24)

obtaining finally an n degree polynomial representing the CO2 emissions profile, as given in
Equation (25)

y(x) = a0 + a1 x + a2 x2 + . . . + an xn (25)

3.2. Electric Drive Model and Control

The anisotropic permanent magnet synchronous machine (PMSM) mathematical model in an
arbitrary synchronous reference frame d q is described as in Equations (26) and (27) [22],

v(dq)
s = Rs i(dq)

s +
d
dt

ψ
(dq)
s + F ψ

(dq)
s (26)

F =

[
0 −ωk

ωk 0

]
(27)

where vs corresponds to the stator voltage, Rs to the stator resistance, is the stator current, ψs the
stator flux linkages, and ωk to the shaft synchronous speed. The stator flux linkages are given as in
Equations (28) and (29):

ψ
(dq)
s = G i(dq)

s + Pψm (28)

G =

[
Ld 0
0 Lq

]
P =

[
1
0

]
(29)

Ld and Lq are the direct and quadrature reference frame inductances, respectively, and ψm the
permanent magnet flux linkage. The electromechanical torque developed by the PMSM is given
in Equations (30) and (31)

Te =
∂

∂ θr
Wf ld

(
ψ
(dq)
s , i(dq)

s , θr

)
(30)

Te =
3
2

p
{

ψm iq
s + (Ld − Lq) id

s iq
s

}
(31)

where p are the number of pole pairs.
Despite the classical FOC control scheme, which is used to control the drive shaft speed, in this

case, the control objective is to control the torque developed by the electric drive [23], which is
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achieved by means of the electric torque reference, provided by the optimization algorithm output.
The implementation of the electric drive control scheme is shown in Figure 4.
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Figure 4. Torque field-oriented control scheme.

3.3. Grid Side Power Flow Control

Grid side control is achieved by implementing active and reactive power control [24,25],
using a virtual flux voltage oriented control (VF-VOC) strategy. Active and reactive power,
P and Q, respectively, in a synchronous rotating reference frame, grid side-oriented u v are given
in Equations (32) and (33), as a result of using a voltage orientation in u coordinate.

P =
3
2
Re {vu (iu + jiv)} (32)

Q =
3
2
Im {vu (iu + jiv)} (33)

Thus, by setting the reactive component of the grid current iv = 0 it is possible to maximize the
active power flow into the grid. Orientation into the grid side synchronous reference frame u v is
achieved by extracting the orientation angle θp provided by a virtual-flux space vector ψ(xy) referred

to the voltage drop in the output inductance v(xy)
o as in Equations (34) and (35). Implementation of the

grid side control scheme is provided in Figure 5.

ψ(xy) =
∫

v(xy)
o (t) dt (34)

θp = atan2 (ψx , ψy) (35)

The corresponding grid side dynamic model in the u v synchronous reference frame, is given in
Equation (36),

v(uv) = R i(uv) + L
d
dt

i(uv) + F L i(uv) + v(uv)
g (36)

where v(uv) corresponds to the converter output voltage, i(uv) stands for the grid side current, and v(uv)
g

to the main busbar voltage, in the u v reference frame. Line parameters of resistance and inductance
are given as R and L, respectively, and matrix F has been defined in Equation (27).
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Figure 5. Voltage-oriented control scheme.

4. Optimization Strategy

Let us define an arbitrary optimization problem φ as in Equations (37)–(40), given a set of
candidate solutions C, a set of solution S ⊆ C, an objective function f (x), and ν the optimization sense.

φ = 〈 C , S , ν , f (x) 〉 (37)

C = x ; x = { xo , . . . , xn } (38)

S = x ± δ (39)

ν = min { f (x) |x±δ } (40)

where x corresponds to the system state and δ to the variation of the state introduced by the search
direction of the optimization strategy.

The implemented optimization strategy is based on the use of the gradient vector � f (x) as search
direction for each iteration. Note that the gradient vector is orthogonal to the plane tangent to the
contour surfaces of the function to optimize; � f (x) = g(x) = [ ∂ f

∂ x1
. . . ∂ f

∂ xn
]T . The gradient vector at a

point g(xk) represents the direction of maximum rate of change, which is given by | g(xk) |
The optimization strategy searches for the point xk, where | g(xk) | ≤ μg, given an initial state

xo; certain convergence parameters μg , μa , and μg; and a normalized search direction pk; given
Equations (41) and (43)

pk = − g(xk)

| g(xk) | (41)

xk+1 = xk + α xk (42)

for some α such that satisfies Equation (43)

| f (xk+1)− f (xk) | ≤ μa + μr | f (xk) | (43)

The search objective corresponds to the minimum CO2 emissions operating point of the diesel
engine, and the function to optimize f (x), to the diesel engine emissions profile, given a a certain
required output power. The result from the optimization problem is used as torque reference for the
TFOC electric drive control scheme. Figure 6 shows the algorithm implementation.
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Figure 6. Gradient-based optimization algorithm structure.

5. Simulation Results

In this section, the performance of the diesel engine and the the optimization scheme under
different load and operational conditions are presented. The hybrid propulsion system model under
study was developed using PLECS. The controllers for the electric drive and the grid side, as well as
the optimization algorithm, were developed and implemented in C code.

5.1. Diesel Engine Performance

Results are presented differentiating the performance of the control scheme of the shaft generator
and the results of the fuel consumed by the engine when simulating the PTO and PTI conditions.
The methodology considers the use of the IMOs EEDI and EEOI tools to show the benefits of the
scheme, providing a reference to evaluate the design efficiency and the operational efficiency.

Results are plotted over the two simulation conditions considered but presented over a power
range to simulate specific operational conditions such as slow steaming. This operational condition
has been considered because represents the ability of the simulation to show the performance of the
ship at low ship’s speed, which can be used to evaluate a ship design over a higher range of options to
get an efficient design. A more accurate evaluation of the EEDI could be necessary but still results are
providing a great assertiveness of the methodology selected.

The data used to simulate the performance of the control scheme considers the use of a ship, which
has specific information: its capacity, speed, cargo transported, distance navigated, power installed,
and the type of fuel consumed. The type of ship considered was selected from a worldwide database
of ships [26]. When analyzing the database and the specific information needed to evaluate the design
and operational efficiencies of a ship, very large crude oil carriers were the type of ships more reluctant
to be used because of the simplicity of their propulsion system and the significance of the amount
and type of fuel consumed. The propulsion system consists of a diesel engine directly coupled to a
fixed pitch propeller. The auxiliary power installed for this specific type of ship accounts for ~10%
of the propulsion power installed [26]. Table 1 presents the open source data used for simulation
that were fixed as the initial conditions. The range of data is only a reference of the type of ship
found in the database and no consideration to the operational profile of them has been considered for
simulation purposes.
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Table 1. Operational parameters for simulation.

Type of Ship
Fuel

Consumed
Capacity

(dwt)
Speed (kn)

Cargo Transported
(tonnes)

Installed
Power (MW)

Very Large
Crude

Heavy Fuel
Oil 300,000 15 315,000 25

Oil Carrier
(VLCC) (HFO) 320,000 21 330,000 36

The engine selected to be modeled and evaluated is an engine from MAN [27].
The 7G80ME-C9.2-TII diesel engine was selected having a specified maximum continuous rating
(SMCR) power of 33 MW at 72 rpms. The specific fuel oil consumptions (SFC) vary from 187.1 g/kWh
at low engine load to 166 g/kWh at high engine load. The normal continuous rating of the engine
was considered ~75% of the SMCR. The total power delivered by the auxiliary generators during
the navigation has been considered ≈3% of the propulsion engine rated power. When consuming
HFO, a carbon factor of 3.114 g CO2/g Fuel was used to estimate the emissions. With this information,
the simulation of the control scheme was carried out and the results are presented next.

5.2. Control Scheme Performance at PTO Operating Region

Results are presented considering the performance of the shaft generator operating as a PTO,
including the power and fuel consumption performance and the evaluation of the EEDI and EEOI tools.

The control scheme was evaluated considering a navigation time period long enough to simulate
a consistent increase of the brake power of the engine over a step time to reflect its performance and
SFC variation to get a steady evaluation of the efficiencies. Blue curves in Figure 7 shows the results of
a segment of the PTO operating region while simulating a period of navigation time of 5 h, where, in
the left-hand side of the figure, it is possible to appreciate how the brake power lineally increases from
5 MW to 12 MW. The right-hand side of the figure shows the decrease of the SFC from a maximum
value at low engine load, the power delivered as PTO is stable enough to allow for the ship to turn-off
the generator set. The red curves are the results of not having a shaft generator installed. The increase
in the brake power when using a shaft generator is ~5% of the SMCR.
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Figure 7. PTO evaluation performance.

When evaluating the EEDI, a specific value of 27,412 g CO2/g Fuel was calculated. This value
represents the amount of CO2 emissions by design, which is therefore a value that can be modified at
design stages only when the main and auxiliary machinery are selected and allocated to the vessel.
A better approach could be to install a less powerful engine, but that means a completely different
approach of the design spiral of the new ship. Following this evaluation, EEOI has been considered
because represents the ability to calculate the emissions of the ship when in service navigating different
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routes. EEOI allows to check the variations of the same parameters that EEDI uses to be evaluated,
therefore provides with a more comprehensive form to understand the operational behavior of a well
design ship.

EEDI provides a fixed value at the design conditions, yet EEOI can be used to evaluate the
performance at every variation of engine load. EEOI considers the total amount of fuel consumed
and mass of cargo transported and distance navigated, the latests being just another representation of
cargo capacity and ship’s speed, respectively.

One of the main objectives of this work was to evaluate, using EEDI and EEOI, the influence of a
shaft generator when applying a control scheme of its operation. The purpose is looking for reduction
into the SFC at different engine loads. Also, to prove that the reduction of the SFC compared to the
increase into the necessary power to be developed, to overcome the extra necessary brake power to be
produced, to propel the ship and to use the shaft generator as PTO and PTI, respectively.

Figure 8 shows the results of the SFC variation at PTO operating region when applying the
proposed control scheme, red curve, and the blue curve shows the SFC variation when not having a
shaft generator. The SFC differences are between 0.1% to 2% over the whole engine load range plotted,
the difference even though can be considered small is quite significant when evaluating the EEOI,
having the maximum SFC reduction between 6000 kW and 7000 kW. The difference is barely noticed
because of the scale of the plotted results.
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Figure 8. Specific Fuel oil Consumption (SFC) difference at PTO and without shaft generator.

The EEOI values are presented in Figure 9 together with the SFC obtained when using the shaft
generator control scheme. The SFC decreases while the engine load increases. The fuel consumed
provides EEOI values in accordance with its consumption over the navigation period and the navigated
distance, as was described and established before as the initial conditions for simulation. The EEOI
increases, but at a low rate over the engine load, which is a consequence of the decrease in the SFC.
Although the decrease of the SFC is not quite significant allows for a low increment of the EEOI value,
which leads to a overall reduction of the amount of operational CO2 emissions.

Figure 10 shows the results of comparing the EEOI values of the applied control scheme, red curve,
against not having a shaft generator installed, blue curve. Results are showing that the control scheme
applied makes the ship to reduce the amount of operational CO2 emissions even though an extra
amount of brake power is necessary to be generated providing great assertiveness of the methodology
and the SFC reduction over the period when operating at the PTO operating region.
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Figure 9. EEOI against SFC–PTO.
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Figure 10. EEOI comparison.

5.3. Control Scheme Performance at PTI Operating Region

Results are presented considering the performance of the shaft generator operating as a PTI
including the power and fuel consumption performance and the evaluation of the EEDI and EEOI
tools. Following the same procedure to describe the results of the PTO operating region, the PTI
operating region results are shown.

The blue curves in Figure 11 show the results of a segment of the PTI operating region while
simulating a period of navigation time of 2.5 h, where, in the left hand side of the figure, it is possible
to appreciate how the brake power lineally increases from 24 MW to 27 MW when not having a shaft
generator, red curve, which also means an increase in the SFC as can be seen in the right-hand side of
the figure. When applying the control scheme to operate the shaft generator, the PTI reduces the brake
power, blue curve on the left-hand side of the figure therefore, a reduction of the SFC as can be seen in
the right-hand side of the figure. The PTI reduces the brake power ~5% of the SMCR.

Figure 12 shows the results of the SFC variation at PTI operating region when applying the
proposed control scheme, blue curve, and the red curve shows the SFC variation when not having a
shaft generator.

The SFC differences are between −0.4% to 1.5% over the whole engine load range plotted.
The difference reflects that even though the engine load increases, for PTI operation, the SFC decreases
because the engine goes back to the high efficiency region operation or MEOP described before.
On the other hand, the engine without a shaft generator increases the SFC, as expected, because of the
operation away of the MEOP.
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Figure 12. SFC difference at PTI and without shaft generator.

EEOI values are presented in Figure 13 against the SFC obtained when applying the shaft generator
control scheme. The SFC decreases while the engine load increases, which gives a set of EEOI values in
accordance with the amount of fuel consumed over the navigation period and the navigated distance.
The lineal increment of the EEOI is considered low over the engine load and reflects the decrease of
the SFC because of the control scheme applied. The operational emissions are reduced in accordance
with the reduction of the SFC.
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Figure 13. EEOI against SFC at PTI condition.
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Figure 14 shows the results of comparing the EEOI values of the applied control scheme,
blue curve, against not having a shaft generator installed, red curve.
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Figure 14. EEOI comparison.

Results are showing that the control scheme applied makes the ship to reduce the amount of
operational CO2 emissions because is making the engine to work closer to MEOP providing great
assertiveness of the methodology.

5.4. Electric Drive Performance

In this section, an evaluation of the proposed control scheme, using a Minimum Emissions Point
Tracking algorithm, based on a gradient vector optimization technique, is presented. Simulation results
include two different torque steps at 1© and at 2©, both representing different shaft power operational
conditions Ps @ 90% rated power as base condition before 1©, de-rating to 60% of rated power in 1©,
and finally going to 80% rated power at 2©.

Figure 15 shows the performance of the electric drive (the performance of the PMSM) in terms of
its controlled currents. At low operational load below 75% of rated power, the MEPT algorithm sets
the electric machine‘s torque reference in the generator region, therefore the torque producing current
iq < 0, whereas the flux producing current id = 0. On the other hand, when entering into a high load
condition above the minimum SFC point, the MEPT, forces the PMSM to operate in the motor region,
therefore the torque producing current iq > 0, while the flux producing current id = 0.
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Figure 15. Electric drive performance id iq during torque demand step.

In Figure 16 the tracking performance of the optimization algorithm is shown, in the presence of
a step change of the diesel engine torque. As shown, the torque electric reference T∗

e presents a fast
and accurate response and keeps on tracking the minimum emissions operation point.
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Figure 16. Optimization algorithm step dynamic response.

The grid side currents dynamic performance is shown in Figure 17, showing a sinusoidal
behavior and fast dynamic response, during the transition from PTI to PTO mode at 1© and from
PTO to PTI operation at 2©. Moreover, the fast tracking dynamics of the optimization algorithm,
ensures minimization on the current wave-form distortion. On the other hand, due the fact that
the grid side control scheme is decoupled from the electric drive control scheme, and ensures zero
reactive power flow, the amplitude of the grid side currents are dependent on the electric drive‘s
torque reference.
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Figure 17. Grid side currents performance.

6. Conclusions and Future Work

Results of the fuel consumed by the engine when simulating the PTO and PTI conditions are
not yet significant in helping to reduce EEOI values at both operating regions, which means less
operational CO2 emissions.

The control scheme, when simulating the engine performance at PTI operating region, makes the
engine work closer to the MEOP, which leads to low SFC, and therefore low operational emissions.

The control scheme shows the high reliability and accuracy to follow the optimization algorithm
with good dynamics, at both operating conditions as PTI and PTO. It also ensures bidirectional power
flow, with low distortion of in the grid side currents.

The optimization function presents an accurate performance to obtain a local search for the
minimum emissions point, starting at a random state. Future results may include the use of an adaptive
perturbation function to ensure full convergence when reaching the minimum emissions point.
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Slow steaming was mentioned because of the application of the scheme yet needs to be worked
out separately from a design stage to provide more accurate conclusions to this work.

The ship and engine data considered for the simulations is open source and provides great value
to continue to be used in this research.

Future work will consider the application of the proposed hybrid propulsion control scheme in
a small-scale vessel for experimental validation of the SFC performance, as well as adding a more
accurate operational profile of the vessel to work in depth the auxiliary engines and WHRS operational
emissions generation influence.
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Abbreviations

The following abbreviations are used in this manuscript:

AFR Air to fuel ratio
EEDI Energy Efficiency Design Index
EEOI Energy Efficiency Operational Indicators
FOC Field oriented control
IMO International Maritime Organization
LNG Liquefied Natural Gas
MCR Maximum continuous rating
MEOP Minimum Emissions Operating Point
NCRE Non-conventional renewable energies
PMSM Permanent magnet synchronous machine
PTI Power Take-In
PTO Power Take-Off
SEEMP Energy Efficiency Monitoring Plant
SFC Specific fuel oil consumption
SG Shaft Generator
SMCR Specified maximum continuous rating
TFOC Torque field oriented control
VF-VOC Virtual flux voltage oriented control
WHRS Waste Heat Recovery System

Appendix A

EEDI =
A + B + C − D

E
(A1)

• Main Engines Emissions: Factor A

A =

(
m

∏
j=1

f j

) (
n

∑
i=1

PME(i) cF ME(i) SFCME(i)

)
(A2)
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fi Correction factor for ship specific design elements.
PME Power of main engines.
CF ME Main engine conversion factor between fuel consumption and CO2 emission.
SFCME Main engine specific fuel consumption.

• Auxiliary Engines Emissions: Factor B

B = ( PAE cF AE SFCAE ) (A3)

PAE Power of auxiliary engines.
cF AE Auxiliary engine conversion factor between fuel consumption and CO2 emission.
SFCAE Auxiliary engine specific fuel consumption.

• Generators/Motors Emissions: Factor C

C =

((
m

∏
j=1

f j

n

∑
i=1

PPTI(i) −
n

∑
i=1

fe f f (i) PAE e f f (i)

)
cF AE SFCAE

)
(A4)

fi Correction factor for ship specific design elements.
PPTI Power of shaft motor divided by the efficiency of shaft generator.
fe f f Availability factor of innovative energy efficiency technology.
PAE e f f Auxiliary power reduction due to individual technologies for electrical energy efficiency.
cF AE Auxiliary engine conversion factor between fuel consumption and CO2 emission.
SFCAE Auxiliary engine specific fuel consumption.

• Efficiency Technologies: Factor D

D =
n

∑
i=1

fe f f (i) Pe f f (i) cF ME SFCME (A5)

fe f f Availability factor of innovative energy efficiency technology.
Pe f f Output power of innovative mechanical energy efficient technology.
CF ME Main engine conversion factor between fuel consumption and CO2 emission.
SFCME Main engine specific fuel consumption.

• Transport Work: Factor E
E = fi fc Cp Vre f fw (A6)

fi Capacity factor.
fc Cubic capacity correction factor.
Cp Capacity or deadweight.
Vre f Ship speed.
fw Weather factor.

Appendix B

EEOI =
∑j Fj cF(j)

mc D
(A 7)

j Fuel type.
Fj Mass of consumed fuel j.
cF(j) Fuel mass to CO2 mass conversion factor for fuel j.
mc Cargo carried (tonnes).
D Distance in nautical miles corresponding to the cargo carried.
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Abstract: There is an increase in installations of exhaust gas scrubbers on ships following international
regulations on sulphur content in marine fuel from 2020. We have conducted emission measurements
on a four-stroke marine engine using low sulphur fuel oil (LSFO) and heavy fuel oil (HFO) at different
steady state engine loads. For the HFO the exhaust was probed upstream and downstream of an
exhaust gas scrubber. While sulphur dioxide was removed with high efficiency in the scrubber, the
measurements of particle emissions indicate lower emissions at the use of LSFO than downstream
of the scrubber. The scrubber removes between 32% and 43% of the particle mass from the exhaust
at the HFO tests upstream and downstream of the scrubber, but levels equivalent to those in LSFO
exhaust are not reached. Decreases in the emissions of polycyclic aromatic hydrocarbons (PAH-16)
and particulate matter as black carbon, organic carbon and elemental carbon, over the scrubber were
observed for a majority of the trials, although emissions at LSFO use were consistently lower at
comparable engine power.

Keywords: scrubber; EGCS; emissions; particles; PM; BC; exhaust gases; on board measurements

1. Introduction

Regulations ban the use of marine residual fuels with sulphur mass content above 0.5% from
2020, in all ocean areas. The sulphur limits in emission control areas (SECAs) at 0.1% m/m will
remain. The regulation further permits the use of exhaust gas cleaning systems (EGCS) that reduce
the SO2 concentration in the exhaust to levels equivalent to those from the regulated fuel sulphur
limits [1]. The same regulation that limits the marine fuel sulphur content also aims at reducing particle
emissions. A fundamental difference compared to the sulphur limit is that the permitted particle
emission levels are not quantified but relies on the decrease of particle emissions with fuel sulphur
content [2]. The emissions of particles after the exhaust gas scrubbing are accordingly neither regulated
to a standard level nor is a specific measurement standard decided. The installation and operation of
exhaust gas scrubbers on ships is often an attractive choice compared to operating a ship on refined
fuel such as marine gasoil (MGO), from an economic perspective, see for example reference [3]. The
classification society DNV GL estimates that approximately 4100 ships will be equipped with one
or more EGCSs in 2021, based on statistics from a number of scrubber manufacturers [4]. Dry and
liquid bulk carriers, container ships, cruise ships and roll-on/roll-off (RoRo) ships are the ship types
most represented in the statistics. The engine power and fuel consumption of these ships are more
important aspects than number of ships from an environmental perspective. A complete inventory on
these parameters is not available. It seems though that large ships and high power engines are fitted
with scrubbers to a larger extent than is the case for smaller ships.
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Different scrubber designs exist. Open sea water scrubbers utilize the natural alkalinity of sea
water and keep a high flow of process water in order to reduce SO2 in the exhaust. The wash water
is discharged to sea, most often without substantial treatment. In closed-loop scrubber designs,
the process water is fresh- or seawater with an added alkaline chemical, often sodium hydroxide.
The water is recirculated in the system and the sodium hydroxide neutralizes the sulphuric acid,
see [5] for chemical reactions. Small portions of the process water are extracted from the process and
passed through a water treatment unit before being discharged to the sea. This is often referred to as
bleed-off water. The treatment produces a residue sludge that is brought ashore to a port reception
facility. Open systems can use over 100 times more scrubber fluid per kWh output of the engine than a
closed loop system. Washwater discharge criteria set minimum pH, maximum polycyclic aromatic
hydrocarbons (PAH) level, maximum nitrate level, and maximum turbidity level with guidelines given
in Resolution 259(68) of the Marine Environmental Protection Committee of the International Maritime
Organization (IMO). The same criteria are valid for effluents from closed-loop systems as for the open
systems. An important aspect for all types of exhaust gas scrubbers is the relocation of substances in
the exhaust gas from air to the marine environment when scrubber systems are employed [6].

Quantification and characterization of particle emissions from marine engines fitted with exhaust
gas scrubbers are interesting from environmental and health perspectives. The effects of an extensive
use of scrubbers could significantly impact particulate air emissions from shipping. A limited number
of previous studies have been published with the purpose to quantify and communicate the potential
to reduce harmful exhaust gases and particles by using marine exhaust gas scrubbers; in total,
specific emissions from six marine engines equipped with scrubbers have been found in scientific
literature [7–11]. The ability of scrubbers to efficiently abate SO2 is unchallenged while the effect
of the exhaust gas scrubbing process on particle mass concentration varies significantly between
the studies. Some measurements have indicated 75% reduction and more [7,9] and other studies
conclude on more moderate particle reductions or even increases in particles over the scrubber [8,11].
A measured increase in particle mass over a wet scrubber has been explained as an increase in salt
particles originating from salt in the process water and as an increase in sulphate particles due to low
temperatures and high humidity after the scrubber [8]. Two peer reviewed studies comprise results
from four engines in total and indicate between 7% and 75% particulate matter mass (PM) reduction
over the scrubber of which one study presents the higher extreme, and the other find reductions below
45% from all tests [7,11]. The engine types, fuel oil, exhaust gas systems, and scrubber design differ
between the two studies and could explain the differences in results.

Factors that influence particle removal in the scrubber include the design of the scrubber and
scrubber process, and the composition of the exhaust gas particles [10]. The occurrence of semi-volatile
species in the exhaust can be an important parameter since the temperatures in the scrubber process and
during sampling will influence whether these species are solid or in gas phase. The sampling system
setup could potentially be an important contributor to the large differences in results in different studies.

Only few studies have reported on the effects of scrubbers on specific particle contents and the
variations are high. Elemental carbon (EC) concentration reductions range from 50% to 81% and
reductions of condensable organic carbon (OC) concentrations of 13%–41% and 73%, in [7] and [8]
respectively, and the reductions presented in [11] appear to be within this range however not quantified.
Particulate sulphate increased over the scrubber in [8]. PAH contents were analysed by [7] who
observed a significant reduction of the tested PAHs over the scrubber. There is a need for more
measurement data on particle emissions in order to assess the potential environmental and health
impacts of the increased use of scrubbers in shipping.

This paper presents the emission reduction potential of a closed-loop scrubber and compares
emissions with those from combustion of low sulphur fuel oil (LSFO). LSFO is sometimes referred
to as ultra-low sulphur fuel oil (ULSFO) or hybrid oil. There is no standard specifying density or
viscosity for the LSFO fuels, and the name can be collectively used for marine fuels that do not fulfil
the marine distillate specifications for e.g. viscosity and density in the ISO 8217 standard, but that
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are below the regulated limit for sulphur content in fuel. In this case the limit is 0.1%, and the LSFOs
became available on the market shortly after the sulphur SECA regulations became effective. It costs
less than MGO and is, therefore, the preferable choice among some ship operators. With the 0.5%
global sulphur limit it is likely that hybrid fuels will be common also outside SECAs.

Our measurements cover both gases and particulate matter. Particle contents have been analysed
for organic and elemental carbon, elements, and sulphur. The PAH content in particle and gas
phase was analysed, and the SO3/H2SO4 content in gas phase was sampled. Furthermore, online
instruments were used to measure gas concentrations, black carbon concentrations and particle number
concentrations (PN). Analyses of the scrubber water and ecotoxicology tests were part of the same
campaign but are reported separately [6].

2. Materials and Methods

The test ship is a RoPax ferry taking rolling goods and passengers, on a scheduled timetable
between the ports and is one of the largest in its category. The engine used for the trials is of model
8LMAN48/60. It is a 9600 kW, four-stroke engine with common rail assisted fuel injection. The scrubber
system tested uses seawater, with added sodium hydroxide for increased alkalinity, as process water.
Tests on LSFO were conducted in February 2017 and tests on HFO in September 2017.

All sampling is performed through sampling holes cut in the exhaust pipe for the probes. One
set of holes are cut on deck 11, upstream of the scrubber and another set on deck 15, downstream of
the scrubber. During the measurements at LSFO operations, the set of holes on deck 11 are used for
sampling, while both decks are used during the tests with HFO.

Tests with similar scopes are made at multiple steady state engine loads close to these load points:
85%, 75%, 50%, and 34% of maximum continuous rating (MCR), for measurements on LSFO.
76%, 49%, and 32% MCR, for measurements on heavy fuel oil upstream of the scrubber.
76%, 48%, and 41% MCR, for measurements on heavy fuel oil downstream of the scrubber.
The engine loads are equally relevant to everyday operations, although long periods on loads

below 35% MCR are avoided.
A number of gases and metrics of particles are included in the measurement scheme. The gas

phase pollutants are sampled without dilution, extracting the hot exhaust sample through a heated
probe directly to online instruments and adsorbent tubes. A Horiba PG 350 measures sulphur dioxide
(SO2), carbon monoxide (CO) and carbon dioxide (CO2) by non-dispersive infrared (NDIR), and
nitrogen oxide (NOX) by chemiluminiscence. Raw gas is prior to the instrument conducted through a
heated tube with Teflon lining via a ceramic filter to a preparation unit. The tube is heated to 190◦C. The
gas preparation unit cools the gas to 4◦C and removes particles by filtration. The dry and particle free
gas is used for continuous concentration measurements in the instruments with the interval 1 second.
Hydrocarbons are measured with a flame ionisation detector instrument of model Graphite 52M-D.
The instrument monitors total hydrocarbon, non-methane hydrocarbon and methane simultaneously.
Hydrocarbons are measured as total carbon in unit ppb(V) of CH4 equivalents.

Gaseous SO3/H2SO4 concentrations are sampled in adsorbent glass tubes containing NaCl placed
directly inside the exhaust channel. A flow is pumped through the NaCl tube and gas-phase H2SO4

reacts to form sodium sulphate and sodium bisulphate. Any gas-phase SO3 is converted to H2SO4

in the flue gas at temperatures below 500◦C, and is not present at temperatures below 200◦C due
to the presence of water vapour in the exhaust [12]. Subsequent analysis of the salt columns by ion
chromatography for sulphates is made at the IVL Swedish Environmental Research Institute laboratory
in Gothenburg.

Two different devices for exhaust gas dilution are used prior to particle sampling and measurements.
The first system is a dilution tunnel designed to comply with ISO standard 8178:2/8178:1 for partial
dilution systems. Filtered ambient air is used as dilution gas. The dilution tunnel dilutes the exhaust
gas sample to a ratio of ~1:5-20 and allows for minor adjustments of flow through the system. The exact
dilution rate is checked by CO2 measurements using a sensor from Servomex in the diluted sample
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and comparing with the readings from the Horiba PG 350 in the raw exhaust gas. The second system
is a Dekati Fine Particle Sampler (FPS) model 4000, using pressurized and optionally heated air in a
two-stage dilution, with an adjustable dilution to a ratio of up to 1:500. A heated probe is used in all
measurements with the FPS. The primary diffusion dilution stage dilutes the extracted exhaust sample
with preheated air (set to ~250◦C). The secondary ejector dilution step uses pressurized air of ambient
temperature. The dilution ratios are determined from the ratio of CO2 in raw and diluted exhaust gas
using a CO2 analyser from LiCor in the diluted sample.

The dilution tunnel is used prior to filter sampling for determination of PM mass and composition
at LSFO operations and at HFO operations upstream of the scrubber while filter sampling downstream
of the scrubber is conducted using dilution with the FPS. The choice not to use the dilution tunnel
downstream of the scrubber is mainly due to space restrictions and inaccessibility of that measurement
point; the dimensions of the dilution tunnel are approximately 1.5 × 1 × 0.3 m and the sampling point
downstream of the scrubber is located on deck 15 and accessible only via ladders from six decks
below. In order to assure comparability of the two dilution alternatives, filter sampling was conducted
at similar engine loads both with the dilution tunnel and FPS at operations on LSFO and on HFO
upstream of the scrubber. For particle measurements performed with the online particle instruments,
the FPS is always used for the dilution.

Sampling and dilution procedures bring uncertainties to the particle measurements. The first
group of uncertainties relates to the representativeness of the extracted partial flow exhaust sample.
Both dilution devices use isokinetic probes with adjustable inlet nozzle sizes to achieve near-isokinetic
sampling. However, deviations can occur especially for the FPS device as the sample flux changes
with the dilution ratio and the set-up does not allow for changes of the nozzle during the experiments.
For particles in the typical size-range of the diesel exhaust particles, i.e., with a large part of the
particle mass in sizes with particle diameter below 100 nm [13,14], deviation from the isokinetic
sampling has only a small impact, and the isokinetic conditions are not required by ISO 8178 standard.
Hence, potential influence of parameters that relates to particles’ kinetics is not investigated further.
Secondly, uncertainties are related to the dilution process affecting both condensation and nucleation
of semi-volatile species and hence the measured PM mass and number. Achieving ISO 8178 standard
sampling downstream of the scrubber is not possible as the exhaust temperature at this point is too
low. Our filter sampling experienced deviations from the standard, including a stack temperature
downstream of the scrubber that was too low and often lower filter sampling temperatures than
prescribed. The FPS device is not designed to fulfil the ISO 8178. We see that sampling with FPS at
LSFO combustion results in higher particle emission estimates than when using the dilution tunnel.
Contrary to this, the particle emissions at HFO combustion upstream of the scrubber are often indicated
to be lower for measurements with the FPS than for measurements with the dilution tunnel. A large
variability of the measured emission factors, also when only samples taken with the dilution tunnel
are considered, reveals large uncertainties, especially at low engine loads. An analysis of all individual
filter samples still indicates agreement between the sampling systems at the tests with high engine
loads. For the low engine load, the individual samples vary more and there is less agreement between
the two sampling systems, see Table A1 in the Appendix A and Figure 1.

At the tests with LSFO and the dilution tunnel, the temperatures at the filters were between 29 ◦C
and 33 ◦C, which is close to the dilution air temperature. This is lower than prescribed by ISO 8178.
Filter temperatures are not recorded for the other tests. The raw gas transfer line is a 5 meter long
tube with Teflon lining, heated to 190 ◦C. Dilution ratios were between 15.9 and 23.8. The ambient
temperature was approximately 35 ◦C at tests on HFO at the location upstream of the scrubber and
approximately 50 ◦C at the location downstream of the scrubber. We can assume similar temperatures
also at the filters. The FPS gives a record of the temperature of the sample leaving the device, and the
PM sample temperature was indicated to be between 32 and 50 ◦C during the tests (see the table in the
Appendix A for details). The automatic logging of temperature data during the tests were performed
in high surrounding temperature and it is probable that the high temperature cause problems with the
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dilution system signals. The dilution ratios were however confirmed, also when logging failed, by the
CO2 instruments. The transfer lines include approximately 1 meter insulated metal tubing prior to the
FPS and 0.5 meter conductive tubing for the diluted sample. Table A1 in the Appendix A includes
details on temperatures during sampling.
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Figure 1. Particulate matter (PM) emission factors calculated from individual filter samples in a
comparison between the two sampling systems used for exhaust gas dilution.

Particulate matter mass is sampled as PMtot and PM1.6 on polytetrafluoroethylene (PTFE) filters.
Cyclones are used for the PM1.6 sampling, assuring that large particles are removed from the sampling
stream before the filter. The cyclones used are primarily designed for a cutoff at particle diameter
of 2.5 μm, however, the flow through the cyclone during the tests was higher than the design flow,
resulting in a lower cutoff diameter. The size cutoff at particle diameter 1.6 μm is calculated from the
actual flow through the system. The gravimetrical analysis of the filter samples was performed at
the certified laboratory of IVL. The filters are weighed in a controlled environment before and after
sampling. A Mettler Toledo model MT5 balance is used. The balance is calibrated to an uncertainty
limit of ±3 μg in the range 0–10 000 μg and ±7 μg in the range 10 000–100 000 μg, our sample weights
are in the range 15 000–100 000 μg (Table A1 in the Appendix A).

Elemental and organic carbon (EC/OC) content on particles are determined by sampling using filter
holders with pre-heated double quartz filters (Pall, Tissuequarz). Backup filters are used to correct for
the positive sampling artefact from condensation of volatile organics on the filter. A filter section with a
total area of 2.01 cm2 is cut out of the filter for the analysis of OC and EC by a thermal–optical method
(EC/OC analyser Model 4, Sunset Laboratory, USA) using the EUSAAR_2 temperature protocol [15].
The analyses of filters are conducted by Laboratory of Aerosols Chemistry and Physics; Institute of
Chemical Process Fundamentals, in Prague. Reported uncertainties by the laboratory for their analyses
are 10% for OC and 20% for EC.

An on-line electromobility-based instrument (TSI EEPS 3090) measures the number concentrations
of particles between 5.6 nm and 560 nm in diameter in 32 size channels at 10 Hz. The instrument is
used at HFO operations, upstream and downstream of the scrubber. There are no EEPS results for
the LSFO fuel due to EEPS instrument failure during this fuel testing. A thermodenuder of model
Dekati ELA 423 is used to vaporize volatile particles from the sample. We can thereby identify total
number concentrations and size distributions of solid particles. The thermodenuder is heated to
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300 ◦C in order to vaporize the volatile fraction of particles including many organics and sulphate.
The use of a thermodenuder has been shown to also cause a loss of solid particles in the denuder
through thermophoresis and diffusion depends on particle size, temperature, and velocity through the
thermodenuder. Size dependent particle losses in the thermodenuder are calculated according to the
manufacturer’s instructions.

Magee Scientific’s Aethalometer AE33, with continuous measurement of the attenuation of
transmitted light at eight wavelengths is used for the detection of black carbon (BC) content.
Measurement of absorption at 880 nm is interpreted as concentration of BC; in this context the
BC refer to equivalent black carbon (eBC) as recommended in [16].

A schematic of the scrubber system and the instrument and sampling setup is presented in
Figure 2.

 
Figure 2. Schematic of the scrubber system and the instrument and sampling setup.

Uncertainties in the on-line instruments are expressed as coefficients of variance of average values.
The variations in dilution ratios are assumed to add more uncertainty to these results.

PAHs are sampled from the undiluted exhaust by an adsorbent for subsequent Soxhlet
extraction and analysis by high-performance liquid chromatography (HPLC) in the IVL laboratory
in Gothenburg. Particle-bound PAHs are collected on filters coupled in series to glass columns
with XAD7 and polyurethane foam (PUF) absorbent for capture of gas phase PAH. This method
gives an analysis of combined content of PAHs in gaseous and particulate form. Contents of
USEPA’s PAH-16 priority pollutants are analysed. These include naphthalene, acenaphthylene,
acenaphthene, fluorene, phenantrene, anthracene, fluoranthene, pyrene, benz[a]anthracene,
chrysene, benzo[b]fluoranthene, benzo[k]fluoranthene, benzo[a]pyrene, dibenz[a, h]anthracene,
benzo[ghi]perylene, and indeno[1,2,3-cd]pyrene.
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Exhaust gas flow and emission factors of gases are calculated based on the carbon balance method
as specified in ISO 8178:4. Fuel oil samples were sent for analysis of density, viscosity, calorific value
and elemental content to the Saybolt Laboratory in Gothenburg. Analyses of the lubrication oil were
also made. The density and viscosity of the HFO were significantly higher than those of the LSFO. The
LSFO was still too viscous and dense to qualify as marine distillate oil (DMX-DFB) according to ISO
8217:2017 standard for marine fuels. The results from the analyses of the LSFO, the HFO, and the lube
oil are presented in Table 1. Sulphur dioxide emissions are calculated from the sulphur content of fuel
except for measurement downstream of the scrubber, since this presents a more reliable value than
SO2 measurements with the gas analyser.

Table 1. Fuel and lube oil analyses.

Unit
Low Sulphur Fuel

Oil (LSFO)
Lube Oil (at
LSFO Tests)

Heavy Fuel
Oil (HFO)

Lube Oil (at
HFO Tests)

Date of Analysis 2017-03-15 2017-03-15 2017-10-13 2017-10-13

Density (at 15◦C) kg/m3 908.5 909.1 989.5 919.9
Viscosity (at 50◦ C) mm2/s 81.49 n.a. 420.0 n.a.

Gross heat of combustion MJ/kg 44.25 n.a. 42.19 n.a.
Net heat of combustion MJ/kg 41.52 n.a. 39.97 n.a.

Sulphur Mass % 0.10 0.43 2.77 0.55
Carbon Mass % 86.8 84.3 85.4 83.4

Hydrogen Mass % 12.9 13.2 10.5 12.7
Nitrogen mg/kg 1800 520 4300 1200

Oxygen (calculated) Mass % <0.1 0.4 0.9 <0.1
Vanadium mg/kg <1 3 122 72

Nickel mg/kg 21 7 32 33
Iron mg/kg 11 7 22 40

Ash content Mass % 0.041 1.636 0.035 >0.180
Total aromatic hydrocarbons Mass % 15.5 25.5 23.5 24.9

Asphaltenes Mass % <0.50 n.a. 8.9 n.a.

3. Results

We present results from two viewpoints. One aspect is the reduction of different pollutants over
the scrubber at tests on HFO. This is interesting from the viewpoint of which substances in the exhaust
gas that can be expected to be removed in the scrubbing process, and to what extent. We also compare
emissions downstream of the scrubber with emissions from LSFO combustion. This is an interesting
comparison to make from an environmental point of view since both solutions are alternatives to
comply with existing regulation on sulphur in marine fuel and corresponding emissions. In addition,
the composition of particles is presented and discussed separately.

The summary of results for specific fuel oil consumption and emissions are presented in Table 2,
and further elaborated upon in the following text.

Uncertainties in the results cannot be described by the coefficient of variation alone. In addition,
uncertainty is added from difficulties in determining the fuel flow. We estimate a load-dependent
uncertainty of the specific fuel oil consumption (SFOC) which of approximately ±10% at 50% engine
load and lower, and±5% at more than 50% engine load for this engine and measurement. Determination
of the dilution ratios is another source for uncertainties as well as the handling of samples in the rough
environment in the funnel. Uncertainties in the PM sampling system setup further includes a loss of
particles in the system that increases with the length of the transfer line from the exhaust gas channel
to the dilutor.

3.1. Scrubber emission reduction efficiency

The scrubber efficiently reduces emissions of sulphur dioxide in the exhaust gases. The SO2

emission factor at HFO tests is reduced >99% over the scrubber, at all engine loads.
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Around 1%–8% of the sulphur oxides that form during the combustion in a diesel engine are
sulphur trioxide SO3 [17]. SO3 will react rapidly with water in the exhaust gas to form gaseous H2SO4.
Condensed H2SO4 can cause corrosive damage in locations with low temperatures in the cylinder
and the exhaust channel and levels are preferably kept at a minimum. The temperature at which the
H2SO4 condenses depends on the concentration of SO3 and H2O in the gas. In a wet scrubber, the
exhaust is rapidly cooled to below the acid dew point; the hot exhaust in our measurements were
approximately 250 ◦C and reduced to 20 ◦C, over the scrubber. Since the rate of cooling exceeds that of
H2SO4 gas absorption in the scrubber fluid, it has been suggested that sub-micron H2SO4 particles
are formed [18]. A reduction of these particles in the scrubber is dependent on mass-transfer through
Brownian diffusion. As a removal mechanism, it is not efficient enough to remove all H2SO4 from the
exhaust gas [18].

The concentrations of gas phase sulphuric acid and sulphur trioxide (H2SO4/SO3) in our tests
were significantly reduced over the scrubber. At 76% engine load there is a removal of 78% of the
H2SO4/SO3. At the two lower engine loads the reduction is less, 61%–63%. The observed reduction
efficiency for SO2 of over 99% for all loads indicates that the scrubber is less efficient in removing
H2SO4/SO3 than in removing SO2. The measured H2SO4/SO3 concentrations are higher than the SO2

concentrations in the tests downstream of the scrubber. Metals such as V and Ni, present in the exhaust,
can act as catalysts for the oxidation of SO2 to SO3, which can be a reason for the higher SO3 levels at
combustion of HFO [19].

There is also a reduction of the CO concentration over the scrubber. At lower engine loads this
is more pronounced. We saw minor differences in the emissions of NOX upstream and downstream
of the scrubber at low engine loads. These differences are, however, most likely more related to the
different engine loads than to scrubbing of NOX. The engine load is around 32% at tests upstream of
the scrubber and 41% at tests downstream of the scrubber.

Furthermore, specific PM emissions at HFO combustion are reduced over the scrubber. Reductions
are approximately 34% at 76% engine load, and 42% at 48%–49% engine load. These reductions are in
line with a central value of PM reductions in a joint analysis of previous studies, although values to
compare with are few and results vary significantly.

As presented in Table 2, both BC and EC measurement indicate that there are reductions over the
scrubber. BC results are not as consistent as EC results, although also these indicate a removal rate that
increase at low engine loads.

Particle number (PN) concentrations were measured only at tests on HFO. Measurements were
conducted using a thermodenuder (TD) to remove volatile species. By removing a majority of the
volatiles with the TD (some organic matter can still remain at 300 ◦C), the large uncertainties coupled
to the nucleation of volatile particles during the sampling dilution process is eliminated. The fraction
of the solid particles that remains downstream of the exhaust gas scrubber can therefore be argued to
give a more reliable value on cleaning efficiency than total particles. No clear reducing effect on solid
PN concentration by the scrubber is seen, see Table 2, although the size distribution is changed. Size
distributions of solid particle number concentration are presented in Figure 3.

Recalculating particle numbers in the different size channels to particle mass indicates higher
specific emissions downstream than upstream of the scrubber at 75-76% engine load. This can possibly
be explained as salt formation during the scrubber process. The increase in mass despite the loss in
EC over the scrubber further emphasizes that there might be an addition of solids during the process.
There is no indication of increases in solid particle mass at tests at the lower engine loads, see Table 3.

While upstream of the scrubber the thermodenuder tests indicate large part of particles being
volatile (50–85% by number), measurements downstream of the scrubber give comparable number
concentrations of particles with and without the thermodenuder. This could be due to a high hydrophilic
content of the particles, which would cause them to react with, and be removed by, the scrubber liquid
during the scrubbing process to a large extent. Additional explanations include that as the exhaust
temperature decreases in the scrubber stack, the volatile compounds condensate on any available
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surface, such as water droplets and solid particles, and the effect of the reheating of the cold sample in
the dilution system.
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Figure 3. Particle number concentrations of solid particles measured in diluted exhaust gas upstream
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Table 3. Particle mass calculated from particle number size distribution for the size range 5.6–532 nm.
Engine loads during trials are indicated. Cov of emission factors (EF) in parenthesis.
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Upstream scrubber; 32% 0.11 (7%)
Downstream scrubber; 41% 0.066 (4%)
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Upstream scrubber; 32% 0.22 (7%)
Downstream scrubber; 41% 0.10 (5%)

1 Calculated from measured PN concentration in different size channels of the EEPS.

There was a significant decrease of total particle number over the scrubber (Table 2). At the highest
engine loads tested (75% and 76% MCR) the reduction was 79% and at the medium engine loads tested
(48% and 49% MCR) the reduction was 82%. The lowest engine loads are not fully comparable since
one test is run on 32% MCR and the other on 41% MCR, but the measurements indicate a significant
reduction also at low loads.
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There is also a reduction of the total PAH-16 concentrations over the scrubber at all engine loads,
Table 2 and Figure 4a,b. The specific emissions of total PAH-16 are in most cases higher at lower
engine loads.
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Figure 4. Specific emissions of US Environmental Protection Agency’s (EPA) PAH-16 (a) and PAH-7
(b) at HFO combustion upstream and downstream of the scrubber.

3.2. From an Environmental Perspective

The measured SO2 emission factors with a scrubber and HFO fuel are lower than when the engine
use LSFO, 84% to 96% lower from high to low engine load. Significant differences in emissions between
the use of HFO combined with a scrubber, and LSFO, are observed for a number of gases (Table 2).
There is a significant reduction of the total hydrocarbon (THC) concentration over the scrubber and
specific emissions downstream of the scrubber are lower than at LSFO combustion for all engine loads
tested. Emissions of CO and NOX are however lower for LSFO combustion than for HFO combustion
combined with the scrubber.

Average specific PM mass emissions at combustion of LSFO with 0.1% sulphur are lower than
PM emissions downstream of the scrubber when using HFO. Comparisons at 75% (LSFO) and 76%
(downstream) engine loads indicate emissions are 59% lower at LSFO combustion. At engine loads of
50% (LSFO) and 48% (downstream) the specific PM mass emission is 36% lower.
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Compared to previous studies on particle emissions from low sulphur fuels, our results are in
the lower end. PM emissions increase with sulphur content of fuel due to the sulphate content of
particles. However, the correlation between particle emissions and sulphur content in fuel is weak for
fuels with sulphur content below <0.5%. Emission factors derived for fuels with sulphur contents
in the interval 0–0.5% give a mean value for the PMtot emission factor of 0.2 g/kWh [2,8,11,14,20–27],
compared to 0.12–0.17 g/kWh in our study. Other characteristics of fuel that impact particle formations
include density, since a high density will increase combustion thermal efficiency, and viscosity, due
to its impact on atomization during combustion. The low sulphur fuel oils will have higher density,
increasing combustion efficiencies and oxidation of particles, and higher viscosity, which cause higher
particle formation compared to distillate oils (Gysel et al). It is further difficult to relate how differences
between engines and measurement setups influence the results. In two published studies, emissions
from low-sulphur fuel oil and distillate oils have been tested on the same engine; Gysel et al., tested
an MGO and a low sulphur (≤0.5%) fuel oil in the same engine and observed three times higher PM
emissions from the latter [27]. Sulphur contents were 0.005% in the MGO and 0.009% in the LSFO.
Winnes et al. observed similar differences in particle emissions when testing an MGO with 0.1% fuel
sulphur content and a LSFO with 0.5% sulphur in two engines [20].

Specific emissions of both BC and EC downstream of the scrubber seem little influenced by engine
load. Although some BC is removed by the scrubber, the specific emissions are higher than those from
LSFO combustion by approximately 1.5 to 4 times.

PAH emissions are in our tests lower at LSFO combustion than at HFO combustion downstream of
the scrubber, at each comparable engine load. The share of different PAH species is similar for all loads.
Naphthalene is the most abundant and accounts for around 50% or more at all trials. The two- and three
ring PAHs constitute between 78% and 91% of total PAHs, which is close to, but higher than, the 76%
concluded as a typical value for diesel engine exhausts reported by [28]. The emissions of heavier PAHs,
which can be represented by the EPA PAH-7 priority carcinogenic species, are at all occasions higher for
LSFO than downstream of the scrubber. For the PAH-7 species an increase in emissions with decreasing
engine load is observed at the LSFO tests. Specific emissions of US Environmental Protection Agency’s
PAH-16 and PAH-7 for tests at LSFO combustion and HFO combustion downstream of the scrubber
are compared in Figure 5a,b, respectively.

3.3. Particle Composition

Filter samples of particles from two of the tested engine load points are analysed for composition.
Our results indicate that also solid particles are removed during the scrubber process. An efficient
removal of EC is seen at the high engine load. The removal of EC at the tests at low engine loads appear
to be higher still, although tests upstream were made at 32% and tests downstream at 41% engine load,
which could possibly exaggerate the effect seen. At LSFO combustion, the organic carbon dominates
particle mass at both engine loads. Sulphates are not significantly contributing to particle mass and
constitute 1.2% and 2.7% of total mass at 34% and 75% engine load, respectively. The particles from
HFO downstream of the scrubber are similar in composition at the two loads tested. Upstream of
the scrubber both organic and elemental carbon contribute significantly to particle mass, especially
at the lower engine load. Sulphur is more abundant in particles at the higher load in the upstream
tests. The absolute and relative contributions of components are presented in Table 4 and Figure 6.
The undefined mass of particles at the respective test conditions varies between 1% and 25%.

3.4. Effects of Sampling System Parameters

Sampled particles (PM) include all solid and condensed material present in the diluted and cooled
diesel exhaust. The composition can be expected to change throughout their passage in the exhaust
duct and during the sampling due to changing conditions. The PM, both in terms of mass and number
concentration, are sensitive to variations in temperature and humidity in the exhaust and during the
sample conditioning (dilution). In the scrubber, the gases are cooled from around 300 ◦C to around
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20 ◦C using water that is added to the exhaust as part of the scrubber design. Water that remains in
the exhaust is removed with a demister system as part of the scrubber design. In the hot exhaust
tests on HFO, upstream of the scrubber, we followed the ISO 8178 for dilution and sampling with
a few exceptions. The standard is not applicable for cold exhaust gas sampling and an alternative
sampling system was used downstream of the scrubber. Downstream of the scrubber, the sample line
is heated, and the dilution is first made with hot and then ambient-temperature air. The temperature
influences the volatile content of particles to a great extent. Detailed analysis of emission factors for
PM mass sampled with the dilution tunnel and with FPS shows a great deal of variability, especially
for the low engine load emission factors. The variability is, however, not only between the two dilution
devices, but also within the samples taken with the same device. The variability is larger for HFO tests
upstream the scrubber where a large influence of condensable sulphate is expected. Development of a
robust sampling methodology for testing of emissions of particulate matter in the exhaust of widely
varying physical and chemical properties is an important subject for further research.

(a) (b) 

0.0

0.2

0.4

0.6

0.8

1.0

1.2

LS
FO

, 8
5%

 M
C

R

H
FO

, d
ow

ns
tr

ea
m

 s
cr

ub
be

r 7
6%

 M
C

R

LS
FO

, 7
5%

 M
C

R

H
FO

, d
ow

ns
tr

ea
m

 s
cr

ub
be

r 4
8%

 M
C

R

LS
FO

, 5
0%

 M
C

R

H
FO

, d
ow

ns
tr

ea
m

 s
cr

ub
be

r 4
1%

 M
C

R

LS
FO

, 3
5%

 M
C

R

Em
is

si
on

 fa
ct

or
s 

U
SE

PA
 P

A
H

-1
6 

(m
g/

kW
h)

naphthalene acenaphthylene
acenaphthene fluorene
phenanthrene anthracene
fluoranthene pyrene
benz[a]anthracene chrysene
benzo[b]fluoranthene benzo[k]fluoranthene
benso[a]pyrene dibenz[a, h]anthracene
benzo[g, h, i]pyrelene indeno[1,2,3-cd]pyrene

0.00

0.02

0.04

0.06

0.08

0.10

0.12

LS
FO

, 8
5%

 M
C

R

H
FO

, d
ow

ns
tr

ea
m

 s
cr

ub
be

r 7
6%

 M
C

R

LS
FO

, 7
5%

 M
C

R

H
FO

, d
ow

ns
tr

ea
m

 s
cr

ub
be

r 4
8%

 M
C

R

LS
FO

, 5
0%

 M
C

R

H
FO

, d
ow

ns
tr

ea
m

 s
cr

ub
be

r 4
1%

 M
C

R

LS
FO

, 3
5%

 M
C

R

Em
is

si
on

 fa
ct

or
s,

 P
A

H
 U

SE
PA

-7
 p

ri
or

ity
 c

ar
ci

no
ge

ni
c 

sp
ec

ie
s 

(m
g/

kW
h)

benz[a]anthracene chrysene

benzo[b]fluoranthene benzo[k]fluoranthene

benso[a]pyrene dibenz[a, h]anthracene

benzo[g, h, i]pyrelene indeno[1,2,3-cd]pyrene

Figure 5. Specific emissions of US EPA’s PAH-16 (a) and PAH-7 (b) at HFO and downstream of the
scrubber and at LSFO combustion.
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Figure 6. Absolute and relative contributions of particulate components to particle mass at different
tests. N.B. analysis of filters from similar sampling and dilution conditions are considered, and total
PM values may differ from the average values given in Table 2.

4. Conclusions

This study suggests that the reduction of particle mass over an exhaust gas treatment system is not
efficient enough to accomplish particle emission levels equal to those from combustion of low sulphur
fuel oil. With a traditional marine gasoil or other low sulphur fuel oil as marine fuel, the particle
emissions can be expected to be significantly lower than at the use of HFO and a scrubber. The results
from our measurement and previous studies suggest particle mass reductions of on average around
40% over exhaust gas scrubbers. Results of measurement studies on particle emission spread largely.
This likely reflects the influence of sampling systems on the results. Particularly challenging are
measurements in the cold exhaust gas downstream of the exhaust gas scrubber which are not covered
by any standard.

The measurements also showed lower specific emissions of BC, EC, PAH-16 at operations on
low sulphur fuel oil than downstream of the scrubber at heavy fuel oil operations. The scrubber
efficiently reduced concentrations of gaseous SO2, SO3, total hydrocarbons and the heavier fraction of
the measured PAHs.

The internationally agreed sulphur regulations for ships aim at reducing emissions to air of
particles as well as sulphur oxides. In a wider context, the results from this study indicate that an
extensive use of scrubbers may partly cancel the aimed for effect of reduced particle emissions to air
that would be achieved by only using fuels with low sulphur content.
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Further research on the amount of fuel used in the engines on ships equipped with scrubbers is
important to draw conclusions on environmental and health effects of the technology.

Author Contributions: Conceptualization, H.W, E.F. and J.M.; investigation, H.W, E.F. and J.M.; writing—original
draft preparation, H.W.; writing—review and editing, E.F and J.M. All authors have read and agreed to the
published version of the manuscript. Authorship must be limited to those who have contributed substantially to
the work reported.

Funding: This research was funded by the EU via Connecting Europe Facility and the IVL foundation.

Acknowledgments: The captains, chief engineers and crew are gratefully acknowledged for their support during
emission measurements. The efforts on board by Håkan Salberg and Kjell Peterson were essential for the work.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Table A1 presents information on individual filters. Backup filters, background filters and blanks
are excluded from the table. Fuel and engine load identify the test. EGCS indicates that samples
are taken downstream of the scrubber. Filter type is indicated, the quartz filters are used for OC/EC
analysis as indicated in the table. The OC/EC filters are also gravimetrically analysed although it is
not recommended to use these results in further analyses. We have not included these results for
calculating specific emissions. The dilution systems used are either a dilution tunnel (DT) or a fine
particulate sampler from Dekati (FPS). The FPS gives temperatures at different locations in the dilutor.
T1 is measured after primary dilution with heated air, T2 is measured upstream of the second dilution
step and T4 is the temperature of the sample leaving the dilutor. The flows of the two dilution steps is
also indicated. At measurements downstream of the scrubber (EGCS) the surrounding temperature
was reaching above 50 (◦C). It is likely that this was a cause of logging failure of the FPS. DR was
continuously checked with trace gas measurements and the Horiba to make sure the dilutor worked
though communication and logging suffered. Plausible ranges of sample temperatures are estimated
when no log was retrieved from the FPS. These are based on logged values during tests that are adjacent
in time. Filter temperatures during dilution tunnel experiments are given as a range based on dilution
air temperature when measurements were not logged.

It is indicated in the table which filters that were used for analysis of PMtot, PM1.6, elements,
sulphur and OC/EC. The table also presents PM mass concentrations and PM EF calculated from
individual filters if applicable.
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Abstract: In order to design a diesel engine system and to predict its performance, it is necessary to
analyze the gas flow of the intake and exhaust system. Gas flow analysis in a three-dimensional (3D)
format needs a high-resolution workstation and an enormous amount of time for analysis. Calculation
using the method of characteristics (MOC), which is a gas flow analysis in a one-dimensional (1D)
format, has a fast calculation time and can be analyzed with a low-resolution workstation. However,
there is a problem with poor accuracy in certain areas. It was assumed that the reason was that 1D
could not implement the shape. The error that occurs in the shape of the bent pipe used in the intake
and exhaust ports of the diesel engine was analyzed and to find a solution to the low accuracy, the
results of the experiment and 1D analysis were compared. The discharge coefficient was calculated
using the average mass flow rate, and as a result of applying it, the accuracy was improved for the
maximum negative pressure by 0.56–1.93% and the maximum pressure by 3.11–7.86% among the
intake pipe pressure results. The difference in phase of the exhaust pipe pressure did not improve.
It is considered as a limitation of 1D analysis that does not improve even by applying the discharge
coefficient. In the future, we intend to implement a bent pipe that cannot be realized in 1D using a 3D
format and to prepare a method to supplement the reliability by using 1D–3D coupling.

Keywords: method of characteristics; one-dimensional numerical analysis; single cylinder diesel
engine; mass flow rate; intake and exhaust system

1. Introduction

The intake and exhaust system of a diesel engine is related to the performance of the engine [1].
In a four-stroke engine, the gas exchange process releases combustion gases at the end of the power
stroke, bringing more air into the next intake stroke [2]. The volumetric efficiency of an engine appears
in a form similar to torque and is affected by the mass flow rate. It may be affected by various
variables such as engine speed, air–fuel ratio, compression ratio, intake and exhaust valve geometries,
and intake and exhaust pipe length [3]. Diesel engines are designed to maximize engine performance
at the commercial speed; if the engine was operating outside of the commercial speed, the volumetric
efficiency decreases and a lot of environmental pollutants are discharged. However, research is required
to improve the performance and emission of environmental pollutants during operation, and not just
at the commercial speed [4–6].

Regulations on the emission of environmental pollutants from marine diesel engines have been
strengthened. Greenhouse gases, sulfur oxides, and nitrogen oxides are regulated and more regulation
will be tightened in the future [7]. Scrubber, exhaust gas recirculation (EGR), selective catalytic
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reduction (SCR), etc., are used as devices to reduce the emission of environmental pollutants [8].
Gas flow analysis of the intake and exhaust system is required for the design of a diesel engine, such as
when installing environmental pollution reduction devices and calculating the kinetic energy of exhaust
gas acting on a turbine for turbocharger matching [9]. If only the components of the diesel engine are
separated and the gas flow is analyzed, it is difficult to determine the effect of the components on a
diesel engine [10].

Gas flow analysis of the entire diesel engine system in three-dimensional (3D) format is
inefficient because it requires a high-resolution workstation and an enormous amount of time for the
analysis [11–13]. It is indicative the fact that to carry out 3D gas flow analysis of the intake and exhaust
gas exchange process of a single cylinder diesel engine without a combustion reaction using Ansys
Fluent R15.0, a commercial flow analysis program, takes approximately 61 hours (based on a 16-core
central processing unit) [14]. Therefore, the method of characteristics (MOC) approach has been used
for one-dimensional (1D) format gas flow analysis with a fast calculation time and a low-resolution
workstation [15].

The MOC is a method of calculating a pressure wave using Riemann variables called characteristic
curves. It is a method with a fast calculation time and a high accuracy in a straight pipe, nozzle, and
orifice. However, there is a disadvantage of low accuracy in complex geometries such as branches and
bent pipes [16].

Diesel engines are designed according to the effects of reflected waves in the flow areas of intake
and exhaust pipes, underscoring the need for numerical analysis based on reflected waves [17]. For 1D
flow analysis using the MOC, the calculation includes the influence of reflected waves [18]. In this
study, MOC was used to perform unsteady 1D gas flow analysis on a single cylinder diesel engine.

This 1D gas flow analysis was performed under the same boundary conditions as the experiment
and the results were compared. The object of comparison was the average mass flow rate of the
intake air and the intake and exhaust pipe pressure. The discharge coefficient was calculated using the
average mass flow rate of the intake air and was applied to the 1D gas flow analysis. The results of
the intake and exhaust pipe pressure of the gas flow analysis applying the discharge coefficient were
compared with those of the experiment.

Previous studies using 1D gas flow analysis have focused on merits and verification. The purpose
of the study is to analyze the errors in the 1D gas flow analysis caused by not realizing the shape as it is.
By evaluating the validity of the results, we tried to determine the cause of the low accuracy of the 1D
gas flow analysis, and to find a way to solve the problem in diesel engine intake and exhaust system.

2. Experimental Apparatus

Figure 1 representing the experimental apparatus. The engine was a 35 kW three-cylinder direct
injection four-stroke diesel engine. Intake and exhaust pipes were installed only in the No.1 cylinder to
measure the intake and exhaust pipe pressure of a single cylinder. To observe the intake and exhaust
gas flow in a cold flow state where no combustion reaction occurred, an electric motor was connected
to a fly wheel in order to rotate. The mass flow rate was measured by installing a laminar flowmeter
(LFE-100B, Tsukasa Sokken, Tokyo, Japan) at the starting point of the intake pipe, and the differential
pressure of the laminar flowmeter was measured using a differential pressure transmitter (FCO332,
Furness Controls, Bexhill-on-Sea, England) [19].
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Figure 1. Photograph of the experimental apparatus.

Table 1 provides the specifications of the experimental apparatus. The intake air method was in
a naturally aspirated state, and the experimental data were measured at intervals of 200 rpm in the
range of 700–1500 rpm of engine speed. The intake pipe from the surge tank to the cylinder head was a
straight pipe with a diameter of 0.04 m and a length of 0.5 m. The exhaust pipe was a straight pipe with
a diameter of 0.04 m and a length of 1.0 m, and the end of the exhaust pipe was an open-end through
which the exhaust gas was released into the atmosphere. CA◦ refers to the crank angle degrees.

Table 1. Specifications of the experimental apparatus.

Parameter Value Unit

Engine speed 700, 900, 1100, 1300, 1500 rpm
Cylinder bore × stroke 0.10 × 0.11 m

Compression ratio 17.6 -
Intake air method Naturally aspirated -

Volume of intake port 94.25 cm3

Length of exhaust pipe 0.5 m
Diameter of exhaust pipe 0.04 m

Air–intake valve opens (AVO) 342 CA◦
Air–intake valve closes (AVC) 580 CA◦

Volume of exhaust port 32.96 cm3

Length of exhaust pipe 1.0 m
Diameter of exhaust pipe 0.04 m

Exhaust valve opens (EVO) 130 CA◦
Exhaust valve closes (EVC) 378 CA◦

Figure 2 shows a block diagram of the experimental system. The intake and exhaust pipe pressure
was measured using a data acquisition (DAQ) system consisting of a piezoresistive amplifier and a
rotary encoder (E6C2-CWZ3E, Omron, Kyoto, Japan) [20]. The pressure sensors were piezoresistive
(4045A5, Kistler, Winterthur, Switzerland) and the measurement point was the intake and exhaust
pipe 0.15 m away from the cylinder head. The data were acquired at intervals of 0.5 CA◦ during
100 revolutions while the engine was stable. In order to obtain an accurate measurement, the ensemble
average was applied to measured data. The ensemble average was used as a method of calculating the
average of remaining values excluding the top 10% and the bottom 10% of the measured data [21].
The pressure results of the intake and exhaust pipe obtained by the ensemble average were used to
verify the results of the 1D gas flow analysis.
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Figure 2. Block diagram of the experimental system. DAQ: data acquisition.

3. Theoretical Interpretation

3.1. Average Mass Flow Rate

The equations for calculating the experimental mass flow rate to obtain the discharge coefficient is
as follows. The average mass flow rate of the intake air

.
mexp was measured with a laminar flowmeter

using Equation (1) [22].
.

mexp = Qt × ρh, (1)

where Qt is the volumetric flow rate and calculated using Equation (2).

Qt = K20 ×
(
μt(20°C)

μt(intake)

)
× Px, (2)

where K20 is the laminar coefficient under standard conditions, μt is the viscosity depending on the air
temperature, and Px is the differential pressure of the laminar flowmeter measured using a differential
pressure meter. The average value measured during 100 revolutions for each engine speed was used,
and the values are shown in Table 2.

Table 2. Differential pressure according to the engine speed.

Engine Speed (rpm) Px (mmH2O)

700 2.0
900 2.6
1100 3.1
1300 3.6
1500 4.1

ρh is the density of moist air and was calculated using Equation (3).

ρh = ρd × 1 + x
1 + 1.609× x

, (3)

where ρd is the density of dry air, x is the absolute humidity, and the values of each coefficient are
shown in the Table 3.

Table 3. Values of coefficients.

Coefficient Value

K20 1.7323×
(
1− 2.823× 10−4 × Px

)
μt (kg/m·s) 2.791× 10−7 × (air temperature)0.7355

ρd (kg/m3) 1.2250
x (kg/kg) 0.01062
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3.2. Method of Charateristics

The equations for calculating the mass flow rate in 1D model to obtain the discharge coefficient is
as follows.

The mass flow rate of the intake air
.

mmoc was calculated using the MOC, as follows [18]:

.
mmoc = ρ2 × u2 × F2, (4)

where the subscript 2 refers to the downstream conditions.
The air density can be calculated with equation related to pressure, specific heat ratio and speed

of sound. ρ2 is the air density under downstream conditions and was calculated using Equation (5).

ρ2 =

(
p2

p01

) 1
κ

× κ× p01

a01
2 , (5)

where subscript 01 refers to the upstream stagnation conditions.
The speed of sound a01

2 was calculated using the energy equation.

a01
2 = a2

2 +
κ− 1

2
× u2

2. (6)

Using Equations (5) and (6), Equation (4) can be expressed as follows:

.
mmoc =

p01 × F2

a01
×
⎡⎢⎢⎢⎢⎢⎣
(

2× κ2

κ− 1

)
×
(

p2

p01

) 2
κ

×
⎧⎪⎪⎨⎪⎪⎩1−

(
p2

p01

) κ−1
κ
⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎥⎦

1
2

, (7)

to obtain the characteristics, nondimensional form is required:

ξ f =

.
mmoc × a01

p01 × F2
×
⎡⎢⎢⎢⎢⎢⎣
(

2× κ2

κ− 1

)
×
(

p2

p01

) 2
κ

×
⎧⎪⎪⎨⎪⎪⎩1−

(
p2

p01

) κ−1
κ
⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎥⎦

1
2

. (8)

Equation (8) can be computed directly from the pressure ratio
( p2

p01

)
across the valve or port

depending on the direction of flow. When the flow is choked in the throat, Equation (8) becomes:

ξ f =

.
mmoc × a0

p0 × F2
= κ×

( 2
κ+ 1

) κ+1
2(κ−1)

, (9)

where subscript 0 refers to the stagnation conditions.
The actual gas flow has to take into account the discharge coefficient Cd, which can be calculated

by multiplying Equations (8) and (9) by Cd. If the value of ρh is the same, Cd can be expressed using
Equation (10) [23,24].

Cd =

.
mexp
.

mmoc
. (10)

4. One-Dimensional Gas Flow Analysis

Figure 3 shows the 1D modeling of the gas flow analysis of a single cylinder diesel engine.
The intake and exhaust ports are bent pipes and cannot be modeled in 1D [18,25]. Therefore,
the geometry of the intake and exhaust ports was excluded from the modeling, and the length of the
intake and exhaust ports was included in the intake and exhaust pipes. The only difference between
the experimental and 1D modeling is the intake and exhaust ports. The purpose is to observe the
errors caused by such differences, and all other boundary conditions were modeled in the same as in
the experiment.
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The number of meshes was 50 meshes in the intake pipe and 100 meshes in the exhaust pipe.
Benson et al. verified the mesh independence in more than 12 meshes of the exhaust pipe [18], and this
study confirmed the mesh independence in more than 15 meshes.

The 1D gas flow analysis of a single cylinder diesel engine was programmed using the C language.
The structure of the program consisted of a main program for applying the initial conditions and
calculating the pressure, velocity, and time, and a subroutine function for calculating the cylinder and
intake and the exhaust gas flow [18]. Figure 4 shows the algorithm for calculating the intake air mass
flow rate among the subroutine functions.

 

Figure 3. One-dimensional (1D) modeling of the gas flow analysis of a single cylinder diesel engine.

Figure 4. Algorithm for calculating the intake mass flow rate of the one-dimensional gas flow
analysis program.

106



J. Mar. Sci. Eng. 2020, 8, 1036

The calculation of the intake subroutine function came after the cylinder subroutine function,
which calculated the pressure and mass flow rate of the cylinder. If the intake valve was open, the intake
subroutine function was started. Through the cylinder pressure and intake pressure ratio, it was
possible to determine the choked flow, and to calculate whether the type of flow from the cylinder
was inflow or outflow. When the characteristics of the flow are determined through the calculation
algorithm, the mass flow rate can be calculated using Equation (8) or Equation (9).

5. Results

5.1. Average Mass Flow Rate and Discharge Coefficient

The discharge coefficient was used to correct the difference between the 1D gas flow analysis and
the measurement results. The reason is to use the gas flow analysis results to predict the performance
of the experimental apparatus.

Figure 5 and Table 4 show the average mass flow rate and the discharge coefficient of the intake
air according to the engine speed.

Figure 5. Average mass flow rate and discharge coefficient of intake air.

Table 4. Comparison of the average mass flow rate and the discharge coefficient according to the
engine speed.

Engine Speed (rpm)
Average Mass Flow Rate (g/s)

Discharge Coefficient
Experiment 1D Analysis

700 4.2684 5.1533 0.8283
900 5.5480 6.9780 0.7951
1100 6.6140 8.2969 0.7972
1300 7.6797 9.7150 0.7905
1500 8.7451 11.4471 0.7640

The experimental results refer to the average mass flow rate measured using a laminar flowmeter.
In order to compare the average mass flow rate, the mass flow rate calculation results of the 1D gas
flow rate analysis were converted to the average mass flow rate [26].

The volumetric efficiency associated with the average mass flow rate did not continue to increase
in proportion to the engine speed due to valve overlap, the influence of the reflected waves, etc.
However, in terms of the engine of this study, it was confirmed through a previous study that the
volumetric efficiency increases in proportion to the engine speed up to 1700 rpm [22]. As the engine
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speed increased to 1500 rpm, the average mass flow rate increased, and the difference between the
experiment and the 1D flow analysis results also increased. The reason for the difference in the
average mass flow rate is the difference between the actual physical phenomena and the theoretical
calculations [27,28]. The higher engine speed is the larger flow rate into the cylinder, so the difference is
thought to have occurred because of this. In order to correct the differences in the results of the 1D gas
flow analysis, the discharge coefficient was calculated using Equation (10). The discharge coefficient
obtained in this way is a correction method for the difference between the experiment and 1D gas flow
analysis. Therefore, it can be used to predict the performance of the experimental apparatus through
the results of 1D gas flow analysis in the future.

5.2. Mass Flow Rate in One-dimensional Gas Flow Analysis

One-dimensional gas flow analysis can calculate the mass flow rate over time [18]. Figure 6
shows the intake air mass flow rate during the intake period compared to the case where the discharge
coefficient was applied.

Figure 6. One-dimensional analysis results of the mass flow rate. AVC, air–intake valve closes; AVO,
air–intake valve opens; BDC, bottom dead center; EVC, exhaust valve closes; TDC, top dead center.

The mass flow rate does not increase as soon as the intake valve was opened [29]. This is because,
during the valve overlap period (342~378 CA◦), the outflow from the cylinder exits through the exhaust
port. The higher engine speed is the larger gas exchange flow rate, so the timing at which the mass
flow rate increases is delayed. The mass flow rate increases after the top dead center (TDC; 360 CA◦),
and the intake air enters the cylinder until the bottom dead center (BDC; 540 CA◦). If the mass flow rate
is large, the corrected value due to the application of the discharge coefficient also increases. Therefore,
the correction of the result through the application of the discharge coefficient has more influence on
the results of the gas exchange process in the valve open state than in the valve closed state.

5.3. Intake Pipe Pressure

Figure 7 shows the intake pipe pressure results during the intake period. The higher engine speed
is the greater negative pressure [30], and the time when the greatest negative pressure occurred was
the same as in the experiment and in the 1D gas flow analysis. The phase difference occurred within
0.5 CA◦.
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Figure 7. Comparison of the experiment and 1D gas flow analysis results of the intake pipe pressure
during the intake period.

After the exhaust valve closes (EVC; 378 CA◦), there is no flow from the cylinder to the exhaust,
and the flow enters the cylinder through the intake system. The time it takes for the pressure to rise to
atmospheric pressure appeared later as the engine speed increased, which is thought to be due to the
large flow rate that entered the cylinder.

By applying a discharge coefficient, errors within the experimental results were reduced.
Even when the discharge coefficient was applied, the negative pressure and the pressure change were
larger in the 1D gas flow analysis compared to the experiment [31]. The error of the maximum negative
pressure decreased by 0.56–1.93% after applying the discharge coefficient and the maximum pressure
error decreased by 3.11–7.86%. This is expected to be an error caused by modeling the intake and
exhaust ports as straight pipes. When the piston goes down from TDC to BDC, the amount of intake
is more in a straight pipe and more gas exchanged in intake and exhaust because there is less loss
compared to bent pipes due to an eddy through the pipe [32,33].

In straight pipes, reflected waves are generated at the end of the pipe. However, in bent pipes,
reflected waves are generated passing through the bent area [34]. The error in the 1D gas flow analysis
is thought to have been caused by not calculating the influence of the reflected wave in bent pipes, as
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in the experiment [35]. It is expected that errors can be reduced if the geometry of bent pipes, which
cannot be modeled in 1D, such as intake ports, are analyzed in 3D and are coupled [36,37].

5.4. Exhaust Pipe Pressure

Figure 8 shows the exhaust pipe pressure results from the exhaust period to the BDC. Comparing
the 1D gas flow analysis results at 700 rpm with those of the experiment, it can be seen that the amount
of pressure change was small during the exhaust period (130~378 CA◦). The phase difference occurred
after the EVC. The reason for the phase difference is that the engine speed is slow and the reflected
wave affects it many times [38]. In the case of 700 rpm, the fourth reflected wave was reached during
EVC to BDC. At 900 rpm or more, the third or less reflected waves were reached. As the 1D gas flow
analysis did not model the exhaust port of bent geometry, it is expected that more errors would have
occurred as the influence of the reflected wave increased.

Figure 8. Comparison of the experiment and 1D gas flow analysis results of the exhaust pipe pressure
during the exhaust period to the BDC.

In the results above 900 rpm, the amount of pressure change was similar or large during the
exhaust period. The phase difference occurred after the peak of the pressure wave appeared, which
was smaller than that of 700 rpm. The peak of the pressure wave occurred due to the influence of
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the reflected wave [39]. In all of the results, as the influence of the reflected wave increased, a larger
error occurred.

As a result of the calculation by applying the discharge coefficient, the size of the pressure change
was reduced, and the phase was not affected. The reason for the phase difference likely occurred
because the effect of the reflected wave generated at the open end of the exhaust pipe reached the
exhaust port and affected the calculation. For the same reason as the intake port, the exhaust port could
not be modeled in the same geometry as in the experiment. It is necessary to reduce the error in the 1D
gas flow analysis caused by bent pipes not only for the intake system, but also for the exhaust system.

When the discharge coefficient was applied, the error of the minimum pressure increased by
0.46–6.14%. In addition, the error of the maximum pressure increased by 0.53–5.03% at 900 rpm
or higher. Applying the discharge coefficient was not effective in reducing the error of the exhaust
pipe pressure.

Summarizing the intake and exhaust pipe pressure results, the error of the intake pipe pressure is
improved. However, since it is a result of reducing the difference in the intake mass flow rate, it is not
a fundamental improvement method for the error occurring in the 1D gas flow analysis. Also, the
error of the exhaust pipe pressure was not improved even when the discharge coefficient was applied.
It is expected that such errors will be improved only when a method to improve errors occurring in
complex shapes, which is a disadvantage of 1D, is used.

6. Conclusions

A 1D gas flow analysis was performed using the MOC for a single cylinder diesel engine, and the
results of comparing the average mass flow rate and the intake and exhaust pipe pressure with the
results of the experiment are summarized as follows:

(1) The average mass flow rate of the 1D gas flow analysis was larger than that of the experimental
results, and the discharge coefficient was calculated using this.

(2) The 1D gas flow analysis was performed by applying the discharge coefficient, and the accuracy
of the intake pipe pressure results was improved.

(3) In the exhaust pipe result of the 1D gas flow analysis, there was a difference in pressure and
phase, and there was no improvement even when the discharge coefficient was applied.

(4) Applying the discharge coefficient is not a fundamental method to improve the error of 1D gas
flow analysis, and the error that occurs due to the complex shape must be improved.

(5) If the shortcomings of the 1D gas flow analysis, which cannot model the bent pipe geometry of
the intake and exhaust ports, are compensated, the error is expected to decrease.

As a result of the experiment and verification, there was a limit to increasing the accuracy, even
when applying the discharge coefficient obtained using the average mass flow rate. This error is
thought to be due to the disadvantage of 1D gas flow analysis, which cannot calculate complex
geometries. In the future, it is expected that this problem can be solved by analyzing the complex
geometries in 3D and using 1D–3D coupling gas flow analysis.
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Abstract: In this article, to meet the requirements of marine engine room simulator on both the
simulation speed and simulation accuracy, a mean value engine model (MVEM) for the 7S80ME-C9.2
marine two-stroke diesel engine was developed and validated in the MATLAB/Simulink environment.
In consideration of the significant influence of turbocharger compressor on both the engine steady
state performance and transient response, a novel compressor model (mass flow rate and isentropic
efficiency model) based on a previous study carried out by the first author was proposed with the
aim of achieving satisfactory simulation accuracy within the whole engine operating envelope. The
predictive and extrapolative capability of the proposed compressor model was validated by carrying
out simulation experiments and analyzing the simulation results under steady state condition and
during transient process. To make the traditional MVEM capable of predicting in-cylinder pressure
trace, the cylinder pressure analytic model proposed by Eriksson and Andersson for the four-stroke
SI (spark ignition) engine was adapted to the 7S80ME-C9.2 marine two-stroke diesel engine based on
the characteristic of in-cylinder pressure trace of this type of engine and then coupled to the MVEM
developed in this paper. Since there is no need to solve any differential equation as it is done in the
0-D model, the advantage of MVEM in running speed is not impaired. For achieving satisfactory
simulation accuracy by using the analytic model, the model parameters were calibrated elaborately
by using engine measured data and a 0-D model and the relevant tuning procedure was discussed
in detail.

Keywords: marine two-stroke diesel engine; mean value engine model; compressor model; in-cylinder
pressure trace; model calibration

1. Introduction

The marine large scale two-stroke diesel engine is widely adopted as the prime mover for the large
merchant ships mainly because of its high thermal efficiency, reliability as well as the ability of burning
low grade fuel, i.e., heavy fuel oil (HFO). For complying with the stringent international environmental
legislations and obtaining improved fuel efficiency, engine manufacturers have developed new
versions of marine engines, mainly including marine electronically controlled diesel engines and
marine dual-fuel engines [1–3].

In consideration of the large size and weight of marine large scale two-stroke diesel engines as
well as the substantial manpower and financial power required for carrying out experimental studies,
various engine simulation techniques have been widely adopted for investigating engine performance,
designing and testing the fault diagnosis algorithm, as well as developing the engine control system.
Among these simulation models, 0-D models and mean value engine model (MVEM) are widely
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adopted by researchers mainly because of their fast running speed and satisfactory simulation accuracy.
The difference between the 0-D model and MVEM lies in the modeling approach for the cylinder. For
the 0-D model, the cylinder is assumed as an open thermodynamic system, where the working medium
is uniformly distributed in it. By applying mass and energy conservation laws and incorporating
several relevant sub-models, the in-cylinder pressure trace can be predicted. Furthermore, the 0-D
model is also capable of predicting engine performance at varying settings (e.g., varying the start of
injection timing, exhaust valve opening/closing timing, turbine area, etc.), which is a special advantage
in comparison to the MVEM [1]. In the book published by Eriksson and Nielsen, the MVEM is defined
as “Mean value engine models are models where the signals, parameters, and variables that are
considered are averaged over one or several cycles” [4]. In this respect, the mass and energy flow
through the cylinder is assumed continuous for the MVEM, and the engine average performance over
one or several cycles can be obtained. Consequently, the MVEM is able to run much faster than the 0-D
model, which is therefore very suitable for cases that require fast running speed, such as the simulation
of engine transients for a long period. On the other hand, despite similar predictive accuracy can be
achieved by the two models, the in-cylinder pressure trace cannot be predicted by the MVEM, which is
its major limitation [1,5].

In the literature, researchers tried to improve the predictive ability of the MVEM and the running
speed of the 0-D model by adopting a “hybrid” modeling approach, meaning that different modeling
approaches can be adopted for different engine components or different phases of the engine cycle.
This approach can effectively overcome the limitation caused by using only a single modeling approach.
In the study carried out by Altosole et al., for meeting the requirement of real-time ship maneuvering
simulation, the cylinder simulation was entirely based on a set of five-dimensional numerical matrices,
each of which was generated by a 0-D model [6]. It was revealed from the simulation results that this
modeling approach can achieve similar transient response but reduce the simulation time of about 99%;
however, the in-cylinder pressure trace cannot be predicted. Nikzadfar and Shamekhi developed an
extended MVEM for control-oriented modeling of diesel engines transient performance and emissions
by replacing the cylinder model with two artificial neural networks (ANN). One is for predicting
aspirated air mass flow, torque and exhaust gas temperature and the other for predicting soot and
NOx emission [7]. Despite the fact that satisfactory predictive accuracy and running speed can be
achieved with this extended MVEM, it still cannot predict the in-cylinder pressure trace. Based on the
modular MVEM developed by Theotokatos [8], Baldi et al. proposed a combined mean value-zero
dimensional model for a large marine four-stroke diesel engine, where the closed part of the cycle was
represented by the 0-D model and the open part by the MVEM. The combined model fully takes the
respective advantage of the 0-D model (ability to predict in-cylinder pressure trace) and MVEM (fast
running speed) [9]. Nevertheless, it was pointed out by Theotokatos et al. that the 0-D model still
needed to be called at each calculation step for the combined mean value-zero dimensional model,
which made its running speed still scant for cases where engine transient simulation for a long period
was required [1]. In the study carried out by Tang et al., the hybrid modeling approach was further
improved by simplifying the in-cylinder pressure calculation during the scavenging and exhausting
phases with two linear functions and abandoning engine cycles at certain intervals [5]. It was revealed
that the modified model was able to predict the in-cylinder pressure trace and run as fast as the MVEM
at steady state condition; however, during the transient process, the improvement in running speed is
at the expense of predictive precision.

For practical applications that have high requirement on both predictive accuracy and running
speed, the MVEM seems to be the best choice. However, due to the absence of a detailed mathematical
description of in-cylinder working process, the in-cylinder pressure trace cannot be predicted with
MVEM, which limits its practical value to some extent. This is the reason why 0-D model was
incorporated into the MVEM in several studies [5,9]. However, it should be noted that even limited
0-D modeling will increase the model complexity and thus affect the running speed of the MVEM
obviously. To solve this problem, the cylinder pressure analytic model proposed by Eriksson and
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Andersson for the four-stroke SI (spark ignition) engine was modified and adapted to the 7S80ME-C9.2
marine two-stroke diesel engine in this paper [10]. By coupling the cylinder pressure analytic model to
the MVEM, the MVEM is able to estimate the in-cylinder pressure trace. Furthermore, as the running
speed of the cylinder pressure analytic model is much faster than the 0-D model, the merit of the
MVEM in running speed is not affected significantly.

In consideration of the significant influence of compressor model on the simulation accuracy
of the whole engine model, a novel compressor mass flow rate and isentropic efficiency model was
proposed in this paper based on the research results of a previous paper published by the first author,
which compared and analyzed the predictive and extrapolative ability of several classical and recent
proposed compressor mass flow rate and isentropic efficiency empirical models. The incorporation
of the novel compressor model will be very helpful for the MVEM to achieve satisfactory predictive
accuracy in the whole engine operating envelope under both steady and transient conditions.

The MVEM developed in this paper is very suitable for applications that require both fast running
speed and in-cylinder pressure trace predictive capability, for example, this MVEM has been attempted
to be used in a VLCC (Very Large Crude Carrier) marine engine room simulator [11].

2. Model Description

2.1. Engine Specificiation and MVEM Structure

The marine large scale two-stroke electronically controlled diesel engine MAN B&W 7S80ME-C9.2
is selected as the simulation object in the paper. This type of engine is widely adopted as the
prime mover of merchant ships, especially the VLCC. The engine main technical parameters at the
MCR (Maximum Continuous Rating) point are presented in Table 1. The MVEM is implemented in
MATLAB/Simulink environment following a block oriented modeling approach, as it is depicted in
Figure 1. Benefitting from the sub-system creation function of MATLAB/Simulink, the structure of
the MVEM is very similar with that of the real engine, each component of which is represented by
an individual block. The modeling approaches of these engine components will be introduced in the
following sub-sections.

Figure 1. Mean value engine model (MVEM) structure.
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Table 1. Main Technical parameters of 7S80ME-C9.2 diesel engine at MCR (Maximum Continuous Rating).

Parameters Value

Number of cylinder (−) 7
Cylinder bore (mm) 800

Stroke (mm) 3450
Speed (rpm) 72
Power (kW) 25190

Maximum pressure (MPa) 17.1
Mean brake effective pressure (bar) 17.3

Firing order 1-7-2-5-4-3-6
Specific fuel oil consumption (g/kW·h) 165.9

2.2. Cylinder

For the MVEM, the actual intermittent gas flowing process through the scavenging ports and
exhaust valve is simplified as a flowing process through an equivalent orifice with fixed area under
sub-sonic flow consideration. Consequently, the cylinder inflowing air mass flow rate

.
msz can be

calculated with the following equation [5,8,9,12,13]:

.
msz = CzAz

ps√
RsTs

√√√√
2ks

ks − 1

⎡⎢⎢⎢⎢⎢⎢⎣
(

pe

ps

) 2
γs −
(

pe

ps

) γs+1
γs

⎤⎥⎥⎥⎥⎥⎥⎦ (1)

where Cz and Az are the flow coefficient and the equivalent orifice area, respectively; Rs, Ts, ps and γs

are the gas constant, temperature, pressure and specific heat ratio of the air in the scavenging manifold,
respectively; pe is the exhaust manifold pressure.

As the exhaust valve lifting curve is not provided by the engine manufacturer and the orifice
flow coefficient is also unknown, therefore, the product of Cz and Az(CzAz), is treated as a calibration
parameter in this paper. CzAz can be approximated as a linear function of the brake power, that is
CzAz = kCA0 + kCA1Pb.

As similar with the engine air inflowing process, the MVEM also treats the fuel injection as a
continuous process. According to the mass conservation law, the mass flow rate of exhaust gas exiting
the cylinders

.
mze can be calculated by adding

.
msz and the fuel injection rate

.
m f .

The energy released by the fuel burning cannot be fully exploited by the engine and converted to
the mechanical energy directly, therefore, a portion of the thermal energy still remains in the exhaust
gas. Consequently, based on the energy conservation law, the thermal energy of the exhaust gas exiting
the cylinders can be written as [8,12,13]:

.
mzehze =

.
mszcp,sTs + ζηcomb

.
m f HLHV (2)

where hze is the specific enthalpy of exhaust gas; ηcomb is the combustion efficiency, which is a function
of the air-fuel ratio (A/F =

.
msz/

.
m f ); cp,s is the constant pressure specific heat of the scavenging air;

HLHV is the fuel lower heating value; ζ is the fuel chemical energy proportion in the exhaust gas, which
can be fitted as a linear function of the brake power, that is ζ = kζ0 + kζ1Pb.

The mean indicated effective pressure pi is fitted as a linear function of the fuel index. According
to the engine shop trial report, the mean friction effective pressure p f is always 1 bar for all the tested
loading conditions, therefore, a constant value of p f is assumed in this paper. Having obtained pi and
p f , the mean brake effective pressure pb can be calculated as pb = pi − p f .

Finally, the engine brake torque Qb, brake power Pb and brake specific fuel consumption (BSFC)
can be derived as per the following equations:

Qb =
nzVdpb

2π
, Pb =

πNeQb
30

, BSFC =

.
m f

Pb
(3)
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where Vd is the engine displacement volume of a single cylinder.

2.3. Turbocharger

The power absorbed by the compressor can be written as:

Pc =
.

mccp,a(Tc,out − Tc,in) (4)

where
.

mc is the compressor mass flow rate; cp,a is the air constant pressure specific heat; Tc,in and Tc,out

are the temperature of air entering and exiting the compressor, respectively.
The compressor mass flow rate depends on not only the turbocharger rotational speed but also

the pressure ratio across it with the latter can be written as:

Πc =
ps + Δpac − Δpbl

pamb − Δpa f
(5)

where ps, Δpac, Δpbl, pamb and Δpa f are the scavenging manifold pressure, air cooler pressure
drop, auxiliary blower pressure increase, ambient pressure and compressor air filter pressure drop,
respectively. In this paper, Δpa f is fitted as a second-order polynomial of

.
mc. Modeling approaches for

Δpac and Δpbl will be introduced in Section 2.5.
The temperature of air exiting the compressor can be calculated by the following equation, which

is derived based on the definition of compressor isentropic efficiency:

Tc_out = Tc_in(1 + (Π(γa−1)/γa
c − 1)/ηc) (6)

where γa is the air specific heat ratio; ηc is the isentropic efficiency.
The power generated by the turbine can be written as:

Pt =
.

mtcp,e(Tt,in − Tt,out) (7)

where
.

mt is the turbine mass flow rate; cp,e is the exhaust gas constant pressure specific heat; Tt,in and
Tt,out are the temperature of exhaust gas entering and exiting the turbine.

In this paper, the turbine is simplified as a nozzle and the exhaust gas mass flow rate flowing
through it can be calculated based on the assumption of one-dimensional isentropic adiabatic flow
with the input data including the gas thermodynamic properties in the exhaust manifold, the pressure
ratio across the turbine as well as the turbine equivalent flow area and flow coefficient.

The pressure ratio Πt is calculated by the following equation:

Πt =
pamb + pt,back

pe
(8)

where pt,back is the turbine back-pressure and it is fitted as an exponential function of the turbine mass
flow rate in this paper.

The turbine equivalent flow area At can be computed as per the following equation:

At =

√√
(AD ·AS)

2

A2
D + A2

S

(9)

where AD and AS are the flow area of the turbine impeller and nozzle ring, respectively.
For the turbocharger turbine investigated in this paper, its flow coefficient Ct and isentropic

efficiency ηt only depend on the expansion ratio Γt (Γt = 1/Πt) and are not influenced by the
turbocharger rotational speed. Therefore, Ct and ηt are modeled by using look-up table in this paper
based on the turbine performance map.
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The temperature of exhaust gas exiting the turbine can be calculated based on the definition of
turbine isentropic efficiency as the following equation:

Tt,out = Tt,in(1− ηt(1−Πt
(γe−1)/γe)) (10)

where γe is the specific heat ratio of exhaust gas.
Finally, the turbocharger shaft angular speed ωtc can be calculated by integrating the following

equation, which is derived based on the angular momentum conservation law:

dωtc

dt
=

1
Jtc

( Pt

ωtc
ηtc,m − Pc

ωtc

)
(11)

where Jtc is the moment of inertia of the turbocharger rotating part; ηtc,m is the turbocharger
mechanical efficiency.

2.4. Scavenging and Exhaust Manifolds

The scavenging and exhaust manifolds are treated as control volumes in the MVEM. By applying
the mass conservation law, the mass changing rate in the manifold can be computed as:

dm
dt

=
.

min − .
mout (12)

where kζ0 and
.

mout are the mass flow rate entering and exiting the manifold, respectively.
The temperature changing rate in the manifold can be derived by applying the energy conservation

law. The differential equation governing the temperature changing rate in the manifold can be written as:

dT
dt

=

.
mincv(Tin − T) + R(Tin

.
min − T

.
mout) +

.
Qht

mcv
(13)

where Tin is the gas temperature entering the manifold;
.

Qht is the heat dissipation; cv is the gas constant
volume specific heat.

Due to the negligible temperature difference between the scavenging air and the surrounding, the
heat dissipation in the scavenging manifold is neglected, whereas the heat dissipation in the exhaust
manifold must be taken into account because the exhaust gas temperature is much higher than the
surrounding.

.
Qht is computed as it was done in Theotokatos and Tzelepis by using the overall heat

transfer coefficient and heat transfer area [12].
Having obtained the stored mass and gas temperature by integrating Equations (12) and (13), the

gas pressure in the manifold can be derived by using the ideal gas state equation.

2.5. Air cooler, Auxiliary Blower and Wastegate

The air temperature exiting the air cooler Tac,out can be written as:

Tac,out = Tac,in − ηac(Tac,in − Tcw) (14)

where Tac,in is the air temperature entering the air cooler; ηac is the cooling efficiency; Tcw is the cooling
water temperature, which is assumed to be constant and equals to 300 K in this paper.

In this paper, the air cooler cooling efficiency and the pressure drop is fitted as a second-order
polynomial of the air mass flow rate flowing through it.

Auxiliary blower of the centrifugal type, which is driven by an induction motor running at fixed
rotational speed, is commonly adopted for marine large scale two-stroke diesel engines. Consequently,
the auxiliary blower can be modeled as a centrifugal compressor that runs at fixed rotational speed.
Following this idea, the pressure increase across the blower Δpbl and blower efficiency ηbl thus only
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depend on the air volume flow rate
.

Vbl. Therefore, Δpbl and ηbl are fitted as a second and third order
polynomial of

.
Vbl, respectively, based on the auxiliary blower performance map in this paper. Having

obtained Δpbl and ηbl, the air temperature exiting the blower can be computed by using Equation (6),
which is originally used to calculate the air temperature existing the compressor.

To prevent the compressor from entering into the unstable surging area, many marine large scale
two-stroke diesel engines are equipped with a wastegate in recent years, which is a bypass configuration
in parallel with the turbine. In this paper, the wastegate is simplified as an ideal nozzle and the gas
mass flow rate is calculated based on the assumption of one-dimensional isentropic adiabatic flow.
It should be noted that the wastegate shares the same upstream and downstream condition with
the turbine.

2.6. Engine Speed Governor

In this paper, the governor is modeled as a proportional-integral (PI) controller with the actual
engine rotational speed as the feedback signal [1,5,8,9,12,13]. In addition, scavenging air and torque
limiters are also incorporated in the governor model for protecting the engine integrity during
fast transients.

As similar with the turbocharger shaft, the engine crankshaft rotational speed Ne can be calculated
by integrating the following equation:

dNe

dt
=

60
2π
· Qb −Qp

Je + Jsh + Jp
(15)

where Qp is the propeller resisting torque; Je, Jsh and Jp are the moment of inertia of the engine, shaft
system and propeller, respectively.

As the main focus of this paper is to investigate the engine steady-state performance and transient
response by using MVEM, the extra propeller moment of inertia caused by the entrained water is
neglected; in addition, the hydrodynamic characteristic of the propeller and ship hull is also neglected.
For simplicity, the propeller resisting torque is calculated by using the propeller propulsive characteristic
curve that passes through the engine MCR point [13]:

Qp = KpN2
e, Kp = Qb,MCR/N2

e,MCR (16)

2.7. Compressor Model Improvement

2.7.1. Compressor Performance Map

The working characteristic of a compressor is usually represented by the performance map as
shown in Figure 2 with the mass (or volume) flow rate and pressure ratio as the horizontal and vertical
coordinate, respectively.

As shown in Figure 2, most of the compressor performance maps provided by the manufacturers
only contain several discrete iso-speed and iso-efficiency curves in the design operating zone. However,
for marine turbocharger compressor, its actual rotational speed may be lower than the lowest rotational
speed presented in the performance map, or higher than the highest one; in addition, its pressure ratio
may approach to unity under certain operating conditions, such as slow steaming, activation of the
auxiliary blower and ship maneuvering [14]. Therefore, it is necessary for the developed compressor
model to be capable of extrapolating to these off-design operating zones accurately and robustly.
In addition, the developed compressor model is also required to accurately interpolate within the
unknown areas between these discrete curves.
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Figure 2. Compressor performance map.

2.7.2. Compressor Mass Flow Rate Model

In a previous study, the first author of this paper carried out an applicable and comparative research
of compressor mass flow rate empirical models to two marine large-scale compressors (A270-L59 and
TCA88-25070 marine compressor) [15]. The range of applicable and comparative analysis included
both the predictive accuracy in the design operating area and the extrapolative ability to the off-design
operating areas. These off-design operating areas include the area with rotational speed lower than the
lowest speed available in the performance map, the area with rotational speed higher than the highest
speed as well as the area to the right of the curve that connects the points with maximum flow rate
at each iso-speed curve. These off-design operating areas are named as LS (Low Speed), HS (High
Speed) and LPR (Low Pressure Ratio) area, respectively, for convenience of expression. By analyzing
the applicable and comparative results, it can be found that none of these compressor empirical models
was able to achieve satisfactory predictive and extrapolative accuracy in the whole operating area
simultaneously. To solve this problem, a zonal compressor mass flow rate model is proposed in this
paper, which selects the model with the best accuracy for each operating area.

Based on the applicable and comparative results presented in Shen et al. [15], it can be found that
for the A270-L59 turbocharger compressor, GuanCong model achieves the best predictive accuracy in
the design operating area, Leufvén and Llamas ellipse model is capable of capturing the compressor
choking phenomenon accurately, whereas the Karlson-II exponential model is able to extrapolate to
the LS and HS area robustly and reliably. The detail description of the three models can be found in
Shen et al. [15], which will be not introduced in this paper.

For implementing the zonal compressor mass flow rate model, it is necessary to define the zone
division standard firstly. As shown in Figure 3, the lowest and highest iso-speed curve available in
the compressor performance map is used as the border between the LS and HS area and the design
operating area, respectively, whereas the curve connecting the points with maximum flow rate at each
iso-speed curve is used to divide the LPR area from the other areas.
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Figure 3. Zone division standard of the compressor performance map.

The changing trend of pressure ratio Πlb and mass flow rate
.

mlb with rotational speed on this
curve can be represented by using Equations (17) and (18), respectively. As shown in Figure 4, the
exponential function is capable of capturing the changing trend of Πlb with rotational speed accurately,
which increases slowly under low rotational speed conditions and then rapidly under high rotational
speed conditions; on the other hand, the changing trend of

.
mlb can be described satisfactorily with the

arc-tangent function. It is also found that the changing trend of the pressure ratio Πsur and mass flow
rate

.
msur with rotational speed on the surging line can be captured satisfactorily by using Equations

(17) and (18) as shown in Figure 4.
Πlb = a1ea2Ntc + a3 (17)

.
mlb = b1 + b2arctan(b3Ntc + b4) (18)

 
(a) (b) 

Figure 4. Measured pressure ratio and mass flow rate at the boundary of surging zone and low pressure
ratio zone and corresponding fitting result: (a) pressure ratio; (b) mass flow rate.

To increase the reliability of Equations (17) and (18) when extrapolating to the LS area, two
additional data points are added when parameterizing the two equations, that is the value of Πlb,
Πsur,

.
mlb and

.
msur when the rotational speed is equal to zero. It is assumed that Πlb = Πsur = 1 and

.
mlb =

.
msur = 0 in this paper.

For the area to the left of the surging line, it is assumed that the mass flow rate is equal to
.

msur if the
current pressure ratio is larger than the respective Πsur under the current rotational speed condition.

Note that the mass flow rate predicted by the GuanCong model (or Karlson-II exponential model)
when the pressure ratio is equal to Πlb is usually different from the one predicted by the Leufvén
and Llamas ellipse model. Therefore, to prevent the possible discontinuity phenomenon during the
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simulation process when the operating point enters into the LPR area, a simple curve blending method
is proposed in this paper with the following steps:

(1) Estimate the mass flow rate by using the GuanCong model (or Karlson-II model) and the
Leufvén and Llamas ellipse model, respectively, that is

.
mGuanOrKarl and

.
mell;

(2) Calculate the weighting coefficient z according to Equations (19) and (20):

z = 3q2 − 2q3 (19)

q =
Π − 1

Πlb − 1
(20)

where the range of z and q is between 0 and 1.
(3) Blend

.
mGuanOrKarl and

.
mell by using the weighting coefficient z according to Equation (21) to

obtain the mass flow rate
.

mLPR under the current pressure ratio and rotational speed condition.

.
mLPR = z · .

mGuanOrKarl + (1− z) · .
mell (21)

By applying this curve blending method, it can guarantee the smooth transition of the iso-speed
curve when the operating point enters into the LPR area from the other areas; in addition, it can fully
take the advantage of the GuanCong model (or Karlson-II exponential model) and the Leufvén and
Llamas ellipse model, which presents satisfactory predictive capability at the operating point with
pressure ratio equal to Πlb and 1, respectively.

Figure 5 presents the blending results in the LPR area as well as two extrapolated iso-speed curves
in the LS and HS area, respectively. As can be observed from this figure, the zonal compressor mass
flow rate model is capable of not only predicting the available measured data points accurately but also
extrapolating to the off-design operating area robustly and reasonably, which can effectively improve
the steady and transient simulation accuracy of the MVEM developed in this paper. In addition, as
also can be observed in Figure 5, under low and medium speed conditions, obvious difference exists
between the blended curve and the original curve, indicating the deficiency of GuanCong model (or
Karlson-II exponential model) in capturing the choking phenomenon; however, the difference gets less
obvious with the increase in rotational speed and this is because that under high speed conditions, the
measured data points available in the compressor map are very close to the choking point or have
already choked, which can be estimated accurately by the GuanCong model (or Karlson-II exponential
model), so the blending manipulation is unnecessary.

Figure 5. Prediction and extrapolation result of the zonal compressor mass flow rate model.

124



J. Mar. Sci. Eng. 2020, 8, 204

2.7.3. Compressor Isentropic Efficiency Model

The compressor isentropic efficiency model developed in this paper is based on the one originally
proposed by Hadef et al., which is referred to as “Hadef model” herein [16]. The theoretical foundation
of the Hadef model is the Euler equation for turbo-machinery, meanwhile, two assumptions are
made: (1) air is only accelerated when flowing through the compressor impeller without being any
compressed, thus, the air density at the impeller inlet and outlet can be assumed to be identical;
(2) under given rotational speed condition, the airflow angle at the impeller outlet does not change
with the mass flow rate. Based on the two assumptions, it can be concluded that under given rotational
speed condition, the actual specific enthalpy change varies linearly with the mass flow rate as can be
observed in Figure 6. Consequently, the Euler equation can be re-written as:

Δhact = b(Ntc) − a(Ntc)
.

mc (22)

a(Ntc) = 0 + a1Ntc + a2N2
tc (23)

b(Ntc) = 0 + b1Ntc + b2N2
tc (24)

where a and b are the slope and intercept, respectively.

Figure 6. Relationship between actual specific enthalpy change and mass flow rate at each rotational
speed condition (interval between each iso-speed curve is 600 RPM).

By applying Equations (22)–(24) with the model parameters calibrated by using Least Square
Method (LSM), the actual specific enthalpy change can be calculated under the given rotational speed
and mass flow rate condition. On the other hand, the specific enthalpy change under the ideal isentropic
process can be derived by Equation (25). Subsequently, the compressor isentropic efficiency can be
calculated according to its definition (ηc = Δhis/Δhact).

Δhis = cp,aTc,in

(
Π
γa−1
γa

c − 1
)

(25)

As can be observed from Figure 6, under high rotational speed conditions, distinguishable
non-linear decreasing trend in the actual specific enthalpy change occurs as the mass flow rate
gradually approaches to the choking point. As a result, the model’s predictive accuracy will be polluted
if the model parameters are calibrated by using all the available measured data points in the compressor
map. To solve this problem, a zonal modeling approach based on the Hadef model is proposed, which
is referred to as “zonal isentropic efficiency model” in this paper. The basic idea is to divide the whole
Δhact − .

mc plane as shown in Figure 6 into several zones depending on the iso-speed curves available
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in the performance map, and then each zone is calibrated individually by using the measured data
points at the current zone’s upper and lower iso-speed curve.

To compare the predictive accuracy of the Hadef model and the zonal isentropic efficiency model
proposed in this paper, five error evaluation criteria, including R2

c , RDmax, MAPE, PEB±5% and PEB±10%,
are adopted, the definitions of which can be found in Shen et al. [15].

Figures 7 and 8 presents the predictive results and the relative error distribution for the two
isentropic efficiency models, respectively, whereas Table 2 presents respective error evaluation criteria
results. Note that for depicting the predictive results clearly, only five iso-speed curves (7200, 9600,
12000, 14400, 16800 rpm) are presented in Figures 7a and 8a. As can be observed from Figures 7a
and 8a, both models are capable of capturing the changing trend of the isentropic efficiency with mass
flow rate. Nevertheless, it can be found from Figures 7b and 8b as well as Table 2 that the predictive
accuracy of the zonal isentropic efficiency model is better than the Hadef model with lower RDmax

and MAPE and higher R2
c ; in addition, the relative errors of all the predictive results are within ±5%.

The better predictive accuracy of the zonal isentropic efficiency model mainly benefits from the zonal
modeling approach. With this approach, the working characteristic of the compressor within different
speed range can be captured much more accurately.

 
(a) (b) 

Figure 7. Predictive result and error distribution for Hadef isentropic efficiency model: (a) predictive
result; (b) error distribution.

 
(a) (b) 

Figure 8. Prediction result and error distribution for compressor zonal isentropic efficiency model:
(a) predictive result; (b) error distribution.
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Table 2. Error evaluation criteria result for Hadef model and zonal compressor isentropic
efficiency model.

Model R2
c RDmax(%) MAPE(%) PEB±5%(%) PEB±10%(%)

Hadef model 0.9675 6.7967 0.9038 98.9619 100

Zonal isentropic efficiency model 0.9858 2.5535 0.6428 100 100

As similar with the compressor mass flow rate model, the isentropic efficiency model is also
required to extrapolate to the off-design operating area robustly and accurately. When extrapolating to
the LS and HS area, the model parameters belonging to the first and last zone is adopted, respectively.
As the definition of isentropic efficiency is directly adopted, the isentropic efficiency value will
necessarily be zero when the pressure ratio is equal to 1, which guarantees the model’s LPR area
extrapolative accuracy to a certain extent.

For the compressor isentropic efficiency model, besides the pressure ratio and rotational speed,
the mass flow rate is also required as the input variable. By incorporating the compressor mass flow
rate model developed in Section 2.7.2, which is capable of extrapolating to the off-design operating
area robustly and accurately, the extrapolative ability of the zonal isentropic efficiency model can be
investigated. Figure 9 presents the corresponding isentropic efficiency extrapolative results. As can
be observed from this figure, when extrapolating to the LPR area, each iso-speed curve is capable
of achieving a smooth transition to the operating point with pressure ratio and isentropic efficiency
equal to 1 and 0, respectively; when extrapolating to the LS and HS area, the changing trend of the
extrapolated iso-speed curve is similar with the other iso-speed curves available in the compressor
performance map, respectively, which verifies the rationality of the extrapolative strategy adopted in
this paper to a certain extent.

To further verify the extrapolative ability of the zonal isentropic efficiency model in the LS and HS
area, the first and last iso-speed curves available in the performance map are removed firstly, and then
the model is calibrated with the remaining measured data points and the removed iso-speed curves
are extrapolated by using the model, finally the removed iso-speed curves are compared with the
extrapolated results to evaluate the model’s extrapolative ability. Figure 10 shows the extrapolative
results in the LS and HS area, respectively. As can be observed from Figure 10b, satisfactory HS area
extrapolative results are achieved with an MAPE of only 0.8422%; on the other hand, although it is
slightly inferior with respective to that in the HS area, the model’s LS area extrapolative accuracy is
still satisfactory with an MAPE of 2.0318%.

Figure 9. Prediction and extrapolation result of the zonal compressor isentropic efficiency model.
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(a) (b) 

Figure 10. Extrapolation result of the zonal compressor isentropic efficiency model: (a) LS (Low Speed)
area extrapolation result; (b) HS (High Speed) area extrapolation result.

3. Model Calibration and Results

3.1. Model Calibration

As can be found from Section 2, there are several model parameters to be calibrated. Engine
geometrical parameters are extracted from the engine project guide. For the model parameters available
in the turbocharger model, they are calibrated by using the performance map. Model parameters in
several engine component sub-models, such as air cooler cooling efficiency and pressure drop, are
estimated by using the engine shop trial report, which provides the measured engine performance
parameters at several steady loading conditions. The last four model parameters remained to be
determined include kCA0, kCA1, kζ0 and kζ1, which have significant influences on the MVEM’s predictive
accuracy. For estimating the four model parameters based on the measured data provided in engine
shop trial report, the Parameter Estimation toolbox provided by MATLAB/Simulink is used, which
converts the model parameter estimation problem to numerical optimization problem. In general, the
model parameter calibration procedure is carried out in three steps as following:

(1) Initialization of kCA0 and kCA1. In this step, it is assumed that
.

msz is equal to the compressor
mass flow rate

.
mc, which, in turn, can be estimated by using the compressor model. Based on this

assumption, the initial value of CzAz at each engine loading condition can be estimated by using
Equation (1), and then the initial value of kCA0 and kCA1 can be estimated;

(2) Initialization of kζ0 and kζ1. For estimating the initial value of ζ at each engine loading condition,
the Parameter Estimation toolbox is adopted for the whole engine model. Non-linear least square
method is selected as the optimization method. The initial value of CzAz obtained in step 1 is regarded
as known quantity in this step. The input variable required only includes the engine speed, whereas
the output variables include pressure and temperature in the scavenging and exhaust manifolds as
well as the turbocharger rotational speed. The sum of squares of the errors between the predicted and
measured value of the selected output variables is used as the cost function. As a result, the initial value
of ζ at each engine loading condition can be estimated. Consequently, kζ0 and kζ1 can be initialized;

(3) Final calibration of kCA0, kCA1, kζ0 and kζ1. The four model parameters are calibrated
simultaneously in this step, the values of which obtained in step 2 are used as the initial values. Note
that the calibration process in this step is carried out by using the measured data at all the engine
loading conditions simultaneously with the cost function as shown in Equation (26).

V(ϕ) =
1

NS

S∑
i=1

N∑
n=1

(ei[n])
2

(26)
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where N is the number of measured loading points available in the engine shop trial report; S is number
of selected output variables; ϕ represents the parameters to be estimated.

3.2. Engine Steady State Performance

In order to validate the MVEM developed in this paper, the engine steady state operation was
simulated at 15%, 25%, 50%, 75%, 80% and 100% of the engine MCR point. The predicted engine
performance parameters were compared to the respective measured values provided in the engine shop
trial report, whereas their relative errors are presented in Table 3. To assess the prediction accuracy of
the MVEM developed in this paper, the simulation results shown in the paper published by Tang et al.
from the same research group is also presented in Table 3 for comparison [5]. The same engine was
adopted as the simulation object in Tang et al. but the engine model was developed by using the 0-D
modeling approach [5].

Table 3. Relative error of the engine performance parameters.

Engine Load (%)
15 25 50 75 80 100

Error (%)

Brake Power 0.74 −0.94 0.63 0.55 0.35 0.04
Brake Power [5] null 1.61 2.21 0.38 0.46 0.56

BSFC −0.18 0.58 −0.47 −0.50 −0.06 −0.74
BSFC [5] null 3.02 1.70 0.38 0.46 0.56

Scavenging manifold pressure 1.43 1.80 3.45 1.94 2.14 1.16
Scavenging manifold pressure [5] null −3.23 −1.27 0 0.28 0

Exhaust manifold pressure −3.20 −5.21 −3.19 −2.63 −1.26 −0.89
Exhaust manifold temperature −0.02 −1.70 −2.38 −2.27 −1.92 −1.87

Exhaust manifold temperature [5] null 0.73 1.75 1.31 −1 −0.22
Turbocharger speed −0.043 −0.55 1.69 0.14 0.74 0.49

Turbocharger speed [5] null −2.43 −0.98 −1.14 −2.08 −1.34
Compressor outlet temperature 1.21 −0.42 2.68 0.23 0.60 −0.22

Turbine outlet temperature 3.59 2.85 3.42 2.31 2.23 3.09

As can be observed from Table 3, satisfactory predictive accuracy was obtained at each investigated
engine loading condition with all the relative errors of brake power and BSFC (Brake Specific Fuel
Consumption) less than 1%, whereas most of the relative errors of the other engine performance
parameters are less than 4%. The measured turbocharger rotational speed is 4981 rpm at 15% engine
load, which is lower than the lowest speed available in the compressor performance map. On the
other hand, the predicted turbocharger rotational speed is 4979 rpm at this load condition with an
extreme low relative error of only −0.043%, indicating the fidelity of the novel compressor model when
extrapolating to the LS area. In addition, except for the 50% engine load, the relative errors of the
compressor outlet temperature are all around 1%, indicating the satisfactory predictive accuracy of the
zonal compressor isentropic efficiency model.

In the research carried out by Tang et al., only the relative errors of brake power, BSFC, scavenging
manifold pressure, exhaust manifold temperature and turbocharger speed are presented; in addition,
the relative errors at 15% engine load are not provided, perhaps it is because unsatisfactory simulation
accuracy was achieved at this load condition [5]. For brake power, BSFC and turbocharger rotational
speed, better simulation accuracy is generally obtained with the MVEM. The compressor model
developed in this paper contributes to the better simulation accuracy of the MVEM in turbocharger
rotational speed with respect to the 0-D model developed by Tang et al. where the compressor is
modeled by using look-up table method [5]. Although better simulation accuracy is achieved with the
0-D model for scavenging manifold pressure and exhaust manifold temperature, the difference is not
significant and they all meet the requirement on simulation accuracy; on the other hand, it should be
noted that the MVEM runs much faster than the 0-D model.
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As the model calibration procedure was carried out based on the measured engine performance
parameters provided by the engine shop trial report and the model validation was also implemented
by comparing the predicted results to these measured ones, therefore, in order to further validate the
fidelity of the MVEM, the Computerized Engine Application System-Engine Room Dimensioning
tool provided in the official website of MAN Diesel & Turbo is used to generate engine performance
parameters within the engine load region from 15% to 100%. However, it should be noted that the
engine performance parameters generated by using CEAS (Computerized Engine Application System)
tool is for 7S80ME-C9.5 engine and the respective LHV (Lower Heating Value) of fuel is 42700 kJ/kg,
whereas the investigated engine in this paper is 7S80ME-C9.2 and the LHV is 42151 kJ/kg, which
will inevitably cause deviations on the engine performance parameters between the engine shop trial
report and the CEAS. Despite these limitations, the results generated by CEAS is very valuable for
reference in investigating the qualitative changing trend of engine performance parameters with engine
load condition.

Figure 11 presents the engine performance parameters predicted by the MVEM and calculated
by the CEAS within the load region from 15% to 100%. In addition, the measured values obtained
from the engine shop trial report are also plotted in Figure 11 for reference. As can be observed from
Figure 11, despite the existing of deviations, the simulation results for brake power, SFOC, scavenging
manifold pressure and temperature and the turbine outlet temperature all agree well with the results
obtained from the CEAS qualitatively. In addition, the other engine performance parameters also vary
reasonably with the engine load.

At 65% engine load, the BSFC and turbine outlet temperature predicted by the MVEM reaches the
minimum, indicating that the engine and turbocharger achieves the optimal operating state, which is
consistent with the fitted BSFC curve based on the measured data as shown in Figure 11b. It should be
noted that this optimal load is obviously lower than that of marine two-stroke diesel engines designed
in earlier years. One reason of this relatively low optimal engine load is that low steaming is taken
into account during the ship design phase in recent years. Noticeable discontinuity is observed at 35%
engine load and this is because that below this load, the auxiliary blower is activated, which results in
a larger amount of scavenging air supplied to the cylinder and thus lowers the fuel-air equivalence
ratio as shown in Figure 11j. Consequently, with respect to 35% engine load, the fuel-air equivalence
ratio at 30% load decreases from 0.3182 to 0.2872, the exhaust gas manifold temperature decreases from
573.3 K to 542.2 K and the turbine outlet temperature decreases form 515 K to 492.5 K; in addition, the
scavenging manifold temperature increases from 299.2 K to 304.8 K mainly owing to the compression
effect by the auxiliary blower. When the engine load decreases from 25% to 20%, the exhaust outlet
temperature increases slightly from 486.9 K to 488.4 K, whereas it decreases from 488.4 K to 486 K
when the engine load decreases from 20% to 15%. The opposite phenomenon in the two engine load
interval (25%–20% and 20%–15%) is caused probably by the different changing rate of fuel injection
rate and air mass flow rate with engine load, which is represented by the changing trend of fuel-air
equivalence ratio as shown in Figure 11j.
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Figure 11. Cont.
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Figure 11. Steady state simulation results and comparison with engine shop trial report and CEAS
(Computerized Engine Application System): (a) brake power; (b) brake specific fuel consumption
(BSFC); (c) exhaust manifold pressure; (d) exhaust manifold temperature; (e) scavenging manifold
pressure; (f) scavenging manifold temperature; (g) compressor outlet temperature; (h) turbine outlet
temperature; (i) turbocharger rotational speed; (j) fuel-air equivalence ratio.

3.3. Engine Transient Response

For the purpose of investigating the transient response of the MVEM as well as the compressor
model developed in this paper, two simulation experiments are carried out in this paper. In the first
experiment, the engine setting speed steps down from 72 rpm to 66.8 rpm at 500 s, from 66.8 rpm to
60.7 rpm at 1000 s, from 60.7 rpm to 57.1 rpm at 1500 s, from 57.1 rpm to 50.7 rpm at 2000 s, from
57.1 rpm to 45.4 rpm at 3000 s, from 45.4 rpm to 38.3 rpm at 4000 s. These engine speeds correspond to
100%, 80%, 60%, 50%, 35%, 25% and 15% engine load, respectively, thus covering the whole engine
operating envelope. As shown in Figure 12, the engine rotational speed, brake power and fuel index
are able to stabilize in a short time, whereas it takes more time for the other engine performance
parameters until stabilization. This phenomenon is caused mainly by the turbocharger inertia as well
as the relatively large volume of the scavenging and exhaust manifolds. As shown in Figure 12b, with
the decrease in engine setting speed, the turbocharger rotational speed gradually decreases. Starting
from 4050 s, the turbocharger rotational speed becomes lower than 7200 rpm, which is the lowest
speed available in the compressor performance map, and then enters into the LS off-design operating
area, finally the turbocharger rotational speed stabilizes at 4990 rpm. As can be inferred from the
trajectory of the compressor operating points as shown in Figure 12j, the compressor model developed
in this paper is capable of interpolating within the design operating area and extrapolating to the LS
off-design operating area reasonably and robustly.
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Figure 12. Simulation results for the engine transient operation with setting speed changes: (a) engine
rotational speed; (b) turbocharger rotational speed; (c) exhaust manifold and turbine outlet temperature;
(d) scavenging manifold and compressor outlet temperature; (e) scavenging and exhaust manifold
pressure; (f) fuel-air equivalence ratio; (g) brake power; (h) fuel index; (i) BSFC; (j) compressor operating
points trajectory.

Figure 13 presents the engine transient response with a setting speed of 72 RPM when the resistant
torque steps up at the 100th s. As can be observed from this figure, the engine rotational speed drops
down quickly when the resistant torque increases. Then, under the control of engine governor, more
fuel will be injected into the cylinders to balance the increased resistant torque for stabilizing the
engine speed. Consequently, more thermal energy will be stored in the exhaust gas, which drives the
turbocharger to work with higher rotational speed. Finally, the scavenging manifold pressure increases
and more air flows into the engine cylinders. In addition, as can be inferred from the trajectory of the
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compressor operating points as shown in Figure 13j, the compressor model is able to extrapolate to the
HS off-design operating area reasonably and robustly.

(a) (b) (c) 

(d) (e) (f) 

(g) (h) (i) 

(j) 

Figure 13. Simulation results for the engine transient operation with resistant torque changes: (a)
engine rotational speed; (b) turbocharger rotational speed; (c) exhaust manifold and turbine outlet
temperature; (d) scavenging manifold and compressor outlet temperature; (e) scavenging and exhaust
manifold pressure; (f) fuel-air equivalence ratio; (g) brake power; (h) fuel index; (i) BSFC; (j) compressor
operating points trajectory.

4. Coupling of MVEM with Cylinder Pressure Analytic Model

As discussed in the Introduction section, MVEM is unable to predict the in-cylinder pressure trace,
which weakens MVEM’s practical value to some extent. To solve this problem, the cylinder pressure
analytic model proposed by Eriksson and Andersson for the four-stroke spark ignition (SI) engine was
adapted to the 7S80ME-C9.2 marine two-stroke diesel engine and coupled to the MVEM developed in
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this paper [10]. The major merit of this analytic model is that the calculation of in-cylinder pressure is
completely based on algebraic equations without needing to solve any differential equation as it is
done in the 0-D model, thus greatly accelerating the model’s simulating speed in predicting in-cylinder
pressure trace.

In this section, the cylinder pressure analytic model is firstly adapted to the marine two-stroke
diesel engine with its basic idea shown in Figure 14; then, the model parameter calibration procedure
is discussed in detail; finally, the model is coupled to the MVEM and its in-cylinder pressure trace
predictive ability is evaluated by comparing with the measured indicator diagram.

Figure 14. Basic idea of the cylinder pressure analytic model (SPC: Scavenging ports closing; SPO:
Scavenging ports opening; EVC: Exhaust valve closing; EVO: Exhaust valve opening).

4.1. Cylinder Pressure Analytic Model

(1) Compression Phase (EVC to SOC)
The actual compression process can be approximated by a polytropic process with a polytropic

index of ncomp. Based on this assumption, the instantaneous in-cylinder pressure pcomp and temperature
Tcomp during this phase can be calculated as:

pcomp(θ) = pevc(
Vevc

V(θ)
)

ncomp

(27)

Tcomp(θ) = Tevc(
Vevc

V(θ)
)

ncomp−1
(28)

where pevc, Vevc and Tevc are the pressure, volume and temperature at EVC, respectively, and the EVC
is treated as the reference point of the compression polytropic process.

As there is no mass exchange between the cylinder and surrounding during this phase, the
in-cylinder trapped mass mtrap can be calculated by using ideal gas state equation.

(2) Expansion Phase (EOC to EVO)
The expansion phase is also treated as a polytropic process. The calculation method of

instantaneous in-cylinder pressure pexp and temperature Texp during this phase is also as similar with
the compression phase. The main difference lies in the determination of polytropic index and the
pressure and temperature of the reference point.
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The temperature at the reference point of expansion phase can be estimated by adding an
additional temperature increment based on Tcomp(0◦):

ΔT =
m f ,cycleHLHVηcomb

cv(Tcomp(0◦),φtrap)(mtrap + m f ,cycle)
(29)

Texp,re f = Tcomp(0◦) + ΔT (30)

The theoretical foundation of Equations (29) and (30) is the constant volume heating process in the
ideal Otto cycle. Once Texp,re f is determined, pexp,re f can be calculated by using ideal gas state equation.

(3) Combustion Phase
During the combustion phase, the in-cylinder instantaneous pressure pcomb can be calculated

by interpolating between pcomb and pexp with the Wiebe function fwiebe selected as the interpolating
function:

pcomb = (1− fwiebe) · pcomp + fwiebe · pexp (31)

(4) Blow-down Phase (EVO to SPO)
As can be observed from Figure 14, the instantaneous in-cylinder pressure pexh during this phase

presents linear variation trend roughly, which, thus, can be approximated by a straight line crossing
the points of (θevo, pevo) and (θspo, pspo) as the following equation:

pexh = pevo +
pspo − pevo

θspo − θevo
(θ− θevo) (32)

(5) Scavenging and Post Exhaust Phase (SPO to EVC)
As can be observed from Figure 14, the instantaneous in-cylinder pscav_pe during this phase does

not fluctuate significantly, which is always between the scavenging and exhaust manifold pressure.
Consequently, pscav_pe can be approximated by a straight line with a constant pressure value.

4.2. Model Parameters Calibration

There are several model parameters in the cylinder pressure analytic model to be calibrated as
following:

1. The compression and expansion polytropic index;
2. The pressure and temperature at the reference point of the compression polytropic process;
3. Wiebe function model parameters.

4.2.1. Calibration of Poyltropic Index

The polytropic process can be expressed as pVn = const and it can be transformed to ln p+ n ln V =

const by taking the logarithm of each side. Consequently, by setting ln V and ln p as the horizontal and
vertical coordinate, respectively, a straight line can be obtained with the negative of its slope equal
to the polytropic index [17]. Figure 15 presents the estimation result of ncomp and nexp for a certain
operating condition. As can be observed from this figure, strong linear relationship exists between ln V
and ln p with R2 larger than 0.999 for both the compression and expansion phase, which verifies the
rationality of the assumption that the actual compression and expansion process can be approximately
by the polytropic process.
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Figure 15. Relationship between log(V) and log(p) and linear fitting result for the compression and
expansion process.

Figure 16 provides the compression and expansion polytropic index estimation results for
29 known engine operating points. These operating points are measured on-board a ship and cover
a wide range of operating conditions, which are named as A1 to A29 in this paper. For ncomp, its
maximum and minimum value is 1.416 and 1.391, respectively, with a standard deviation of 0.0058;
for nexp, its maximum and minimum value is 1.321 and 1.280, respectively, with a standard deviation
of 0.0076. The results indicate that the polytropic index will not change significantly with the engine
operating conditions. Actually, it was revealed by Brunt and Platts that the polytropic index was
influenced by many factors including engine speed, working medium temperature, heat transfer,
etc. [18]. However, due to lacking of experimental conditions especially for the marine large scale diesel
engine investigated in this paper, it is difficult to derive correlations between the polytropic index and
other engine performance parameters. Therefore, in this paper a 2-D look-up table is established to
calculate the polytropic index with the engine speed and brake power as the input variables.

Figure 16. Compression and expansion polytropic index results for the 29 known operating conditions.

4.2.2. Calibration of pevc and Tevc

In Figure 17, the measured value of ps and pevc for the 29 known engine operating points are
presented and compared. It can be observed from this figure that ps is always greater than pevc. In
order to evaluate the quantitative relationship between ps and pevc, they are set as the horizontal and
vertical coordinate, respectively, as shown in Figure 18. It can be found from this figure that strong
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linear relationship exists between them with a R2 greater than 0.99. Consequently, pevc can be expressed
as a linear function of psm, that is pevc = 0.9749ps − 0.1029 in this paper.

Figure 17. Comparison between scavenging manifold pressure and in-cylinder pressure at exhaust
valve closing (EVC) based on measured data.

Figure 18. Fitting result between scavenging manifold pressure and in-cylinder pressure at EVC based
on measured data.

To guarantee the continuity of the simulated in-cylinder pressure trace during the scavenging and
post-exhaust phase and also to reduce the model complexity, it is assumed that the in-cylinder pressure
during the scavenging and post-exhaust phase is equal to pevc. Although it can be observed from
Figure 14 that this assumption will make the predicted in-cylinder pressure during the two phases
slightly lower than the measured pressure, this will not significantly influence the model’s predictive
accuracy because the pressure during the two phases is only about 0.5% of the in-cylinder maximum
pressure. Based on this assumption, the slope and intercept of Equation (32) can be determined.

The research carried out by Tang et al [5] and Kharroubi and Söğüt [19] all indicated that
relationship exists between the scavenging air temperature Ts and Tevc. As Tevc is not measured both
during the engine shop trial and on-board the ship, a 0-D engine model is adopted to investigate the
relationship between Ts and Tevc in this paper. In Figure 19, the simulated results of Ts and Tevc are
set as the horizontal and vertical coordinate. It can be found from this figure that a second-order
polynomial is sufficient to capture the changing trend of Tevc with Ts with a R2 of 0.9958, indicating
satisfactory fitting results.
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Figure 19. Fitting result between scavenging manifold temperature and in-cylinder temperature at
EVC based on the 0-D model.

4.2.3. Calibration of Wiebe Function Model Parameters

In order to predict the in-cylinder pressure trace during the combustion phase, the Wiebe function
is used to interpolate between the compression and expansion pressure. The general form of the single
Wiebe function can be written as:

χ = 1− exp[−a(
θ− θsoc

ΔθCD
)

m+1
] (33)

where χ is the mass fraction burned (MFB); ϕsoc is the start of combustion crank angle; ΔϕCD is the
combustion duration; a is the efficiency factor; m is the form factor.

Step 1: Derive the MFB based on the measured in-cylinder pressure trace

Several classical MFB estimation methods can be found in the literature, such as the Apparent
Heat Release model, the Gatowski model, the RW model, as well as the pressure ratio management
(PRM) model [20]. In this paper, the PRM model is adopted to derive the MFB:

PR(θ) =
pz(θ)

pm(θ)
− 1 (34)

χ(θ) =
PR(θ)

PRmax(θ)
(35)

where PR is referred to as the pressure ratio; pz is the measured in-cylinder pressure; pm is the motored
in-cylinder pressure; PRmax is the maximum value of PR, which is used to normalize PR to obtain
the MFB.

In this paper, the motored in-cylinder pressure pm is estimated by assuming the motored process
as a polytropic process as it was done by many researchers [21–23]. In addition, it is assumed that
the expansion polytropic index is equal to that of the compression process, the value of which can be
estimated by following the calibration procedure as described in Section 4.2.1. Consequently, pm can be
determined by using the following equation:

pm(θ) = pre f (
Vre f

V(θ)
)

nm

(36)
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where pre f and Vre f are the pressure and volume at the reference point, which can be an arbitrary crank
angle position between the EVC and SOC.

Step 2: Determine the number of single Wiebe function needed to be superposed

Ghojel pointed out that the form factor m in Wiebe function can reflect the distribution of
combustion process, thus, the variation of m can be exploited to determine the number of single Wiebe
function to be superposed [24]. Following this idea, the original single Wiebe function as shown in
Equation (33) can be transformed to the following form by appropriate mathematical manipulation:

ln[ln(1− χ)/ ln 0.5] = (m + 1) ln(θ− θsoc) − (m + 1) ln(θ50 − θsoc) (37)

where θ50 is the crank angle corresponding to 50% MFB.
Set the ln(θ− θsoc) and ln[ln(1− χ)/ ln 0.5] as the horizontal and vertical coordinate, respectively.

If a straight line is obtained, a single Wiebe function is sufficient to simulate the combustion process
accurately, otherwise, two or more single Wiebe functions are needed, the number of which can be
estimated by the number of broken lines in the plane of ln(θ − θsoc)~ln[ln(1 − χ)/ ln 0.5]. For the
7S80ME-C9.2 marine engine, it is found that superposing two single Wiebe functions is sufficient in the
whole engine operating envelope.

Step 3: Estimate the Wiebe function model parameters by using LSM

As mentioned in Step 2, double Wiebe function is sufficient to simulate the actual combustion
process, which can be written as:

χ = (1− β)
⎧⎪⎪⎨⎪⎪⎩1− exp[−ap(

θ− θsoc,p

ΔθCD,p
)

mp+1

]

⎫⎪⎪⎬⎪⎪⎭+ β
⎧⎪⎪⎨⎪⎪⎩1− exp[−ad(

θ− θsoc,d

ΔθCD,d
)

md+1

]

⎫⎪⎪⎬⎪⎪⎭ (38)

where subscript p and d represents premixed and diffusive combustion, respectively; β is the fraction
of fuel burned during the diffusive combustion phase.

There are totally 9 model parameters in the double Wiebe function as shown in equation (38),
making the model calibration process relatively laborious. Therefore, to reduce the number of Wiebe
function model parameters to be calibrated, two assumptions are made herein:

(1) The premixed combustion duration is assumed to be equal to that of diffusive combustion.
In addition, the crank angle range between 1% and 99% MFB is defined as the combustion duration
by taking into account that the Signal to Noise Ratio (SNR) is relatively lower and the combustion is
unstable at the start and end of the combustion;

(2) The crank angle at the start of premixed combustion is also assumed to be equal to that of
diffusive combustion.

Based on the two assumptions, the number of Wiebe function model parameters to be calibrated
reduces from 9 to 7; in addition, ΔθCD and θSOC can be estimated from the MFB curve beforehand. As
a result, only 5 Wiebe function model parameters remain to be estimated.

Table 4 presents the calibration results of the Wiebe function model parameters for four operating
points as well as the relevant predictive errors in MFB. As can be observed from this table, PE is less than
1.07 %, whereas MAE is less than 0.31 %, indicating the sufficient accuracy of double Wiebe function in
simulating the actual combustion process in CI engines as well as the satisfactory calibration results.

To obtain an overall accurate Wiebe function, a 2-D look-up table is established for the Wiebe
function model parameters with the engine speed and brake power as the inputs. In addition, it
is found that the combustion duration can be well approximated by a linear function of the fuel
injection rate.
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Table 4. Wiebe parameters and predictive error.

Operating Point A2 A8 A14 A25

ap 3.415 3.769 3.45 3.319
ad 23.8 23.72 17.28 12.71
mp 1.148 1.292 1.578 2.2
md 1.006 0.9729 0.9035 0.7247
β 0.6749 0.6481 0.6992 0.8023

PE (%) 1 1.07 0.81 0.95 0.78
MAE (%) 2 0.31 0.27 0.19 0.25

1 PE: Peak Error; 2 MAE: Mean Absolute Error.

4.3. Results

In this section, the in-cylinder pressure trace simulated by the analytic model under four different
operating conditions are compared with the measured ones to validate its correctness as shown in
Figure 20. It can be observed from this figure that the simulation results agree well with the measured
results and can capture the variation trend of in-cylinder pressure trace with crank angle during each
working phase. During the gas exchange phase (blow-down, scavenging and post-exhaust), the relative
errors of the simulation results are relatively higher than the other phases, which is mainly caused
by the simplifications and assumptions made for these phases, i.e., two simple linear functions are
adopted to approximate the in-cylinder pressure trace; however, it should be noted that the absolute
errors during the gas exchange phase are less than 0.15 bar, which is still satisfactory with respect to the
variation range of in-cylinder pressure during the whole working cycle. During the combustion phase,
the relative errors of most of the simulation results are less than 5%, which is mainly benefiting from
the effective calibration of Wiebe function model parameters as introduced in Section 4.2.3. It should be
noted that by superposing more single Wiebe functions, the simulation accuracy during the combustion
phase will improve, but this will make the Wiebe function model parameters calibration process
laborious. Actually, the current simulation accuracy is already satisfactory to some extent. At the
start of compression phase, the relative errors of part of the simulation results approach 20%, which
is maybe attributed to two reasons: (1) the absolute value of in-cylinder pressure is relatively lower
and small absolute errors will lead to obvious relative errors; (2) the actual compression process is
approximated by a polytropic process. Note that as part of the input variables of the analytic model
are from the MVEM, thus the predictive errors of MVEM will transform to the analytic model and lead
to predictive errors.

 
Figure 20. Cont.
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(a) (b) 

Figure 20. Prediction result and error distribution of the cylinder pressure analytic model: (a) predictive
results; (b) error distribution.

For practical engineering practice, the marine engineers normally judge the engine’s operation
status by checking the compression pressure pcomp, maximum pressure pmax and its crank angle position
θp,max. Table 5 compares the predicted and measured results of pcomp, pmax and θp,max. As can be
observed from this table, the cylinder pressure analytic model is capable of predicting pcomp and pmax

satisfactorily with relative errors less than 1%. Although the relative errors of θp,max are relatively
higher, the absolute errors are generally less than one crank angle, indicating that the predictive
accuracy can be accepted to some extent.
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Table 5. Prediction error of the cylinder pressure analytic model.

pcomp (bar) pmax (bar) θpmax (deg)

A1

PD1 62.1 81.6 9.0
MD2 62.2 82.3 9.5

RD(%) 3 −0.16 −0.85 −5.26

A3
PD 73.9 102.2 9.0
MD 73.8 102.7 8.6

RD (%) 0.14 −0.49 4.65

A14
PD 89.5 114.5 11.1
MD 89.7 114.1 10.3

RD (%) −0.22 0.35 7.77

A25
PD 100.3 125.8 10.8
MD 101.3 126.2 9.7

RD (%) −0.99 −0.32 11.34
1 Predicted value; 2 Measured value; 3 Relative error.

The inputs of the analytic model, such as scavenging air pressure and temperature and engine
speed, are completely from the MVEM and the calculation process does not influence the MVEM;
however, it should be noted that the MVEM and the cylinder pressure analytic model have different
simulation speed, which must be handled when they are coupled together and applied in the engine
room simulator. Aiming at this problem, two threads are adopted to depart the analytic model from
the MVEM as shown in Figure 21. At steady state conditions, the simulation results of the MVEM
are the same in every engine cycle, meaning that the engine performance parameters transformed to
the analytic model also remain unchanged, therefore, the in-cylinder pressure trace simulated by the
analytic model will also be the same in every engine cycle; on the other hand, the in-cylinder pressure
trace is not required to be updated in real-time in the engine room simulator, and the “Pressure-Crank
Angle” diagram or the “Pressure-Volume” diagram need to be displayed only when the user switches
to the corresponding simulation interfaces. Based on the two factors, at steady state conditions, the
in-cylinder pressure trace only needs to be calculated for one engine cycle by the analytic model,
therefore, the running speed of the whole model can be as fast as the MVEM.

Figure 21. Synchronization approach for the MVEM and the cylinder pressure analytic model: (a) X = 0;
(b) X = 1; (c) the calculation frequency of the MVEM is many times the analytic model.

During the transient process, the engine performance parameters and the in-cylinder pressure
trace are different in every engine cycle; on the other hand, the MVEM and the cylinder pressure
analytic model have different simulation speed. Therefore, in order to keep the simulation results
in sync, the MVEM has to wait for some time before analytic model completes the calculation of an
engine cycle as shown in Figure 21a, as a result, the simulation speed of the whole engine model is
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determined by the cylinder pressure analytic model, which is actually slower than the MVEM. To
accelerate the simulation speed of the whole model, the idea of abandoning engine cycles is adopted.
Figure 21b presents the case where the calculation frequency of the MVEM is two times the analytic
model, meaning that the MVEM has already completed the calculation of two engine cycles when
the analytic model only completes the calculation of one engine cycle. Figure 21c presents the case
where the calculation frequency of the MVEM is many times the analytic model. By adopting this
method, we can keep the MVEM and the cylinder pressure analytic model in sync, furthermore, the
simulation speed of the whole model will get faster if more engine cycles are abandoned by the analytic
model. The relationship between the number of abandoned cycles X and the reduced time Y can
be expressed as Y=X/(X+1). It should be noted that the synchronization mentioned above is a fake
synchronization during the transient process and this is because that the current simulated in-cylinder
pressure trace simulated by the analytic model does not correspond to the current engine operating
conditions outputted by the MVEM but falls behind to some extent.

To assess the improvement in simulation speed of the extended MVEM developed in this paper,
it is compared with the merged model developed by Tang et al., where the 0-D model was adopted
to calculate the in-cylinder pressure and the MVEM was used to simulate other engine performance
parameters with the similar synchronization approach as shown in Figure 21 [5]. The comparison of
actual execution time for a 100 s simulation time is presented in Table 6.

Table 6. Comparison of simulation speed.

Model Abandoned Cycles Execution Time (s) Simulation Time (s)

Tang et al. [5] 49 1.002 100

This paper 4 0.946 100

As can be found from Table 6, the engine model developed in this paper is able to achieve similar
actual execution time of about one second but only four cycles are abandoned, whereas it is 49 for
the merged model developed by Tang et al. [5]. This is due to the fact that the cylinder pressure
analytic model runs much faster than the 0-D model and therefore similar actual execution time can be
obtained by abandoning less number of engine cycles. As a result, the model developed in this paper
can capture the transient response of the in-cylinder pressure trace more accurately.

5. Conclusions

In this article, a marine two stroke diesel engine MVEM with in-cylinder pressure trace predictive
capability and a novel compressor model was developed.

A previous study carried out by the first author indicated that none of the compressor empirical
mass flow rate models existing in the literature appears to achieve satisfactory predictive accuracy in
the whole operating area. To solve this problem, the compressor whole operating area was divided
into design, LS, HS and LPR operating areas by defining zonal division standard with appropriate
functions, and then the compressor mass flow rate model that achieved the best predictive accuracy
was selected for each operating area. In addition, an appropriate blending function was applied when
the operating point enters into the LRP area from other areas to avoid the possible discontinuity.

The zonal compressor isentropic efficiency model proposed in this paper was based on the Hadef
model. By dividing the whole “Mass flow rate—actual specific enthalpy change” plane into several
zones by using the iso-speed curves available in the performance map, the working characteristics
of compressor within different speed range can be captured much more accurately. It was revealed
from the simulation results that with respect to the original Hadef model, the predictive accuracy of
the zonal isentropic efficiency model was effectively improved. In addition, satisfactory extrapolation
accuracy was obtained with this zonal compressor isentropic efficiency model.
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As can be found from the trajectory of the compressor operating points during the transient
process, the compressor model proposed in this paper is able to extrapolate to the LS and HS off-design
operating areas reasonably and robustly; in addition, by comparing with the measured data provided
in the engine shop trial report, the predictive accuracy of the engine performance parameters relevant to
the turbocharger were all satisfactory at each steady state loading condition. Based on these simulation
results, the fidelity of the proposed compressor model was validated. Due to the significant influence
of the compressor on the engine steady state performance and transient response, the compressor
model proposed in this paper is very helpful for improving the MVEM’s predictive accuracy in the
whole engine operating envelope.

By adapting the cylinder pressure analytic model to the 7S80ME-C9.2 marine two-stroke diesel
engine, the MVEM is able to predict the in-cylinder pressure trace without impairing its merit in
running speed. For achieving satisfactory predictive accuracy, the model parameters of the analytic
model were finely calibrated by using the measured data and a 0-D engine model. At steady state
condition, the extended MVEM runs as fast as the MVEM. During the transient process, the extended
MVEM is able to achieve the running speed as similar as the MG model (0D +MVEM) proposed by
Tang et al. [5] but captures the transient response of the in-cylinder pressure trace more accurately.

Although some sub-models of the MVEM are needed to be re-calibrated if another engine is to
be modeled, they can be calibrated readily by only using the engine shop trial report and relevant
performance maps. As a result of the lack of sufficient engine measured data, 2-D look-up tables were
developed to calculate Wiebe function model parameters as well as the compression and expansion
polytropic index. Although rapid calculation speed and satisfactory interpolation accuracy can be
achieved with the 2-D look-up table, its extrapolative ability is big issue. In the future study, more
measured engine data will be gathered to develop correlations between the model parameters and the
engine performance parameters to enhance their extrapolative ability.
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Nomenclature

a Wiebe function efficiency factor (−)/model parameter (−) n polytropic index (−)/number (−)
b model parameter (−) N rotational speed (RPM)
A area (m2) p pressure (pa)
C flow coefficient (−) P power (W)
cp constant pressure specific heat (J/kg K) p mean effective pressure (pa)
cv constant volume specific heat (J/kg K) Q torque (N m)
h specific heat (J/kg)

.
Qht heat transfer rate (W)

HLHV fuel lower heating value (J/kg) R gas constant (J/kg K)
J moment of inertia (kg m2) T temperature (K)
Kp propeller torque coefficient (−) Vd cylinder displacement volume (m3)
k model parameter (−)

.
V volume flow rate (m3/s)

.
m mass flow rate (kg/s) V cylinder instantaneous volume (m3)
m Wiebe function form factor (−)/mass (kg)
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Greek symbols
γ specific heat ratio (−) Γ expansion ratio (−)
θ crank angle (deg) ω angular velocity (rad/s)
ζ fuel chemical energy proportion in the exhaust gas (−) φ fuel air equivalent ratio (−)
η efficiency (−) χ mass fraction burned (−)
Π pressure ratio (−)
Subscripts
a air i indicated
ac air cooler in inlet
af air filter is isentropic
amb ambient lb lower bound
act actual m motored
b brake out outlet
bl blower p propeller/premixed
c compressor pe post exhaust
cw cooling water ref reference
comp compression s scavenging manifold
comb combustion sur surging
CD combustion duration sh shaft
d diffusive scav scavenging
e exhaust manifold/engine/exhaust gas soc start of combustion
ell ellipse t turbine
exp expansion tc turbocharger
exh exhaust z cylinder
f fuel/fricative
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Abstract: Radial turbine and compressor wheels form essential cornerstones of modern internal
combustion engines in terms of economy, efficiency and, in particular, environmental compatibility.
As a result of the introduction of exhaust gas turbochargers in the extremely important global market
for diesel engines, higher engine efficiencies are possible, which in turn reduce fuel consumption.
The associated reduced exhaust emissions can answer questions that results from environmentally
relevant aspects of the engine development. In shipping, the international Maritime Organisation
(IMO) prescribes the step-by-step reduction of nitrogen oxide and other types of emissions. To reduce
these emissions, various systems are being developed, in which turbochargers are an important
part. The requirements for the reliability and service life of turbochargers are constantly increasing.
Turbocharger blade vibration is one of the most important problems to be solved when designing the
rotors. In the case of real rotors, so-called mistuning arises, which is a slight deviation of the properties
of the individual blades from the design parameters. The article deals with an effective method of
mistuning identification for cases of integrated bladed discs of marine engine turbochargers. Unlike
approaches that use costly scanning laser Doppler vibrometers, this method is based on using only a
simple laser vibrometer in combination with a computational model of the integrated bladed disc.
The added value of this method is, in particular, a significant reduction in the cost of laboratory
equipment and a reduction in the time required to obtain the results.

Keywords: marine; engine; turbocharger; bladed disc; measurement; laser; simulation

1. Introduction

The principle of operation of the exhaust gas turbocharger is to use the unused kinetic and thermal
energy of the ejected engine exhaust. The mostly single-stage turbine is set in rotation by the exhaust
gas flowing out and thus drives the compressor. This increases the fluid pressure of the outflowing air
which is then pressed into the engine. The increased cylinder filling of the driven engine enables better
thermal efficiency during combustion. Turbochargers are also an important part of various systems for
reducing emissions from internal combustion engines [1–10]. Due to the increased boost pressure of
the working medium, either more powerful engines with similar dimensions or similarly powerful
engines with significantly smaller dimensions are possible.

In general, particularly high pressure ratios of the compressor blades are required to achieve
the required performance increases. The high aerodynamic demands require a very detailed design
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of blade geometries. Ever thinner blades combined with the low mechanical damping due to the
integral construction make the vibration-proof design of turbomachines more difficult. Regardless of
the widespread usage of turbomachines, documented damage cases indicate that structural dynamic
issues have not been conclusively resolved. Imperfections that already occur during production have a
significant influence on the dynamic behaviour of real components. The deviation from the original
design is referred to as a “mistuned bladed disc effect” and has been discussed by many researchers in
the field of internal combustion engines and aircraft turbine engines [11–14]. Researchers [11,12] have
described a method that allows mistuning distributions to be determined indirectly from vibration
measurements without asking about the actual cause of the mistuning.

The largely random mistuning reduces the life of the components that are permanently loaded
by centrifugal forces, flow deflection, unsteady pressure fluctuations in the flow and temperature
gradients. The purely numerical prediction of the resonance strength is almost impossible for the entire
operating range due to the numerous operating points. The vibration safety of a new development is
therefore detected in regard to the qualification tests. As a rule, these consist of driving through the
operating area of the exhaust gas turbocharger on a combustion chamber or an engine test benches.
The measured vibrations of the system are included in the fatigue strength analysis. Considerable
safety factors are taken into account. If detailed statements on the real structural behaviour of a design
were available at an early stage, the safety factors of some resonance points could be reduced. As a
result, designs would be feasible that are closer to the permissible mechanical load limit. Only sound
assessments guarantee a solid and resonance-proof turbocharger design.

Knowledge of the real deviation between adjacent blades is necessary for the robust consideration
of random mistuning. The parameters can be determined for a single, actually existing rotor using
a suitable experimental method. A variety of approaches have now been documented. Some
authors [15,16] measured the surface of the manufactured blades using white light stripe projection. In
doing so, they directly countered the geometric manufacturing tolerance as a presumed cause of the
mistuning. Another publication [17] continued this development and demonstrated good agreement
between the properties of optically recorded blades and experimental vibration measurements. Some
research studies have also appeared in the field of aircraft and automotive turbochargers [18,19],
but their results are not very applicable, particularly with regard to the point of identification of the
mistuning and the cause of the mistuning of marine engine turbocharger bladed discs.

Further research to identify mistuning has been done mainly in the field of aircraft engines [20].
This reflects the current trend of applying the integrated structures of blade and disc. Contemporary
technology enables this type of structure, which has the advantage of effectively reducing both the
weight and the number of engine parts. Contrariwise, there are difficulties with mistuning identification.
The reason is that with such a structure, separation of each blade from the disc is not possible, as with
the dovetail type blade of conventional compressors. Therefore, it is not possible to know the natural
frequency of each blade without disc coupling effect. Some authors dealt with the mistuning problems
of small rotors of automotive turbochargers [21,22]. One paper [23] presented the experimental and
numerical studies of last-stage low-pressure mistuned steam turbine bladed discs during run-down.
The tip-timing method was used to find the mistuned bladed disc modes and frequencies.

Based on this situation, a marine engine turbocharger rotor was selected as the subject of the
research (see Figure 1). The aim of the solution was to identify mistuning of actually produced turbine
rotor of a marine engine turbocharger and to design an effective experimental method for this purpose.
Some authors used a laser scanning system to obtain the modal information for different types of
mechanical structures [24–27]. In this system, a vibration response against the excitation input is
obtained at each reference point using a laser Doppler vibrometer. This process is repeated for the same
excitation input, the reference point being changed by scanning the laser Doppler vibrometer. After
completion of the scan, the frequency response functions obtained for all reference points are correlated
and the modal displacement contour of the entire measured surface is created. This procedure requires
the application of a very expensive laser scanning technique; moreover, the processing of the measured
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results is time consuming. Therefore, a procedure was proposed that uses only a simple laser vibrometer
and an FE computational model of the turbine rotor.

 
Figure 1. Marine engine turbocharger rotor.

2. Modelling of Tuned Blade Disc Systems

Modelling using finite elements makes dynamic analysis of complex components considerably
easier. The vibration behaviour of turbocharger blade discs can be described by the differential motion
equation:

M
..
q + R

.
q + Kq = F(t), (1)

where M is mass matrix, R—damping matrix, K—stiffness matrix, F—vector of force, q—vector of
generalised coordinates and t—time in the continuous structure being discretised by a finite number of
degrees of freedom. The characteristic values of the natural vibration behaviour are the eigenvalues,
i.e., natural frequencies and eigenvectors, i.e., mode shapes. These can be determined by solving the
homogeneous and undamped system according to Equation (1). If the vibration behaviour of the
bladed disc is to be described as precisely as possible, a very fine discretization may be required. When
using FEM, models with several million degrees of freedom are quickly created. Such model sizes are
seamlessly manageable currently, but the question of reducing the degrees of freedom of the model
arises without losing accuracy in the system description. In addition to classic reduction methods, the
exploitation of symmetry properties is essential. With an ideal bladed disc, all sectors are identical, i.e.,
they have the same mechanical properties, so that no distinction among the stiffness matrices of the
individual sectors is required.

The cyclic symmetry of the blade disc basically allows the analysis to be restricted to one sector
without loss of information. Figure 2 shows one sector of the overall blade disc structure. The element
size represents a central setting parameter that has a direct influence on the calculation results. The
number of elements increases with an increasing level of model details. This is associated with an
increasing number of modes to be calculated, which in turn increase the computational demands.
In the case of the radial turbine investigated here, a fine and structured mesh of the blade surface is
recommended. The disc body and shaft can be modelled using larger elements. The FE model of the
entire turbine blade disc is created by the periodic expansion of the sector and subsequent fusion of the
sector boundaries. The FE mesh was created at ANSA software and it had to be done thoroughly in
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connection with the subsequent creation of a rotation model. There, it is important to properly connect
the nodes on both sides of the segment to create the whole rotational cyclic model. At the same time,
it is necessary to achieve just the same segments that are really connected correctly. The size of the
elements used was carefully optimised by a series of sensitivity analysis.

 

Figure 2. An illustration of one sector and whole mesh of the turbine bladed disc structure.

The turbine rotor is supported in bearings during operation. In modern exhaust gas turbochargers,
two plain bearings prevent radial displacements. In addition, a thrust bearing is fitted. The bearing
influence plays a negligible role with regard to the blade-dominated vibration forms. In order to
achieve the best possible correlation, no boundary conditions are specified for the computational
modal analysis.

3. Measurement and Data Processing

3.1. Measurement

The turbine rotor was mounted on a special highly flexible jig, so that the effect of boundary
conditions was negligible. In the sense of a classic modal analysis, a small modal hammer excites the
individual rotor blades at a suitable position. A laser Doppler vibrometer measures the blade vibration
speeds contactless. As part of the experimental investigation regarding the blade vibrations, only the
vibration response of one suitable selected point per blade was measured. This is acceptable if the
measurements match the expected mode shapes of the computational model prediction.

The measuring chain was assembled for an experiment from POLYTEC Sensor Head OFV-505,
Vibrometer Controller OFV-5000 and cDAQ-9179 with modules NI-9229 and NI-9234. The laser head
was positioned 438 mm from the top of the turbocharger blade according to the datasheet (Figure 3).
The beam was directed perpendicularly to the scanning area.

With the individual blade mistuning measurement, the deviation from the mean value of all
blades due to the material property or geometry deviations is converted into a calculation value in
an experimental way. To decouple the oscillation movement of an individual blade when measuring,
all other blades are additionally detuned by attaching additional masses of appropriate size to the
blade tips (see Figure 4 right). The small modal hammer Brüel & Kjær Type 8204 (Figure 4 left) excites
the blade to vibrate, while the laser vibrometer measures the vibration speed at the tip of the blade.
Through a suitable choice of size and position of the additional masses as well as through variation
of the measuring and excitation point, the mistuning behaviour in the frequency range of the blade
dominated mode shapes can be identified. The measurement was carried out without and with
additional masses on the blades to make clear their positive effect.
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Figure 3. Laser equipment for blade vibration measurement.

 

Figure 4. Turbocharger turbine wheel with additional masses on blades and the used modal hammer.

Data monitoring was performed using a programmed script in NI LabVIEW software and 20
second sections were saved. Their data includes at least five responses from the hammer blow to
the blade. At the same time, the experiment was checked for a double hammer blow to prevent any
adverse effects of the subsequently processed data. Thereafter, five responses lasting 0.2 s and the
corresponding time records of the modal hammer force pulses were selected for frequency analysis.

3.2. Data Processing

Data processing from the experiment was done using a script in Matlab software. Several main
parts were included. The first was the use of an exponential window. Windowing is a common
necessary signal processing technique used in modern data acquisition systems [28,29]. The exponential
window is a time domain weighting function that has been elaborated for use with transient-type
signals, such as those of impact testing. Used correctly, the exponential window can minimise leakage
errors on lightly damped signals and can also improve the signal-to-noise ratio. The effect of the
exponential window (Figure 5) is to increase the apparent damping of the measured system. The
exponential window [30] is an exponential function as defined in equation (2) where the parameter
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f is the last point value of the window, n is the number of samples and i is index of the exponential
function:

yi = e
ln f
n−1 i, i = 1 . . . n (2)

The time variable for the exponential function starts at zero, regardless if a pretrigger delay is
used in the data acquisition. When impact testing lightly damped blade structures, the purpose of the
exponential window is to reduce the effects of leakage by forcing the data to meet the requirements of
a completely observed transient response signal more closely. By definition, a fully observed transient
signal must begin and end within the measured time record. For lightly damped blade systems, the
response of the structure will typically continue beyond the time period of data collection as shown in
Figure 6a. Since the response does not decay to near zero at the end of the time record, the exponential
window is applied to reduce the signal at the end of the time record to approximately 1%. The signal
according to Figure 6a after the window has been applied shows Figure 6b. The windowed signal
more closely represents an observable transient.

Figure 5. The exponential window.

(a) 

(b) 

Figure 6. Measured response signal of a lightly damped blade system for impact excitation and its
modification by the exponential window.

This data was processed by a fast Fourier transform (FFT) algorithm in a complex form to evaluate
the transfer function of the system. That is, the FFT analysis was performed for the impact force course
and its corresponding measured response. Subsequently, the ratio of the output to the input of the
system was used to obtain the transfer function:

Yi = ABS
(

FFTout

FFT f orce

)
, i = 1 . . . n, (3)
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where FFTout is the resulting FFT analysis complex vector from the response data and FFTforce is the
resulting FFT analysis complex vector from the force pulse data. The calculation works using complex
arithmetic. The measurement of each turbocharger blade was performed five times to reduce possible
measurement errors, and these five measurements were included in the data processing, at the end
of which five calculated FFT spectra were always averaged. Since the time window was 0.2 s, the
frequency resolution of the FFT is 5 Hz, and thus, the uncertainty of determination of each spectral
component is 2.5 Hz, which is completely satisfactory for the determination of the blade disc mistuning.

4. Results and Discussion

4.1. Finite Elements Method

Modal analysis of one turbocharger turbine segment was performed using FEM, as shown in
Figure 7. Boundary conditions with zero displacement and rotation in all directions were applied to
the sides of the segment. Thus, the natural frequencies associated with the turbocharger blade were
obtained. In this way, the mode shapes were obtained. Figure 7 shows mode 2 for illustration.

 

Figure 7. Example of a mode shape of a turbocharger turbine blade segment (mode 2).

The calculated natural frequencies of the blade are presented in Table 1. The interest in the
frequency range was up to 20,000 Hz, where the first seven modes are located. The calculated natural
frequencies show approximate natural frequency values of the blade-dominant mode shapes of the
rotational symmetric turbine disc.

Table 1. Calculated natural frequencies of the blade segment.

Mode [–] Frequency [Hz]

1 4764
2 7822
3 9229
4 11,484
5 14,287
6 15,190
7 18,730
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Subsequent forms of mesh models were used in the next step (Figure 2). The second analysis was
performed from one segment as a rotational cyclic modal analysis. It results in a nodal diameter map
of the tuned turbine rotor. However, this is not the main subject of this article.

Subsequently, a third FE model was created from a rotated model of one segment. The modal
properties of this three-dimensional (3D) turbine FE model are identical to the previous rotational
cyclic model. This model will further serve for analyses with different material properties of the blades
and for analysing the mistuning effect. An example of the blade-dominated mode shapes for modes
1–6 is shown in Figure 8.

 
( ) 

 
(M ) 

 
(M ) 

 
(M ) 

 
( ) 

 
( ) 

Figure 8. Examples of computed modal shapes of the turbocharger turbine wheel.
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The material properties have been the same thus far for all segments to verify the following
measurement results and possibly debug the model. The mistuned 3D model will be used for research
of dangerous stress concentrators due to different characteristics of the individual blades.

4.2. Measuremet

The transfer functions of the individual blades were obtained by the measurements using
subsequent the mathematical procedure according to Equation (3). The resulting transfer function of
the first blade is shown in Figure 9. In this case, no additional masses on other blade tips were used.
Therefore, this figure is shown here to illustrate the difference from the resulting transfer function in
Figure 10 showing the measurement variant when placing additional masses on other blades.

Figure 9. Transfer function and natural frequencies from FE model—without additional masses.

Figure 10. Transfer function and natural frequencies from FE model—with additional masses.

This method is very effective in suppressing the influence of the slightly different natural
frequencies of the unmeasured blades and makes it possible to obtain the natural frequencies of
individual blades of a real turbine wheel and to create a mistuned 3D model for further detailed
dynamic analyses.
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In Figure 10, red lines are visible to symbolise the natural frequencies of the turbocharger turbine
blade from the FE simulation. Compliance with the measurement is very good and it is obvious that
the method using FE model is well prepared for further utilization with much simpler demands than
using expensive 3D scanning laser. Furthermore, applying this method, the user can concentrate on
the natural blade dominant frequencies only, without having to deal with other spectrum peaks that
belong entirely or predominantly to the turbine bladed disc.

5. Conclusions

In the present article, the vibration characteristics of a radial turbine bladed disc of a marine
engine turbocharger were investigated. Starting with the analysis of structural dynamic properties of
cyclic symmetry components, basic procedures were transferred to special problems of bladed discs of
marine turbocharger radial turbines and expanded. In particular, the assignment of individual peaks
in the measured transmission functions to the corresponding mode shapes was performed using a
carefully designed FE model, without the need to apply an expensive scanning vibrometer. In addition,
the distribution of the strain energy between the disc and the blade calculated by the FE model is a next
parameter that allows the systematic assessment each of the large number of modal shapes present in
this complicated structure. The mode shapes with predominant strain energy in the blade are thus
referred to as blade-dominated. Depending on the criterion of distribution of the strain energy among
the blades and the disc, some modes can be called mixed. The transfer functions shown above also
record these mixed modes such as matching peaks, but their effect on blade stress is not significant.
Disc dominant modes do not occur in the examined frequency range of the analysed marine engine
turbocharger radial turbine. The reason for this is the massive disc and the rigid connection of the
blades to them.

Based on the results of the measurements described above, it was possible to create a 3D mistuned
FE model of the turbine bladed disc. Creation of this model is based on individual adaptation of the
modulus of elasticity to individual blades using optimization algorithms. The vibration behaviour of
the real bladed discs can be achieved with sufficient accuracy by such 3D models, unlike methods that
are based on the use of substructures and do not describe the frequency splitting due to mistuning
with the necessary accuracy. Since the description of the optimization algorithm and the creation of the
3D model of the mistuned turbine wheel would go far beyond the possible size of this article, this topic
will be the subject of a separate publication.

With regard to industrial application, it should be noted that an improvement in manufacturing
accuracy is only conditionally recommended, since increasing the manufacturing accuracy of the
blades would entail unacceptable financial costs. Rather, it is important to determine the inclination
of individual vibration modes in order to tend large increases in stress. It should be noted that large
stress increases are always accompanied by strongly localised modes. However, strongly localised
mode shapes can only occur if the tuned bladed disc system has a sufficient number of node diameter
vibrations in a relative frequency proximity. These cases can be identified already in the early stages of
development if a suitable FE blade disc model is used. Together with the described effective mistuning
identification method of integrated bladed discs, the development of new marine engine turbochargers
can be significantly accelerated. Another added value of the method is the possibility of its relatively
easy automation, both in terms of measurement and its subsequent processing and evaluation. The
turbocharger manufacturer can thus obtain complete statistical information on the parameters of the
blade discs in relation to the mistuning caused by various influences in the production process.
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Abstract: This work analyzes NOx reduction in a marine diesel engine using ammonia injection
directly into the cylinder and compares this procedure with water injection. A numerical model
based on the so-called inert species method was applied. It was verified that ammonia injection
can provide almost 80% NOx reduction for the conditions analyzed. Furthermore, it was found
that the effectiveness of the chemical effect using ammonia is extremely dependent on the injection
timing. The optimum NOx reduction was obtained when ammonia is injected during the expansion
stroke, while the optimum injection timing using water is near top dead center. Chemical, thermal,
and dilution effects of both ammonia and water injection were compared. The chemical effect was
dominant in the case of ammonia injection. On the other hand, water injection reduces NOx through
dilution and, more significantly, through a thermal effect.

Keywords: CFD; NOx; engine; ammonia; water injection

1. Introduction

Nowadays, diesel engines rule the transportation sector and power most of the ships in the
world. These engines are efficient compared with other thermal machines but emit harmful species
such as nitrogen oxides (NOx), soot, carbon dioxide (CO2), sulfur oxides (SOx), carbon monoxide
(CO), and non-burnt hydrocarbons (HC). Between these, NOx is a harmful component that must
be reduced since it produces acidification of rain, photochemical smog, greenhouse effects, ozone
depletion, and respiratory diseases. Several international, national, and regional policies have been
developed to limit NOx and other pollutants. In the marine field, the European Commission and
the Environmental Protection Agency limit emissions in the European Union and the United States,
respectively. On an international level, the International Maritime Organization (IMO) maintains
a comprehensive regulatory framework for shipping. In 1973, the IMO adopted Marpol 73/78, the
International Convention for the Prevention of Pollution from Ships, designed to reduce marine
pollution. In particular, Marpol Annex VI limits NOx emissions for marine ships depending on the
manufacturing data, engine speed, and working geographical area.

Due to these increasingly restrictive regulations, several NOx reduction methods have been
developed in recent years. One of them is the utilization of alternative fuels. The main alternative
marine fuels may be found in two forms: liquid fuels including ethanol, methanol, bio-liquid fuel, and
biodiesel; and gaseous fuels, including propane, hydrogen, and natural gas [1–4].

Operating under diesel, there are two procedures to reduce NOx, which are primary and secondary
measures. The former reduces the amount of NOx during combustion, while the latter focuses on
removing NOx from the exhaust gases through downstream cleaning techniques. It is well known
that the main factors that influence NOx formation are the temperatures reached in the combustion
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process and the amount of time in which the combustion gases remain at high temperatures [5–7].
Based on this, primary measures focus on addressing these factors and reducing the concentrations
of oxygen and nitrogen [8,9]. Well-known primary measures are exhaust gas recirculation (EGR),
Miller timing, common rail, modification of injection and other parameters of the engine, and water
addition. Water can be introduced as a fuel-water emulsion injected via the fuel valve, through
separate nozzles or by humidifying the scavenge air. Despite the extensive research on primary
measures along the recent years, a procedure to reduce NOx without decreasing emission of other
pollutants and/or consumption has not effectively been developed. In this regard, secondary measures
reduce NOx from the flue gas through downstream cleaning techniques. Many applications have
been undertaken to reduce NOx by selective catalytic reduction (SCR) and selective non-catalytic
reduction (SNCR). The disadvantages of SCR are its price, poor durability of catalysts, and deposition
of particulate on the catalyst. These disadvantages are not present in SNCR, but this procedure is
limited to a narrow temperature range with optimal temperatures that are much higher than those
characteristic of flue gas from diesel engines [10]. This limitation constitutes a drawback for practical
applications in exhaust gases from diesel engines. As SCR reducing agents, ammonia (NH3), urea,
and cyanuric acid have been extensively employed. SNCR using ammonia, urea, and cyanuric acid
are known as DeNOx [11,12], NOxOUT [13,14], and RAPRENO [15–17], respectively. Between these,
this work focuses on NOx reduction using ammonia. The NOx reduction capabilities of ammonia
were discovered in the seventies by Lyon [18], who found that ammonia selectively reduces NOx

without a catalyst over the temperature range of 1100–1400 K. Typical exhaust gas temperatures from
marine engines, around 300–450 ◦C [19], remain considerably lower than this optimal temperature
range for NOx reduction. Comprehensive investigations have been reported about SNCR analyzing
parameters such as temperature, the molar ratio (NH3/NO) [20], residence time, oxygen level, initial
NOx, combustibles, and so on [21,22], verifying that the most important factor for NOx reduction
is the temperature. Based on this result, Miyamoto et al. [23] proposed to reduce NOx emissions
by injecting ammonia or urea directly into the cylinder. They found an optimum NOx reduction at
injection timing 90◦ CA ATDC (crankshaft angle after top dead center), i.e., during the expansion
stroke, under temperatures between 1100–1600 K. Nam and Gibbs [24] analyzed direct injection of
urea and ammonia using a flow reactor which simulates a single cylinder diesel engine, while Nam
and Gibbs [25] analyzed the influence of injection temperature, the molar ratio NH3/NO, residence
time, and combustion products, focusing on kinetic parameters. Larbi and Bessrour [26] developed an
analytical model to analyze ammonia injection and concluded that the temperature and thus injection
timing is critical. In fact, if ammonia is injected near TDC (top dead center), it performs as a fuel
instead of as a NOx reducing agent, since ammonia can also be employed as a fuel [27,28].

These aforementioned studies delivered interesting knowledge about ammonia injection, but
an experimental analysis cannot provide complete information about the governing effects. In this
regard, Computational Fluid Dynamics (CFD) offers an alternative method to analyze the performance
and emissions on engines. In the field of medium and large marine engines, CFD is especially useful
because an experimental setup is extremely expensive and a downscale model sometimes is not
accurate enough. In particular, the so-called artificial inert species method allows us to investigate
several chemical and physical effects separately. This method was initiated by Guo [29], who used
an artificial inert component with the same properties as hydrogen to analyze the chemical, dilution
and thermal effects of hydrogen addition on a HCCI engine. Voshtani et al. [30] and Neshat et al. [31]
analyzed these chemical, dilution, and thermal effects on a blended fuel of isooctane and n-heptane.
Subsequently, they studied these effects on reformer gas addition [32] and water addition [33].

This work presents a CFD analysis to study NOx reduction in a commercial marine engine, the
Wärtsila 6 L 46. The NOx reduction procedure is based on ammonia injection during the expansion
stroke. The artificial inert species method was applied to characterize thermal, dilution and chemical
effects of ammonia injection. In addition, ammonia injection was compared with water (H2O) injection.
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2. Materials and Methods

This section describes the engine analyzed and the numerical model employed to study the
performance and emissions.

2.1. Description of the Engine Analyzed

As mentioned above, the engine analyzed is the Wärtsilä 6 L 46 (Wärtsilä Corporation, Finland) [34,35],
diesel, six-cylinder, four-stroke, water-cooled, and turbocharged. Each cylinder of this engine has two
intake and two exhaust valves and a fuel injector with 20 holes is situated at the center of the cylinder
head. This is a direct injection engine, i.e., the fuel is injected directly into the cylinder. The injection
pump provides injection pressures up to 1500 bar. Optionally, this engine includes the possibility to
incorporate direct water injection (DWI) to incorporate water at 400 bar from an external pump unit to
each injection. The injector is thus equipped with a dual nozzle with separate needles for water and
fuel. This system was employed in the numerical model to simulate water or ammonia injection.

In the present work, a comprehensive analysis was performed in a Wärtsilä 6 L 46 installed on a
tuna fishing vessel. Many parameters were characterized at different loads, such as in-cylinder pressure,
consumption, indicated and effective power, scavenging air pressure and temperature, exhaust gas
pressure and temperature, lubricating oil pressure and temperature, cooling water temperature,
emissions, etc. Although this engine is designed to operate under heavy fuel oil, marine diesel oil
operation is also possible. Since these data were taken on board and near the coast, marine diesel
oil was employed. The viscosity and density of this fuel are 12.5 mm2/s and 885 kg/m3 at 15 ◦C and
its sulfur content 0.89%. For instance, Figure 1 indicates the results of the in-cylinder pressure along
the operating cycle, at 100% load. The engine performance analyzer MALIN 6000 was employed to
characterize the in-cylinder pressure. This pressure transducer is connected to the bleed valve, located
at the engine head, which acts as an indicator channel. It worth mentioning that the experimental
pressure trace can be distorted due to pressure waves in the channel [36], and that no algorithm was
applied to correct this drawback.
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Figure 1. In-cylinder pressure at 100% load, experimentally measured.

Other experimental data at different loads are indicated in Table 1. In particular, the speed, power,
mean indicated pressure (MIP), maximum pressure, specific fuel consumption (SFC), and emissions.
NOx, CO, HC, and CO2 emissions were analyzed using the Gasboard-3000 series (Wuhan Cubic) gas
analyzers, particularly Gasboard-3030 for HC and Gasboard-3000 for NO, CO, and CO2. The load,
speed, and SFOC were taken from the engine monitoring system.
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Table 1. Experimental data.

Load (%) 25 35 50 75 100

Speed (rpm) 500 500 500 500 500
Power (kW) 2047.6 2367.8 2923.6 4051.1 5430.1
MIP (bar) 8.1 13.9 17.6 20.0 22.5
Pmax (bar) 102.7 138.0 160.4 175.8 182.3

SFC (g/kWh) 173.2 171.9 169.8 169.5 172.1

Emissions

NOx (ppm) 1048 1092 1149 1167 1128
HC (ppm) 510 485 448 466 515
CO (ppm) 261 255 247 268 292
CO2 (%) 3.5 4.6 6.9 7.9 8.3

2.2. Numerical Model

The open software OpenFOAM was employed in the present work. The mesh is indicated in
Figure 2. In order to implement the movement of the piston and valves, a deforming mesh was used.
In particular, Figure 2a represents the tridimensional mesh, Figure 2b a cross-section at BDC (bottom
dead center), i.e., 180◦ or 540◦ CA ATDC, and Figure 2c a cross-section at TDC, i.e., 0◦ or 360◦ CA ATDC.
Several meshes with different elements were tested in order to verify that the results are independent
of the mesh size. Table 2 indicates the error obtained between experimental and numerical results of
pressure and fractions using a mesh with 501,769 elements at BDC (mesh 1), as well as 802,527 elements
(mesh 2) and 1,264,873 (mesh 3). As can be seen, there is no difference between the meshes 2 and 3. For
this reason, the mesh 2 was chosen for the present work.

(a) (b) (c)

Figure 2. (a) Tridimensional mesh at BDC; (b) Cross-section mesh at BDC; (c) Cross-section mesh
at TDC.

Table 2. Error (%) at 100% load obtained using different mesh sizes.

P NOx CO HC CO2

Mesh 1 4.2 5.1 8.1 6.5 4.7

Mesh 2 4.1 4.9 7.9 6.4 4.6

Mesh 3 4.1 4.9 7.9 6.4 4.6

A new in-house solver was programmed using C++. Briefly, this solver is based on the RANS
(Reynolds-averaged Navier Stokes) equations of conservation of mass, momentum, and energy. The k-ε
turbulence model was chosen.
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The standard Kelvin-Helmholtz and Rayleigh-Taylor breakup (KH-RT) model [37] was employed for
fuel droplet breakup, and the Dukowicz model [38] for the heat-up and evaporation. A comprehensible
analysis about the adequacy of breakup models can be found in the literature. Compared to other breakup
models such as WAVE, TAB (Taylor Analogy Breakup), etc., the KH-RT model is more suitable for the
high injection pressures that take place in diesel engines [39]. As indicated previously, ammonia and
water injection were modeled through an injector equipped with a dual nozzle with separate needles for
water/ammonia and fuel.

In order to solve the chemical kinetics, a reaction mechanism was programmed by adding the
three kinetic schemes described in Sections 2.1–2.3 for combustion (131 reactions and 41 species), NOx

formation (43 reactions and 20 species) and NOx reduction (131 reactions and 41 species), respectively.
Several additional equations must be added to model chemical kinetics. Given a set of N species and m
reactions, Equation (1), the local mass fraction of each species, fk, can be expressed by using Equation (2).

N∑
k=1

v′kjMk
kj←−−→

N∑
k=1

v′′kjMk j = 1, 2, . . . , m (1)

∂
∂t
(ρ fk) +

∂
∂xi

(ρui fk) =
∂
∂xi

(
μt

Sct

∂ fk
∂xi

)
+ Sk (2)

In the equations above, ρ is the density, u the velocity, v′kj the stoichiometric coefficients of the
reactant species Mk in the reaction j, v′kj the stoichiometric coefficients of the product species Mk in
the reaction j, Sct the turbulent Smidth number, and Sk the net rate of production of the species Mk
by chemical reaction, given by the molecular weight multiplied by the production rate of the species,
Equation (3).

Sk = MWk
d[Mk]

dt
(3)

where MWk is the molecular weight of the species Mk and [Mk] its concentration. The net progress
rate is given by the production of the species Mk minus the destruction of the species Mk along the m
reactions:

d[Mk]

dt
=

m∑
j=1

⎧⎪⎪⎨⎪⎪⎩(v′kj − v′kj)

⎡⎢⎢⎢⎢⎢⎣k f j

N∏
k=1

[Mk]
v′kj − kbj

N∏
k=1

[Mk]
v′kj

⎤⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭ (4)

where kfj and kfb are the forward and backward reaction rate constants for each reaction j.
The simulation started at 360◦ CA ATDC and the whole cycle was analyzed. The initial pressure

was 1.31 bar, obtained from experimental measurements. Concerning boundary conditions, the intake
valve pressure and temperature after the turbocharger were 2.72 bar and 514 K, respectively. The heat
transfer from the cylinder to the cooling water was modeled as a combined convection-radiation
type, Equation (5). Previous investigations [40] demonstrated the accuracy of this type of boundary
condition in comparison with adiabatic or constant temperature:

q = h(Tgas − Twater) (5)

where q is the heat transferred, Tgas the in-cylinder temperature, Twater the cooling water temperature
(78 ◦C), and h the heat transfer coefficient, given by the following expression [41]:

h = 10.4 kb−1/4 (upiston/ν)3/4 (6)

where b is the cylinder bore, k the thermal conductivity of the gas, upiston the mean piston speed, and ν
the kinematic viscosity of the gas. Substituting values into the above equation yields h = 4151 W/m2K.
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2.2.1. Combustion Kinetic Scheme

The fuel was treated as n-heptane. The kinetic scheme of Ra and Reitz [42], based on 131 reactions
and 41 species, was employed for combustion. Another common approach to treat combustion in CFD
is to assume that the kinetics is so fast that chemical species remain at equilibrium due to the high
temperatures. Nevertheless, previous works [43,44] indicated that a kinetic scheme is more accurate
than the equilibrium hypothesis, since the cooling during the expansion process and dilution with
the excess air elongates the time needed to achieve equilibrium. Indeed, several studies about diesel
engines verified that the measured CO emissions are higher than those provided by the equilibrium
concentrations. The reason is that one of the sources of CO in diesel engines are lean regions which are
not able to burn properly [45,46]. This happens when the local turbulent and diffusion time scales are
much smaller than the time required to achieve equilibrium. In these cases, the chemical equilibrium
hypothesis leads us to overestimate the levels of the minor species. For these reasons, another procedure
developed in the present work was the implementation of a chemical kinetic model. Figure 3 represents
the CO and HC emissions experimentally and numerically obtained using chemical equilibrium and the
kinetic model. As can be seen, the kinetic model improves the results. Regarding CO2 emissions, these
remain practically inalterable so are not included in the figure. According to the improvement obtained
using the kinetic model compared to the equilibrium assumption, the kinetic model developed by Ra
and Reitz [42] was employed in the remainder of the present work.

Figure 3. HC and CO emissions experimentally and numerically obtained.

2.2.2. NOx Formation Kinetic Scheme

The numerical model employs the kinetic scheme of Yang et al. [47], based on 43 reactions and
20 species. In CFD, it is common to employ the so called extended Zeldovich mechanism [48,49],
based on 3 reactions and 7 species. Nevertheless, previous works [44,50] compared several kinetic
schemes using experimental results and concluded that the model of Yang et al. provides satisfactorily
accurate results.

2.2.3. NOx Reduction Kinetic Scheme

The kinetic scheme chosen for NOx reduction is the one proposed by Miller and Glarborg [51], based
on 134 reactions and 24 species. The accuracy of this and other kinetic schemes was also compared with
experimental measurements elsewhere [43,52], concluding that the model of Miller and Glarborg [51]
provides satisfactorily accurate results.
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2.3. Validation of the Overall Numerical Model

The overall numerical model, summarized in Table 3, was validated using experimental measurements.
The emissions and consumption obtained experimentally and numerically at several loads are shown in
Figure 4. This figure includes CO, CO2, NOx, HC, and SFC. As can be seen, a reasonable correspondence
between numerical and experimental results was obtained. The in-cylinder pressure obtained experimentally
and numerically at 100% load is shown in Figure 5. This figure also indicates a satisfactory correspondence
between experimental and numerical results. Other loads also provided satisfactory concordance between
experimental and numerical results, and thus are not represented again.

Table 3. Numerical models.

Turbulence Model k-ε

Evaporation model Dukowicz

Breakup model KH-RT

Combustion model Ra and Reitz

NOx formation model Yang et al.

NOx reduction model Miller and Glarborg

Figure 4. NOx, HC, CO and CO2 emissions as well as BSFC experimentally and numerically obtained.

Figure 5. In-cylinder pressure experimentally and numerically obtained at 100% load.
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3. Results and Discussion

Once the numerical model was validated, it was employed to analyze NOx reduction through
ammonia and water injection directly into the cylinder. This section presents the results obtained.
First of all, results about NOx reduction are exposed and then results obtained from the artificial inert
species method.

3.1. NOx Reduction

First of all, it is necessary to determine the appropriate quantity of ammonia and water. Regarding
ammonia, its main disadvantage is the non-reacted ammonia slip in the exhaust gas. Ammonia is
highly toxic, and thus it is important to maintain an un-reacted ammonia slip to the exhaust that is as
low as possible. Figure 6 represents the NOx reduction as well as the ammonia slip in the exhaust gas
against the ammonia to fuel ratio, Equation (7), at 100% load. In this figure, the ammonia injection
took place 58.4◦ CA ATDC. This value was chosen because it provides the maximum NOx reduction,
as will be shown below. The effect on CO, HC, and SFC remained practically negligible, so these
are not represented in this figure. As can be seen, NOx reduction improves with the ammonia to
fuel ratio, with a tendency to level off around 4%. Ammonia to fuel ratios higher than 3% provide a
few additional NOx reductions with a considerable increment of un-reacted ammonia emitted to the
atmosphere, and NOx reduction drops again for higher ratios since ammonia itself oxidizes to NO. For
this reason, an ammonia to fuel ratio of 4% was employed in the remainder of the present work.

Ammonia to fuel ratio (%) =
mass of ammonia

mass of fuel
100 (7)

Figure 6. NOx reduction and ammonia slip against the ammonia to fuel ratio. Ammonia injection
timing: 58.4◦ CA ATDC.

As indicated previously, the present work focuses on water injection through a dual nozzle with
separated needles for water and fuel. Using this DWI system, typical water to fuel ratios, Equation (8),
in practical applications are within the range 40%–70% [20]. Figure 7 shows the NOx reduction, as well
as the effect on SFC, CO, and HC for water to fuel ratios from 0 to 100% at 100% load. As can be seen in
this figure, the water to fuel ratio improves NOx reduction, but increments both consumption and
emissions of CO and HC. For this reason and taking into account usual practical applications, a water
to fuel ratio of 70% was employed in the remainder of the present work.

Water to fuel ratio (%) =
mass of water
mass of fuel

100 (8)
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Figure 7. NOx reduction against the water to fuel ratio. Water injection timing: −2.1◦ CA ATDC.

Figure 8 shows the effect of the injection timing on NOx reduction. Ammonia and water were
compared using 4% ammonia to fuel ratio and 70% water to fuel ratio. As can be seen in this figure,
using water injection a maximum 57.1% NOx reduction was obtained at −2.1◦ CA ATDC. On the
other hand, if ammonia is injected around TDC, then the NOx reduction is considerably smaller than
when using a water injection. Nevertheless, at 58.4◦ CA ATDC, NOx reduction reaches 78.1% using
ammonia. As mentioned in the introduction, NOx reduction using ammonia is very sensitive to the
temperature. Injected near TDC, ammonia is not efficient due to the excessive in-cylinder temperatures.
Nevertheless, at 58.4◦ CA ATDC, the in-cylinder temperatures reduce to the optimal values required
for NOx reduction using ammonia. Instead of 100% loads, at lower loads the in-cylinder temperatures
are lower too and thus the optimum injection time takes place before 58.4◦ CA ATDC.

Figure 8. NOx reduction against the injection timing using ammonia and water. Ammonia to fuel ratio:
4%, water to fuel ratio: 70%.

Figure 9 shows the maximum temperature for the base case without a water or ammonia injection,
with a 4% ammonia to fuel ratio and with a 70% water to fuel ratio at 100% load. In these simulations,
both ammonia and water were injected at −2.1◦ CA ATDC. As can be seen, water promotes a reduction
in the combustion temperatures. The maximum temperature is lowered 93.2 ◦C if 70% water is injected
at −2.1◦ CA ATDC. On the other hand, ammonia increases the maximum temperature 8.4 ◦C if this is
injected at −2.1◦ CA ATDC. This explains the effect on CO, HC, and SFC. As indicated above, ammonia
has a negligible effect on these parameters and water increases them. Water reduces the combustion
temperature due to the increment in the specific heat capacity of the cylinder gases (water has higher
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specific heat capacity than air) and lowers the concentration of oxygen, which reduces the availability
of oxygen for the NOx forming reactions. The main effect is a reduction in NOx emissions due to the
lower temperatures, but water injection also promotes incomplete combustion and thus increases both
CO and HC emissions as well as SFC. SFC is increased due to the lower pressures, which promotes
lower power. On the other hand, when injected near TDC, ammonia acts as a fuel and slightly increases
the combustion temperature with a negligible effect on CO, HC and SFC. In the next section, the
chemical effect of water and ammonia will be analyzed too using the artificial inert species method.

Figure 9. Maximum temperature without water nor ammonia injection; with a 4% ammonia to fuel
ratio and an injection timing of −2.1◦ CA ATDC; water to fuel ratio: 70% and injection timing: −2.1◦
CA ATDC.

3.2. Artificial Inert Species Method

In this section the so-called artificial inert species method [29–33] is applied to analyze the chemical,
thermal, and dilution effects of both ammonia and water injection. The chemical effect is promoted by
the chemical reactions. The thermal effect is promoted by the properties, specially the high specific heat
capacity of ammonia and water which increases the heat absorption. The dilution effect is promoted
by the presence of the additive, which reduces the possibility of reaction between fuel and air.

In the case of water injection, two artificial species were added: inertH2O and inertAIR. The species
inertH2O has the same properties as water but does not participate in the chemical reactions. On the
other hand, the species inertAIR has the same properties as air but does not participate in the chemical
reactions. According to this, the difference between the results using water and inertH2O represents
the chemical effect. The dilution effect of water injection is represented by the difference between the
results using inertAIR and the base case without water. Finally, the difference between the results
using inertH2O and inertAIR leads to the thermal effect of water injection. Figure 10 illustrates the
contribution of thermal, dilution, and chemical effects of water injection for a water injection timing
of −2.1◦ CA ATDC at a 100% load. As can be seen, the chemical effect is negligible. Water injection
reduces NOx by the dilution and, more significantly, thermal effects. The thermal effect is important
since water absorbs heat due to its high specific heat capacity. Since water has a higher specific heat
capacity than air, the specific heat capacity of the cylinder gases is increased, leading to a reduction in
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the in-cylinder temperature and thus to the NOx emissions. Figure 10 also illustrates the importance
of the dilution effect. The presence of water reduces the interaction between fuel and air and thus
deteriorate the combustion process.

Figure 10. Chemical, thermal, and dilution effects of water injection on NOx emissions. Water injection
timing: −2.1◦ CA ATDC.

In the case of ammonia injection, two artificial species were added: inertNH3 and inertAIR.
The species inertNH3 has the same properties as ammonia but does not participate in the chemical
reactions. On the other hand, the species inertAIR has the same properties as air but does not
participate in the chemical reactions. According to this, the difference of the results using ammonia
and inertNH3 represents the chemical effect of ammonia injection. The dilution effect of ammonia
injection is represented by the difference between the results using inertAIR and the base case without
ammonia. Finally, the difference between the results using inertNH3 and inertAIR leads to the thermal
effect of ammonia. Figure 11 illustrates the contribution of thermal, dilution, and chemical effects of
ammonia injection for an ammonia injection timing of 58.4◦ CA ATDC at 100% load. As can be seen,
the chemical effect is the only one responsible for NOx reduction, while the thermal and dilution effects
are negligible.

Figure 11. Chemical, thermal, and dilution effects of ammonia injection on NOx emissions. Ammonia
injection timing: 58.4◦ CA ATDC.

If ammonia is injected near TDC, particularly at −2.1◦ CA ATDC, the NOx reduction is noticeably
lower, Figure 12. The thermal and dilution effects become more important and the chemical effect
is reduced.
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Figure 12. Chemical, thermal, and dilution effects of ammonia injection on NOx emissions. Ammonia
injection timing: −2.1◦ CA ATDC.

4. Conclusions

This work presents a CFD analysis to study NOx reduction in a commercial marine engine, the
Wärtsila 6 L 46. The NOx reduction is based on ammonia injection directly into the cylinder, and
this measure was compared with water injection. The so-called artificial inert species method was
employed. Inert species with the same properties of water, ammonia, and air were used to characterize
the chemical, thermal, and dilution effects of water and ammonia injection.

It was found that the chemical effect using ammonia injection is extremely dependent on the
injection timing. The optimum NOx reduction using ammonia is obtained when this is injected during
the expansion stroke, leading to a significant chemical effect, and negligible thermal and dilution
effects. The optimum NOx reduction using water is obtained when this is injected near TDC. Injected
near TDC, water promotes NOx reduction by the dilution and, more significantly, the thermal effect.
If ammonia is injected near TDC, the thermal and dilution effects become more significant but the
global NOx reduction is noticeably lower than the values obtained when using water.
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Abstract: The article’s applications are very important, as it is only a dozen or so years since the
current issues of protection of the atmosphere against emissions of toxic compounds from ships.
The issue was discussed against the background of binding legal norms, including rules introduced
by the IMO (International Maritime Organization) in the context of the MARPOL Convention
(International Convention for the Prevention of Pollution from Ships), Annex VI, with the main
goal to significantly strengthen the emission limits in light of technological improvements. Taking
these standards into account, effective methods should be implemented to reduce toxic compounds’
emissions to the atmosphere, including nitrogen oxides NOx and carbon dioxide CO2. The purpose
of the article was, based on the results of our own research, to indicate the impact of the effectiveness
of selected methods on reducing the level of nitrogen oxides and carbon dioxide emitted by the
marine engine. The laboratory tests were carried out with the use of the one-cylinder two stroke,
crosshead supercharged diesel engine. Methods of reducing their emissions in the study were
adopted, including supplying the engine with fuel mixtures of marine diesel oil (MDO) and rapeseed
oil ester (RME)-(MDO/RME mixtures) and changing the fuel injection parameters and the advance
angles of fuel injection. The supply of the engine during the tests and the mixtures of marine diesel
oil (MDO) and rape oil esters (RMEs) caused a clear drop in emissions of nitrogen oxides and carbon
dioxide, particularly for a higher engine load, as has been shown. The decrease of the injection
advance angle unambiguously makes the NOx content in exhaust gas lower.

Keywords: ships diesel engines; exhaust gas emission; fuel mixtures; rapeseed oil methyl ester;
marine diesel oil; fuel injection parameters

1. Introduction

Global warming, i.e., in the last approximately 50 years, the observed gradual increase in the
average temperature at the Earth’s surface, is a phenomenon caused by the influence of humans on the
intensification of the greenhouse effect.

It is estimated that over the last century, the average temperature at the Earth’s surface has
increased by around 0.74 ◦C (±0.18) [1], but 2018 IPCC (Intergovernmental Panel on Climate Change)
data indicate a 1.5 degree increase in this temperature [2].

The industrial revolution is most often associated with global warming. The official position of the
IPCC (Intergovernmental Panel on Climate Change—the Intergovernmental Panel on Climate Change)
says that “most of the observed increase in global average temperatures since the mid-twentieth
century is probably due to the increase in anthropogenic greenhouse gas concentrations” [3].

Greenhouse gases are commonly deemed inter alia as water vapor, carbon dioxide, methane,
chlorofluorocarbons, nitrous oxide, and halons. Of these, marine engine exhaust gas includes more than
5% water vapor and approximately 5% carbon dioxide, which is an integral product of the combustion
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of fossil fuels. Since the amount of carbon dioxide emitted is proportional to the quantities of unburnt
fuel, it can be concluded that the piston engine commonly used as a source of ship propulsion is
the friendliest for the atmosphere from the known conventional solutions. This is influenced by the
efficiency of the reciprocating engines, which is the highest among all heat engines [4,5].

It is estimated that the total amount of carbon dioxide that is emitted into the atmosphere by the
burning of fuels is about 26,583 million tons per year. Only approximately 2% of this figure represents
CO2 from ship engines used for the propulsion of ships at −521 million tons per year. These data are
shown in Figure 1. Despite these favorable data for maritime transport, the aim is now to drastically
reduce the negative impact of maritime transport on atmospheric pollution.

Figure 1. Percentage share of global emissions of CO2 by source of origin (own compilation according
to [1]).

Atmosphere protection against pollution from sea vessels is one of the most important areas of
human ecological activity, which has its own history as well as some achievements. The most crucial
ones include 73/78 MARPOL Convention (International Convention for the Prevention of Pollution
from Ships) referring to prevention against marine environmental pollution, and later amendments to
the Convention with Annex VI dealing with reducing the emission of nitric oxides and sulphur oxides
into the atmosphere by sea vessel engines. It also prohibits deliberate emissions of ozone-depleting
substances, regulates ship-board incineration, and the emissions of volatile organic compounds from
tankers (MARPOL Annex VI). Annex VI entry came into force on May 2005. Already, in July 2005,
the Marine Environmental Protection Committee (MEPC) agreed to revise MARPOL Annex VI, with the
main goal of significantly strengthening the emission limits in light of technological improvements.
In October 2008, MEPC adopted the revised Annex VI and the associated NOx Technical Code 2008,
which entered into force on 1 July 2010. They concerned a progressive reduction globally in emissions
of oxides of nitrogen (NOx), sulphur oxides (SOx), and particulate matter (PM), and a reduction of the
emission in emission control areas (ECAs). ECAs are the Baltic Sea, North Sea, and North American
and United States Caribbean Sea.

2. Exhaust Emission by Marine Diesel Engine

Exhaust emitted by marine diesel engines contains a number of combustion products that are
noxious to the environment. The composition of these gases depends on the content of working liquids
delivered to the engine, that is on the air, fuel, and lubricating oil (see Figure 2), and the combustion
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process. Exhaust gases emitted from marine diesel engines comprise nitrogen (N2), oxygen (O2),
carbon dioxide (CO2) and water vapor (H2O), and pollutants, including nitrogen oxides (NOx), sulphur
oxides (SOx), carbon monoxide (CO), hydrocarbons (HC), and particulate matter (PM).

Specific emission of the toxic components (kg/kWh) of exhaust gases is a basic coefficient of
atmospheric pollution. Typical analysis of the exhaust gases from a modern low-speed two-stroke
marine diesel engine is shown in Figure 2.

2.1. Control of NOx Emissions

Nitrogen oxides (NOx) are formed from nitrogen and oxygen at high temperatures of combustion
in the cylinder. NOx emissions are considered carcinogenic compounds and contribute to the formation
of photochemical smog and acid rain.

A global approach to the control of NOx emissions has been undertaken by the IMO through
Annex VI to MARPOL 73/78.

Annex VI applies to engines with power over 130 kW installed on new ships built after 1 January
2000 (the date the keel was laid) and pre-built engines that are subject to significant technical changes.

The starting NOx emission level recommended by the IMO (dependent on the rotational speed of
the engine crankshaft—n) is as follows:

− 17 g/kWh when the diesel engine n is less than 130 rpm;
− 45 × n−0.2 g/kWh when 2000 > n >130; and
− 9.84 g/kWh when n > 2000 rpm.

Amendments agreed by IMO in 2008 will set progressively tighter NOx emission standards for
new engines, depending on the date of their installation (see also Table 1).

Table 1. The maximum content of NOx by MARPOL Annex VI.

Year
The Maximum Content of NOx in the Exhaust Gas

n < 130 130 ≤ n < 2000 n ≥ 2000

2000 17.0 45 × n−0.2 9.8

2011 14.4 44 × n−0.23 7.9

2016 * 3.4 9 × n−0.2 1.96

* The maximum content of NOx in areas of special control. In areas of common border with the values of 2011.

Tier I applies to diesel engines installed on ships constructed on or after 1 January 2000 and prior
to 1 January 2011, and represents the 17 g/kWh NOx emissions standard stipulated in the original
Annex VI.

Tier II covers engines installed in a ship constructed on or after 1 January 2011, and reduces the
NOx emission limit to 14.4 g/kWh.

Tier III, covering engines installed in a ship constructed on or after 1 January 2016, reduces the
NOx emissions limit to 3.4 g/kWh when the ship is operating in a designated ECA. Outside such an
area, Tier II limits will apply.

Much tougher curbs on NOx and other emissions are set by regional authorities, such as California’s
Air Resources Board, and Sweden has introduced a system of differentiated ports and fairway dues,
making ships with higher NOx emissions pay higher fees than more environment-friendly tonnage of
a similar size.

To show compliance, an engine has to be certified according to the NOx technical code and
delivered with an Engine International Air Pollution Prevention (EIAPP) certificate of compliance.
The certification process includes NOx measurement for the engine type concerned, stamping of
components that affect NOx formation, and a technical file, which is delivered with the engine.
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Figure 2. Exhaust gas components of a modern two-stroke marine diesel engine (based on [4]).

NOx technical code-certified engines have a technical file, which includes the applicable survey
regime, termed the onboard NOx verification procedure. The associated parameter check method
effectively stipulates the engine components and range of settings to be adopted to ensure that
NOx emissions from the given engine, under reference conditions, will be maintained within the
certified value.

2.2. The Overall Amount of Global Sulphur Oxide Emissions at the Sea and in the Port Areas

Studies on sulphur pollution showed that in 1990, SOx emissions from ships contributed around
4% to the total in Europe. In 2001, such emissions represented around 12% of the total and could rise
to as high as 18%.

The simplest approach to reducing SOx emissions is to burn bunkers with a low sulphur content.
A global heavy fuel oil sulphur content cap of 4.5% and a fuel sulphur limit of 1.5% in certain designated
sulphur emission control areas (SECAs), such as the Baltic Sea, North Sea, and English Channel,
are currently mandated by the International Maritime Organization (IMO) to reduce SOx pollution at
the sea and in the port areas. In 2008, the IMO approved further amendments to curb SOx emissions
(see also Figure 3):

− The fuel sulphur limit applicable in emission control areas (ECA)s from 1 March 2010 would be
1% (10,000 ppm), reduced from the existing 1.5% content (15,000 ppm).

− The global fuel sulphur cap would be reduced to 3.5% (35,000 ppm), reduced from the existing
4.5% (45,000 ppm), effective from 1 January 2012.

− The fuel sulphur limit applicable in ECAs from 1 January 2015 would be 0.1% (1000 ppm).
− The global fuel sulphur cap would be reduced to 0.5% (5000 ppm) effective from 1 January 2020.

Currently, all limits apply.
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Figure 3. The maximum sulphur content of marine fuel by the MARPOL Convention (author’s drawing
based on the data with [6]).

2.3. Control of CO2 Emissions

In total, 6% (0.5 kg/kWh) of the exhaust gas emission from marine diesel engines is carbon dioxide.
Although it is nontoxic itself, carbon dioxide contributes to the greenhouse effect (global warming and
climate change) and hence to changes in the Earth’s atmosphere. This gas is an inevitable product of
combustion of all fossil fuels, but emissions from diesel engines, thanks to their thermal efficiency,
are the lowest of the all heat engines. A lower fuel consumption translates to reduced carbon dioxide
emissions since the amount produced is directly proportional to the volume of fuel used, and therefore
to the engine or plant efficiency.

International concern over the atmospheric effect of carbon dioxide has stimulated measures and
plans to curb the growth of such emissions, and the marine industry must be prepared for future
legislation. There are currently no mandatory regulations on carbon dioxide emissions from shipping,
but they are expected. Under international agreements, such as the Kyoto Protocol and the European
Union’s accord on greenhouse gases, many governments are committed to substantial reductions in
the total emissions of carbon dioxide.

The Conference of Parties to the International Convention for the Prevention of Pollution from
Ships, 1973, as modified by the Protocol of 1978 relating thereto, held from 15 to 26 September 1997 in
conjunction with the Marine Environment Protection Committee’s 40th session, adopted Conference
resolution 8 on CO2 emissions from ships. The Marine Environment Protection Committee, at its 59th
session (13 to 17 July 2009), agreed to circulate the guidelines for voluntary use of the ship energy
efficiency operational indicator (EEOI) as set out in the annex. This document constitutes the guidelines
for the use of an energy efficiency operational indicator (EEOI) for ships. It sets out:

− What the objectives of the IMO CO2 emissions indicator are;
− How a ship’s CO2 performance should be measured; and
− How the index could be used to promote low-emission shipping, in order to help limit the impact

of shipping on global climate change.

2.4. Reduction of NOx Emissions

Fuel brought to marine engine cylinders contains potential and chemical energy, which changes
by a combustion process into the thermal energy. Analysis of the combustion process in the cylinder
and the reactions that are involved in nitric oxide (NO) has identified three main sources of NO of
which some are converted to nitrogen dioxide (NO2) to give the NOx mixture: Thermal NO, fuel source,
and prompt NO. Thermal nitric oxides are produced in exhaust in temperatures higher than 1500 K.
Prompt nitric oxides are produced in the flame front, in which there is deficiency of oxygen.

The range of thermal nitric oxide emissions depends on the flame temperature, partial oxygen
pressure in exhaust (air excess coefficient), time of nitrogen, and oxygen particles’ presence in high
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temperatures. The higher the temperature in which the oxidation and concentration of oxygen take
place in the reaction area, the more intensive the reaction of oxidation and the oxygen concentration
that occurs. During fuel combustion in the engine cylinder, the temperature exceeds 1600 K so the
conditions for nitric oxide creation are perfect.

The second group comprises nitric oxides crested from nitrogen compounds included in fuel,
which form nitric oxide by oxidation of combustible components, and then molecule nitrogen. The stage
of nitrogen conversion from fuel into NOx depends on the fuel type and it ranges from 20% to 80%.
Over 90% of oxides of NOx produced in internal combustion engines constitute NO. The oxidation of
NO into NO2 takes place in the engine outlet channels, with the presence of oxygen contained in the
channels and in the atmosphere. The term nitric oxides comprises both compounds.

Heavy fuel oil burnt in marine engines (HFO) contains greater amounts of nitric compounds than
marine diesel oil (MDO). The nitric oxide emissions are greater in the case of heavy fuel than in MDO.

The reduction of the exhaust emission of NOx of modern marine diesel engines can be achieved
through:

− Primary measures;
− Secondary measures; and
− Fuel modifications.

Primary reduction of exhaust emission takes place by influencing the fuel combustion process in
the engine cylinder. The purpose of this action is to attack the problem at its source during the process
of exhaust formation. In practice, in order to reduce nitric oxide emission, the following steps are
taken:

− Change of air parameters;
− Change of fuel injection parameters;
− Supplying water to the cylinder; and
− Exhaust gas recirculation.

Secondary measures are necessary to apply external treatment of exhaust gases after they have
left the engine cylinders. In practice, the devices available for this purpose include selective catalytic
reduction (SCR)—SCR converters.

The reduction of NOx emission through fuel modification is achieved, inter alia burning in the
engine, by fuel/water emulsion. The combustion of alternative fuels, including diesel oil mixture with
vegetable oils or their esters, may also be taken into account.

3. Vegetable Oils

Contemporary main diesel engines of sea-going ships are commonly supplied with heavy fuels
oil (HFO). This very often also concerns auxiliary engines, especially electric generating sets. However,
on many ships, the electric generating sets are still fed with marine diesel oil (MDO). Additionally,
most diesel engines installed on small ships run on MDO.

Increasingly more attention is paid to alternative fuels, also called substitute, renewable,
or unconventional fuels, because of the permanently increasing demand of marine diesel oil, their prices,
and ecological requirements.

Unconventional fuels for supplying diesel engines are inter alia alcohol, ethanol, vegetable and
mineral oils, fatty acid methyl esters, and diethyl ether [7]. In the research project planned by the author,
supplying a ship with diesel engine only with a mixture of marine diesel oil (MDO) and rapeseed oil
methyl ester (RME) was accounted for. It can be observed that some parameters of rape oil, their ester,
and diesel oils show similar values. However, their density, kinematic viscosity, and flow temperature
values differ from those of diesel oils. These data are listed in Table 2 [7].
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Table 2. Comparison of some parameters of diesel oil, rape oil, and methyl ester of higher acid of rape
oil (RME) [7].

Parameters Unit Diesel Oil Rape Oil Esters (RME)

Density at 15 ◦C kg/m3 820 ÷ 860 920 860 ÷ 900

Kinematic viscosity at 40 ◦C mm2/s 1.5 ÷ 4.5 30.0÷43.0 4.3 ÷ 6.3

Cetane number − 45 ÷ 55 ~51 49 ÷ 56

Gross caloric value MJ/kg 42 ÷ 45 37.1 ÷ 37.5 37 ÷ 39

Flow temperature ◦C <−15 −6 −5 ÷ −8

As far as rape oils are concerned (interesting in the case of Poland), their density and viscosity is
distinctly higher, which can make supplying diesel with them difficult; however, their positive features
are practically no sulphur content and their bio-degradation ability. The results of research on the
application of only vegetable oil for supplying diesel engines (mainly in the automotive industry,
and not on ships) show worse cylinder filling, worse supplying, and greater lengths of injected oil
jets, associated with their large viscosity and density [7]. The expected phenomena associated with
supplying diesel engines with rape oil are disturbing, namely, the often occurrence of clogging sprayer
nozzles in the injector, and troubles with starting engines at low ambient temperature. There is also the
seizing of precise pairs of injection pumps, and great susceptibility to the formation of carbon deposits
on piston heads, ring grooves, valve, and valve seats.

Due to substantial difficulties in applying rape oil only, as well as due to the limitation in using
esters for running diesel engines, an alternative is to use mixtures of diesel oils and vegetable oil esters.
In this way, it is expected to decrease the density and viscosity of the mixture to relative to those of a
given ester. Tests on mechanical vehicles running on a mixture (20% rape oil/80% diesel oil) did not
reveal any detrimental consequences [8].

Therefore, the author decided to carry out research on a marine diesel engine, to which the
MDO/RME mixture containing up to 20% RME was fed.

Laboratory Tests

Object of tests. The tests were carried out with the use of the one-cylinder two stroke crosshead
supercharged diesel engine, which is an element of the test stand adapted to investigations on emission
exhaust gas components (Figure 4). The Wimmer MRU/2D analyzer with measuring accuracy of ≤±5%
and a resolution of 1 ppm was used to measure the composition of the exhaust gases.

To supply the engine during the tests in question, the marine diesel oil (MDO) and its mixtures
with rape oil esters (RME) of the following proportions were prepared:

− 15% of RME in MDO; and
− 20% of RME in MDO.

The MDO had a density of 831 kg/m3 and the RME of 883 kg/m3. As a result of the mixing,
the biofuel had a density of 839 kg/m3 in the first case and 840 kg/m3 in the second case.

Test program. The tests were carried out within the broad range of the engine’s loading, namely:
40%, 50%, 60%, 70%, and 80% M/Mn (set torque of engine M/nominal torque of engine Mn) and for a
constant rotational speed of the engine, set at 220 rpm. At a given rotational speed and successively
set loads, measurements of the engine’s exhaust gas content during combusting by the engine were
realized: The MDO alone, and the two above specified mixtures (i.e., 15% of RME in MDO, and 20% of
RME in MDO). The results obtained from the tests during the supply of the engine with the MDO alone
was assumed as the reference point for determination of the influence of combustion of the MDO/RME
mixtures on the engine’s exhaust gas content.
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Figure 4. Test stand: (a) block diagram: 1—L-22 diesel engine, 2—water brake, 3—torsiometer,
4—gauge for crankshaft position marking and rotational speed measuring, 5—combustion pressure
transducer, 6—injection pressure transducer, 7—computer, 8—exhaust gas analyzer, 9—analog/digital
converter; (b) engine L22-view.

Test results and their analysis. The selected tests results are presented in Figures 5 and 6. On the
basis of the exhaust gas analysis, it can be stated that combustion of MDO with 15% addition of RME
caused, on average, a drop of the NOx content by 35% (for higher engine loads—70% and 80% M/Mn)
and that during combusting of the MDO with the 20% addition of RME, the drop, on average, exceeded
57% (for higher engine loads—70% and 80% M/Mn), as shown in Figure 5.

Figure 5. NOx content in exhaust gas as a function of the engine load for different kinds of fuel at a
constant rotational speed n = 220 rpm.

Figure 6. CO2 content in exhaust gas as a function of the engine load for different kinds of fuel at a
constant rotational speed n = 220 rpm.
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It can also be noted that the combustion of MDO with the 15% and 20% addition of RME, especially
for higher engine loads (70% and 80% M/Mn), causes a clear drop in CO2. This drop is exceeded by
33% in the combustion of MDO with the 15% addition of RME and exceeded by 57% in the combustion
of MDO with the 20% addition of RME (Figure 6).

4. Change of Fuel Injection Parameters-Change Advance Angles of Fuel Injection

The possibility of reducing NOx emission by changing the fuel injection parameters has been
noted [9]. The fundamental parameter for an injection system is the advance angle of fuel injection.
You can expect that change of the advance angle of fuel injection affects the composition of exhaust
gases, including toxic component emissions. This thesis is confirmed by the research carried out by the
author, described in follow section.

Laboratory Tests

Object of tests. The tests were carried out with the use of the one-cylinder two stroke crosshead
supercharged diesel engine (Figure 4), which is an element of the test stand adapted to investigations
on emission exhaust gas components.

To supply the engine during the tests in question, the marine diesel oil (MDO) was used and the
fuel injection advance angle (injection timing) changed for three selected values:

− −13◦ (rated value) before the piston top dead center (TDC);
− −10◦ before the piston top dead center (TDC); and
− −7◦ before the piston top dead center (TDC).

Test program. The tests were carried out within the broad range of the engine’s loading, namely:
40%, 50%, 60%, 70%, and 80% M/Mn (set torque of engine M/nominal torque of engine Mn) and for a
constant rotational speed of the engine, set at 220 rpm. At the given rotational speed and successively
set loads, measurements of the engine’s exhaust gas content were realized for three values of the angle:
−13◦ (rated), −10◦, and −7◦ before the piston top dead center (TDC).

Test results and their analysis. The selected tests results are presented in Figures 7 and 8. Changes to
the injection advance angle can be made by adjusting the factory settings. A decrease of the injection
advance angle unambiguously makes the NOx content in exhaust gas lower. A decrease of the injection
advance angle of −13 degrees to −7 degrees unambiguously makes the NOx content in exhaust gas
lower (even more than 18%—see Figure 7). However, it should be remembered that both an advance
and delay of fuel injection starting, in relation to the values recommended by the producer and set
during static adjustment of the engine, influences not only the exhaust gas content but also other
important operational parameters of the engine by changing the combustion process quality. Inter alia,
an increase in the specific fuel consumption can be expected.

Figure 7. NOx content in exhaust as a function of the engine load and three different advance angles of
fuel injection, for a constant rotational speed n = 220 rpm.
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Figure 8. CO2 content in exhaust as a function of the engine load and three different advance angles of
fuel injection, for a constant rotational speed n = 220 rpm.

The investigations also revealed (see Figure 8) that the advance angles of fuel injection have no
significant impact on the change content of carbon dioxide (CO2) in exhaust gas.

5. Conclusions

Atmosphere protection against pollution from seagoing vessels is currently one of the most
important areas of ecological activity in maritime transport. Various solutions are implemented on
ships that allow for a significant reduction of toxic compounds in the exhaust gas.

Among others, fuel modifications made possible a reduction of the emission of toxic components
of exhaust gases from modern marine diesel engines. The test results show that for environmental
reasons, mixtures of marine diesel oil and rape oil esters (MDO)/(RME) may be supplied to the
marine engines.

The supply of the engine during the tests, the mixtures of marine diesel oil (MDO) and rape oil
esters (RME), caused a clear drop in emissions of nitrogen oxides and carbon dioxide, particularly for a
higher engine load.

There is a possibility of reducing the emission of NOx through changes of the fuel injection
parameters. The effect of changes to the fuel injection advance angle of emission oxides of nitrogen
(NOx) and carbon dioxide (CO2) was investigated in the test.

The decrease of the injection advance angle unambiguously makes the NOx content in exhaust
gas lower. The investigations also revealed that the advance angles of fuel injection change and they
have no significant impact on the change content of carbon dioxide (CO2) in exhaust gas.

The use of biofuels (a mixtures of marine diesel oil and rapeseed oil esters), or a reduction in
the advance injection angle are the possible solutions to be used immediately, without significant
investment costs.
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Abstract: Liquefied natural gas (LNG) use as marine fuel is increasing. Switching diesel to LNG in
ships significantly reduces air pollutants but the methane slip from gas engines can in the worst case
outweigh the CO2 decrease with an unintended effect on climate. In this study, a methane oxidation
catalyst (MOC) is investigated with engine experiments in lean-burn conditions. Since the highly
efficient catalyst needed to oxidize methane is very sensitive to sulfur poisoning a regeneration using
stoichiometric conditions was studied to reactivate the catalyst. In addition, the effect of a special
sulfur trap to protect the MOC and ensure long-term performance for methane oxidation was studied.
MOC was found to decrease the methane emission up to 70–80% at the exhaust temperature of 550
degrees. This efficiency decreased within time, but the regeneration done once a day was found to
recover the efficiency. Moreover, the sulfur trap studied with MOC was shown to protect the MOC
against sulfur poisoning to some extent. These results give indication of the possible use of MOC in
LNG ships to control methane slip emissions.
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1. Introduction

The emissions from ships can be a significant source of air pollution in coastal areas
and port cities and can have negative impact on human health and climate [1–3]. Therefore,
the International Maritime Organization (IMO) has implemented regulations to reduce
emissions from ships. So far, these regulations concentrate mainly on emissions of nitrogen
oxides (NOx) and sulfur oxides (SOx). To answer these requirements emission reduction
technologies are needed, namely fuel technologies, combustion technologies and/or ex-
haust gas after-treatment technologies (see e.g., [4]). One solution is to use natural gas (NG)
as a fuel.

Liquefied natural gas (LNG) use as marine fuel is increasing and more and more
gas engines, mainly dual fuel, are being installed in ships. With LNG both SOx and NOx
regulations of IMO can be achieved without any need for after-treatment, since NG is nearly
sulfur free resulting in very minor/no SOx emissions while lower NOx levels (compared to
diesel) can be achieved due to low combustion temperature of natural gas (in lean-burn
conditions). In addition, particle emissions from natural gas combustion are low and only
minor black carbon is formed from NG combustion [5–7]. Moreover, CO2 emission is
lower with NG use compared to diesel fuels, which is because NG is mainly composed
of methane with a higher H/C ratio compared to diesel. The hydrocarbon emissions, on
the other hand, are higher with NG compared to diesel fuels [8–11]. Because natural gas is
mainly methane, most of the hydrocarbon emissions is also methane. Since methane is a
strong greenhouse gas, its emissions should be minimized.

Three different gas engine groups are used for marine applications, namely lean-
burn spark-ignited engines, low pressure dual fuel engines and high pressure dual fuel
engines [12]. For dual fuel engines, the natural gas and air mix is ignited with a small diesel
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pilot injection. In addition, the diesel can be used as the main fuel (back-up fuel) if LNG is
not available, making this dual fuel concept the most popular one in marine applications.

According to Sharafian et al. [13] LNG use in high pressure dual fuel (HPDF) engines,
which are used only for large low-speed oceangoing vessels, can reduce greenhouse gas
(GHG) emissions by 10% compared to their heavy fuel oil (HFO)-fueled counterparts.
However, the current deployment of medium speed low pressure dual fuel (LPDF) cannot
reliably reduce GHG emissions. This is primarily due to the high levels of methane slip
from these engines. The methane slip from HPDF engines is reported to be significantly
lower compared to LPDF engines [13] but the LPDF is the most popular LNG engine
technology with at least 350 ships (e.g., LNG carriers, car/passenger ferries, cruise ships)
while HPDF is used in less than 100 ships (e.g., LNG carriers, container ships) [14].

Peng et al. [6] studied the impacts of switching a marine vessel from diesel fuel to natural
gas. They showed that the GHG impact of NG compared to diesel is higher especially on
lower engine load cases while at higher loads (>75%) the GHG impact is comparable to diesel.
The test vessel in their study operated with medium speed dual fuel engines.

ICCT’s (The International Council on Clean Transportation) working paper on “The
climate implications of using LNG as a marine fuel” also concludes that there is no climate
benefit from using LNG, when using a 20-year global warming potential, including up-
stream emissions, combustion emissions and unburned methane [14]. However, over the
100-year time frame, a life cycle GHG benefit of LNG is reported to be 15% compared to
diesel, but this is only for ships with HPDF engines. A life cycle GHG emission study on
the use of LNG prepared by Sphera reports GHG emission reductions with LNG operation
(compared to HFO fueled ships) 14–21% for 2-stroke slow speed and also 7–15% for 4-stroke
medium speed [15].

One key issue in the current and future LNG ships is the control of methane slip.
Methane emissions from engines are being reduced, e.g., by better fuel mixing conditions,
improvements in combustion chamber design, and by reducing crevices [16,17]. One option
is the use of oxidation catalyst. To oxidize methane, a highly efficient catalyst is needed.
Although catalysts based on platinum are commonly used for non-methane hydrocarbon
and CO oxidation, palladium catalysts have shown good activity for methane oxidation
(e.g., [18,19]). Challenge in the development of MOC is the catalyst deactivation since
palladium-based catalysts are very sensitive to sulfur poisoning and as little as 1 ppm SO2
present in the exhaust has already been found to inhibit the oxidation of methane [20,21].

Simplified, when palladium-based MOC is to be used the SO2 in the exhaust should
be minimized and/or a regeneration procedure to recover the catalyst activity is needed.

There are few scientific studies published about the regeneration of sulfur-poisoned
methane oxidation catalysts. Arosio et al. [22] studied the regeneration by short CH4 pulses.
Honkanen et al. [23] also used CH4 conditions to regenerate sulfur-poisoned Pd-based
catalyst. According to Kinnunen et al. [24] a sulfur-poisoned catalyst can be regenerated
under low-oxygen conditions and Lott et al. [25] also favor rich conditions to achieve
efficient regeneration. In addition, H2 usage has been studied to recover the catalyst
activity [26,27]. Most of these regeneration studies are conducted in laboratories with
synthetic gases.

To minimize SOx in the exhaust, the sulfur in the fuel and lubricating oil is to be
minimized. However, in the case of natural gas, the sulfur level is already very low (a
few ppm). In dual fuel engines, obviously, also the pilot diesel fuel sulfur level is to be
minimized, although the pilot fuel use is only one to a few percent of the natural gas use.
In this study, we also add a sulfur trap as one choice. A sulfur trap, also called the SOx
trap, is an adsorber catalyst, specifically designed to store sulfur. They have earlier been
studied and developed to protect NOx adsorbers that can adsorb and store NOx under lean
conditions and release it under rich operation but are however poisoned by SOx present in
the exhaust gas [28]. In the present study, the SOx traps are connected to MOC for the first
time (to authors’ knowledge).
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In this study, the performance and regeneration of one methane oxidation catalyst
(MOC) is studied in engine exhaust. Catalyst performance studies with an engine under
lean conditions are done by emission measurements upstream and downstream of the cata-
lyst while the regeneration is done by switching on engine-driving mode to stoichiometric
for couple of minutes time. In addition to MOC only, we study the effect of a SOx trap,
using it upstream the MOC, to see how it protects the MOC against sulfur poisoning.

2. Methods

The research facility included a passenger car engine that was modified to run with
natural gas. The engine with the test facility was presented in detail in Murtonen et al. [29].
The engine was operated with a lean air-to-fuel mixture. For the present study, only one
engine-driving mode was used. The exhaust gas flow and temperature (measured upstream
of the catalysts) were adjusted independently, and therefore, it was possible e.g., to keep
the exhaust gas composition and flow constant while changing only the temperature. In
the present study, most of the tests were conducted with exhaust temperature adjusted to
550 ◦C and exhaust flow to 60 kg/h while initial performance studies were also conducted
at lower exhaust temperatures and with different exhaust flows.

The NG was from Nord Stream and was high in CH4 content (>95%). The sulfur
content of the gas was below 1.5 ppm. The lubricating oil used for medium speed LNG
engines was selected and used in this smaller test engine also. The lubricating oil sulfur
content was 2100 mg/kg, density was 0.85 kg/dm3 and viscosity at 100 ◦C was 13.4 mm2/s.

MOC used platinum-palladium (1:4) as active metals on a tailored coating developed
for lean NG applications and supported on a metallic substrate. The volume of MOC was
0.75 dm3. This means a space velocity (1/h) of 61,500 with exhaust flow of 60 kg/h. In
addition to MOC only, similar studies were done with a SOx trap installed in front of the
MOC. The SOx trap has a property to absorb and release SOx in controlled conditions
and had a volume of 0.75 dm3. The catalyst set-up is presented in Figure 1.

Figure 1. Set-up.

Emission measurements were done upstream and downstream of the catalyst system
(see Figure 1). This included a Horiba PG-250 analyzer used to measure NOx, CO, CO2, and
O2. CO and CO2 were measured by non-dispersive infrared, NOx by chemiluminescence,
and O2 by a paramagnetic measurement cell. Exhaust gas was dried with gas-cooler before
it was measured by Horiba.

Online SO2 emissions were determined by a Rowaco 2030 1 Hz Fourier transfer infra-
red (FTIR) Spectrometer equipped with an Automated MEGA-1 (miniMEGA) sampling
system. The detection limit for SO2 was 2.5 ppm. This device was used mainly only during
the regeneration periods to observe the SO2 release.

An agilent 490 MicroGC (Gas Chromatography) was used to measure the hydrocar-
bons and hydrogen (H2). The detection limits for ethane (C2H6), ethylene (C2H4), and
propane were approximately 2 ppm, for methane (CH4) 10 ppm, and 100 ppm for H2.

Multiple gaseous components were measured continuously by two Gasmet DX-4000
Fourier transformation infrared (FTIR) spectrometers simultaneously upstream and down-
stream of the catalyst system.
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Test Program

The experiments were conducted over a 190 h’ ageing at the selected driving mode.
The driving mode selection was based on the exhaust gas composition with an aim to
produce as similar exhaust gas as possible that would be emitted from LNG engine. The
engine out exhaust gas composition on the selected driving mode is presented in Table 1
and shows that the NOx level was approx. 225 ppm and CO 550 ppm, while hydrocarbons
constituted of methane with near 1000 ppm level, ethane 15 ppm, and ethylene 30 ppm. In
addition, formaldehyde (HCHO) was found in the exhaust with a level of approx. 55 ppm.
For comparison and as a reference we have added the exhaust gas composition measured
form one medium speed dual fuel marine engine run with NG to Table 2. These were
earlier presented in g/kWh [5] and now in concentrations at two engine loads of 85% and
40%. Comparing these values to the values of the present study’s selected driving mode
(Table 1 “Ageing”) we see that these are in the same order of magnitude.

Table 1. Engine out exhaust gas composition (as measured in dry gas). In “Ageing”-mode hydro-
carbons are measured by GC and others by Horiba, while in “Regeneration”-mode O2 and H2 were
measured by GC and others by FTIR. HCHO was measured with FTIR.

Engine Out
CO CO2 NOx O2 CH4 C2H6 C2H4 H2 HCHO

ppm vol% ppm vol% ppm ppm ppm vol% ppm

Ageing (normal
operation) 549 8.0 226 6.5 970 14.6 30.3 <0.01 55.7

14.8 0.1 7.1 0.1 125.0 1.4 0.8 4.4

Regeneration 9377 10.2 2437 1.0 862 <2 <2 0.6 37.0

1825.7 0.2 187.3 0.2 58.6 0.1 3.6

Table 2. Engine out exhaust gas composition from one medium speed dual fuel marine engine run
with natural gas as the main fuel [5].

Engine Out
CO CO2 NOx O2 CH4 C2H6 C2H4 H2 HCHO

ppm vol% ppm vol% ppm ppm ppm vol% ppm

Marine engine 85% load 342 5.5 337 10.9 1823 41.8 7.2 - 44.7

Marine engine 40% load 650 5.3 380 11.1 3750 89.0 23.1 - 76.0

To ensure that the starting point for the experiments was as similar to possible for all
catalyst reactors, they were preconditioned by ageing for 48 h in the selected driving mode
with an exhaust gas temperature of 550 ◦C and exhaust flow of 60 kg/h. After the precon-
ditioning, the initial performance of the MOC was studied by emission measurements. The
same driving mode was used. The methane level in this driving mode was near 1000 ppm
(Table 1) and in addition, one higher methane level was included in the initial performance
studies to see if the methane level influences the performance. This approx. 1500 ppm
methane level was achieved in the same driving mode by adding methane to the exhaust
prior to the catalyst.

After the initial performance studies, the ageing tests were conducted. Additional SO2
was fed into the exhaust (see Figure 1) in part of the ageing tests, while one test was also
conducted without any additional SO2. The added SO2 contributed to a 1 ppm increase in
the exhaust gas while any sulfur from the natural gas and lubricating oil, led to a SO2 level
of approximately 0.5 ppm in the exhaust gas. This means SO2 level of 0.5 ppm without any
additional SO2 and SO2 level of 1.5 ppm with the added SO2 in the exhaust. The SO2 level
of 1.5 ppm was confirmed by sampling exhaust gas to a sample bag and analyzing by gas
chromatography prior to the ageing tests. In the following ageing tests, the SO2 feed was
then kept constant.
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Altogether, three similar experimental campaigns were conducted. Two ageing tests
were done with MOC only, meaning one ageing test with additional SO2 and the other one
without SO2 addition. The third ageing test was conducted with SOx trap installed in front
of the MOC (including the additional SO2 in the exhaust gas).

During the ageing test, the engine was running without stops and once a day regener-
ation was done by turning the engine to stoichiometric condition for 5 min time. In Table 1,
also the engine out emissions at the regeneration mode are presented. This shows that in
addition to the targeted O2 decrease, other emission components’ levels changed as well.
The NOx increased to 2400 ppm and CO to above 9000 ppm in the stoichiometric mode
while methane level decreased to 860 ppm. In addition, H2 with a level of 0.6% was found
in the exhaust when running on the nearly stoichiometric mode.

3. Results

3.1. MOC Initial Performance

To oxidize methane, in addition to the effective catalyst, high temperature is required.
This was found to be true in the present study also. After preconditioning the catalyst
for 48 h in the engine exhaust, the initial performance was defined by measurements
upstream and downstream of the catalyst. Figure 2 presents the initial methane conversion
as a function of exhaust temperature and at three different exhaust flows. At exhaust
temperature of 400 ◦C, the methane conversion was found to be negligible (only 2%).
However, when increasing the temperature, the methane conversion sharply increases,
being above 20% at exhaust temperature of 460 ◦C, above 60% at exhaust temperature of
500 ◦C and at the highest temperature of 550 ◦C the methane conversion is approx. 70%.
Furthermore, the lower exhaust flow (40 kg/h) studied at 550 ◦C increased the methane
conversion to near 80% which is reasonable since the lower exhaust flows means more time
for the catalytic reactions to occur. Roughly, changing the exhaust flow from 80 kg/h to
40 kg/h means similar effect on the performance that could be expected with doubling the
catalyst size. In this case, the methane conversion increased from 60% (with 80 kg/h) to
80% (with 40 kg/h).

Figure 2. Initial methane conversion (the line is to guide eye only).

In practice, the engine out methane level of 1500 ppm compared to 1000 ppm had no
effect on the MOC performance and the difference in methane conversions within these
two cases was found to be less than 4%.

The ethane conversion was measured to be approx. 30% at exhaust T of 400 ◦C while
at exhaust T of 460 ◦C and higher no ethane was found in the exhaust downstream of
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the MOC meaning near 100% conversion. Ethylene found in the engine out exhaust (see
Table 1), was not found in the exhaust downstream of MOC in any of the test conditions
meaning near 100% conversion for ethylene already at 400 ◦C. In addition, CO was in
the level of only a few ppm downstream MOC, confirming nearly total CO conversion.
From the FTIR measurements also formaldehyde was analyzed and was found to be below
2 ppm downstream of MOC in all test conditions (while the engine out level was approx.
55 ppm) confirming nearly total HCHO conversion as well. The NOx level was not affected
by the MOC, as expected.

3.2. MOC Performance in Ageing

The methane conversion of the MOC was found to decrease rather quickly over time.
The conversions calculated form the GC measurement results are presented as a function
of time in Figure 3. The GC measurement was done just before the regeneration and then
again 3 h after the regeneration.

Figure 3. Methane conversion as a function of time, over the ageing experiment, calculated from GC results. GC measure-
ments were done just before regeneration and 3 h after the regeneration. (The lines are to guide eye only).

The conversion was found to decrease by approx. 20 percentage units during the first
20 h of driving (see Figure 3). However, the regeneration, done once a day, was found to
recover the methane efficiency of the catalyst. For example, in the case of “SOx trap + MOC”
the methane conversion in the beginning was approx. 70%, after 20 h it decreased below 50%,
but after the regeneration the conversion was found to be near 65%. During the following day
(20–44 h) the conversion decreased again, now approx. to 40%; however, after the regeneration
the conversion increased back to above 60% (see Figure 3, 44 h). Next, the third day was very
similar to the second day’s performance. After this, the next 2 days were conducted without
regenerations (68–140 h), and the regeneration was done on the third day. The conversion
decreased, without the daily regenerations, to 30%, but again, after the 5 min regeneration
period, the conversion was back to above 60% (see Figure 3, 140 h).

The exhaust SO2 level had a clear influence on the methane catalyst efficiency. When
MOC was aged with 1 ppm extra SO2 added to the exhaust, the methane conversion after
each 24 h of driving was lower compared to the case where MOC was aged without any
extra SO2 in the exhaust (see Figure 3 cases “MOC-no SO2” and “MOC + SO2”). The SOx
trap was found to protect the MOC since when the same ageing was conducted with trap
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installed upstream of the MOC the methane efficiency was similar to the case with no SO2
added to the exhaust (Figure 3, cases “trap + MOC + SO2” and “MOC-no SO2”).

Note. All three MOCs of the tests were similar and were preconditioned for 48 h
prior to the actual ageing tests start. However, the methane conversion in the start of the
ageing test varied between 70–80% with the MOCs. In addition, for some reason, the first
regeneration in the cases of “MOC-no SO2” and “MOC + SO2” was not successful, as it
seemed not to recover the catalyst efficiency. For this, we do not have any clear explanation.
Turning engine to stoichiometric mode was done manually and due to human factors, this
might not have been done exactly similarly in all cases. In the case of “trap + MOC” the
engine, unintended, faced changes in operation between 68–140 h, which we observed
as an increased methane slip, while other emission components were not significantly
changed. The methane slip in this case was near 2000 ppm at 140 h and forward. This was
also the reason, why this test was ended at 164 h.

To have a closer look at the MOC performance from hour to hour, the methane
conversion calculated from the simultaneously measuring FTIR devices’ methane results
are presented in the Figure 4 roughly for two days period. We started the period to examine
only after the first day (due to the unsuccessful first regenerations discussed above). After
the second regeneration, i.e., at the 44 h point, all the catalysts resulted in similar methane
conversions. The conversion after the regeneration decreases more quickly in the case of
“MOC + SO2” than for the two other cases (“MOC-no SO2” and “trap + MOC”) that seem
to behave very similarly. Again, after the regeneration the conversion is recovered, in all
cases, and similarly to earlier day, the conversion after the regeneration (68 h) decreases
more quickly in the case of “MOC + SO2” than for the two other cases. The methane
conversion is approx. 10–15% units higher when the trap is placed upstream the MOC,
meaning there are more active sites for methane to convert in the MOC downstream the
trap. This indicates the SO2 level inside the MOC is lower when trap is involved compared
to the MOC only case.

Figure 4. Methane conversion based on two simultaneously measuring FTIRs.

Although the methane conversion was significantly decreased within time, we saw,
in practice, no change in the performance regarding the other emission components. The
ethane and ethylene levels downstream of MOC stayed close to zero (below the detection
limit) throughout the ageing test. CO level was only a few ppm downstream MOC and
formaldehyde level stayed also in the level of 2 ppm (or below) throughout the ageing test.
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3.3. MOC Performance in Regeneration

The regeneration, recovering the catalyst efficiency for methane oxidation, already
indicates SO2 is most probably released from the catalyst during the regeneration and the
SO2 measurement confirms this. In each case, during the 5 min regeneration a release
of SO2 was detected with the FTIR downstream of the catalyst. The total SO2 amounts
released over the 5 min regeneration periods are collected to Table 3. The lowest SO2
amounts were released in regeneration of MOC, which was tested without any additional
SO2 in the exhaust. In the second case (“MOC + SO2”) where more SO2 was present in the
exhaust, also more SO2 was found to be released from the MOC during the regenerations
indicating that more SO2 is collected to MOC also. If we look at for example the third
regenerations (Table 3) we see that in the case of “MOC-no SO2”, 0.33 g SO2 was released
while in the case of “MOC + SO2” 0.54 g SO2 was released. In the case of “trap + MOC” the
SO2 released during the regeneration was 1.52 g (see Table 2), indicating roughly that the
“trap” is contributing to the release with SO2 amount of 0.98 g. This means that the trap is
collecting at least the same amount of SO2. In addition, this SO2 release indicates that the
trap itself is regenerating at the same time as the MOC. Also, since the methane oxidation
efficiency is recovered (Figures 3 and 4), no significant amount of the SO2 released form
trap during the regeneration period is expected to be collected in MOC but only flowing
through the MOC.

Table 3. The SO2 amounts (g) released during regenerations. * Note. 4.reg was done after weekend. In
case of Italic labelled values, engine-driving mode was not exactly as intended, see text for more details.

Hours
MOC Only MOC Only Trap + MOC

w/o SO2 Add with SO2 Add with SO2 Add

20 1.reg 0.35 0.51 1.29
44 2.reg 0.18 0.54 1.51
68 3.reg 0.33 0.54 1.52
140 4.reg * 0.35 0.58 2.26
164 5.reg 0.09 0.52 2.00
188 6.reg 0.21 0.51

When the extra SO2 was added to exhaust, the total SO2 available during 24 h of
driving was 4.10 g. Therefore, in the case of “MOC + SO2” the released SO2 amount was
13% of the amount available, while in the case of “trap + MOC” the released amount was
37% of the amount available. Since the “trap + MOC” released significantly more SO2
compared to MOC only, the “trap + MOC” must also be collecting more SO2. This is what
we saw in the catalyst performance and ageing tests, since the methane conversion of
“trap + MOC” was higher than in the case of MOC only indicating the poisoning effect of
SO2 was less in the case of “trap + MOC”.

The results in Table 3 also show that in the case of “trap + MOC” when regeneration
is done after a longer time period (4th regeneration) some more SO2 is released during
the regeneration. One should note that in this case (of “trap + MOC”) the engine-driving
mode was changed between third and fourth regenerations, meaning that the methane
slip increased to near 2000 ppm level in ageing mode (discussed above). The actual
regenerations were repeated as similarly as manually possible and now significant changes
were observed in the regeneration mode engine out emission levels.

Regarding the regenerations conducted during the first tests (the case of “MOC-no
SO2”) the adjustment to stoichiometric mode was not always realized similarly. In the
cases of the 5th and the 6th regenerations, changing the driving mode to stoichiometric did
not happen as smoothly as for the other cases (therefore we marked those in italic to the
table).

During the regeneration, the exhaust gas composition changed significantly (Table 1).
However, the MOC also worked during the regeneration. Although the engine out CO
level increased to above 9000 ppm in the short regeneration phase (Table 1), the level
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measured downstream of MOC increased only after approximately 2 min from the start
of the regeneration (i.e., turning the engine to stoichiometric driving mode) and did not
reach to higher than 3000 ppm (Figure 5A). This also had strong influence on the exhaust
temperature since oxidizing high amount of CO contributes to the temperature increase.
This was also observed by temperature measurement downstream the MOC showing an
increase of 50–60 degrees during the regeneration (Figure 5A). Furthermore, no H2 was
observed downstream the MOC, confirming that also the H2 (engine out concentration
0.6%, Table 1) was oxidized during the regeneration, influencing exhaust temperature
(measured downstream the MOC) as well.

 
(A) (B) 

Figure 5. Exhaust temperature downstream the MOC. SO2 and CO downstream the MOC during the regeneration phase.
(A) the case of “trap + MOC” for 1st and 3rd regenerations (B) the case of “trap + MOC” for 4th regeneration.

Interestingly, the regeneration of “trap + MOC” done after longer time period (68–140 h)
resulted in different behavior than all the other regenerations. As discussed above, in this
case the methane slip from the engine increased during 68–140 h to a level of 2000 ppm. The
temperature increase during regeneration was 20–30 degrees higher in this case (Figure 5B)
compared to other regenerations (Figure 5A). The exhaust temperature downstream the cata-
lyst was a few degrees higher in the normal driving mode (“ageing”) as well (see Figure 5A,B
prior to regeneration start). Since the methane conversion over the MOC was similar for both
methane slip levels (normal 1000 ppm versus this higher 2000 ppm), the MOC was oxidizing
more methane in this higher slip case and this methane oxidation increase can also result in
temperature increase.

The CO level downstream the MOC in this regeneration of Figure 5B (i.e., max. 1000 ppm)
was significantly lower than in other regenerations although the engine out CO level was
similar in all cases. This more effective CO oxidation can be due to temperature increase
while this CO oxidation also influences to the temperature increase itself. In addition, a higher
SO2 release was observed (Figure 5B). The temperature increase might be one reason for this
while also the fact that after a longer period without regenerations also more SO2 is most
probably collected to the trap and therefore more SO2 can be released during the regeneration
as well. Also, the SO2 level at the end of regeneration is on higher level in the regeneration
of Figure 5B being approx. 190 ppm while in the case of Figure 5A the SO2 level at the end
of regeneration is approx. 50 ppm. The higher SO2 level at the end of regeneration might
indicate that if the regeneration mode is to be continued for a longer time period also more
SO2 could be released. However, on the other hand, especially in the case of Figure 5A i.e.,
daily regenerations, most of the SO2 is released in the first half of the regeneration period.
This indicates that shorter regeneration times could be relevant.
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4. Discussion

The reports of ICCT and Sphera present average methane slip values of 5.5 g/kWh and
3.8 g/kWh for LPDF engines, respectively [14,15]. However, the methane emissions from
actual LNG vessels have not yet been widely studied. Anderson et al. [8] conducted on-
board studies on an LNG ship resulting in total hydrocarbon emissions of 1.1–6.7 g/kWh
(depending on engine load). Ushakov et al. [12] report average methane emission of
5.26 g/kWh based on on-board measurements. Peng et al. [6] also did on-board studies
and reported methane levels of 3.7–25.5 g/kWh, the lowest level corresponding to highest
engine load and the highest methane level corresponding to engine load of 25%. They
also publish the actual methane concentration of 1000 ppm at 90% engine load and higher
concentrations at lower engine loads. Lehtoranta et al. [5] reported methane levels from
one medium speed engine (dual fuel, natural gas) at two load modes of 85% and 40%
resulting in 5.6 g/kWh and 13.8 g/kWh, respectively. These levels correspond to methane
concentrations of 1800 ppm (at 85% load) and 3750 ppm (at 40% load) (Table 2). Wei and
Geng [30] review also reports total hydrocarbon concentrations above 2000 ppm from
natural gas/diesel dual fuel combustion. Comparing these published results, there is a
large variation in the methane levels reported, depending, most probably, on different
engines (e.g., engine model, size, age) used as well as on engine loadings. Most of the
values reported are in g/kWh while there are few publications reporting in concentrations
(ppm) also. By comparing these values, it can be concluded that all the methane slips
reported are in the order of 1000 ppm or higher. Furthermore, comparing this to the
present study, the methane level (1000 ppm and 1500 ppm) in the present study was
in the same order of magnitude. However, we used a smaller engine to investigate the
performance of MOC but with a target to have similar exhaust gas composition to medium
speed DF engines operating with NG as the main fuel. Therefore, we consider the results
of the present study to be interpreted as indications of the possibilities to use MOC in
LNG vessels.

In the present study, MOC was found to decrease the methane emission by 70–80%
at the exhaust temperature of 550 ◦C. This efficiency, however, decreased significantly
within time, even with only 0.5 ppm SO2 in the exhaust. Regeneration was done once
a day and was found to recover the efficiency. This regeneration was done in nearly
stoichiometric conditions, the very low O2 enabling SO2 release from the MOC while also
the temperature increase observed during the regeneration phase might influence the SO2
release. In addition, the H2 might play a role here too, since H2 was found in the exhaust in
the regeneration phase and has also been used for methane catalyst regeneration purposes
in earlier studies [26,27].

Overall, it seems that the temperature is in significant role, both in methane oxidation
efficiency as well as in regeneration. One regeneration performed in the present study
resulted in higher exhaust temperature downstream of the catalyst and released higher
amount of SO2 compared to other regenerations.

In addition to MOC, a SOx trap was studied in connection to MOC, for the first
time (to the authors’ knowledge). The SOx trap was shown to protect the MOC against
sulfur poisoning to some extent, since tripling the exhaust SO2 level (from 0.5 ppm to
1.5 ppm) was found to have, in practice, no effect on MOC performance when trap was
used upstream the MOC.

Other hydrocarbon emissions (ethane, ethylene) and carbon monoxide are easier
to oxidize and were found to be nearly totally diminished by the MOC over the whole
ageing test. The NG in the present study was high in methane content, while the fuel
gas composition from different suppliers can have lower methane content (see e.g., [12])
and higher share of ethane and heavier hydrocarbons favoring better performance of MOC.

Formaldehyde, HCHO, is defined as carcinogenic substance and contribute also to
other severe health effects, such as asthma, see, e.g., [31,32]. Therefore it is important
to also consider the HCHO increase by LNG use (e.g., [6]), especially in coastal areas.
In the present study, formaldehyde measurements were employed and showed that the
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MOC very effectively (by 95–99%) reduced the formaldehyde emissions and practically no
decrease was found in the formaldehyde oxidation efficiency during the catalyst ageing
studies. This indicates that formaldehyde emissions from NG engines can be diminished
with the MOC employment.

The results of the present study give indication of the possible use of MOC in LNG ships
to control methane slip emissions. However, the regeneration process in real sized lean-burn
marine engine is an issue that needs to be solved. Optimization of the regeneration interval
and duration depending on the actual target of application is needed as well. Further catalyst
development, regarding the efficiency and sizing, is to be done to have the best possible
catalyst suitable to be installed at high-temperature conditions in the exhaust line.

Currently, LNG is a viable marine fuel deployed to substantially reduce pollutant
emissions (NOx, SOx and particles) from ships. The use of LNG has therefore a notable
effect on air quality and human health. In addition, LNG can provide reduction in GHG
emissions if methane slip is controlled. This methane slip challenge needs to be solved to
maximize LNG’s potential to contribute to climate neutrality. The present study shows
that MOC can play a role here. As it is an after-treatment system, it has potential both in
new vessels as well as to retrofit to existing vessels. However, further studies are needed to
solve the optimized solution for MOC and performance on different engine loadings as
well in transient loading relevant in vessel operation.

In the long term, the transition from fossil NG to renewable NG is needed. This means
also that further studies on, e.g., biogas (LBG) is needed to be able to develop suitable
systems for biogas emissions since, e.g., possible biogas impurities may play a major role
in the catalyst performance.
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Abstract: In this work, a numerical model was developed to analyze the performance and emissions of
a marine diesel engine, the Wärtsilä 6L 46. This model was validated using experimental measurements
and was employed to analyze several pre-injection parameters such as pre-injection rate, duration,
and starting instant. The modification of these parameters may lead to opposite effects on consumption
and/or emissions of nitrogen oxides (NOx), carbon monoxide (CO), and hydrocarbons (HC). According
to this, the main goal of the present work is to employ a multiple-criteria decision-making (MCDM)
approach to characterize the most appropriate injection pattern. Since determining the criteria
weights significantly influences the overall result of a MCDM problem, a subjective weighting
method was compared with four objective weighting methods: entropy, CRITIC (CRiteria Importance
Through Intercriteria Correlation), variance, and standard deviation. The results showed the
importance of subjectivism over objectivism in MCDM analyses. The CRITIC, variance, and standard
deviation methods assigned more importance to NOx emissions and provided similar results.
Nevertheless, the entropy method assigned more importance to consumption and provided a different
injection pattern.

Keywords: MCDM; marine engine; injection; emissions; consumption

1. Introduction

Pollution levels in recent years have been reaching dangerous limits. Important contributors to
global pollution are diesel engines, which are efficient machines but emit important levels of particulate
matter (PM), NOx, CO2, CO, HC, SOx, etc. [1–5]. Between these, NOx and SOx are characteristic of
marine diesel engines [6–10]. According to the International Maritime Organization (IMO), NOx and
SOx from ships represent 5% and 13% of global NOx and SOx emissions, respectively [11]. IMO regulates
NOx and SOx in the shipping sector. Regarding SOx, since the sulfur content of the fuel is the reason
for SOx emission, IMO limits the sulfur content of fuels or requires the use of exhaust gas cleaning
systems to reduce sulfur emissions [12]. Regarding NOx, IMO imposes even increasing limitations.
According to this, several NOx reduction procedures have been developed in recent years. Some of
them, called primary measurements, operate on the engine performance, such as EGR, water injection,
modification of the injection parameters, etc. On the other hand, other NOx reduction procedures, called
secondary measurements, remove this pollutant from exhaust gases by downstream cleaning techniques,
such as selective catalytic reduction (SCR). The present work focuses on pre-injection systems. It is well
known that pilot injections reduce NOx noticeably [13–17], but sometimes pilot injections can increase
consumption and other pollutants such as smoke or hydrocarbons (HC) [18–22], mainly depending on
parameters such as injection time, duration, number of pre-injections, dwelling time, etc. Since these
parameters provide conflicting results, a formal tool to establish the most appropriate injection pattern is
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necessary. According to this, multiple-criteria decision-making (MCDM) approaches constitute a formal
tool for handling complex decision-making problems. MCDM methods are complex decision-making
tools for choosing the optimal option in cases where there are conflicting criteria. Since the start of the
MCDM methods in the 1960s, they were employed in many fields such as sustainability, supply chain
management, materials, quality management, GIS, construction and project management, safety and
risk management, manufacturing systems, technology, information management, soft computing,
tourism management, etc. [23]. One of the handicaps of MCDM methods is the determination of
the criteria weights, i.e., the degree of importance for each criterion. It is important to focus on the
criteria weights due to their influence on the overall result. According to this, several approaches to
define the criteria weights can be found in the literature. Briefly, these approaches can be divided into
subjective, i.e., based on the estimations of experts, and objective, i.e., calculated through mathematical
expressions. In practice, subjective weights are most commonly used [24]. Contrary to subjective
methods, the objective weights are based on mathematical methods and decision-makers have no
role in determining the relative importance of criteria. Common objective methods are entropy [25],
CRITIC [26], standard deviation [27], variance, mean weight, etc.

The present paper proposes a MCDM approach to select the most appropriate injection pattern
using a pilot injection in the marine diesel engine Wärtsilä 6L 46. The pre-injection rate, duration,
and starting instants were analyzed and the criteria were specific fuel consumption (SFC) and
NOx, CO, and HC emissions. These emissions and consumption were characterized through CFD
(Computational Fluid Dynamics) analyses. Due to the importance of the criteria weights on the overall
result, a comparison of several weighting methods was realized. A subjective criteria weighting
method was compared to four objective criteria weighting methods: entropy, CRITIC, variance,
and standard deviation.

2. Materials and Methods

The Wärtsilä 6L 46 is a four-stroke marine diesel engine, turbocharged and intercooled with
direct fuel injection. It has 6 in-line cylinders and each cylinder has 2 inlet and 2 exhaust valves.
The standard engine employed in the present work does not implement any NOx reduction system
such as water injection, EGR, SCR, etc. It incorporates a fast and efficient turbocharging system called
single pipe exhaust (SPEX). The cooling system is split into high-temperature and low-temperature
stages. Other specifications are provided in Table 1.

Table 1. Characteristics of the engine at 100% load.

Parameter Value

Output 5430 kW
Speed 500 rpm

Piston displacement 96.4 L/cyl
Bore 460 mm

Stroke 580 mm
Speed 500 rpm

Mean effective pressure 22.5 bar
Mean piston speed 9.7 m/s

A CFD analysis previously validated with experimental results [28–34] was carried out using
the open software OpenFOAM. The simulation was based on the equations of conservation of mass,
momentum, and energy and the numerical details are listed in Table 2.
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Table 2. Numerical details.

Parameter Model

Turbulence model k-ε
Combustion kinetic scheme Ra and Reitz [35] (131 reactions and 41 species)

NOx formation kinetic scheme Yang et al. [36] (43 reactions and 20 species)
NOx reduction kinetic scheme Miller and Glarborg [37] (131 reactions and 24 species)

Fuel heat-up and evaporation model Dukowicz [38]
Fuel droplet breakup model Kelvin-Helmholtz and Rayleigh-Taylor [39]

A comparison between the numerical and experimental results is illustrated in Figure 1 and
Figure 2. Figure 1 shows the emissions and SFC obtained numerically and experimentally at several
loads, and Figure 2 shows the in-cylinder pressure and heat release rate obtained numerically and
experimentally at 100% load. As can be seen, both figures show a reasonable correspondence between
numerical and experimental results.

Figure 1. Specific fuel consumption (SFC) and emissions numerically and experimentally obtained at
different loads.

Figure 2. In-cylinder pressure numerically and experimentally obtained at 100% load.
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3. Results and Discussion

Once validated, this CFD model was used to provide the data for the MCDM approach.
The simulation calculation was carried out simply as a process and as sample results for applying the
optimal selection method of multiple injection conditions. The 125 cases illustrated in Figure 3 were
analyzed. As can be seen, five pre-injection rates (R): 5%, 10%, 15%, 20%, and 25%; five pre-injection
durations (D): 1º, 2º, 3º, 4º, and 5º crank angle (CA); and five pre-injection starting instants (S): −22º,
−21º, −20º, −19º, and −18º crank angle after top dead center (CA ATDC), were employed.

Figure 3. Illustration of the 125 cases analyzed.

Four criteria were analyzed: SFC, NOx, CO, and HC. It is worth mentioning that PM emissions
should be included in this model. They were not included because current numerical methods do
not provide enough accuracy regarding PM [40]. Nevertheless, continuous efforts are being made to
develop more models which will provide proper accuracy in the near future.

Table 3 outlines the pre-injection rate, duration, and starting instant, as well as the values of SFC,
NOx, CO, and HC provided by the CFD model for the 125 cases. According to this, the data matrix
is composed of 125 rows and 4 columns. In the remaining of the present work, each datum of the
decision matrix will be represented as Xij, where i is the case and j is the criteria considered.

Table 3. Data for the multiple-criteria decision-making (MCDM) problem.

Case (i) S
(ºCA ATDC)

R
(%)

D
(ºCA)

Criterion (j)

j = 1 j = 2 j = 3 j = 4
SFC (g/kWh) NOx (g/kWh) CO (g/kWh) HC (g/kWh)

1 −22 5 1 190.9 7.38 4.65 5.72
2 −22 5 2 189.0 7.83 4.67 5.73
3 −22 5 3 187.5 8.19 4.70 5.76
4 −22 5 4 186.6 8.43 4.74 5.80
5 −22 5 5 186.1 8.58 4.78 5.84
6 −22 10 1 196.4 6.01 4.70 5.78
7 −22 10 2 193.9 6.57 4.73 5.81
8 −22 10 3 192.1 7.00 4.77 5.84
9 −22 10 4 190.8 7.31 4.81 5.89
10 −22 10 5 190.2 7.49 4.86 5.94
11 −22 15 1 200.4 5.06 4.74 5.83
12 −22 15 2 197.5 5.70 4.77 5.86
13 −22 15 3 195.3 6.19 4.81 5.90
14 −22 15 4 193.9 6.53 4.86 5.95
15 −22 15 5 193.1 6.73 4.92 6.02
16 −22 20 1 203.6 4.32 4.77 5.87
17 −22 20 2 200.3 5.01 4.80 5.90
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Table 3. Cont.

Case (i) S
(ºCA ATDC)

R
(%)

D
(ºCA)

Criterion (j)

j = 1 j = 2 j = 3 j = 4
SFC (g/kWh) NOx (g/kWh) CO (g/kWh) HC (g/kWh)

18 −22 20 3 197.9 5.55 4.85 5.94
19 −22 20 4 196.3 5.92 4.91 6.00
20 −22 20 5 195.5 6.14 4.97 6.07
21 −22 25 1 206.3 3.70 4.79 5.90
22 −22 25 2 202.8 4.44 4.83 5.93
23 −22 25 3 200.2 5.01 4.88 5.98
24 −22 25 4 198.4 5.41 4.94 6.05
25 −22 25 5 197.5 5.65 5.02 6.13
26 −21 5 1 185.2 8.65 4.62 5.68
27 −21 5 2 183.3 9.11 4.65 5.70
28 −21 5 3 181.9 9.46 4.67 5.72
29 −21 5 4 180.9 9.71 4.71 5.76
30 −21 5 5 180.4 9.85 4.75 5.80
31 −21 10 1 189.1 7.57 4.67 5.73
32 −21 10 2 186.6 8.14 4.69 5.76
33 −21 10 3 184.7 8.57 4.73 5.79
34 −21 10 4 183.5 8.88 4.77 5.84
35 −21 10 5 182.9 9.05 4.83 5.89
36 −21 15 1 191.9 6.83 4.70 5.77
37 −21 15 2 189.0 7.47 4.73 5.80
38 −21 15 3 186.8 7.96 4.77 5.84
39 −21 15 4 185.4 8.31 4.82 5.89
40 −21 15 5 184.6 8.51 4.88 5.96
41 −21 20 1 194.1 6.25 4.72 5.81
42 −21 20 2 190.9 6.94 4.76 5.84
43 −21 20 3 188.5 7.48 4.80 5.88
44 −21 20 4 186.9 7.86 4.86 5.94
45 −21 20 5 186.1 8.07 4.93 6.01
46 −21 25 1 196.0 5.76 4.74 5.83
47 −21 25 2 192.5 6.50 4.78 5.87
48 −21 25 3 189.9 7.08 4.83 5.91
49 −21 25 4 188.1 7.48 4.89 5.98
50 −21 25 5 187.3 7.71 4.97 6.06
51 −20 5 1 181.2 9.61 4.60 5.65
52 −20 5 2 179.3 10.07 4.62 5.67
53 −20 5 3 177.9 10.42 4.65 5.69
54 −20 5 4 176.9 10.67 4.68 5.73
55 −20 5 5 176.4 10.81 4.73 5.77
56 −20 10 1 183.9 8.76 4.64 5.69
57 −20 10 2 181.4 9.32 4.66 5.72
58 −20 10 3 179.6 9.75 4.70 5.75
59 −20 10 4 178.3 10.06 4.74 5.80
60 −20 10 5 177.7 10.24 4.80 5.85
61 −20 15 1 185.9 8.17 4.66 5.73
62 −20 15 2 183.0 8.81 4.69 5.75
63 −20 15 3 180.8 9.30 4.74 5.79
64 −20 15 4 179.3 9.64 4.79 5.85
65 −20 15 5 178.6 9.84 4.85 5.91
66 −20 20 1 187.4 7.71 4.68 5.75
67 −20 20 2 184.2 8.40 4.72 5.78
68 −20 20 3 181.8 8.93 4.76 5.83
69 −20 20 4 180.2 9.31 4.82 5.89
70 −20 20 5 179.4 9.53 4.89 5.96
71 −20 25 1 188.8 7.32 4.70 5.78
72 −20 25 2 185.3 8.06 4.74 5.81
73 −20 25 3 182.6 8.63 4.79 5.86
74 −20 25 4 180.9 9.04 4.85 5.92
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Table 3. Cont.

Case (i) S
(ºCA ATDC)

R
(%)

D
(ºCA)

Criterion (j)

j = 1 j = 2 j = 3 j = 4
SFC (g/kWh) NOx (g/kWh) CO (g/kWh) HC (g/kWh)

75 −20 25 5 180.0 9.27 4.93 6.00
76 −19 5 1 178.9 10.26 4.59 5.62
77 −19 5 2 177.0 10.71 4.61 5.64
78 −19 5 3 175.5 11.07 4.63 5.67
79 −19 5 4 174.6 11.32 4.67 5.70
80 −19 5 5 174.1 11.46 4.71 5.75
81 −19 10 1 180.9 9.55 4.62 5.66
82 −19 10 2 178.4 10.12 4.64 5.68
83 −19 10 3 176.5 10.55 4.68 5.72
84 −19 10 4 175.3 10.86 4.72 5.76
85 −19 10 5 174.7 11.03 4.78 5.82
86 −19 15 1 182.4 9.07 4.64 5.69
87 −19 15 2 179.5 9.71 4.67 5.72
88 −19 15 3 177.3 10.20 4.71 5.75
89 −19 15 4 175.8 10.54 4.76 5.81
90 −19 15 5 175.1 10.74 4.82 5.87
91 −19 20 1 183.5 8.69 4.66 5.71
92 −19 20 2 180.3 9.38 4.69 5.74
93 −19 20 3 177.9 9.92 4.74 5.78
94 −19 20 4 176.3 10.29 4.79 5.84
95 −19 20 5 175.5 10.51 4.86 5.92
96 −19 25 1 184.5 8.37 4.67 5.73
97 −19 25 2 181.0 9.11 4.71 5.76
98 −19 25 3 178.4 9.68 4.76 5.81
99 −19 25 4 176.6 10.08 4.82 5.87
100 −19 25 5 175.8 10.32 4.90 5.95
101 −18 5 1 178.2 10.59 4.57 5.60
102 −18 5 2 176.3 11.05 4.60 5.62
103 −18 5 3 174.8 11.40 4.62 5.65
104 −18 5 4 173.9 11.65 4.66 5.68
105 −18 5 5 173.4 11.79 4.70 5.73
106 −18 10 1 180.0 9.97 4.60 5.63
107 −18 10 2 177.5 10.53 4.63 5.66
108 −18 10 3 175.7 10.96 4.67 5.69
109 −18 10 4 174.4 11.27 4.71 5.74
110 −18 10 5 173.8 11.45 4.76 5.79
111 −18 15 1 181.3 9.53 4.62 5.66
112 −18 15 2 178.4 10.17 4.65 5.68
113 −18 15 3 176.2 10.66 4.70 5.72
114 −18 15 4 174.8 11.01 4.75 5.78
115 −18 15 5 174.1 11.21 4.81 5.84
116 −18 20 1 182.4 9.20 4.64 5.68
117 −18 20 2 179.1 9.89 4.67 5.71
118 −18 20 3 176.7 10.42 4.72 5.75
119 −18 20 4 175.1 10.80 4.78 5.81
120 −18 20 5 174.3 11.02 4.85 5.88
121 −18 25 1 183.3 8.91 4.65 5.69
122 −18 25 2 179.8 9.65 4.69 5.73
123 −18 25 3 177.1 10.22 4.74 5.77
124 −18 25 4 175.4 10.63 4.80 5.84
125 −18 25 5 174.5 10.86 4.88 5.92

Each indicator was transformed into its variation in per unit basis through Equation (1).

Vij =
Xij −Xjre f

Xjre f
(1)

where Xjref is the value corresponding to criterion j in the case without pre-injection.
As indicated previously, an important step in a MCDM approach is to determine the criteria

weights, and this issue will be treated in Sections 3.1–3.5. Once determined, the adequacy index for
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each i-th case, AIi, was calculated through the SAW (simple additive weighting) method, Equation (2).
Obviously, the most appropriate solution corresponds to the minimum value of AI.

AIi =
n∑

j=1

wjVij (2)

where wj is the weight of the j-th criterion and n the number of criteria, i.e., four (SFC, NOx, CO,
and HC).

3.1. Subjective Weighting Method

In this method, the levels of importance were set by experts in the field. According to these experts,
the same importance was given to consumption (50%) and emissions (50%). Regarding emissions,

the importance was also distributed equally between NOx (33.
�

3%), CO (33.
�

3%), and HC (33.
�

3%).

According to this, the weights of SFC, NOx, CO, and HC result in w1 = 0.5, w2 = 0.1
�

6, w3 = 0.1
�

6,

and w4 = 0.1
�

6, respectively.

3.2. Entropy Weighting Method

This method measures the uncertainty in the information, and the criteria weights are given by
Equation (3).

wj =
1− Ej

n∑
j=1

(1− Ej)

(3)

In the equation above, 1—Ej represents the degree of diversity of the information related to the
j-th criterion and Ej is the entropy value of the j-th criterion, given by Equation (4). In this equation, pij
are the normalized data, Equation (5).

Ej = −

m∑
i=1

pij ln(pij)

ln(m)
(4)

pij =
Vij

m∑
i=1

Vij

(5)

According to the equations above, the range of the entropy value is 0–1. A low entropy value
indicates that the degree of disorder corresponding to criterion j is low and thus leads to a high weight.

3.3. CRITIC Weighting Method

In this method, the criteria weights are obtained by

wj =
Cj

n∑
j=1

Cj

(6)

where Cj, Equation (7), represents a measure of the conflict created by criterion j with respect to the
decision situation defined by the rest of the criteria. As the scores of the alternatives in criteria i and j
become more discordant, the value of lij is lowered. The higher the value Cj, the larger the amount
of information transmitted by the corresponding criterion and the higher the relative importance for
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the decision-making process. The objective weights are derived by normalizing these values to unity,
as indicated above through Equation (6).

Cj = σ j

m∑
i=1

(1− li j) (7)

where σj is the standard deviation of the j-th criterion and lij is the correlation coefficient, Equation (8).
These correlation coefficients represent linear correlation coefficients between the criteria values in
the matrix.

li j =

m∑
k=1

(Vki −Vi)(Vkj −Vj)√
m∑

k=1
(Vki −Vi)

2
√

m∑
k=1

(Vkj −Vj)
2

(8)

3.4. Variance Weighting Method

The variance procedure method determines the criteria weights in terms of their statistical
variances, σj

2, through the following equation:

wj =
σ2

j
n∑

j=1
σ2

j

(9)

3.5. Standard Deviation Weighting Method

The standard deviation method determines the criteria weights in terms of their standard
deviations through the following equation:

wj =
σ j

n∑
j=1
σ j

(10)

To summarize, Table 4 summarizes the criteria weights obtained using these weighting methods.
As can be seen, the entropy method assigns an important weight to SFC, while the CRITIC, variance,
and standard deviation methods assign NOx as the most relevant criterion. Both variance and standard
deviation procedures measure the spread, i.e., the degree to which each sample is different from the
mean. As can be seen in Table 3 shown above, CO and HC emissions remain practically constant and
thus lead to low values of both variance and standard deviation. On the other hand, NOx and, to a
lesser extent, SFC present more spread and thus higher values of variance and standard deviation.
For this reason, the variance and standard deviation methods provide a significant weight to NOx and
low weights to CO and HC. Since the standard deviation is the square root of the variance, the variance
method assigns a higher weight to NOx than the standard deviation method. The CRITIC method
assigns high values of weights to those criteria with high standard deviation and low correlation with
other responses. According to this, the results obtained through the CRITIC method are very similar to
those obtained through the standard deviation method, but with less differences between the criteria
weights. The entropy method also takes into account the uncertainty in the information and thus
assigns low weights to CO and HC. Besides uncertainty, the entropy is based on the degree of disorder
and thus assigns an important weight to SFC.
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Table 4. Criteria weights according to the subjective, entropy, CRITIC, variance, and standard deviation
weighting methods.

Weighting Method
Criteria Weights, wj

SFC (j = 1) NOx (j = 2) CO (j = 3) HC (j = 4)

Subjective 0.50 0.1
�

6 0.1
�

6 0.1
�

6
Entropy 0.50 0.19 0.16 0.14
CRITIC 0.27 0.41 0.16 0.16
Variance 0.09 0.87 0.02 0.02

Standard deviation 0.20 0.62 0.09 0.09

Table 5 outlines the results of the 125 cases analyzed using these procedures. As can be seen,
the subjective weighting method provides case 91, with an adequacy index of AI91 = −0.122, as the
most appropriate injection pattern. This case corresponds to the −19º CA ATDC pre-injection starting
instant, 20% pre-injection rate, and 1º CA pre-injection duration. Since the subjective method assigns
an important weight to NOx, this 91st solution provides a significant NOx reduction with a low
increment of SFC, CO, and HC. This solution provides an important pre-injection rate, 20%, due to
its importance on NOx reduction. Retarding the pre-injection instant also reduces NOx noticeably
but at expenses of important increments on consumption. This reason leads to the CRITIC, variance,
and standard deviation weighting methods to provide case 105, corresponding to the −18º CA ATDC
pre-injection starting instant, 5% pre-injection rate, and 5º CA pre-injection duration, as the most
appropriate injection pattern, mainly due to the important weight of NOx over the other criteria and
lower weight of SFC in comparison with the subjective weighting method. A value of −18º CA ATDC
leads to important NOx reduction with a noticeable SFC penalty. Basically, the NOx reduction achieved
with a high pre-injection rate or by a late pre-injection rate is reached through a reduction in the
combustion temperature, since the high combustion temperatures reached in the combustion chamber
are responsible for most NOx emitted to the atmosphere [41,42]. On the other hand, the entropy
method provides case 25 as the most appropriate injection pattern, with a −22º CA ATDC pre-injection
starting instant, 25% pre-injection rate, and 5º CA pre-injection duration. Since the entropy method
assigns more weight to SFC and, to a lesser extent, to NOx, it provides an earlier pre-injection starting
instant, which leads to a reduction in SFC and a higher pre-injection rate, which leads to a reduction
in NOx.

Table 5. Adequacy index according to subjective, entropy, CRITIC, variance, and standard deviation
weighting methods.

Case (i) S
(ºCA ATDC)

R
(%)

D
(ºCA)

AIi

Subjective Entropy CRITIC Variance Standard Deviation

1 −22 5 1 −0.007 −0.020 −0.140 −0.376 −0.247
2 −22 5 2 −0.006 −0.017 −0.128 −0.347 −0.227
3 −22 5 3 −0.004 −0.015 −0.118 −0.325 −0.211
4 −22 5 4 −0.001 −0.012 −0.110 −0.309 −0.200
5 −22 5 5 0.002 −0.008 −0.103 −0.299 −0.192
6 −22 10 1 −0.004 −0.020 −0.170 −0.463 −0.302
7 −22 10 2 −0.003 −0.017 −0.155 −0.427 −0.278
8 −22 10 3 −0.001 −0.014 −0.143 −0.399 −0.259
9 −22 10 4 0.003 −0.011 −0.132 −0.380 −0.244

10 −22 10 5 0.007 −0.006 −0.124 −0.368 −0.235
11 −22 15 1 −0.002 −0.019 −0.190 −0.522 −0.340
12 −22 15 2 −0.001 −0.017 −0.173 −0.482 −0.313
13 −22 15 3 0.002 −0.014 −0.159 −0.451 −0.291
14 −22 15 4 0.006 −0.009 −0.148 −0.428 −0.274
15 −22 15 5 0.010 −0.005 −0.138 −0.415 −0.264
16 −22 20 1 0.000 −0.019 −0.206 −0.569 −0.369
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Table 5. Cont.

Case (i) S
(ºCA ATDC)

R
(%)

D
(ºCA)

AIi

Subjective Entropy CRITIC Variance Standard Deviation

17 −22 20 2 0.002 −0.016 −0.188 −0.525 −0.340
18 −22 20 3 0.004 −0.013 −0.172 −0.491 −0.316
19 −22 20 4 0.008 −0.008 −0.159 −0.467 −0.298
20 −22 20 5 0.014 −0.003 −0.149 −0.452 −0.286
21 −22 25 1 0.002 −0.018 −0.219 −0.608 −0.394
22 −22 25 2 0.004 −0.016 −0.199 −0.561 −0.362
23 −22 25 3 0.006 −0.012 −0.183 −0.525 −0.337
24 −22 25 4 0.011 −0.007 −0.169 −0.499 −0.318
25 −22 25 5 0.016 −0.001 −0.158 −0.483 −0.305
26 −21 5 1 −0.010 −0.020 −0.112 −0.296 −0.195
27 −21 5 2 −0.008 −0.017 −0.100 −0.267 −0.176
28 −21 5 3 −0.006 −0.015 −0.090 −0.245 −0.160
29 −21 5 4 −0.004 −0.012 −0.082 −0.229 −0.148
30 −21 5 5 0.000 −0.008 −0.075 −0.219 −0.141
31 −21 10 1 −0.009 −0.021 −0.136 −0.364 −0.239
32 −21 10 2 −0.007 −0.018 −0.121 −0.329 −0.215
33 −21 10 3 −0.005 −0.015 −0.109 −0.301 −0.196
34 −21 10 4 −0.002 −0.012 −0.098 −0.281 −0.181
35 −21 10 5 0.002 −0.008 −0.090 −0.270 −0.172
36 −21 15 1 −0.008 −0.021 −0.152 −0.411 −0.269
37 −21 15 2 −0.006 −0.019 −0.136 −0.371 −0.242
38 −21 15 3 −0.004 −0.016 −0.121 −0.339 −0.220
39 −21 15 4 0.000 −0.011 −0.110 −0.317 −0.204
40 −21 15 5 0.005 −0.007 −0.101 −0.304 −0.193
41 −21 20 1 −0.007 −0.022 −0.165 −0.448 −0.293
42 −21 20 2 −0.005 −0.019 −0.147 −0.404 −0.263
43 −21 20 3 −0.002 −0.015 −0.131 −0.370 −0.239
44 −21 20 4 0.001 −0.011 −0.118 −0.346 −0.221
45 −21 20 5 0.007 −0.006 −0.109 −0.331 −0.210
46 −21 25 1 −0.006 −0.022 −0.175 −0.479 −0.312
47 −21 25 2 −0.004 −0.019 −0.156 −0.432 −0.280
48 −21 25 3 −0.001 −0.015 −0.139 −0.395 −0.255
49 −21 25 4 0.003 −0.011 −0.126 −0.369 −0.236
50 −21 25 5 0.008 −0.005 −0.115 −0.354 −0.224
51 −20 5 1 −0.011 −0.019 −0.091 −0.236 −0.156
52 −20 5 2 −0.010 −0.017 −0.079 −0.207 −0.137
53 −20 5 3 −0.008 −0.014 −0.068 −0.184 −0.121
54 −20 5 4 −0.005 −0.011 −0.060 −0.168 −0.109
55 −20 5 5 −0.002 −0.008 −0.054 −0.159 −0.102
56 −20 10 1 −0.011 −0.021 −0.110 −0.290 −0.191
57 −20 10 2 −0.010 −0.018 −0.095 −0.254 −0.167
58 −20 10 3 −0.007 −0.015 −0.083 −0.226 −0.148
59 −20 10 4 −0.004 −0.012 −0.072 −0.207 −0.134
60 −20 10 5 0.000 −0.008 −0.064 −0.195 −0.124
61 −20 15 1 −0.011 −0.022 −0.123 −0.327 −0.215
62 −20 15 2 −0.010 −0.019 −0.107 −0.287 −0.188
63 −20 15 3 −0.007 −0.016 −0.092 −0.256 −0.166
64 −20 15 4 −0.003 −0.012 −0.081 −0.233 −0.150
65 −20 15 5 0.001 −0.007 −0.072 −0.220 −0.139
66 −20 20 1 −0.011 −0.023 −0.134 −0.356 −0.234
67 −20 20 2 −0.009 −0.020 −0.115 −0.312 −0.205
68 −20 20 3 −0.007 −0.016 −0.100 −0.278 −0.181
69 −20 20 4 −0.003 −0.012 −0.087 −0.254 −0.163
70 −20 20 5 0.003 −0.007 −0.077 −0.240 −0.151
71 −20 25 1 −0.010 −0.023 −0.142 −0.381 −0.250
72 −20 25 2 −0.009 −0.021 −0.123 −0.334 −0.218
73 −20 25 3 −0.006 −0.017 −0.106 −0.298 −0.193
74 −20 25 4 −0.002 −0.012 −0.093 −0.272 −0.174
75 −20 25 5 0.004 −0.006 −0.082 −0.256 −0.161
76 −19 5 1 −0.011 −0.018 −0.076 −0.195 −0.130
77 −19 5 2 −0.010 −0.015 −0.064 −0.166 −0.110
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Table 5. Cont.

Case (i) S
(ºCA ATDC)

R
(%)

D
(ºCA)

AIi

Subjective Entropy CRITIC Variance Standard Deviation

78 −19 5 3 −0.008 −0.013 −0.054 −0.143 −0.094
79 −19 5 4 −0.005 −0.010 −0.045 −0.127 −0.083
80 −19 5 5 −0.002 −0.007 −0.039 −0.118 −0.075
81 −19 10 1 −0.012 −0.020 −0.092 −0.239 −0.159
82 −19 10 2 −0.010 −0.017 −0.077 −0.204 −0.135
83 −19 10 3 −0.008 −0.014 −0.065 −0.176 −0.115
84 −19 10 4 −0.005 −0.011 −0.054 −0.156 −0.101
85 −19 10 5 −0.001 −0.006 −0.046 −0.145 −0.091
86 −19 15 1 −0.012 −0.021 −0.103 −0.270 −0.179
87 −19 15 2 −0.011 −0.019 −0.086 −0.230 −0.152
88 −19 15 3 −0.008 −0.015 −0.072 −0.199 −0.130
89 −19 15 4 −0.004 −0.011 −0.061 −0.176 −0.114
90 −19 15 5 0.000 −0.006 −0.052 −0.163 −0.103
91 −19 20 1 −0.012 −0.022 −0.112 −0.294 −0.194
92 −19 20 2 −0.011 −0.019 −0.094 −0.251 −0.165
93 −19 20 3 −0.008 −0.016 −0.078 −0.216 −0.141
94 −19 20 4 −0.004 −0.011 −0.065 −0.192 −0.123
95 −19 20 5 0.001 −0.006 −0.056 −0.178 −0.112
96 −19 25 1 −0.012 −0.023 −0.119 −0.315 −0.207
97 −19 25 2 −0.011 −0.020 −0.100 −0.268 −0.176
98 −19 25 3 −0.008 −0.016 −0.083 −0.231 −0.151
99 −19 25 4 −0.004 −0.012 −0.069 −0.205 −0.132
100 −19 25 5 0.002 −0.006 −0.059 −0.190 −0.119
101 −18 5 1 −0.010 −0.016 −0.068 −0.173 −0.116
102 −18 5 2 −0.009 −0.014 −0.056 −0.144 −0.096
103 −18 5 3 −0.007 −0.011 −0.045 −0.122 −0.080
104 −18 5 4 −0.004 −0.008 −0.037 −0.106 −0.068
105 −18 5 5 −0.001 −0.005 −0.031 −0.096 −0.061
106 −18 10 1 −0.011 −0.018 −0.082 −0.213 −0.141
107 −18 10 2 −0.009 −0.015 −0.067 −0.177 −0.117
108 −18 10 3 −0.007 −0.012 −0.055 −0.150 −0.098
109 −18 10 4 −0.004 −0.009 −0.044 −0.130 −0.084
110 −18 10 5 0.001 −0.004 −0.036 −0.118 −0.074
111 −18 15 1 −0.011 −0.019 −0.092 −0.241 −0.159
112 −18 15 2 −0.009 −0.016 −0.075 −0.200 −0.132
113 −18 15 3 −0.007 −0.013 −0.061 −0.169 −0.110
114 −18 15 4 −0.003 −0.009 −0.049 −0.147 −0.094
115 −18 15 5 0.002 −0.004 −0.040 −0.134 −0.083
116 −18 20 1 −0.011 −0.020 −0.100 −0.262 −0.173
117 −18 20 2 −0.009 −0.017 −0.081 −0.218 −0.143
118 −18 20 3 −0.007 −0.013 −0.066 −0.184 −0.120
119 −18 20 4 −0.003 −0.009 −0.053 −0.160 −0.102
120 −18 20 5 0.003 −0.004 −0.043 −0.146 −0.090
121 −18 25 1 −0.011 −0.020 −0.106 −0.280 −0.185
122 −18 25 2 −0.009 −0.017 −0.087 −0.233 −0.153
123 −18 25 3 −0.007 −0.014 −0.070 −0.197 −0.128
124 −18 25 4 −0.002 −0.009 −0.057 −0.171 −0.109
125 −18 25 5 0.003 −0.003 −0.046 −0.156 −0.096

4. Conclusions

The main goal of the present paper is to characterize the most appropriate pre-injection pattern
in a marine diesel engine, the Wärtsilä 6L 46, in order to optimize the pilot injection process. A CFD
model previously validated with experimental results was employed to obtain data corresponding
to a set of 125 injection patterns using pilot injection. The pre-injection rate, duration, and starting
instant were varied in the ranges of 5% to 25%, 1º to 5º CA, and −22º to −18º CA ATDC, respectively.
Since the manipulation of these parameters has conflicting results on consumption and emissions of
NOx, CO, and HC, a MCDM approach was employed to select the most appropriate injection pattern.
Due to the importance of criteria weights on the overall result, several criteria weighting methods were
compared. In particular, a subjective weighting method was compared with four objective weighting
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methods: entropy, CRITIC, variance, and standard deviation. The CRITIC, variance, and standard
deviation methods led to the same injection pattern: −19º CA pre-injection starting angle, 20% pre-
injection rate, and 5º CA pre-injection duration. Nevertheless, the entropy method provided a −22º CA
pre-injection starting angle, 25% pre-injection rate, and 5º CA pre-injection duration as the most
appropriate injection pattern, and the subjective method determined this as a −19º CA pre-injection
starting angle, 20% pre-injection rate, and 1º CA pre-injection duration. The main contribution of
the present work consists in emphasizing the differences between the results obtained using various
methods for the determination of the criteria weights, showing the advantage of subjectivism over
objectivism. Based on the overall results, the subjective method is recommended since the criteria
weights are defined by experts in the field. In fact, in practical applications, subjective methods are
more frequently employed than objective ones. Objective methods are only recommended when
the objectivity of the research is too important or when there is no agreement between the weights
proposed by the experts.
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Nomenclature

AI Adequacy index
C Measure of the conflict
E Entropy value
i Case
j Criterion
m Number of cases analyzed
n Number of criteria
p Normalized data
σ Standard deviation
σ2 Statistical variance
V Value in per unit basis
w Criterion weight
X Value

Abbreviations

ATDC After top dead center
CRITIC Criteria importance through intercriteria correlation
CA Crank angle
CFD Computational fluid dynamics
CO Carbon monoxide
CO2 Carbon dioxide
D Pre-injection duration
HC Hydrocarbons
IMO International Maritime Organization
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