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Abstract: The world society ratifies international measures to reach a flexible and low-carbon energy
economy, attenuating climate change and its devastating environmental consequences. The main
contribution of this Special Issue is related to thermochemical conversion technologies of solid
fuels (e.g., biomass, refuse-derived fuel, and sewage sludge), in particular via combustion and
gasification. Here, the recent activities on operational flexibility of co-combustion of biomass and
lignite, carbon capture methods, solar-driven air-conditioning systems, integrated solar combined
cycle power plants, and advanced gasification systems, such as the sorption-enhanced gasification
and the chemical looping gasification, are shown.

Keywords: thermochemical conversion technologies; combustion; carbon capture and storage/utilization;
gasification; solar-driven air-conditioning; integrated solar combined cycle; energy and exergy
analyses; thermodynamic modeling; dynamic process simulation

1. Introduction

Human beings find themselves at the beginning of the 21st century in a contradictory
situation in which, on the one hand, significant growth in global demand for energy is ex-
pected while, on the other hand, human activities have posed a dangerous rise in the global
average temperature by approximately 1.0 ± 0.2 ◦C above pre-industrial levels. Global
warming is likely to reach 1.5 ◦C in the period between 2030 and 2050 if the consumption
of fossil fuels continues to increase at the current rate [1]. It is generally accepted that a
great share of greenhouse gas emissions is anthropogenic and originated from utilizing
fossil fuels, with contributions coming from manufactured materials (e.g., concrete), defor-
estation, and agriculture (including livestock). Societies around the world actively support
measures towards a flexible and low-carbon energy economy to attenuate climate change
and its devastating environmental consequences. These measures include process improve-
ment, new thermochemical conversion technologies, such as gasification or combustion
of alternative energy sources, such as biomass [2,3], implementation of carbon capture
and storage/utilization technologies [4,5], and promotion of renewable energy sources for
power generation and district heating or cooling [6,7], as briefly described below:

• Process improvement of thermal power plants, cement, and metallurgical industries
represents an effective method to reduce greenhouse gas emissions. A variety of
measures could be considered here, such as an increase in process efficiency and
flexibility, and enhancement of operation mode concerning the load change times
and the rate of shutdown/start-up procedure [8], as well as process retrofitting with
modern flue gas cleaning devices for particulate matter, nitrogen oxides (NOx), sulfur
oxides (SOx) and carbon dioxide (CO2).

• The carbon capture and storage/utilization (CCS/U) technologies may offer a rapid
response to the global challenge by significantly reducing CO2 emission from major
emitters (e.g., power and cement plants). Depending on the oxidation of fossil fu-
els and the manner of CO2 capture, it is distinguished between three CO2 capture
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methods, namely, oxy-fuel, pre-combustion, and post-combustion [9]. In the oxy-fuel
process, fossil fuel is combusted using pure oxygen with circulated flue gas to obtain
lower adiabatic combustion temperature. The generated flue gas consists of carbon
dioxide, where the steam can be easily separated by a condensation process. The
main drawback is separating oxygen from air using an air separation unit that is
energy-intensive [10]. The chemical-looping process is considered an energy-efficient
oxy-fuel method [11,12]. Solid particles of metal oxide are applied as oxygen carriers
and these particles circulate between two coupled fluidized beds, namely, air, and
fuel reactor. In the pre-combustion method, the solid fuel is gasified using steam and
oxygen as a gasification agent (usually at higher-pressure levels in a fluidized bed
system or an entrained-flow gasifier). The produced gas consists essentially of hydro-
gen, carbon monoxide, carbon dioxide, and trace gases. Using a gas-cleaning unit,
the carbon dioxide and the trace gases can be separated and the producer gas can be
converted into value-added chemicals or combusted in a combined-cycle power plant
(integrated gasification combined cycle (IGCC)) [13]. The post-combustion approach
has the advantage that existing processes can be retrofitted with CO2 capture. Two
technologies can be used, namely, the chemical scrubbing of flue gas or the carbonate-
looping process. The latter uses limestone as a solid sorbent, circulating between
interconnected fluidized bed reactors (carbonator and calciner) [14].

• The increased use of renewable energy sources (e.g., biomass, wind power, and photo-
voltaics) contributes to a decrease in CO2 emissions in the power generation sector.
Through the substitution of fossil fuels by using alternative energy sources such as
refuse-derived fuel (RDF), solid recovered fuel (SRF), tire-derived fuel (TDF), and
sewage sludge, a considerable reduction in emissions can be further achieved [15].
The electrification of heating and transport sectors offers also a great opportunity for
achieving zero emissions. However, variable renewable energy sources can lead to a
seemingly paradox situation of negative electricity prices at times of high renewable
electricity output and/or low demand, as well as peak electricity prices at times of
low renewable electricity output and/or high demand. To maintain the security of
supply, there are several potential solutions such as the expansion of high-voltage
transmission infrastructure, the use of flexible power plants with CCS/U technologies,
and the implementation of large-scale energy storage [16]. The solutions differ in
their potential impact, technological maturity, and economic viability so that accord-
ing to the opinion of authors, the future electricity system will contain all of these
concepts to varying degrees with the possible integration of value-adding processes
beyond electricity such as the power-to-fuel technology. The carbon-neutral fuels (e.g.,
hydrogen, methane, gasoline, diesel fuel, or ammonia) can be generated from renew-
able energy sources by the electrolysis of water to make hydrogen that hydrogenates
carbon dioxide or nitrogen captured from thermal power plants or air.

According to the above background and in support of the development of thermo-
chemical conversion processes for solid fuels and renewable energies, this Special Issue
contains nominated contributions to:

• Gasification and combustion of alternative fuels (e.g., biomass, refuse-derived fuel,
solid recovered fuel, tire-derived fuel, sewage sludge, and low-rank coal);

• Technological combinations of conversion processes based on renewable sources
(power-to-fuel);

• Carbon capture and storage/utilization CCS/U technologies (carbon capture-to-fuel);
• Renewable energy for heating and cooling purposes to reduce peak demand, including

energy storage systems to mitigate grid imbalances;
• Thermodynamic studies, computational fluid dynamics (CFD), and process simulation

of the above-mentioned issues.

The Editors are pleased to bring the best and recent advancements in this field
of research to the scientific community in this compact, peer-reviewed Special Issue.
Manuscripts that included the latest research progress in terms of development and op-
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timization of conversion processes and concepts, especially for intermittent renewable
energy sources, with thermodynamic analysis, CFD and process simulation of these sys-
tems were submitted and reviewed by recognized and expert reviewers. In the Special
Issue, manuscripts of high quality and that made an explicit contribution to the technical
and scientific knowledge were accepted, highlighting the main developments and the new
findings. Accordingly, 10 papers were accepted and published in this Special Issue. All
articles can be accessed freely online.

2. Special Issue Findings

In the following, a summary of the accepted papers with their most relevant contribu-
tions is illustrated.

• The first paper, accepted in this Special Issue, authored by Gallucci, K.; Taglieri, L.;
Papa, A.A.; Di Lauro, F.; Ahmad, Z.; Gallifuoco A. from the University of L’Aquila,
Italy. In this study, the authors investigated the CO2 sorption capacity of hydrochar for
the upgrading of biogas to bio-methane [17]. The hydrochar was prepared based on a
waste product (silver fir sawdust) available in Central Europe and Abies species avail-
able worldwide. Experiments were performed using a 316-stainless steel batch reactor
at different temperatures and residence times. The hydrochar, obtained hydrothermal
carbonization, was activated with potassium hydroxide impregnation and subsequent
thermal treatment. The morphology and porosity of the hydrochar, characterized
through Brunauer–Emmett–Teller, Barrett–Joyner–Halenda (BET–BJH), and scanning
electron microscopy (SEM) analyses, were first evaluated and the sorbent capacity
was then compared with traditional sorbents. The authors claimed that the developed
hydrochar conceivably offers a new, feasible, and promising option for CO2 capture
using low cost and environmentally friendly materials.

• The authors of the second paper (Heinze, C.; Langner, E.; May, J.; Epple, B.) from the
Technical University of Darmstadt, Germany, introduced a new char gasification model
that represents all conditions in a fluidized bed gasifier [18]. For abundantly available
low-rank coal, the conversion in fluidized bed gasifiers is a feasible technology to
produce valuable chemicals or electricity while also offering the option of carbon
capture. In this study, the non-isothermal thermogravimetric method was applied
to gasify the char of Rhenish lignite at atmospheric pressure by using steam and
carbon dioxide as a gasification medium. Two reaction models, namely, Arrhenius and
Langmuir–Hinshelwood, as well as four conversion models (volumetric model, grain
model, random pore model, and Johnson model), were fitted and evaluated with the
measurement data. For both steam and carbon dioxide gasification, the authors stated
that the Langmuir–Hinshelwood reaction model together with the Johnson conversion
model is the most suitable method to describe the char conversion of the used Rhenish
lignite, showing a coefficient of determination 98% and 95%, respectively.

• The third paper, authored by Almoslh, A.; Alobaid, F.; Heinze, C.; Epple, B. from the
Technical University of Darmstadt, Germany, compared two mathematical models,
namely, the rate-based model and the equilibrium-stage model, when both are applied
to simulate the tar absorption process from syngas using soybean oil as a solvent
in a research lab-scale test rig [19]. Experimental data at different operation points,
published by Bhoi [20], were used to validate the developed models. The authors
claimed that the rate-based model has higher accuracy than the equilibrium model.
However, a minor deviation between the rate-based model and the experimental data
was reported, which increases by increasing the bed height. An analysis study of the
tar absorption process was also performed, revealing the influence of height-packed
bed, temperature, and flow rate of the soybean oil on tar removal efficiency.

• The fourth paper, accepted in this Special Issue, authored by Savuto, E.; May, J.; Di
Carlo, A.; Gallucci, K.; Di Giuliano, A.; Rapagnà, S. from University of Teramo, Italy.
In this study, steam gasification experiments for lignite in a bench-scale fluidized-bed
gasifier were carried out to evaluate the quality of the gas produced at different oper-
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ating conditions [21]. Olivine was used as bed material and the steam/fuel ratio was
maintained at approximately 0.65. The influence of temperature and air injections in
the freeboard was evaluated in terms of the conversion efficiencies, gas composition,
and tar produced. Furthermore, the obtained ashes during the gasification tests were
analyzed with X-ray Diffraction (XRD) and Scanning Electron Microscope/Energy-
dispersive X-ray Spectroscopy (SEM/EDS) analysis, and an affinity between calcium
and sulfur was reported. The authors stated that the increase in the operating temper-
ature leads to an improvement of the gas quality and a lower amount of tar produced.
The experiments with air injections in the freeboard did not result in the desired effect
on tar reduction. Compared to other tests performed with biomass at similar operating
conditions, the amount of tar produced was, however, lower.

• The main contribution of the fifth paper is related to a solar-driven air-conditioning sys-
tem utilizing absorption technology. In this study, the authors Al-Falahi, A.; Alobaid,
F.; Epple, B. from the Technical University of Darmstadt, Germany, proposed a solar
driven-absorption cooling system as an alternative technology to the conventional air
conditioning of a house under hot and dry climate in Baghdad, Iraq [22]. The effect
of different parameters on the solar cooling performance was evaluated. The results
show that the weather conditions have a crucial influence on the performance of the
solar absorption air-conditioning system, with the peak loads during the summer
months. The highest performance was achieved in August with an average coefficient
of performance (COP) of 0.52 and a solar fraction of 59.4%. The authors claimed that
this study provides a roadmap for engineers, showing that all of the operating and de-
sign variables should be considered when developing a solar-driven air-conditioning
system under the Iraq climate.

• The sixth paper included in this Special Issue dealt with an important topic that is now
under research investigation as an effective gasification technology. By avoiding the
use of the costly air separation unit, chemical looping gasification (CLG, see Figure 1)
is a novel gasification method, allowing for the production of a nitrogen-free high
calorific synthesis gas from solid hydrocarbon feedstocks (e.g., biomass and refuse-
derived fuel). An equilibrium process model for an autothermal chemical looping
gasification process of biomass was developed by Dieringer, P.; Marx, F.; Alobaid,
F.; Ströhle, J.; Epple, B. at the Technical University of Darmstadt, Germany [23].
The results show that pursuing continuous CLG operation leads to challenges in
terms of the oxygen carrier (OC) circulation, which is responsible for both, oxygen
and heat transport between the air and fuel reactor. According to the authors, the
CLG faces an essential dilemma. Here, higher OC circulation rates are necessary to
fulfill the process heat balance (i.e., retain constant temperatures in the fuel reactor),
whereas significantly lower circulation rates are required in terms of the necessary
oxygen transport. Therefore, two strategies to achieve the autothermal CLG behavior
through a de-coupling of oxygen and heat transport were suggested and evaluated.
The findings of this study encourage deeper numerical modeling of the chemical
looping gasification of biomass, as only through the deployment of elaborate models
considering hydrodynamics and reaction kinetics can in-depth inferences regarding
the process efficiency be offered.

• The authors of the seventh paper, published by Almoslh, A.; Alobaid, F.; Heinze,
C.; Epple, B., presented a combined experimental/numerical study on CO2 absorp-
tion [24]. Here, the effect of pressure on the gas/liquid interfacial area was investigated
experimentally in the pressure range of 2 to 3 bar using an absorber tray column test
rig, erected at the author’s institute. Furthermore, a rate-based model was generated
based on the design data of the real test rig. A simulated waste gas, consisting of
30% carbon dioxide and 70% air, and distilled water as an absorbent were used in
this work. Two gas flow rates were applied. The results predicted by the rate-based
model agrees very well with the experimental data. At a higher inlet gas flow rate, the
gas/liquid interfacial area was significantly decreased. A pressure increase leads to a
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decrease in the gas/liquid interfacial area and thus decreases the absorption rate of
carbon dioxide.

• The eighth paper resulted from the collaboration of two universities (Technical Uni-
versity of Darmstadt, Germany) and (Military Technical College, Egypt). The paper,
authored by Temraz, A.; Rashad, A.; Elweteedy, A.; Alobaid, F.; Epple, B. investigated
the performance of an existing 135 MW integrated solar combined cycle (ISCC) power
plant in Kureimat, Egypt [25]. The existing ISCC power plant that consists of a solar
field and a solar steam generator integrated into a combined cycle power plant (CCPP)
was thermodynamically studied under Kureimat climatic conditions using the concept
of energy and exergy analyses. The overall thermal efficiency, the exergetic efficiency,
and the exergy destruction of each component in the power plant were calculated at
different ambient temperatures (5, 20, and 35 ◦C) and different solar heat inputs (0,
50, 75 MW). The results show that the solar field has the lowest exergetic efficiency,
followed by the condenser. Furthermore, it was found that the thermal efficiency and
the exergetic efficiency of the ISCC and the CCPP (when no solar field heat input is
supplied) decrease with increasing the ambient temperature.

• The authors (Peters, J.; Alobaid, F.; Epple, B.) from the Technical University of Darm-
stadt, Germany presented a combined experimental/numerical study on circulating
fluidized bed boilers (CFBs) [26]. The ninth paper of this Special Issue contributes
to close the knowledge gap for the operational flexibility of CFB. Corresponding
to industrial standards, a long-term campaign on Polish lignite combustion during
transient operation has been performed at a 1 MWth scale (see Figure 2). A load
following sequence for fluctuating electricity generation/demand was reproduced
experimentally by four load changes from 60% to 100% load and vice versa. Based
on the design data obtained from the test facility, a core-annulus dynamic process
simulation model was developed. The core-annulus model was tuned with experi-
mental data of a steady-state test point and validated with the load cycling tests. The
simulation results reproduce the key characteristics of CFB combustion with good
accuracy. Further numerical results can also be found in [27]. Detailed measurement
data were provided during the load change for the most important parameter in the
system, such as the pressure and temperature profiles along the riser, the flue gas
concentrations, and the solid compositions at different locations of the test facility.

• The last paper of this Special Issue was published by Beirow, M.; Parvez, A.M.;
Schmid, M.; Scheffknecht, G. A., from the University of Stuttgart, Germany. In this
work, a novel sorption enhanced gasification (SEG) in a dual fluidized bed gasification
system was presented [28]. The SEG system is considered a promising and flexible
method for the tailored syngas production to be used in chemical manufacturing or
power generation (see Figure 3). A simulation model was developed, describing the
hydrodynamics in a bubbling fluidized bed gasifier and the kinetics of gasification
reactions and CO2 capture (defined by the number of carbonation/calcination cycles
and the make-up of fresh limestone). Experimental data of a 200 kW pilot plant
were applied to model validation. The authors claimed that the developed model
can successfully predict the performance of the pilot plant at different operation
conditions. With the help of the validated model, different operational parameters
such as gasification temperature, steam-to-carbon ratio, solid inventory, and fuel
mass flow were investigated. The parametric study shows a larger dependence on
the limestone make-up, especially for gasification temperatures below 650 ◦C. The
obtained results were summarized in a reactor performance diagram, showing the
syngas power depending on the fuel feeding rate and the gasification temperature.
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Figure 1. Schematic of the chemical looping gasification process.

 

Figure 2. Simplified flow diagram of the 1 MWth pilot plant at the Technical University of Darmstadt.
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Figure 3. Schematic diagram of sorption enhanced gasification (SEG) process (up to 750 ◦C) and
extended steam gasification mode (up to 850 ◦C); option of oxy-fuel operation.

3. Conclusions

The editors of this Special Issue are pleased to bring the recent advancements in
thermochemical conversion processes for solid fuels and renewable energies to the scientific
community. In this Editorial, the majority of published papers (in total four studies) was
related to the gasification of low-rank solid fuels (e.g., biomass and lignite), subjected
at the early stage of development to a single fluidized bed gasifier and recently to dual
fluidized bed gasification systems, such as the sorption enhanced gasification and the
chemical looping gasification. Three published papers focused on the evaluation of recent
absorption and adsorption technologies for carbon capture. Two published papers were
related to the most abundant renewable energy source available “Solar Energy”. The
solar energy in the first manuscript was used to operate a solar driven-absorption cooling
system, while in the second manuscript it was converted into electrical power in an
integrated solar combined cycle. The last paper discussed the operational flexibility of
a circulating fluidized bed boiler, subjected to a typical operation during fluctuating
electricity generation by renewables.

We hope the information collected in this Special Issue, involving new results on
thermochemical conversion technologies, will benefit the readers of Applied Sciences. All
papers were published online, free of cost or access barriers. We also look forward to
more submissions to the second volume of this Special Issue “Thermochemical Conversion
Processes for Solid Fuels and Renewable Energies: Volume II”—in particular, studies of
high-quality, excellence, and clarity that can make a difference in this field of research.
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Abstract: This study aims to investigate the CO2 sorption capacity of hydrochar, obtained via
hydrothermal carbonization (HTC). Silver fir sawdust was used as a model material. The batch runs
went at 200 ◦C and up to 120 min. The hydrochar was activated with potassium hydroxide
impregnation and subsequent thermal treatment (600 ◦C, 1 h). CO2 capture was assayed
using a pressure swing adsorption (PSA) process. The morphology and porosity of hydrochar,
characterized through Brunauer-Emmett-Teller, Barrett-Joyner-Halenda (BET-BJH) and scanning
electron microscopy (SEM) analyses, were reported and the sorbent capacity was compared with
traditional sorbents. The hydrochar recovered immediately after the warm-up of the HTC reactor
had better performances. The Langmuir equilibrium isotherm fits the experimental data satisfactorily.
Selectivity tests performed with a model biogas mixture indicated a possible use of hydrochar for
sustainable upgrading of biogas to bio-methane. It is conceivably a new, feasible, and promising
option for CO2 capture with low cost, environmentally friendly materials.

Keywords: hydrochar; hydrothermal carbonization; biogas upgrading; CO2 capture; pressure
swing adsorption

1. Introduction

Growing population and economy race are the two main concerns regarding the increase in
emissions of greenhouse gases (GHG) and, subsequently, the accelerating climate change and global
warming. Carbon dioxide is the first responsible for these unwanted effects [1]. Nowadays, reducing
CO2 emissions is one of the most challenging issues facing humanity [2]. Global climate reports
show that the average world temperature is steadily increasing with respect to 20th century data [3].
Besides, worldwide researchers recognize the need for a sustainable development and more equity,
including poverty eradication, and provide an ethical foundation for limiting the effects of climate
changes. The rate of atmospheric accumulation of GHGs and the capacity to address its mitigation
and adaptation differ for each nation. Often, many of the countries most vulnerable to climate change
contribute little to GHG emissions.

Intergovernmental panel on climate change (IPCC) recently reported on the impacts of global
warming of 1.5 ◦C above pre-industrial levels and the related global greenhouse gas emission
pathways [4]. The attention is on the decision to adopt the Paris Agreement [5,6].

Comprehensive and sustainable strategies in response to climate change should consider the
co-benefits, adverse side-effects, and risks inherent to both adaptation and mitigation options. European
policy options emerge in the European Union (EU) Emission Trading System (ETS) that involve the
promotion of investment on clean and low carbon technologies in power and heat generation,
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energy-intensive industry sectors, materials, and chemicals’ production. The legislative framework
of the EU Emission Trading System (ETS) achieved the EU’s 2030 emission reduction targets [7] and
contributed to the 2015 Paris Agreement. Now, the goals include keeping the rise in temperature below
2 ◦C, that is, CO2 below 450 ppm [8].

Practical ways to meet these goals could be planting trees, caring the existing forests, rebuilding
of soils, and developing the biomass-to-energy chain with coupled with carbon capture and storage.

Carbon dioxide capture/separation onto solid matrices is broadly studied for reducing greenhouse
gas discharge [9]. Also, biofuels and bio-methane are strategic for fuel transition to sustainability, or as
a reagent in the steam and dry reforming and catalytic processes. A paradigm is biogas production by
anaerobic digestion of organic matter. The mixture mainly consists of 40 vol% to 75 vol% methane and
15 vol% to 60 vol% carbon dioxide [10,11].

Biogas cleaning and upgrading to bio-methane require to remove water, foam, dust H2S, and trace
components, as well as CO2 [11] and bio-methane production, in Europe is spreading progressively [12].
In Italy, such technology struggles to spread with only five operating plants and a total upgrading
capacity of 500 Nm3/h. The delay is mainly owing to the imprecise legislative references regarding grid
injection techniques. As a mean to overcome these limits, an effort was made toward the development
of implementing rules and guidelines for accessing the incentives.

From a purely technological point of view, several techniques are available for commercial use,
at laboratory and industrial scale [13–18]. CO2 capture technologies, like absorption and adsorption,
are proliferating as commonly used capture techniques worldwide, as proven by the several patent
applications and published articles [19]. Adsorbent media include activated carbon, alumina, metallic
oxides, and zeolites. The regeneration of the adsorbent is carried out by temperature or pressure swing
adsorption (TSA or PSA) [20]. For TSA, solid adsorbents with a lower heat capacity are claimed for
reducing the energy required for regeneration [21–23].

The most important property of an adsorbent is its CO2 adsorption capacity, which depends
strongly on the pore structure, the surface area, and the type of functionalization. Besides, the capacity
depends on the partial pressure of CO2, temperature, and humidity [24,25]. Absorption proved to
not be economical for treating flue gas streams with CO2 partial pressures lower than 15 vol% [26].
Chemical absorption has relatively high selectivity, but also high energy consumption for regeneration,
chemicals’ make-up, and high environmental impact [27,28]. Taking into account the potential role
of porous carbon materials for CO2 capture, the authors propose the production of these materials
starting from renewable sources, mainly residual biomasses.

Hydrothermal carbonization (HTC) is an alternative synthesis method to produce precursors
for high value-added renewable carbon materials from residual lignocellulosic biomasses [29].
This thermochemical conversion occurs in hot compressed water, at a relatively low temperature under
autogenous pressure [30]. HTC optimization was studied considering the re-use of the liquid phases
in the process itself [31,32], the online monitoring of the carbonization time-course [33,34], and the
recovery of valuable platform chemicals from the liquid [35,36].

Hydrochar attracts the attention for several potential applications, mainly in support of the energy
production chain [37,38]. Nevertheless, owing to its coal-like structure, hydrochar could be favorably
transformed into porous activated carbon with tunable morphologies and porosities, which is hard to
achieve using traditional pyrolytic methods, with a surface area up to 3000 m2g−1 and pore volume in
the range of 0.5–1.5 cm3g−1 [39,40].

The focus of this paper is on the separation of CO2 for the upgrading of biogas to bio-methane by
PSA onto HTC from silver fir sawdust, a waste product available in Central Europe and Abies species
available worldwide [41].
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2. Materials and Methods

2.1. Synthesis of Carbon Porous Sorbent

2.1.1. Materials

The tested biomass was silver fir sawdust. All HTC experiments were performed using
demineralized water (σ = 0.005 mS/cm). Potassium hydroxide (Sigma-Aldrich Comporation US,
grade ACS reagent, Reg. Ph. Eur.) and HCl (Sigma-Aldrich grade puriss, 24.5%–26.0%) were used for
the activation of the hydrochar.

2.1.2. Experimental Apparatus

The HTC apparatus was designed and realized on purpose. Details of the piping and control
instrumentation are reported elsewhere [34]. The 316-stainless steel batch reactor has an internal
volume of about 200 mL and is equipped with a valve for the air initial evacuation and gaseous product
withdrawal. A thermocouple and a pressure-meter allow monitoring and controlling the process
temperature and pressure, respectively.

2.1.3. Experimental Procedure

The HTC experiments were performed at 200 ◦C, with a constant water biomass ratio 7:1,
and residence time equal to 0 and 120 min. The substrate was ground in a mortar and sieved.
The fraction below 1 mm was recovered and used for the reaction after drying until constant weight in
an oven, at 105 ◦C. Demineralized water and dry biomass were loaded into the reactor in the chosen
weight ratio. Then, the reactor was sealed, evacuated for about 15 min, and heated up to the process
temperature. The warm-up lasted for about 20–25 min. Residence time was measured once it reached
the temperature set point. At the end of the run, the reactor was quenched with air until 160 ◦C,
and then with water until room temperature.

After the quenching step, the gas phase was recovered and weighed. Solid and liquid products
were recovered and separated by filtration. The filter and solid phases were put in an oven at 105 ◦C
for at least 24 h for dry weight determination. After drying, the hydrochar was milled and sieved
(certified ISO 3310–1 & 2 and ASTM E11, Endecott sieves). The fraction between 106 and 355 μm
was recovered and stored in vials before the CHNS characterization (data reported in Supplementary
Material) and the activation step. Then, 15 grams of 1:2 solid mixture of hydrochar and KOH was
put in an oven under nitrogen gas flow and warmed up to 600 ◦C (3 ◦C/min). The dwell step lasted
1 h [40]. The samples were washed with 10 wt% HCl to remove any inorganic salts, and then with
demineralized water until neutral pH. Finally, the samples were dried in an oven at 105 ◦C for 24 h.

2.1.4. Characterization Methods

The nitrogen sorption isotherms of activated and non-activated hydrochars were determined
with a high-speed surface area and pore size analyzer NOVA 1200e Alfates Quartachrome.
Brunauer-Emmett-Teller (BET) [42] and Barrett-Joyner-Halenda (BJH) [43] methods were utilized for a
standard determination of surface area, pore volume, and pore size distribution and the average pore
diameter [44]. Each sample was outgassed for 3 h at 100 ◦C.

Textural properties were investigated by means of scanning electron microscopy and energy
dispersive X-ray spectroscopy (SEM-EDS). The analyses were performed with a Field Emission
Zeiss Gemini500SEM analyser (acceleration voltage from 0.02 to 30 KV—store resolution up to
32 k × 24 k pixels—0.6 nm at 15 KV, in back-scattering electron mode—pressure from 5 to 500 Pa),
equipped with EDS (energy dispersive spectroscopy) microanalyzer OXFORD Aztec Energy with
INCA X-ACT PELTIER COOLED ADD detector. All samples were coated with 5 nm of Cr in an
automatic sputter coater Q 150T ES.
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2.2. CO2 Adsorption Test

2.2.1. Materials

Three hydrochar types were tested, namely, HC_200_0 (non-activated, residence time 0 min),
HCA_200_0 (activated, residence time 0 minute), and HCA_200_120 (activated, residence time 120 min).
Grain size ranged from 106 μm to 355 μm. Nitrogen (grade 5.5), methane (grade 4.5), and carbon
dioxide (grade 4.0) were used for dynamic adsorption tests (Rivoira Spa). Blank tests were performed,
packing the column with glass beads (2500 kg/m3, 106–355 μm).

2.2.2. Experimental Apparatus

The experimental apparatus is shown in Figure 1.

Figure 1. Flowsheet of the experimental apparatus: PI—pressure indicator; V-i—valves; MFC—mass
flow controller; MFM—mass flow meter; PC—pressure controller; AC—adsorption column;
analyzer—URAS ABB.

Details of the piping and control instrumentation are reported in a previous paper [22].

2.2.3. Experimental Procedure

Bed length was kept constant packing the column with the same HC volume same of the inert
material volume used for the blank test.

Adsorption experiments were performed with two different feed mixtures (CO2 + N2 and CO2 +

CH4). The PSA operating pressure varied up to 5 bars.
Tests with CO2 + N2 were carried out at 2, 3, 4, and 5 bar with 100 NmL/min of CO2 and

80 NmL/min of N2 (carrier gas). The regeneration step was performed with N2 at 280 NmL/min.
A mass flow meter (MFM) quantified the total amount of the gas mixture leaving the column. During
the adsorption tests, V-A, V-B, and V-C valves were kept open. The configuration for regeneration
after each run was as follows: V-A and V-G closed, V-H switched for a quick depressurization and
then repositioned, V-G re-opened, and N2 injected until no CO2 was detected. The blank tests were
carried out in the same way.

Tests with CO2 + CH4 mixture were carried out at 2 and 5 bar with 76 NmL/min of CO2

and 76 NmL/min of CH4. The flow rate of N2 during the regeneration step was 280 NmL/min.
The experiments were carried out as previously described, with CH4 in the inlet flow rate instead of
N2. V-D and V-A operated simultaneously. The regeneration step lasted until no CH4 was detected at
the column outlet.

All tests were repeated almost five times. The synopsis is reported in Table 1.
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Table 1. Synopsis of tests conditions.

Test
Hydrothermal Conditions Adsorption Conditions

Activation
Time [min] P [bar] WBED [g]

CO2/N2

HC_200_120_2 120 2 1.135 no
HC_200_120_3 120 3 1.135 no
HC_200_120_4 120 4 1.135 no
HC_200_120_5 120 5 1.135 no
HCA_200_0_2 0 2 0.695 yes
HCA_200_0_3 0 3 0.695 yes
HCA_200_0_4 0 4 0.695 yes
HCA_200_0_5 0 5 0.695 yes

HCA_200_120_2 120 2 1.135 yes
HCA_200_120_3 120 3 1.135 yes
HCA_200_120_4 120 4 1.135 yes
HCA_200_120_5 120 5 1.135 yes

CO2/CH4

HCA_200_0_2 0 2 0.695 yes
HCA_200_0_5 0 5 0.695 yes

2.2.4. Mathematical Model

The mathematical model for determining the amount of the adsorbed CO2 was extensively
described in Di Felice et al. [45]. The blank test highlighted the domination in the response curve of a
flow-mixing in the ancillary equipment and provided a means of confronting the gas outlet responses
to the CO2 capture characteristics of the bed itself. A simple descriptive FOPDT model (first order
plus dead time model) of the gas phase allows extracting the response of the particle phase from the
measured gas phase response of the entire system under CO2 capture conditions. The response curve
gives the molar total gas holdup, viz, the product of the total molar throughput of gas and the area
enclosed by the response curve and normalized ordinate 1 (Figures 2 and 3).

The response curve may be used to evaluate the total amount of CO2 present in the whole
system as a function of time (i.e., its holdup: the moles of CO2 that entered the system at time t
minus those that left). The CO2 holdup in the solid phase of the bed (i.e., the CO2 captured by the
hydrochar) is merely the total holdup of the entire system minus the holdup of the gas phase of the
entire system [45]. Adsorption performance in CO2/CH4 tests was evaluated estimating recovery,
purity, and selectivity [22]. The gas recovery rate is the ratio of the quantity of gas recovered after the
column to the fed quantity:

Recovery(i) =
(∫ t

0
(yi q)OUT dt

)
/
(∫ t

0
(yi q)BLANK dt

)
(1)

The purity is defined by the quantity of the gas during the saturation phase divided by total gas
leaving the column at the same time.

Purity(i) =
(∫ t

0
(yi q)OUT dt

)
/
(∫ t

0
qOUT dt

)
(2)

where yi is the molar fraction of the specific gas and q is the total gas flow.
The selectivity is expressed as follows:

Selectivity =
molCO2 /kgadsorbent

molCH4 /kgadsorbent
(3)
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3. Results and Discussions

The assessment of new porous carbon material should be based on its adsorption properties,
evaluated through the well-established procedures. Table 2 lists the results of the BET analysis.

Table 2. BET and BJH results of all materials tested.

Sample Parameters
Surface Area

(ABET)
[m2/g]

BJH Desorption
Pore Volume (VBJH)

[cm3/g]

Average Diameter of
the Pores (Dav,BJH)

[Å]

HC_200_0 1.13 0.004 142
HCA_200_0 881 0.241 11
HC_200_120 1.33 0.008 241

HCA_200_120 284 0.109 15

The surface area and the average diameter of the pore Dav,BJH (obtained as 4·VBJHa/ABET, where
VBJHa is the BJH desorption pore volume and ABET is the BET surface area) are critical parameters for
physical adsorption. In general, the higher the superficial area, the better the sorbent capacity.

The increase of porosity is also highlighted by SEM-EDS images (Figure 2), where, in the left-hand
side (Figure 2a,c,e), the original wood structure is always present after hydrothermal treatment
with several typical pits [46] and, at higher magnification (3000 and 10,000×), 10 μm macropores
are also visible. On the right-hand side (Figure 2b,d,f), after the activation procedure, as expected,
a well-developed sponge structure is evident at increasing magnification (400, 2000, and 10,000×).

 

Figure 2. Scanning electron microscopy (SEM) images of HC_200_0 (left-hand side: (a,c,d) and
HCA_200_0 (right-hand side: (b), (d,f) at different magnification: (a,b) 400×; (c) 3000×; (d) 2000×;
(e,f) 10,000×.
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The EDS analysis, not reported here, shows the carbon as the main element with a distributed
trace of chlorine, owing to the HCl washing step of the activation method.

As far as the time course of the outflowing CO2 and CH4 concentration is concerned, a sigmoidal
behavior was observed for all tests and at all values of the operating pressure, as shown in Figure 3.
The recorded signals are reported as a normalized value, that is, divided by the inlet concentration.

Figure 3. CO2/N2 adsorption curves at (a) 2 bar; (b) 3 bar; (c) 4 bar; and (d) 5 bar.

By inspection of Figure 3, the time of first detection (arrows) depends evidently on the operating
pressure. The translation of blank curves is inherent in the operating modality of the apparatus
and depends linearly on the pressure (data not reported for the sake of brevity). The translation of
the response curves suffers from the superimposition owing to the presence of the adsorbent bed.
The difference between the two delays increases steadily. Table 3 is a synopsis of all the results.

The sorbent capacity of the activated hydrochar obtained at 200 ◦C and 0 min is higher than that
of the corresponding material recovered after 120 min of retention in the HTC reactor. The results of
the BET analysis confirm this finding, where the 0 minute sample shows a specific area as high as
210% (3.1 time bigger) and an average pore diameter decreased by 27% in comparison with sample
HCA_200_120. These results warn that the HTC reaction time is a crucial parameter and that the
existence of a possible optimal retention time will be worth study, and in the further developments,
it will be coupled with a cost optimization aimed at industrial exploitation of the results.

On the other hand, the performances of non-activated hydrochar denounce of an adsorbent
capacity of an order of magnitude lower, and are thus not acceptable for industrial applications.
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Table 3. CO2 sorbent capacity.

Sample TEST
P

[bar]
Sorbent Capacity *

[mmol/g]

HC_200_120 CO2/N2

2 0.335 ± 0.129
3 0.425 ± 0.181
4 0.688 ± 0.210
5 0.692 ± 0.228

HCA_200_120 CO2/N2

2 2.651 ± 0.225
3 3.366 ± 0.292
4 3.475 ± 0.368
5 3.635 ± 0.268

HCA_200_0 CO2/N2

2 4.957 ± 0.952
3 5.658 ± 0.070
4 6.199 ± 0.081
5 6.569 ± 0.119

* Mean ± standard deviation.

Figure 4 shows typical adsorption curves obtained with the activated hydrochar at 2 and 5 bar
(a and b, respectively) and the mixture CH4/CO2. Blank runs are reported as a reference. Arrows
signal the time of the first detection. Both diagrams show that, in the blank runs, the CO2 and CH4

signals are indistinguishable. On the contrary, in the presence of a hydrochar bed, a selectivity appears
evident, as proven by the temporal separation of the arrows. Methane appears first in the column
outlet regardless of the operating pressure. The delay between the two signals is an increasing function
of the operating pressure, and in any case, it is sufficiently broad for envisaging the development of an
industrial process. All of this evidence proves that hydrochar is a suitable medium for separating the
mixture by selective adsorption.

 
Figure 4. CO2/CH4 adsorption curves at (a) 2 bar and (b) 5 bar.

Table 4 quotes the obtained selectivities and recoveries calculated using Equations (1)–(3).
The obtained selectivities confirm that CO2 is preferred to CH4. The performance of hydrochar is
worse than that obtainable with commercial porous sorbents such as zeolites or activated carbons [22].
As expected, the methane recovery is relatively low with a purity of 95% (Italian regulation for network
injection) regardless of the investigated operating pressure. The doubling of recovery obtained with a
purity of 70% is a valuable result because of energetic applications.
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Table 4. Summary of the results of the adsorption tests (mixture CO2/CH4).

Sample TEST
P

[bar]

Recovery
(Purity = 95%)

[%]

Recovery
(Purity = 70%)

[%]
Selectivity

HCA_200_0 CO2/CH4
2 31.98 ± 0.13 60.12 ± 0.35 1.88 ± 0.02
5 36.09 ± 0.87 68.11 ± 0.10 2.10 ± 0.02

Figure 5 reports the averaged CO2 sorbent capacity for the two samples of activated hydrochar
as a function of the corresponding partial pressure in the gas phase. Data fit well to the Langmuir
equation [47].

CO2Sorbent capacity =
(
CMax·pCO2

)
/
(
K + pCO2

)
(4)

Figure 5. CO2 sorbent capacity vs. pCO2.

The regressions are reported as solid lines in the explored range and as dotted lines in the
extrapolated ones. A wider partial pressure range should be explored to ascertain the correct
equilibrium law. For the present paper, this preliminary investigation gives valuable information for
steering future studies.

The regression parameters are reported in Table 5.

Table 5. Synopsis of regression parameters for Langmuir equation.

CMax K R2

HCA_200_0 8.38 ± 0.15 0.77 ± 0.05 0.99
HCA_200_120 4.79 ± 0.45 0.83 ± 0.26 0.90

Figures 6 and 7 compare the performances of the hydrochars to those of traditional solid materials
and those of some innovative materials, as reported in the literature [22,40,48–54]. As a general finding,
data on PSA at 1 bar appear in the literature sparingly, even for traditional sorption media. Figure 6
reports a possible comparison of the hydrochar sorption capacity. It appears that, despite the different
capture techniques, the data of “HCA_200_0_calc” at 1 bar (calculated by Equation (4)) are comparable
with those of the literature. On the other hand, the comparison with PSA experiments conducted on
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zeolites, activated carbon, and fly ash shows that, at the same operating conditions, the HCA exhibits
much better results in terms of CO2 capture capacity.

Figure 6. Comparison of CO2 sorbent capacities with literature data obtained with batch
equilibrium method (BPL: commercial activated carbon [48]; C35N400: ammonia-treated activated
carbon [49]; G-900: activated graphite fibers [50]; MFB-600: N-doped activated carbon [51]; RN-800:
ammonia-treated activated carbon [52]; RFL-500: N-doped porous carbon [53]; DO-88-M: activated
carbon from petroleum pitch [54]; AS-2-600: sawdust-based porous carbon [40]).

 
Figure 7. Comparison of CO2 sorbent capacities with literature data obtained with the dynamic
experimental method (pressure swing adsorption (PSA)) (A1, A2, A3, A4, B1, B2: zeolites from fly ash;
SG: commercial silica gel; AC: commercial activated carbon; 13X: commercial zeolite [22]).
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Figure 7 shows that the HCA_200_0 has the best CO2 sorbent capacity: 6.569 mmol/g, threefold
concerning the best performance of traditional sorbents [22]. Another significant result appears
in Figure 7. Hydrochars prepared after 120 min of HTC reaction halve their performance, even
though remaining well above commercial zeolites and similar materials. This suggests investing in
further research aimed to ascertain if a reaction time exists, which maximizes the sorption capacity.
This more-in-depth investigation is of the utmost importance for industrial-scale process optimization.

All of the results here reported highlight the concrete possibility of exploiting the residual biomass
as an adsorption medium for biogas upgrading and encourages continuing research in this way.

4. Conclusions

Hydrochar from lignocellulosic residual biomass furnishes porous carbon materials via usual
activation. The best reaction conditions were 200 ◦C and 0 min. The best results were BET area of
881 m2/g, average pore diameter of 11 Å, and sorbent capacity of 6.569 mmol/g at 5 bar. The hydrochar
exhibits higher CO2 adsorption than that of some traditional sorbents. The material possesses adequate
capacity to adsorb CO2 from mixtures with CH4 selectively. This residual material could be exploited
in a sustainable biogas upgrading process, contextually reducing CO2 emissions and the related
environmental impact.
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Abstract: The conversion of solid fuels via gasification is a viable method to produce valuable fuels
and chemicals or electricity while also offering the option of carbon capture. Fluidized bed gasifiers
are most suitable for abundantly available low-rank coal. The design of these gasifiers requires
well-developed kinetic models of gasification. Numerous studies deal with single aspects of char
gasification, like influence of gas compositions or pre-treatment. Nevertheless, no unified theory
for the gasification mechanisms exists that is able to explain the reaction rate over the full range of
possible temperatures, gas compositions, carbon conversion, etc. This study aims to demonstrate a
rigorous methodology to provide a complete char gasification model for all conditions in a fluidized
bed gasifier for one specific fuel. The non-isothermal thermogravimetric method was applied to
steam and CO2 gasification from 500 ◦C to 1100 ◦C. The inhibiting effect of product gases H2 and
CO was taken into account. All measurements were evaluated for their accuracy with the Allan
variance. Two reaction models (i.e., Arrhenius and Langmuir–Hinshelwood) and four conversion
models (i.e., volumetric model, grain model, random pore model and Johnson model) were fitted to
the measurement results and assessed depending on their coefficient of determination. The results
for the chosen char show that the Langmuir–Hinshelwood reaction model together with the Johnson
conversion model is most suitable to describe the char conversion for both steam and CO2 gasification
of the tested lignite. The coefficient of determination is 98% and 95%, respectively.

Keywords: gasification; kinetic model; conversion model; reaction model; low-rank coal

1. Introduction

The electric power sector contributes to about a quarter of the total CO2 emissions worldwide.
Therefore, in most mitigation scenarios for climate change the share of low-carbon electricity supply
(comprising renewable energy, nuclear and carbon capture and storage) increases from the current
share of approximately 30% to more than 80% by 2050 [1].

A power plant based on integrated gasification combined cycle (IGCC) is a very suitable addition
to any future power system, because it offers the possibility to capture CO2 in a very efficient
pre-combustion process. Furthermore, in a poly-generation configuration, this technology is able
to accommodate the intermittent renewable power generation from wind and solar and operate the
gasification island at full load by producing synthetic chemical products like hydrogen, SNG, methanol,
and Fischer–Tropsch fuels. For high-ash and low-rank coals, fluidized bed gasifiers are especially
suitable [2].

The rate of char gasification is the limiting step in gasifiers and most relevant for determining
residence times of the particles and size of the reactors. Therefore, an understanding of the mechanics of
char gasification for the chosen fuel is essential for the design of gasifiers. Considerable work has been
done already in the field of char gasification processes. Irfan et al. [3] did a comprehensive review on
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CO2 gasification of coal regarding different factors of influence like coal rank, pressure, gas composition,
temperature, and mineral matter. In this study, it was concluded that CO2 gasification characteristics
are hard to conclude with full authenticity and the researchers observed those differently for a variety
of coals. Generally, the same is true for steam gasification [4]. Ye et al [5] investigated the kinetics and
reactivity of two South Australian low-rank coals and quantified the reaction rate for steam and CO2

gasification as well as the influence of mineral content and particle size. Nevertheless, the carbon
conversion in the presented data never exceeded 70% and the inhibiting effect of the products has
not been included in the model. Another study by Huang et al. [6] focused on the influence of H2

and CO at different temperatures, but only worked with the reaction rate at 50% carbon conversion
and omitted a comparison of different conversion models. Fermoso et al. [7] used non-isothermal
experiments to determine a suitable conversion model and made statements on the errors of the models
but again omitted any inhibiting influence of product gases. Everson et al. [8] assessed the gasification
kinetics with steam and CO2 including the influence of the product gases of an inertinite-rich coal with
isothermal measurements in a temperature range of 150 K. They used data for almost the complete
carbon conversion and validated their assumed kinetic and conversion model with the measurement
results but neglected to test other possible models.

It can be stated that most existing work focuses on analysis of single aspects of the gasification,
and is not suitable to describe the conversion process in a gasifier completely with its changing gas
compositions, temperatures, and particles of varying carbon conversion. For correct prediction of
the gasifier behavior with Computational Fluid Dynamic (CFD), a sound modelling of the reaction
properties of the fuel is imperative. Therefore, this work aims at demonstrating a methodology to find
a complete model for the char conversion during gasification of one specific lignite char that takes into
account all relevant temperatures and gas compositions for the full range of char conversion.

2. Theory

2.1. Kinetic Models

Generally, external mass transport from the gas phase to the outer particle surface, the intra-particle
diffusion and/or the chemical reaction at the char surface determine the rate of char–gas reactions,
depending on temperature and particle properties. For temperatures below 1000 ◦C and particles in
the order of magnitude of 0.1 mm, the reaction rate is controlled by the chemical reaction [9].

Equation (1) is a general expression for the chemical reaction rate, given by Lu et al. [10].

dX
dt

= k
(
T, pg

)
f (X) (1)

Here, k is the apparent reaction rate depending on temperature T and the partial pressures, of the
gasifying agents and gas phase products, described by the vector pg, according to a reaction model.
f (X) describes the change in physical or chemical properties of the char with ongoing char conversion,
X, according to a conversion model.

A simple representation of the apparent reaction rate during gasification is the Arrhenius reaction
model, which only considers the partial pressure pg of the gasifying agent and the temperature.

kArr
(
T, pg

)
= pg k0 e−

Ea
R T (2)

The kinetic parameters for this model are the pre-exponential factor k0 and the activation
energy Ea. The inhibitive influence of the product, which has been observed in several studies [11,12],
is considered when applying the Langmuir–Hinshelwood reaction model (L–H model) to the gasification
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mechanism [13]. Here, the rate-determining step is the formation of occupied sites on the carbon
surface. Equations (3) and (4) apply to the CO2 and H2O gasification respectively.

kLH,CO2

(
T, pg

)
=

pCO2 k1 e−
Ea,1
R T

1 + pCO k2 e−
Ea,2
R T + pCO2 k3 e−

Ea,3
R T

(3)

kLH,H2O
(
T, pg

)
=

pH2O k1 e−
Ea,1
R T

1 + pH2 k2 e−
Ea,2
R T + pH2O k3 e−

Ea,3
R T

(4)

Here, the kinetic parameters are the three pre-exponential factors k1, k2 and k3 and the three activation
energies Ea,1, Ea,2 and Ea,3. They have to be determined separately for steam and CO2 gasification.

In this work, four conversion models for the change in char properties with progressing char
conversion are investigated with respect to their applicability for the fuel sample: the volumetric model
(VM), the grain model (GM), the random pore model (RPM), which are the most common models used
in gasification kinetics [14], and the Johnson model (JM). According to Equation (5), the VM assumes a
decreasing reaction surface proportional to the remaining volume or mass of the particle.

dX
dt

= k
(
T, pg

)
(1−X) (5)

In Equation (6), the GM or shrinking core model considers the particles as an assembly of
nonporous spheres with constant density and decreasing diameter [15]. The reaction only takes place
at the surface.

dX
dt

= k
(
T, pg

)
(1−X)

2
3 (6)

The RPM was proposed as an semi-empirical model by Bhatia and Perlmutter [16]. It considers
arbitrary pore size distributions in the reacting solid and is able to predict a first increasing and then
decreasing reaction rate due to the growth and later the coalescence of pores. In the according equation,
Equation (7), ψ is a parameter related to the pore structure of the unreacted sample.

dX
dt

= k
(
T, pg

)
(1−X) (1−ψ ln(1−X))0.5 (7)

The JM is another semi-empirical approach by Johnson [17].

dX
dt

= k
(
T, pg

)
(1−X)

2
3 eαX2

(8)

In Equation (8), the term (1−X)
2
3 is proportional to the effective surface area, as in the shrinking

core model, and the term eαX2
represents the relative reactivity of the effective surface area, which

decreases with increasing conversion levels.

2.2. Mass Influence

It is commonly known that diffusional effects play a major role, when kinetic studies are performed
in thermoscopes. Ollero et al. [18] have shown that the kinetic results of thermo-gravimetric analyzer
(TGA) measurements depend on the geometry and the mass of the sample because of the influence on
the local partial pressure distribution within the sample. On the other hand, they also showed that the
assumption of a constant temperature throughout the sample is applicable without any significant
influence on the results. Therefore, the diffusional effect should be incorporated into the kinetic model
by only correcting the frequency factor of the reaction. In this work, the mass influence is considered
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through a correction factor g(m0), with m0 as the sample mass. The general rate equation, Equation (1),
extends to following form to model the reaction rate in the experiment.(

dX
dt

)
exp

=
dX
dt

g(m0) (9)

3. Experimental

3.1. Fuel Sample and Char Preparation

The raw material used in this work is abundantly available lignite from the Rhenish area, which
was pre-processed and pre-dried for the use in a 2300 MWth lignite power plant. The pre-drying was
performed via a fluidized bed with internal waste heat utilization [19]. The ultimate and proximate
analysis of the fuel sample is shown in Table 1. The mean Sauter diameter of the sample is about
140 μm.

Table 1. Proximate and ultimate analyses of the char samples, oxygen calculated by difference.

Proximate Analysis (wt%) Ultimate Analysis (wt%, daf)

Water Ash Volatile Matter Fixed Carbon C H O (Calculated) N S

15.3 17.05 37.1 30.55 70.1 4.84 23.12 0.75 1.19

The chars for the TGA experiments were prepared by devolatilizing the raw fuels in a muffle
furnace at 900 ◦C for 7 min according to DIN 51720 or ISO 562:2010, respectively. Generally, the kinetics
of the gasification strongly depend on the duration of the pyrolysis and the temperature gradient
used during the heat up [20]. Devolatilizing the samples according to DIN 51720 leads to significantly
higher heating rates than any possible pyrolysis in the TGA, but still is slower than heating rates one
can expect in a fluidized bed gasifier.

3.2. Experimental Setup

The gasification tests were conducted in a TGA (Netzsch STA 449 F3 Jupiter) at atmospheric
pressure, which allows the injection of two dry reaction gases and is fitted with a steam generator.
The flow rate of gases is controlled with mass flow controllers (MFCs).

The crucibles used were plate-shaped and had a diameter of 17 mm. On these plates, 10 ± 2 mg of
the fuel samples was evenly distributed for ideal gas exchange. The temperature of the sample was
monitored with a thermocouple in the sample carrier. The systematic error of the mass measurement
was mitigated by a correction run for every gas composition with an empty crucible. The correction
measurement was then subtracted from the actual measurement.

In the first step, prior to the actual gasification tests, the samples were heated in the TGA to
approximately 1100 ◦C with 20 K/min in a nitrogen atmosphere to ensure a complete drying and
devolatilization of the samples. Then, the samples were cooled down to 500 ◦C and stabilized at this
temperature for 30 min. During this time period, the reactive purge gases were injected into the oven
to ensure enough time for gas mixing and gas distribution with the oven. Then, the experiments were
performed under non-isothermal conditions with a heating rate of 20 K/min up to a temperature of
1100 ◦C. Finally, this temperature was held constant for 20 min for a complete reaction of the carbon.

The experiments were conducted for CO2 gasification as well as steam gasification. For both sets
of experiments, the gasifying agent was introduced into the oven with 20%, 25%, 33% and 50% of the
gas flow. For each gas concentration, a configuration with and without gasifying product, H2 or CO
respectively, was tested. In total, 16 different atmospheres were used for the CO2 and steam gasification.
Tables 2 and 3 display the matrix of the experiment configurations. For each of the configurations,
three separate experiments were performed to test the reproducibility of the results.
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Table 2. Experiment configurations for CO2 gasification; N2 was added to yield a total gas flow of
100 mL/min.

Config. No. Flow Rate CO2 (mL/min) Flow Rate CO (mL/min)

1 20 0
2 20 24
3 25 0
4 25 22.5
5 33 0
6 33 20
7 50 0
8 50 15

Table 3. Experiment configurations for steam gasification; N2 was added to yield a total gas flow of
100 mL/min.

Config. No. Flow Rate H2O (mL/min) Flow Rate H2 (mL/min)

1 20 0
2 20 35
3 25 0
4 25 35
5 33 0
6 33 35
7 50 0
8 50 35

In order to define the type of function for the mass influence g(m0), an additional set of experiments
was performed for a constant gas composition but varying sample masses. The experiments are listed
in Table 4.

Table 4. Experiment configurations for determination of the sample mass influence; N2 was added to
yield a total gas flow of 100 mL/min.

Config. No. Sample Mass (mg) Flow Rate CO2 (mL/min)

1 2.5 20
2 5 20
3 10 20
4 13 20
5 20 20
6 45 20

3.3. Data Preparation and Evaluation

For each measurement, weight and temperature were recorded with a sampling rate of 300 Hz.
The char conversion is calculated depending on starting and final mass for every measurement
according to Equation (10).

X(m) =
m0 −m

m0 −mash
(10)

The char conversion during the experiment is represented over temperature and time, as well as
dX/dt over temperature. To reduce the measurement noise, the signal is smoothed with a first order
Savitzky–Golay-Filter [21]. The integration time for the Savitzky–Golay-Filter was obtained based on
the method described by Werle et al. [22] through minimizing the Allan variance for each measurement.
The standard deviation for the char reaction rate after filtering is in the range of 3.6 × 10−3 min−1 and
15.6 × 10−3 min−1 with the mean at 8.5 × 10−3 min−1.
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The models investigated in this paper were fitted to the measurement with the nonlinear
least-squares method and the parameters of the models were calculated by minimizing the objective
function OF, Equation (11).

OF =
n∑

i=1

⎛⎜⎜⎜⎜⎝
(

dX
dt

)
exp,i
−
(

dX
dt

)
calc,i

⎞⎟⎟⎟⎟⎠
2

(11)

4. Results and Discussion

4.1. Mass Influence

To gain an understanding of the effect of varying masses in the TGA as explained in Section 2.2,
the experiments listed in Table 4 were evaluated using the Arrhenius equation together with all four
kinetic models (VM, GM, RPM, and JM). In Figure 1, the frequency factor is plotted over the sample
mass for each conversion model. A correction term of an exponential type fits the results for every
conversion model to a satisfactory degree (R2 ≈ 95%), with b as the model parameter.

g(m0) = e−b m0 (12)

With the addition of this correction term, a determination of the intrinsic gasification rate is possible.
Therefore, all further experiments were evaluated with the following rate equation, Equation (13), and
the value for b is obtained by optimization with Equation (11).(

dX
dt

)
exp

= k
(
T, pg

)
f (X) e−b m0 (13)

 
Figure 1. Frequency factor over sample mass for all four conversion models.

4.2. Confirmation of Reaction Model

The kinetic model for the gasification of the char has to describe sufficiently the change in reaction
rate with ongoing carbon conversion. In Figure 2, the Arrhenius plot is shown for the CO2 gasification
in configurations No. 2 and 5 as well as for the steam gasification in configuration No. 3 and 8 for the
volumetric model.

It can be seen that the gradient of the Arrhenius graph (i.e., activation energy) increases with
increasing temperature. Generally, two possible explanations exist for the change in reactivity. Firstly,
two separate reactions with different activation energies and frequency factors could determine the
gasification of the char at different temperatures, e.g., a catalyzed and a non-catalyzed reaction. In this
case, a suitable reaction model must be selected. Secondly, the reactivity of the char increases more
with ongoing gasification than the volumetric model predicts. In this case, another conversion model
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should be used, like the GM, RPM or JM. Only additional runs with different heating rates can make
the distinction between those two possible explanations, as stated by Miura et al. [23].

 
Figure 2. Arrhenius plot for (a) CO2 gasification (configurations No. 2, 5) and (b) steam gasification
(configuration No. 3, 8) (VM).

The test configuration No. 1 of the CO2 gasification was repeated with heating rates of 20 K/min
and 40 K/min in another oven of the TGA. In Figure 3, one representative run for each heating
rate is plotted. The solid lines represent the reaction rate according to the Arrhenius model for
both runs. The dashed lines show the reaction rate according to the Arrhenius model, when only
inverse temperatures of more than 8.2 × 10−4 K−1 are considered. It is apparent that the change in
reaction rate happens at different temperatures.

 
Figure 3. Arrhenius plot for CO2 gasification in configuration No. 1 with 20 K/min and 40 K/min
heating rate.

Additionally, the samples were acid washed according to ISO 602:2015 to remove the mineral content.
The acid washed samples were used in CO2 gasification experiments (Table 2) of the configurations
No. 1, 3, 5, and 7. Compared to the non-acid washed samples, the Arrhenius plots have the same shape,
but exhibit a shift to lower frequency factors by about 0.15–0.4 log(min−1). This indicates the general
catalytic effect of the mineral matter in the ash but without any temperature dependency.

Therefore, it can be concluded that the change in char reactivity has to be explained by a suitable
conversion model.
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4.3. Determination of Kinetic Parameters

For the determination of the kinetic parameters, the objective function (11) was minimized for the
Arrhenius equation and the L–H model in combination with all four kinetic models (VM, RM, RPM
and JM) for both the CO2 gasification as well as the steam gasification. The coefficients of determination
R2 are listed in Table 5. The L–H model generally leads to significantly better results than the Arrhenius
model with the coefficient of determination being larger for any given conversion model except from
the GM for CO2 gasification. In this case, R2 is very similar for the Arrhenius and the L–H model.
Regarding the conversion models, the JM is the most suitable for the selected char samples.

Table 5. Coefficient of determination R2 for all model combinations.

Gasifying Agent Carbon Dioxide Steam

Conversion Model VM GM RPM JM VM GM RPM JM

R2 for Arrhenius Model [%] 57.5 72.1 79.3 78.4 32.7 41.8 53.6 57.3
R2 for L–H Model [%] 85.1 71.8 90.6 94.8 86.1 92.4 89.4 98.4

Table 6 shows the kinetic parameters for the L–H model, the parameter α of the JM and the
parameter b for the mass influence.

Table 6. Results for the L–H reaction model with the Johnson conversion model.

k1 k2 k3 Ea,1 Ea,2 Ea,3 α b

[kPa−1 min−1] [kPa−1] [kJ/mol] [-] [μg−1]

CO2 Gasification
3.70 × 108 4.04 × 10−6 8.73 × 109 236.1 −87.8 256.7 1.41 7.7

Steam Gasification
1.39 × 1012 5.14 × 10−3 3.25 × 1012 298.5 −39.8 287.5 1.89 10.8

A closer look has to be taken at the activation energy Ea,2, which is negative for both CO2 and
steam gasification. Negative activation energies have been observed for gasification before [6] and are
a hint that the L–H model does not completely describe the reaction mechanisms during gasification.
In the case of steam gasification, a possible reason is the hydrogen inhibition through the irreversible
adsorption of hydrogen on the active char sites, described by Hüttinger et al. [24].

For both, steam and CO2 gasification, the influence of ash acting as a catalyst is another
explanation. Still, with a coefficient of determination at about 98% and 95% for steam and CO2

gasification respectively, the confidence intervals are narrow enough for practical use.
Figure 4 exemplarily shows the results of a steam gasification run in test configuration No. 2

with 20 mL/min steam and 35 mL/min hydrogen for a selection of temperatures with their error bar
according to the Allan deviation. Additionally, the predicted reaction rates of the L–H model together
with all four conversion models are plotted. For the JM, the 95% confidence interval is marked in
the plot, too. The measurements show a digressive change in reaction rate between 900 ◦C and 970 ◦C
that was observed in all measurements with steam. Only the JM satisfactorily models this characteristic,
leading to the very high coefficient of determination. The results are in good agreement with the JM
model, especially in the relevant range from 750 ◦C to 950 ◦C.

Figure 5 shows the respective information for a trial with 33% CO2 and 20% CO for the L–H
reaction model together with all conversion models. Here, the L–H model emulates the measurements
for the CO2 gasification best, too. In addition, similarly to Figure 4, the change in reaction rate
decreases between 900 ◦C and 950 ◦C. However, for the CO2 gasification, the JM is not able to model
this effect correctly. For very high conversions and temperatures, all models overestimate the reaction
rate. These deviations are observed for most CO2 measurements and lead to a smaller coefficient of
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determination. Still, the results are satisfying in the relevant temperature range for practical use in
fluidized bed gasification.

Figure 4. Measurement and L–H model results for steam gasification in configuration No. 2 (20 mL/min
H2O, 35 mL/min H2); 95% confidence interval for JM is marked with a thin dotted line.

 
Figure 5. Measurement and L–H model results for CO2 gasification in configuration No. 6 (33 mL/min
CO2, 20 mL/min CO); 95% confidence interval for JM is marked with a thin dotted line.

5. Conclusions

Within this work, it was possible to demonstrate a suitable approach for determining gasification
kinetics of one char with thermogravimetric analysis by the followings steps: determination of the mass
influence; determination of possible influence of mineral matter or conversion model; non-isothermal
measurement of a representative set of gas compositions; evaluation of measurement error; fitting
results to possible models and assessment of model quality.

Hence, the char of a Rhenish lignite was gasified in a TGA at atmospheric pressure under
non-isothermal conditions in order to determine the gasification kinetics for steam and CO2 gasification
with the inhibiting effect of H2 and CO respectively. The measurement data were filtered with a first
order Savitzky–Golay-Filter and an optimal integration time determined by means of the Allan variance.
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Two reactions models, Arrhenius and Langmuir–Hinshelwood, and four conversion models,
the volumetric model (VM), the grain model (GM), the random pore model (RPM) and the Johnson
model (JM), were investigated. Furthermore, a model for the influence of the sample mass in a TGA
was incorporated to account for mass transfer effects.

With this rigorous approach, it was found that the reaction is best described by the L–H rate
equation together with the JM as the conversion model. For both, steam and CO2 gasification,
the activation energies of the reverse reactions are negative. This is a hint that the L–H model does not
completely describe the underlying reaction mechanism. Still, for typical environments of fluidized
bed gasifiers, the L–H model can be used to predict the reactions rates.
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Abstract: In this study two mathematical models, rate-based and equilibrium-stage models in Aspen
Plus process simulator, were used to simulate the tar absorption processes using soybean oil as a
solvent in a research lab-scale experiment. The matching between simulation results and experimental
data shows a good agreement. The simulation results predicted by the rate-based model show a higher
level of agreement than the equilibrium model compared with the experimental data. Analysis study
of tar absorption process was carried out which revealed the effect of temperature and flow rate on
the soybean oil, and height-packed bed on tar removal efficiency. The methodology of selecting the
optimum (most economical) operation conditions has also been performed in this study.

Keywords: gasification; tar absorption; process simulation; validation study; sensitivity analyses

1. Introduction

Gasification technology makes the biomass a vital source of energy. It converts the biomass
into raw syngas that is a fuel gas mixture consisting primarily of hydrogen, carbon monoxide, tar,
and other gases which are considered contaminants such as hydrogen chloride, carbon dioxide,
hydrogen sulfide. The tar in gasifier may create fouling and soot accumulation in downstream
processes, moreover, tar solubility in the water may generate wastewater difficulties [1]. In literature,
many definitions for tar have been reported. All the definitions seek to present a view about the nature
of the tar. Besides, these definitions are influenced by the gas quality specifications required for a
particular end-use application and how the tar is assembled and analyzed [2]. One of the definitions
of the tar was described by Milne et al. [3] as follows: It is the organics components that are created
under thermal or partial-oxidation process (gasification) and are supposed to be mostly aromatic.
Devi et al. [4] defined the tar as a complex blend of condensable hydrocarbons, which comprises single
to multiple ring aromatic compounds along with other oxygen-containing hydrocarbons and complex
polycyclic aromatic hydrocarbons. The Energy Research Centre of the Netherlands (ECN) considers
that the tar consists of organic molecules, which have a higher molecular weight than benzene (benzene
is not considered to be tar) [5]. According to Unger et al. [6], tar is a mix of the hydrocarbons that can
form liquid or highly viscous to solid accumulation by dropping the temperature of the gaseous phase
down to ambient temperature; it consists of carbon, hydrogen, and other organic linked elements
such as oxygen (O), nitrogen (N), or sulfur (S). The tar can be classified based on different criteria.
Li et al. [7] listed tar into five classes: GC-undetectable, heterocyclic aromatics, light aromatic (one
ring), light PAH compounds (two to three rings), and heavy PAH compounds (four to seven rings).

Several studies [3,8–10] published that the tar can also be classified into primary, secondary,
and tertiary tar. Wolfesberger et al. [10] described how the tar components are created and what is
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the effect of temperature on the nature of the formed tar components. The primary tar components
begin to appear during the pyrolysis process, the complex polymers that make the main parts of
biomass (cellulose, hemicellulose and lignin) are broken down from cellulose and hemicellulose,
tar components like alcohols, ketones, aldehydes, or carbon acids are formed, whereas bi-and
trifunctional monoaromatics mostly substituted phenols are derived from lignin [10]. By growing
temperature and attendance of an oxidant, a portion of the cellulose-contributed primary tars convert
to small gaseous molecules, the remaining primary tar creates secondary tar, examples for secondary
tar components are like alkylated mono- and diaromatics including heteroaromatics such as pyridine,
furan, dioxin, and thiophene [10]. At a temperature above 800 ◦C, components such as benzene,
naphthalene, phenanthrene, pyrene, and benzopyrene (polynuclear aromatic hydrocarbons (PAH)) are
created; these components form the tertiary tars components [10].

1.1. Tar Treatments

The methods of tar removal can be categorized into primary and secondary measures based on the
place where tar is removed [11]. With the primary methods, the tar is removed by applying processes
such as thermal or catalytic cracking in the gasifier itself, while the secondary methods, the tar is
separated outside the gasifier [2]. Although the primary methods have some disadvantages such as the
complex construction of the gasifier and the limited flexibility of feedstock, it promises high tar removal
efficiency by promoting this technology with time [2]. However, Figure 1 shows that a combination of
both methods can only achieve high tar removal efficiency. Currently, secondary methods are fitting
for tar separation from the produced syngas because of their low cost and simple measures [12].
Wet scrubbing process is one of the secondary methods, which applied an absorber to exclude the tar.
The absorber can be a plate or packed column. It is recommended to use the packed absorber because
of its high capacity [13].

 
Figure 1. Illustration of the need for primary and secondary measures [2].

Furthermore, the packed absorber can operate with lower overall pressure drops than the tray
columns [14]. The packed absorber materials are categorized into random or structured packing.
The modern random packings had a different wide range of geometries and shapes and are made from
ceramic, metal, or plastics. The structured packings are ideal for lower pressures (i.e., less than 2 bar)
and lower liquid rates (i.e., less than 50 m3/m2·h) [14].

A suitable solvent must be appropriately selected for the absorption process since the solvent
type has a significant influence on equipment sizing and operating costs [15]. Phuphuakrat et al. [16]
summarized that the absorption process should concentrate on separating the components of the
tar that cause the fouling problem. These components as per tar classification of Bergman et al. [17]
are heterocyclic compounds, light polycyclic aromatic hydrocarbons such as naphthalene, and the
heavier hydrocarbons that condensate easily. According to Phuphuakrat et al. [16], light aromatic
hydrocarbon tares (one ring aromatic hydrocarbon) are not the reason for blocking and fouling
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problems, they studied some scrubbing liquids such as diesel fuel, vegetable oil, engine oil, and water
as a solvent to remove the tar. The removal efficiencies by using these solvents are shown in Table 1.

Table 1. Absorption efficiencies of tar components by different solvents (%) [16].

Absorbent Water Diesel Fuel Biodiesel Fuel Vegetable Oil Engine Oil

Benzene 24.1 77.0 86.1 77.6 61.7

Toluene 22.5 63.2 94.7 91.1 82.3

Xylene 22.1 −730.1 97.8 96.4 90.7

Styrene 23.5 57.7 98.1 97.1 91.1

Phenol 92.8 −111.1 99.9 99.7 97.7

Indene 28.2 97.9 97.2 97.6 88.7

Naphthalene 38.9 97.4 90.3 93.5 76.2

From Table 1, it can be observed that diesel fuel is the most effective solvent used to remove
naphthalene. However, diesel is considered an uneconomic solvent because of its simple evaporation,
which raises the losses of the solvent [16]. The vegetable oil has proven to be efficient to separate
naphthalene [12]. The water has comparatively high removal efficiency for phenol because the phenol is
a hydrophilic component and it can lose H+ (ion) from a hydroxyl group, whereas the other components
are nonpolar substances [12]. Applying water as a solvent to remove the tar achieves removal efficiency
of about 31.8%, however water is not as effective solvent since the tar has a low solubility in water and
the separation of the tar from the water is difficult and expensive [12]. Phuphuakrat et al. [16] placed
the efficiency of the solvent as: vegetable oil > engine oil > water > diesel fuel. Paethanom et al. [18]
published the tar removal efficiency of vegetable oil as 89.8% and cooking oil as 81.4%. Bhoi [19]
investigated the effect of two kinds of vegetable oils, namely soybean and canola oil to separate the tar.
The author summarized that there is no significant difference between the soybean and canola oils for
all the conditions of absorbent like temperatures and volumetric flow rates. Ozturk et al. [20] analyzed
the relationship between the operating time and removal efficiency of some oily solvents like benzene
and toluene. They concluded that the removal efficiency declines with time because of increasing the
tar concentration in the absorbent.

1.2. Modelling Approaches for the Packed Column Used for Absorption Processes

Mathematical models contribute to a better understanding of the process and play an essential role
in enhancing plant efficiency. A recent literature review tells that there are several studies concerning
modelling the absorption process. These studies are based on two standard models: the equilibrium
model and the rate-based model. The equilibrium-stage model is developed by Mofarahi et al. [21],
whereas the rate-based model depends on the early work published by Pandya [22], who presented a
model for rate-based CO2 absorption. Recently the rate-based model and equilibrium model of CO2

capture with Amin solvent in a packed column have been investigated by several authors. Many
studies [23–25] applied the rate-based model for studying CO2 absorption. Afkhamipour et al. [26]
compared the rate-based and equilibrium models for CO2 capturing with AMP solution in a packed
column. Bhoi [19] employed equilibrium model to explain the experimental data for absorption tar by
vegetable oil. The author tested two vegetable oils as absolvents namely soybean oil and canola oil.

To the best of our knowledge, few studies have been published regarding the modelling of
tar absorption with vegetable oil in a packed column. Most of these studies have concentrated on
modelling absorption process for CO2 capture, while the modelling of the tar absorption process is
rarely presented. The objectives of this study are as follows:

Assembling a property package for tar-soybean oil and build a rate-based model as well as
equilibrium model by applied Aspen Plus software for simulation of tar absorption using soybean oil
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as a solvent. Aspen Plus software is used because of its extensive property databanks and rigorous
equation solvers.

Validation of both the mathematical models (rate-based and equilibrium stage) against
experimental data is carried out at different operation points. The experimental data reported
by Bhoi [19] is used for validation of the models.

The accuracy of the results predicted by the two mathematical models (rate-based and equilibrium
stage) is compared with the experimental data.

Analysis of tar absorption process is essential to study the process parameters on tar removal
efficiencies such as the solvent temperature, flow rate of solvent, and height packed bed.

This study presents a methodology for selecting the optimum (most economical)
operating conditions.

This work is a contribution to the knowledge available for modelling studies for tar absorption
using vegetable oil as a solvent in the wet packed column.

2. Description of the Experiment

The experimental research accomplished by Bhoi [19] was used as a tar removal unit, illustrated in
Figure 2. From Figure 2 the pilot plant comprises two major sections, namely the gas mixing section
and an absorption column, the gas mixing section consists of a sequence of instruments, which have
different functions. The gas mixing section prepares a simulated gas from air and tar with a specific
temperature, pressure, and volumetric flow rate [19]. The air as tar holder is heated to 350 ◦C to
make sure that when the tar injected into the heated air, the liquid tar components are evaporated
immediately and carried by the air stream [19]. The wet packed bed scrubbing system consists of
a stainless steel column, water bath heater to heat the solvent soybean oil or canola to a specific
temperature, and a peristaltic pump to recycle the solvent to the absorption column [19]. The designed
internal diameter of the column is 50 mm, and the height of the column is 150 cm [19]. The selected
packing materials were from kind metal Raschig rings with size 6-mm, a metal material to provide
better strength and wettability compared to ceramic and plastic packings [19]. Raschig rings used
in the experiment are of size (diameter × length × thickness) 6 × 6 × 0.3 mm respectively, density is
900 kg/m3, the specific surface area is 900 m2/m3, packing factor is 2297 1/m, and the void fraction is
89% [19].

Figure 2. Schematic diagram of a bench-scale wet scrubbing set-up [27].
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2.1. Mathematical Models of the Packed Column Used for Tar Absorption Processes

Modelling packed column aims to predict the overall performance of the packed column. The gas
with a temperature TV,in, flow rate

.
NV and mole fraction yi,in for the component i enters the bottom of

the packed column, and it exit with temperature TV,out, mass flow rate
.

NV , and mole fraction yi, out for
the component i. The liquid with temperature TL,in, flow rate

.
NL mole fraction xi,in for the component i

enters the top of the packed column, (countercurrent flow), and it exit with temperature TL,out, flow rate
.

NL, and mole fraction xi, out for the component i. Basically, two common models are used for calculating
the absorption process parameters: the equilibrium model and the rate-based model [26].

2.2. Equilibrium Model

The equilibrium model based on the assumption of each plate in the absorption column is
considered as a theoretical plate (equilibrium plate) which means that the vapor and the liquid leave
any plate at thermodynamic equilibrium [19]. According to Seader et al. [28], the main assumptions of
equilibrium model are as follows:

• Phase equilibrium is presented at each stage;
• There are no chemical reactions between the components of vapor and liquid;
• Entrainment of liquid drops in vapor and occlusion of vapor bubbles in the liquid is negligible.

In practice, this equilibrium takes place only at the interfaces between the vapor and liquid phases,
so the efficiencies such as point and Murphree efficiencies are used in equilibrium model to account
deviations from real equilibrium state [26]. For modelling the whole packed column, the packed bed
is divided into stags (equilibrium stage). Figure 3 illustrates the typical entry and exit parameters
of equilibrium plate stage. The equilibrium model of absorption process consists of well-known
and accepted correlations called MESH equations that include the equations of component material
balance, the equations of phase equilibrium, summation equations, and energy balance for each stage
as following [21,28,29]:

Figure 3. Equilibrium stage model [21].

Overall mass balance for stage j:

L j−1 − L j −Vj + Vj+1 = 0 (1)

Component mass balance for stage j:

L j−1xi, j−1 − L jxi, j −Vjyi, j + Vj+1yi, j+1 = 0 (2)
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Energy balance equations for stage j:

L j−1HL
j−1 − L jHL

j −VjHV
j + Vj+1HV

j+1 = 0 (3)

Phase equilibrium
yi −Kixi = 0 (4)

Summation equations ∑
yi = 1 (5)∑
xi = 1 (6)

where L, V are the molar flow rate of liquid and vapor respectively, K is equilibrium ratio, H is enthalpy,
xi, yi are the mole fractions of component i in liquid and vapor phases respectively.

2.3. Rate-Based Model Description

The rate-based model consists of a set of well-accepted equations, which are modelled to calculate
the mass and energy transfer across the interface using rate equation and mass transfer coefficients [26].
For the calculation of the mass transfer coefficient and interfacial area, the correlation by Billet and
Schultes [30] can be applied.

2.4. Assumptions and Mathematical Model for Rate-Based Model

Assumptions for the rate-based approach according to Afkhamipour et al. [26] are summarized
below:

• The reaction is quick and occurs in the liquid film;
• The absorption column is supposed to be adiabatic;
• The interfacial surface area is identical for both heat and mass transfer;
• The liquid-side heat transfer resistance is small compared to the gas phase, and the interface

temperature is, therefore, identical as the bulk temperature;
• The type of flow is plug flow, and concentration and temperature change in the radial direction

is negligible;
• Both liquid and gas phases are formally discussed as ideal mixtures

2.5. Material and Energy Balances

For easy and accurate calculations, the packed-bed column with a height of Z is divided into some
stages. Figure 4 shows a stage j of the column, which represents a differential height of the column
(j refers to the stage number, where i refers to the compounds). The material and energy balances
around stage j are performed by using the MERSHQ equations (Equations of Material, Energy balances,
Rate of mass and heat transfer, Summation of composition, the hydraulic equation of pressure drop,
and equilibrium relation) presented by Taylor et al. [31] as the following:

40



Appl. Sci. 2020, 10, 2362

Figure 4. Rate-based stage model (Reproduced from ASPEN PLUS software manual).

Material balance for bulk liquid:

FL
j xF

i, j + Lj−1xi, j−1 + NL
i, j + rL

i, j − Ljxij = 0 (7)

Material balance for bulk vapor:

FV
j yF

i, j + Vj+1yi, j+1 + NV
i, j + rV

i, j −Vjyi, j = 0 (8)

Material balance for liquid film:

NI
i, j + r f L

i, j −NL
i, j = 0 (9)

Material balance for vapor film:

NV
i, j + r f V

i, j −NI
i, j = 0 (10)

Energy balance for bulk liquid:

FL
j HFL

j + Lj−1HL
j−1 + QL

j + qL
j − LjHL

j = 0 (11)

Energy balance for bulk vapor:

FV
j HFV

j + Vj+1HV
j+1 + QV

j − qV
j −VjHV

j = 0 (12)

Energy balance for the liquid film
qI

j − qL
j = 0 (13)
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Energy balance for vapor film:
qV

j − qI
j = 0 (14)

Phase equilibrium at the interface:

yI
i, j −Ki, jxI

i,J = 0 (15)

Summations:
n∑

i=1

xi, j − 1 = 0 (16)

n∑
i=1

yi, j − 1 = 0 (17)

n∑
i=1

xI
i, j − 1 = 0 (18)

n∑
i=1

yI
i, j − 1 = 0 (19)

where F is the molar flow rate of feed. L, V are the molar flow rates of liquid and vapor respectively,
N molar transfer rate, K is equilibrium ratio, r is reaction rate, H is enthalpy, Q is heat input to a stage,
q is heat transfer rate, xi , yi are the mole fraction of component i in liquid and vapor phases respectively.

2.6. Mass Transfer through the Interfacial Area

The rate-based model is based on the two-film theory that describes the mass transfer between
gas and liquid [26]. The film theory is based on the assumption that when two fluid phases are
coming in contact with each other, a thin layer of stagnant fluid exists on each side of the interface [32].
From Figure 5, the partial pressure of component i drops from Pi at gas bulk to PI

i at the interface [32,33].

This pressure difference creates a driving force
(
Pi − PI

i

)
for component i to transfer it from the gas

bulk to gas film and then from the gas film to liquid film [33]. The accumulation of the component
i at the liquid film creates a concentration difference between the liquid film and the liquid bulk.
Similarly, this concentration difference creates a driving force

(
CI

i −Ci
)

for component i to transfer from
the liquid film to the liquid bulk [32,33]. The molar flux N of component A from the bulk of one phase
to the interface is written as below [33]:

N = kΔc (20)

where N is the molar flux of the component (moles per unit area per unit time) and Δc is the driving
force for mass transfer between the bulk and the interface. Consequently, Equation (11) can be written
for phase and liquid phase [33] as:

NA,G = KG
(
Pi − PI

i

)
(21)

NA,L = KL
(
CI

i −Ci
)

(22)
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Figure 5. Concentration profiles based on the two-film model [34], * refers to the conditions at the
equilibrium state.

At steady state, the flux of i from bulk gas to the interface must be equal to the flux of i from the
interface to the bulk liquid [33]:

N = NL,i = NG,i (23)

N = KG
(
Pi − PI

i

)
= KL

(
CI

i −Ci
)

(24)

KG and KL are two different overall mass transfer coefficients (with different units). If equilibrium
conditions exist at the interface, the overall mass transfer coefficient can be calculated as follows [35]:

1
KG

=
1

kG
+

H
EkL

(25)

where H is Henry’s law constant, E is the enhancement factor. kG and kL are the mass transfer coefficients
without reaction in the gas and liquid phase. The mass transfer coefficients and the wetted interfacial
area for mass and heat transfer were calculated according to the correlations proposed by several
studies [30,35,36] as following:

kL,iae f f = CL

( g
vL

)1/6
(

DL,i

dh

)1/2

a2/3U1/3
L

(ae f f

a

)
(26)

kG,iae f f = CG(ε− hL)
−1/2
(

a3

dh

)1/2

DG,i

(
UG
aνG

)3/4( vG
DG,i

)1/3(ae f f

a

)
(27)

ae f f

a
= 1.5 (adh)

−0.5
(

ULdh
vL

)−0.2⎛⎜⎜⎜⎜⎝U2
LρLdh

σ

⎞⎟⎟⎟⎟⎠
0.75⎛⎜⎜⎜⎜⎝ U2

L
gdh

⎞⎟⎟⎟⎟⎠
−0.45

(28)

dh = 4
ε
a

(29)

where kL.i and kG,i and are the mass transfer coefficients of component i in the liquid and gas phase
respectively, ae f f is the effective interfacial area per unit packed volume, a is the total surface area per
unit packed volume, CG and CL are the gas and liquid and transfer coefficient parameter respectively;
characteristic of the shape and structure of the packing, g is gravitational constant, vL and νG are
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kinematic viscosity of the liquid and gas phase respectively, DL,i and DG,i are diffusivity of component i
in the liquid and gas phase respectively, dh is hydraulic diameter of the dumped packing, ρL is density
of liquid, UL and UG are velocity of liquid and gas phase respectively with reference to free column
cross section, ε is void fraction of the packing, hLa is column liquid holdup, σ is liquid surface tension.

Theoretical liquid holdup correlation of Billet and Schultes [30] is given below:

hL =

(
12
g

vLULa2
)1/3

(30)

2.7. Heat Transfer through the Interfacial Area

In order to determine the heat transfer through the interfacial area, the Chilton-Colburn-Analogy
is used [35]. The expressions for the analogy are taken from many studies [35,37]. These expressions
lead to a heat transfer coefficient h as [35]:

h = kG

⎛⎜⎜⎜⎜⎜⎜⎝ρG
(
cp/Mw,L

)
λ2

D2

⎞⎟⎟⎟⎟⎟⎟⎠
1/3

(31)

where kG is mass transfer coefficient, ρG is the density of the gas, cp is specific molar heat capacity,
Mw,L is molecular weight of the liquid phase, λ is Thermal conductivity, D is the diffusion coefficient.

2.8. Thermodynamics Approaches for Prediction of Phase Behavior

The accuracy of equilibrium and rate-based models depend on the accurate prediction of the
phase behavior properties of chemical species and their mixtures [19]. There are two conventional
approaches for the prediction of phase behavior: approach (ϕ,ϕ) and approach (ϕ/γ) [38]. By approach
(ϕ,ϕ), the fugacity coefficient ϕ. is applied for predicting the non-ideal behavior of both vapor and
liquid phases [19]. The fugacity coefficient is calculated at the equilibrium condition according to
Gebreyohannes et al. [38] as below:

f V
i = f L

i (32)

f V
i = ϕV

i yiP (33)

f L
i = ϕL

i xiP (34)

lnϕa
i = −

1
RT

∫ Va

∞

⎡⎢⎢⎢⎢⎢⎣
(
∂p
∂ni

)
T,V,ni, j

− RT
V

⎤⎥⎥⎥⎥⎥⎦dV − lnZa
m (35)

where f L
i and f V

i are Fugacity of component i in the liquid and gas phase respectively, ϕL
i and ϕV

i are
Fugacity coefficient of the component i in liquid and gas phase respectively, P is pressure, xi and yi
mole fraction of the f component i in liquid and gas phase respectively, ϕa

i is Fugacity coefficient of the
component i where a refer to liquid or gas phase, V is total volume, R is Gas constant it has the value
0.08314

[
L bar K−1

]
, T is temperature, ni is mole number of component i, Za

m Compression factor.
The approach (ϕ/γ) uses the fugacity coefficients (ϕ) and the activity coefficients (γ) to account

the non-ideal behavior of vapor and liquid phase. The equations related to (ϕ/γ) approach are listed as
below [38]:

f V
i = f L

i (36)

f V
i = ϕV

i yiP (37)

f L
i = xiγi f ∗,Ii (38)
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where f ∗, I
i is liquid fugacity of pure component i at mixture temperature, γi is the liquid activity

coefficient of component i. While ϕV
i is calculated according to Equation (26), the activity coefficients

can be calculated from non-random two liquid model (NRTL) as below [39]:

lnγi =

∑n
j=1 xjτ jiGji∑n

k=1 xkGki
+

n∑
j=1

xjGij∑n
k=1 xkGkj

⎛⎜⎜⎜⎜⎝τi j −
∑n

m=1 xmτmjGmj∑n
k=1 xkGkj

⎞⎟⎟⎟⎟⎠ (39)

Gij = exp
(
−aijτi j

)
(40)

τi j = aij +
bij

T
+ eijlnT + fi jT (41)

aij = cij + dij(T − 273.315K) (42)

Here, aij is NRTL non-randomness constant for binary interaction, aij, bij, cij, dij, eij, and fi j are
binary parameters. The ASPEN PLUS physical property system has extensive property databanks for
binary parameters for the model.

2.9. Model Specification

For simulating the packed bed absorber, the RateFrac model is adopted. The model flowsheet
generated in ASPEN PLUS is shown in Figure 6. In the RateFrac model, the NRTL method is used.
The flow model is countercurrent. The packed column height is divided into ten stages. The mass
transfer coefficients and the wetted interfacial area for mass and heat transfer were calculated according
to the empirical correlation of Billet and Schultes [30] with the constants CL = 2.4 and CV = 0.8 [36].
The heat transfer coefficient is estimated by Chilton–Colburn method [40]. Other relevant parameters
are obtained by the default correlations of RateFrac [41] (see Tables 2–4). The soybean oil used as
a solvent is a blend of acids (see Table 5). The tar was considered as a mixer of benzene, toluene,
and ethylbenzene. The air participates in the process as tar holder—the water is used as the cooling
liquid to adjust the temperature of the gas inlet to fit in the experimental data.

 

Figure 6. Flowsheet of process simulation in ASPEN PLUS.
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Table 4. Heat transfer coefficients (Watt/m2 K) used in Aspen PLUS at conditions of an experiment of
30 ◦C, flow rates 53 mL/min, and at a bed height of 0.5 m.

Heat Transfer Coefficients for Liquid (Watt/m2 K) Heat Transfer Coefficients for Vapor (Watt/m2 K)

4512.399 48.685

Table 5. The composition of soybean oil [27].

Acids Soybean Oil

Palmitic acid (16:0) 9%

Steric acid (18:0) 4.4%

Oleic acid (18:1) 26.4%

Linoleic acid (18:2) 51.6%

Linolenic acid (18:3) 6.8%

3. Results and Discussion

3.1. Model Validation

In this phase of simulation, the experimental data of the first minute reported by Bhoi [19] is used.
The tar model used in this study was a mixture of compounds benzene, toluene, and ethylbenzene
with mass fractions: 50% benzene, 30% toluene, and 20% ethylbenzene. The mass fraction values of
these materials were selected because they are almost the mass fraction values of the tar compounds
collected and measured from a fluidized bed gasifier [42]. The studied solvent temperatures for this
experiment are 30, 40, and 50 ◦C. The studied solvent flow rates are 53, 63 and 73 mL/min. The studied
heights of the packed bed are 0.5, 0.8, and 1.1 m. The pressure of both solvent and gas stream is 20 psig.
The simulation results are presented in terms of removal efficiencies of tar compounds and reported as
a function of operating parameters, i.e., the solvent temperature, the solvent mass flow rate, and the
packed bed height.

Tar removal efficiency (η) was calculated using the following equation [19]:

η =
Cin −Cout

Cin
(43)

where Cin is cona centration of tar compounds (benzene, toluene, and ethylbenzene) at the inlet of the
column [ppmv], Cout is concentration of the tar compounds (benzene, toluene and ethylbenzene) at the
outlet of the column [ppmv].

From the simulation, Figures 7–9 show a comparison between the experimental data and the
results predicted by both rate-based and equilibrium-stage models. Profiles in these figures show
how the removal efficiencies of tar components change by changing the critical target parameters:
solvent temperature, the flow rate of solvent (soybean oil), and the packing bed height. As shown in
the figures, the prediction results of the removal efficiencies of tar components for both rate-based
model and the equilibrium model are high compared to the experimental data, but the results obtained
from the rate-based model have a better prediction for experimental data in comparison with the
equilibrium-stage model. For assessing the accuracy of the models, MAPE (the mean absolute
percentage error) is calculated between the values calculated using the models and those obtained
from empirical measurements. The values of MAPE are shown in the Tables 6–8.
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Table 6. MAPE between the values calculated using the models (rate-based (RB) and equilibrium-stage
(EQ)) and those obtained from empirical measurement at a bed height of 0.5 m.

MAPE at Flow Rates of 53 mL/min, and Bed Height of 0.5 m

Benzene Toluene Ethylbenzene

Temperatures ◦C RB EQ RB EQ RB EQ

30 ◦C 1.0% 6.7% 0.1% 4.2% 1.9% 1.9%

40 ◦C 2.4% 8.7% 0.1% 5.5% 1.6% 3.0%

50 ◦C 6.2% 4.3% 1.0% 6.3% 1.6% 3.8%

MAPE at flow rates of 63 mL/min, and bed height of 0.5 m

Temperatures ◦C RB EQ RB EQ RB EQ

30 ◦C 0.7% 4.7% 0.2% 3.0% 1.6% 1.3%

40 ◦C 1.3% 7.1% 0.1% 4.1% 1.5% 2.0%

50 ◦C 2.9% 14.6% 2.5% 8.3% 0.2% 4.6%

MAPE at flow rates of 73 mL/min, and bed height of 0.5m

Temperatures ◦C RB EQ RB EQ RB EQ

30 ◦C 0.1% 4.2% 0.9% 3.4% 1.0% 1.3%

40 ◦C 2.0% 8.4% 1.0% 4.3% 1.1% 1.8%

50 ◦C 1.4% 11.1% 1.5 5 6.0% 0.0% 3.5%

Table 7. MAPE between the values calculated using the models (RB and EQ) and those obtained from
empirical measurement at a bed height of 0.8 m.

MAPE at Flow Rates of 53 mL/min, and Bed Height of 0.8 m

Benzene Toluene Ethylbenzene

Temperatures ◦C RB EQ RB EQ RB EQ

30 ◦C 0.9% 1.8% 2.9% 3.8% 1.2% 2.0%

40 ◦C 1.5% 3.9% 3.5% 5.0% 2.0% 3.1%

50 ◦C 6.3% 0.8% 3.5% 6.2% 2.8% 4.3%

MAPE at flow rates of 63 mL/min, and bed height of 0.8 m

Temperatures ◦C RB EQ RB EQ RB EQ

30 ◦C 0.4% 1.1% 2.4% 3.0% 0.8% 1.3%

40 ◦C 1.0% 4.5% 3.1% 4.1% 2.1% 2.9%

50 ◦C 1.4% 4.4% 6.6% 8.3% 2.8% 3.8%

MAPE at flow rates of 73 mL/min, and bed height of 0.8 m

Temperatures ◦C RB EQ RB EQ RB EQ

30 ◦C 0.9% 1.8% 3.4% 3.8% 1.7% 2.0%

40 ◦C 3.5% 5.8% 4.9% 5.6% 2.6% 3.1%

50 ◦C 1.3% 5.9% 4.5% 5.6% 3.1% 3.8%
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Table 8. MAPE between the values calculated using the models (RB and EQ) and those obtained from
empirical measurement at a bed height of 1.1 m.

MAPE at Flow Rates of 53 mL/min, and a 0.5 Bed Height of 1.1 m

Benzene Toluene Ethylbenzene

Temperatures ◦C RB EQ RB EQ RB EQ

30 ◦C 0.0% 1.0% 3.0% 3.2% 1.3% 1.4%

40 ◦C 1.4% 1.3% 3.3% 3.7% 1.5% 1.7%

50 ◦C 5.5% 2.6% 5.1% 6.0% 4.2% 4.6%

MAPE at flow rates of 63 mL/min, and bed height of 1.1 m

Temperatures ◦C RB EQ RB EQ RB EQ

30 ◦C 0.7% 1.1% 3.4% 3.5% 2.1% 2.1%

40 ◦C 1.8% 3.2% 4.7% 4.9% 2.7% 2.9%

50 ◦C 0.9% 2.2% 5.9% 6.4% 4.6% 4.8%

MAPE at flow rates of 73 mL/min, and bed height of 1.1 m

Temperatures ◦C RB EQ RB EQ RB EQ

30 ◦C 1.4% 1.6% 4.0% 4.1% 2.1% 2.1%

40 ◦C 2.3% 3.1% 4.9% 5.0% 3.2% 3.3%

50 ◦C 0.5% 1.7% 3.8% 4.1% 2.2% 2.4%

 

Figure 7. Effect of solvent temperature on the removal efficiency of tar components at a bed height
of 0.5 m and different solvent volumetric flow rates of 53 mL/min (above), 63 mL/min (middle),
73 mL/min (below).
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Figure 8. Effect of solvent temperature on the removal efficiency of tar components at a bed
height of 0.8 m and different solvent volumetric flow rates 53 mL/min (above), 63 mL/min (middle),
73 mL/min (below).

 

Figure 9. Effect of solvent temperature on the removal efficiency of tar components at a bed height
of 1.1 m and different solvent volumetric flow rates of 53 mL/min (above), 63 mL/min (middle),
73 mL/min (below).
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The deviation of results between the equilibrium model and the experimental data is because
the equilibrium model assumes that the vapor and liquid left on the plates are in thermodynamic
equilibrium [19]. In actual operation, the equilibrium between the gas and liquid phases is rare [29].
Although the rate-based model shows a good agreement with experimental data, there is a deviation.
It may be explained because of the rate-based model based on the empirical correlations used for
calculating the mass and heat transfer parameters [26]. It is clear that the deviation of results between
the rate-based model and the experimental data increased by increasing the bed height. The explanation
for this trend is that by increasing the packing bed height, the conditions will be close to the equilibrium
state; this explains why the excellent agreement between the rate-based model and the equilibrium
model increased by increasing the bed height. As a whole, the simulation results predicted by
rate-based model are in the range of the experimental results.

3.2. Analysis of Tar Absorption Process

3.2.1. Effect of Solvent Temperature

Figures 7–9, show the effect of the temperature of soybean oil solvent on the removal efficiency
of tar components at bed heights 0.5, 0.8, and 1.1 m, and solvent flow rate of 53 mL/min (above),
63 mL/min (middle), 73 mL/min (below). It is clear from the figures that the increase in solvent
temperature has a significant effect on the removal efficiencies. The removal efficiency decreases with
increasing the temperature from 30 to 50 ◦C. The principal reason for this effect is that by increasing
the solvent temperature, the solubility of tar compounds decreased, hence increasing the equilibrium
ratio (K-value) [19].

On the other hand, increasing the solvent temperature leads to increasing the wettability of the
solvent due to the decreased viscosity, as a result, the mass transfer and removal efficiency increase [19].
The effect of decreasing the solubility is more significant than increasing the wettability on decreasing
the removal efficiency, so the removal efficiency is reduced by increasing the solvent temperature.
The trend of this effect is similar for all the tar components, but the change rates (decreasing rates) of
removal efficiency are different from component to component. The change rate for benzene is higher
than toluene and ethylbenzene, for example at operating conditions of the volumetric flow rate of
53mL/min and a bed height of 0.5 m. Here, the removal efficiency decreased for benzene by about 8%
by increasing the temperature from 30 to 50 ◦C, i.e., the change rate of removal efficiency for benzene is
0.4%/◦C. Whereas the change rate value is 0.14%/◦C for toluene and 0.08%/◦C for ethylbenzene. It is
also observed that the effect of increasing the soybean oil solvent temperature on the change rates
of removal efficiency is influenced by the increase of the solvent volumetric flow rate. Increasing
the volumetric flow rate of the soybean oil leads to a change rate decrease of the removal efficiency.
For benzene at bed height of 0.5 as an example, the change rate of the removal efficiency at volumetric
flow rate of 53 mL/min is 0.4%/◦C and decreases to value 0.33%/◦C at volumetric flow rate of 63 mL/min
and it continues decreasing to a value of 0.27%/◦C at 73 mL/min.

Furthermore, increasing the bed height influences the change rate of the removal efficiency.
By increasing the temperature, the change rate of the removal efficiency decreases by increasing the
bed height. This trend is shown in toluene and ethylbenzene for example at a volumetric flow rate of
53 mL/min. Here, the change rate of removal efficiency for toluene at a bed height of 0.5 m is 0.14%/◦C,
and it decreases to value 0.077%/◦C at a bed height of 0.8 m, and it continues decreasing to a value
0.034%/◦C at a bed height of 1.1 m.

3.2.2. Effect of Bed Height and Solvent Volumetric Flow Rate

Figure 10 shows the effect of solvent volumetric flow on the removal tar efficiency. It is evident
that an increase in the solvent volumetric flow rate has a significant effect on the removal efficiency.
The removal efficiency is dramatically enhanced when the solvent volumetric flow rate is increased.
The reason is that by increasing the solvent volumetric flow rate, the mass transfer rates of tar
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compounds increase, resulting in higher tar removal efficiencies [19]. The trend of this effect is similar
for all the tar components, but the change rates (increasing rates) of removal efficiencies by increasing
the solvent volumetric flow rate are different from component to component. The change rates for
benzene are higher than toluene and ethylbenzene.

 

Figure 10. Effect of bed height on the removal efficiency of tar components at solvent volumetric flow
rates of 53.63 and 73mL/min, the temperatures are 30 ◦C (above), 40 ◦C (middle), and 50 ◦C (below).

Furthermore, increasing the bed height enhances the removal efficiency because of the mass
transfer increasing between gas and liquid [19]. This trend of effect is similar for all tar components,
but the change rates (increasing rates) of removal efficiency are different from components to another.
Here, the change rate for benzene is higher than toluene and ethylbenzene.

3.2.3. Optimum Operation Conditions

Selecting the optimum (most economical) operation conditions should consider the requirements
of the process as well as the operation cost and annualized charges on equipment. The requirement
for tar concertation depends on the intended end use of the produced gas (gas application) [3].
Several researchers reported that the tar concentration should be up to 50–100 mg/Nm3 for ICE and
less than 5 mg/Nm3 for gas turbines [2]. According to Hlina et al. [43], the tar concentration should be
less than 0.1 mg/Nm3 for Fischer-Tropsch synthesis.

As previously mentioned, the removal efficiency is affected by three parameters: the temperature,
the solvent volumetric flow rate, and the height of the bed. It is clear that increasing the bed height
enhances the removal efficiency of tar components, but on the other hand, this leads to an increase
in the amount of packing material needed to fill in a packed column which means more cost will be
added to the total cost of the plant. Therefore, the bed height depends mainly on the requirement for
tar concentration. It should meet these requirements considering the solvent volumetric flow rate to
be set at a minimum value. Increasing the volumetric flow rate of the soybean oil solvent enhances
the removal efficiency of tar components, but on the other hand, this leads to an increase in the
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operations cost. This operation cost results from the electrical energy consumed by the recycling pump.
The optimum volumetric flow rate is linked to annualized charges on equipment. The total annualized
cost should be calculated, which is equal to the sum of operation cost and annualized charges on
equipment. The optimum flow rate of the solvent meets the minimum of the total annualized costs.

The temperature of the solvent has to be selected carefully. It has been observed that a decrease
in the solvent temperature will increase the removal efficiency. However, the heat duty that should
be added to the process to cool the solvent to the setup temperature (the inlet solvent temperature to
absorber) should be considered. Therefore it is necessary to estimate the heat duty used to cool down
the solvent temperature. The heat duty was calculated by ASPEN PLUS software. The results are
illustrated in Figure 11; it clears that the heat duty to cool-down the solvent decreases by increasing the
temperature of the solvent. From this curve, one can conclude that the solvent with high temperature is
preferred for the deliberate process, but in a condition that this temperature achieves the requirement
of tar concentration.

 

Figure 11. Heat duty of the heat exchanger.

4. Conclusions

A rate-based model and equilibrium model have been built by applied Aspen Plus software for
simulation of tar absorption using soybean oil as a solvent. Both models has been validated against
experimental data at different operation points. The experimental data published by Bhoi [19] was
used for validation of the models. Comparison between the results predicted by two mathematical
models (rate-based and equilibrium stage) and the experimental data shows that the rate-based model
has a higher accuracy than the equilibrium model. The deviation of results between the rate-based
model and the experimental data increases by increasing the bed height where the conditions will be
close to the equilibrium state. An analytical study of tar absorption process by using soybean oil has
been presented which reveals the following points:

The removal efficiencies are different between the tar compounds (benzene, toluene,
and ethylbenzene). The ethylbenzene has the highest removal efficiency. The removal efficiencies η of
these components can be ranked as follows: η-value of ethylbenzene > η-value of toluene > η-value of
benzene. The difference of removal efficiencies can be explained because of the different K values for
these components: the lower th K value, the higher the removal efficiency, i.e., K-value of ethylbenzene
< K-value of toluene < K-value of benzene at specific pressure and temperature [19].

The slope curves of removal efficiency for benzene, toluene, and ethylbenzene between 30 and
50 ◦C were approximately 0.4, 0.14, and 0.08, respectively which means that decreasing the temperature
by 1 ◦C will enhance the removal efficiency for benzene, toluene, and ethylbenzene approximately by
0.4%, 0.14%, and 0.08%, respectively.
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Increasing the solvent volumetric flow rate enhances the removal efficiency. The slopes curve of
removal efficiency for benzene, toluene, and ethylbenzene between 53 and 73 mL/min are approximately
0.17, 0.084, and 0.071, respectively. It is essential to consider the energy consumed by increasing the
volumetric flow rate of the solvent.

Increasing the height of the packed bed has a significant effect in enhancing the removal efficiency.
A methodology for selecting the optimum (most economical) operation conditions has been

presented which it is vital in case scaling lab-scale experiment for the pilot plant.
Finally, it should be mentioned that the built and validated model is an essential tool for studying

tar absorption process because of its ability to predict the process performance with changing parameters
and hence saving the cost and time.
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Nomenclatures

L the molar flow rate of liquid [kmol/s]
V the molar flow rate of vapor [kmol/s]
F the molar flow rate of feed [kmol/s]
N molar transfer rate [kmol/s]
.
ni molar transfer rate per unit of square area

[
kmol
s.m2

]
c Molar concentration

[
kmol
m3

]
K Equilibrium ratio [−]
P Gas pressure [atm]

r Reaction rate [kmol/s]
H Enthalpy [J/kmol]
Q Heat input to a stage [J/s]
q Heat transfer rate [J/s]
T Temperature K
x Liquid mole fraction [−]
y Vapor mole fraction [−]
kL Binary mass transfer coefficient for the liquid [m/s]
kG Binary mass transfer coefficient for the gas [m/s]

CL
Liquid mass transfer coefficient parameter, characteristic of the shape and structure of the
packing [−]

CV
Vapor mass transfer coefficient parameter, characteristic of the shape and structure of the
packing [−]

g Gravitational constant
[
m/s2

]
ρL, ρG The density of the liquid, vapor

[
kg/m3

]
νL, νG The viscosity of liquid, vapor

[
m2/s

]
DL, DG Diffusivity of the liquid, vapor

[
m2/s

]
dh Hydraulic diameter m
UL, UG velocity for the liquid, vapor [m/s]
ε Void fraction of the packing [−]
a Specific surface area

[
m2/m3

]
ae f f Effective surface area per unit volume of the column

[
m2/m3

]
deq Equivalent diameter [m]

σ Liquid surface tension [N/m]

hL Heat transfer coefficient for liquid
[
W/m2K

]
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hV Heat transfer coefficient for vapor
[
W/m2K

]
nc The number of components [−]
Cp Specific molar heat capacity [J/kmol K]

λ Thermal conductivity [W/m K]

hL Volumetric liquid holdup
[
m3
]

f V
i Fugacity of component i in the vapor phase [bar]

f L
i Fugacity of component i in the liquid phase [bar]

V Total volume [L]
ϕa

i Fugacity coefficient of component i [−]
P Pressure [bar]
R Gas constant =0.08314

[
L bar K−1

]
T Temperature [K]

ni Mole number of component i [−]
Za

m Compression factor [−]
Subscripts

F Feed
f Film
I Interface
L Liquid
V Vapor
a Liquid or Vapor
G Gas
i Component
n Number of components
j Stage number
Abbreviations

ASPEN PLUS Simulation software program
GC Gas chromatography
NRTL Non-random two-liquid model
ICE Internal combustion engine

MESH
Equations of material, energy balances, summation of composition, and equilibrium
relation

MERSHQ
Equations of material, energy balances, rate of mass and heat
transfer, summation of composition, hydraulic equation of pressure
drop, and equilibrium

RB Rate-based model
EQ Equilibrium-stage model
MAPE The mean absolute percentage error
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Abstract: The gasification of lignite could be a promising sustainable alternative to combustion,
because it causes reduced emissions and allows the production of syngas, which is a versatile gaseous
fuel that can be used for cogeneration, Fischer-Tropsch synthesis, or the synthesis of other bio-fuels,
such as methanol. For the safe and smooth exploitation of syngas, it is fundamental to have a high
quality gas, with a high content of H2 and CO and minimum content of pollutants, such as particulate
and tars. In this work, experimental tests on lignite gasification are carried out in a bench-scale
fluidized-bed reactor with olivine as bed material, chosen for its catalytic properties that can enhance
tar reduction. Some operating parameters were changed throughout the tests, in order to study their
influence on the quality of the syngas produced, and pressure fluctuation signals were acquired
to evaluate the fluidization quality and diagnose correlated sintering or the agglomeration of bed
particles. The effect of temperature and small air injections in the freeboard were investigated and
evaluated in terms of the conversion efficiencies, gas composition, and tar produced.

Keywords: lignite; lignite gasification; fluidized-bed gasifier; olivine

1. Introduction

The environmental issues associated with global warming have resulted in a strong tendency
towards the reduction of greenhouse gas emissions in the field of energy production. This trend has
thus drawn attention to clean-coal technologies, such as gasification, which, compared to conventional
combustion, can reduce CO2 emissions by up to 90% [1,2]. The gasification process consists of partial
oxidation of an organic feedstock that takes place at high temperatures (around 700–1200 ◦C) in the
presence of a gasification agent (air, steam, oxygen, or a combination of these). Gasification consists of
a combination of chemical processes, such as drying, pyrolysis, combustion, and partial oxidation.
The main product is syngas, which is a mixture of gases with a high calorific value, typically composed
of H2, CO, CO2, and CH4. Some undesired products are also generated during the process, such as
particulate, acid gases, and tars (condensable heavy hydrocarbons) [3], which have to be removed in
order to make the gas usable for energy purposes or the production of base chemicals.

Gasification can be a promising option for exploiting abundant carbonaceous solid resources,
such as lignite [4], for the production of a versatile fuel gas with a wide range of possible final uses.
The product gas can in fact be used for the production of electricity in integrated gasification combined
cycle systems (IGCC) or fuel cells [5], or it can be exploited for the synthesis of liquid fuels [6] and
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Fischer-Tropsch synthesis [7,8], thus reducing imports of oil and natural gas from outside Europe and
reducing emissions from the transport sector. Lignite, with its high heating value and low volatile
content compared to biomass, could be a very suitable feedstock for the gasification process [9,10].

Olivine, a mineral mainly composed of magnesium, iron oxide, and silica, is used as an inventory
of the fluidized-bed reactor, because of its advantageous qualities. As stated in the literature, olivine is
recommended as bed material because of its reported activity in tar reduction, which is comparable
to that of calcined dolomite. Furthermore, olivine has a stronger attrition resistance, compared to
dolomite, which makes it more suitable as bed material [11,12].

Previous works have already reported lignite gasification in fluidized-bed reactors.
Bayarsaikhan et al. studied lignite steam gasification (particles of 500–1000 μm) in a fluidized-bed
reactor with a bed of silica and alumina in the range of temperatures of 850–950 ◦C [13]. Additionally,
Kern et al. investigated lignite gasification (particles of 2–6 mm) in the dual fluidized-bed gasifier
developed by Vienna University with olivine as bed material, at an operating temperature of 850 ◦C, with
steam/fuel ranging from 0.9 to 1.4 [14]. Furthermore, Karimipour et al. performed a statistical analysis
based on the experimental results of lignite gasification (particles of 70–500 μm) in a fluidized-bed
reactor of silica sand particles with steam and oxygen as oxidizing agents [15].

The novelty of the present work is the assessment of the fluidized-bed technology for the steam
gasification of small particle size lignite (around 50 μm) pre-treated by the WTA process (fluidized-bed
drying process with internal waste heat utilization, in german: Wirbelschichttrocknung mit interner
Abwӓrmenutzung), with a bed of olivine particles in a temperature range of 750–850 ◦C and a steam/fuel
ratio equal to 0.65. Furthermore, in this work, the operating temperature was changed in order to
study its effect on the gas quality, and in some of the experimental tests, air injections were added
in the freeboard, in order to reproduce, on a smaller scale, the oxygen added in the post gasification
zone of the High Temperature Winkler (HTW) gasifier [2,16], and thus to assess its effectiveness in
tar reduction.

This work was carried out within the European project LIG2LIQ [17], whose aim is to develop
an economically efficient concept for the production of liquid fuels, such as Fischer-Tropsch fuels or
methanol, from lignite and solid recovered fuel from municipal waste by means of HTW gasification
technology. Therefore, in the first step, the concept of HTW gasification, which was optimized with
respect to the cold gas efficiency and carbon conversion efficiency, using lignite/waste mixtures as
feedstocks for the production of syngas, was studied on a small scale. This paper describes the results
of gasification experiments using only lignite as fuel in a laboratory fluidized bed. In the second step,
experiments with a mixture of municipal waste and lignite were carried out.

Lignite gasification tests were carried out in a bench-scale fluidized-bed reactor, with the aim of
investigating the best conditions to produce a high-quality syngas, with a low tar content and high H2

and CO fraction, foreseeing downstream processes for Fischer-Tropsch or methanol synthesis. Tests
were carried out, as mentioned above, changing the operating temperature and carrying out small air
injections in the freeboard of the gasifier, in order to study the effect of a temperature increase in the
upper part of the reactor aimed at enhancing tar conversion. The results were evaluated in terms of the
syngas composition, tar content, gas yield, and conversion rates. Additionally, pressure fluctuation
signals were acquired in the reactor freeboard during experimental tests, in order to evaluate the
fluidization quality at the explored process conditions and to detect possible sintering or particle
agglomeration within the bed inventory; in fact, these phenomena can increase the particles’ average
diameter, and then negatively affect the fluidization properties [18].

Therefore, the aim of the work was to evaluate the quality of the product gas obtained from
the gasification of fine lignite in a fluidized bed of olivine particles at different temperatures, and to
study the effect of air injections in the enhancement of tar reduction. In addition, the analysis of the
materials before and after tests and the pressure fluctuation analysis helped to assess the eventuality of
undesired phenomena, such as ash melting and the aggregation of bed particles, which could lead to
defluidization of the bed.
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2. Materials and Methods

2.1. Experimental Test Rig

The bench-scale gasification reactor represented in Figure 1 was used to carry out the experimental
tests. The gasifier consisted of a cylindrical stainless steel reactor (internal diameter of 100 mm and
height of 850 mm) externally heated with a 6 kW electric furnace. Steam was used as a gasification
agent and a flow of nitrogen was added in order to fluidize the bed; they were sent to a wind-box
to be mixed and pre-heated, and then fed from the bottom of the gasifier through a porous ceramic
distribution plate. In order to investigate the effect of an increase of temperature in the freeboard, in
some tests, a small stream of air was injected in the freeboard through a steel tube of a 6 mm diameter.
The bed material used was sintered, calcined olivine particles provided by Magnolithe GmbH [19]
with a d3,2 diameter of 317 μm and density of 3000 kg/m3, with the following composition by weight:
MgO, 48%–50%; SiO2, 39%–42%; and Fe2O3, 8%–10%. As reported in the literature, calcination at
high temperatures (around 1100 ◦C or higher) allows the iron oxides contained in the olivine particles
to emerge at the surface, and thus to be available for catalytic reactions [20–22]. The height of the
bed in the reactor was approximately 200 mm. The feedstock consisted of WTA lignite, and Rhenish
lignite from a process of fluidized-bed drying with internal waste heat utilization [23], supplied by
RWE Power AG. Lignite was continuously fed to the bed of the reactor by means of a screw feeder
and a feeding probe that delivered the material directly to the fluidized bed. The feeding probe was
purged with a small N2 flow, in order to help the fall of the feedstock and to avoid the material from
clogging the tube. The reactor was designed to host a ceramic filter candle in the freeboard above
the bed, through which the product gas was forced to pass to exit the gasifier; in this way, the solid
particulate remained on the external surface of the candle and the dust-free gas could exit the reactor.

The product gas downstream of the gasifier was sent to heat exchangers for gas cooling and
condensation of the residual steam. Circulation of the gas was granted by a vacuum pump. The flow
of the dry product gas was measured with a mass flow controller, and its composition was analysed by
online gas analyzers; a slipstream of the gas produced, about 1 Nl/min, was sent to the tar sampling
unit, carried out following the specification of the standard CEN/TS 15439. The gas passed through
five impinger bottles containing 2-propanol and kept in a cold bath at −20◦C, to help the condensation
of tars. The gas stream was moved by a vacuum pump and its flow rate was controlled by a mass flow
controller. Finally, the main gas stream and the slipstream used for tar sampling were both sent to
the vent.

Temperatures were measured by means of three K-type thermocouples: one was positioned in the
reactor bed (T1); one was located in the freeboard (T2); and the other was situated at the exit of the
candle, just at the outlet of the filter (T3). The operating temperature was considered the average of the
values measured from T1, T2, and T3. Differential pressures were measured by means of pressure
probes through the candle (ΔP1) and through the reactor (ΔP2). The pressure probes were connected
to U-tube manometers, and were able to measure in the range of 0.5–90 mbar.

The fluidized-bed bench-scale reactor was equipped with a vertical probe in its freeboard, for
acquisitions of pressure fluctuation signals. The probe was connected to a piezoelectric pressure
transducer, in turn transmitting its signal to a charge amplifier KISTLER 5019A, and the operation
parameters were tuned so as to obtain the highest amplification, without overloading. The resulting
amplified voltage signal was then digitally converted and stored on a PC, provided with a tailored
LABVIEW® routine. The data acquisition frequency was 100 Hz, which is much higher than the values
typically observed in gas-fluidized beds under study (less than 10 Hz). The duration of each acquisition
was 2–3 min, to ensure their repeatability and significance [24]. Stored signals were processed by
means of a MATLAB® script, which calculated their standard deviations, as well as the power spectral
density function (PSDF), by fast Fourier transform [25]. Standard deviations are directly related to the
size of bubbles erupting at the upper bed surface (the higher the standard deviation, the bigger the
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bubbles), while PSDF allows dominant frequencies of pressure fluctuations to be identified, related to
the number of erupting bubbles [18].

Figure 1. Scheme of the bench-scale gasification test rig. 1—water pump; 2—steam generator; 3—air
and N2 gas tanks; 4—air and N2 mass flow controllers; 5—bubbling fluidized-bed gasifier; 6—electric
furnace; 7—ceramic filter candle (OD of 60 mm, length of 440 mm); 8—screw conveyor for feeding fuel;
9—heat exchangers for steam condensation; 10—tar sampling unit; 11—vacuum pumps; 12—syngas
mass flow controllers; 13—gas analyzers.

The lignite gasification tests were carried out using olivine as bed material, with a constant
feeding rate of lignite and steam. For each test, a new batch of calcined olivine was inserted as
bed material in the reactor, in order to compare tests with equivalent initial conditions avoiding the
accumulation of ash in the bed material, which could have beneficial effects, such as the enhancement
of tar conversion [26,27]. The operating temperature was changed in the tests between 750 and 850 ◦C
and air injections were added in three of the six tests. Tests #1, #2, and #3 were carried out at operating
temperatures of approximately 750, 800, and 850 ◦C, respectively. Tests #4, #5, and #6 had the same
input conditions adopted in the first three tests, but with an additional air stream of 8 Nl/min injected
in the freeboard of the reactor.

The operating conditions used are summarized in Table 1.

Table 1. Operating conditions of the test campaign.

Test #1 #2 #3 #4 #5 #6

Feedstock (g/min) 12.75
Operating Temperature (◦C) 750 800 850 750 800 850

Air Injections (Nl/min) - - - 8 8 8
Steam flow (g/min) 8.25
N2 flow (Nl/min) 8.83 17.20 7.39 7.32 7.44 7.44
Steam/Fuel (g/g) 0.65
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2.2. Analysis of Products

Downstream of the steam condensers and the vacuum pump, a slipstream of the product gas was
sent to online gas analyzers for an evaluation of the composition. Online analyzers allowed H2, CO,
CO2, CH4, H2S, and NH3 to be detected (ABB URAS, LIMAS, CALDOS, and ULTRAMAT 6 Siemens).

The water content in the product gas was calculated from the quantity of water collected in the
flasks connected to the steam condensers. The water conversion ηwc (%) was thus calculated as

ηwc =

.
mwater, in − .

mwater, out
.

mwater, in
× 100, (1)

where
.

mwater, in and
.

mwater, out are the mass flows of the water input and output, respectively.
The quantity of dry product gas, measured by means of a mass flow controller, allowed the gas

yield Ygas
(

Nm3/kg f eedstock

)
to be calculated:

Ygas =
F gas, out

F f eedstock, in
, (2)

where F gas, out is the total dry N2-free volume of gas flow produced, and F f eedstock, in is the mass flow of
the input feedstock.

From the analysis of the gas composition and the carbon content in the feedstock, it was possible
to calculate the carbon conversion XC (%):

XC =
nCO + nCO2 + nCH4

nCin

× 100, (3)

where ni represents the moles of the i carbonaceous species in the product gas (CO, CO2, and CH4),
and nCin represents the total moles of C in the feedstock input.

Post-combustion was carried out after gasification: an air stream was fed to the reactor and the
gaseous products (CO and CO2) were analysed and quantified, in order to evaluate the amount of
the residual un-reacted char in the reactor. From this result, it was possible to calculate the char
yield Ychar (%):

Ychar =
mchar

m f eedstock
× 100, (4)

where mchar is the mass of the residual char estimated by the post-combustion in the gasifier, and
m f eedstock is the mass of the total feedstock fed.

The cold gas efficiency ηCG(%) was calculated as

ηCG =
LHVgasF gas, out

LHVligniteF f eedstock, in
, (5)

where LHVgas and LHVlignite are the lower heating values of the gas produced and lignite, expressed in
MJ/Nm3 and MJ/kg, respectively.

The liquid tar samples collected in the impinger bottles were analysed offline by means of HPLC
(Hitachi “Elite LaChrom” L-2130) for the detection and quantification of heavy hydrocarbons in the
product gas. The tar compounds chosen as representative of a typical tar composition [28] were
as follows: phenol, toluene, styrene, indene, naphthalene, acenaphthylene, fluorene, phenanthrene,
anthracene, fluoranthene, and pyrene.

After each test, the bed material was extracted from the reactor and sieved, in order to separate the
fly-ashes accumulated in the bed during the experimental run from the olivine particles; samples of ashes
were thus collected for analysis after tests. Afterwards, the ashes were analysed by means of SEM/EDS
and XRD analyses, in order to study their morphology and the present elements and compounds.
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3. Results and Discussion

3.1. Analysis of Materials Pre-Test

3.1.1. Lignite

The characterization of lignite, supplied by Technische Universität Darmstadt (TUDA), and its
particle size distribution, are reported in Table 2 and Figure 2, respectively. The particle size analysis
was performed with a Malvern Mastersizer 2000.

Table 2. Proximate and ultimate analysis of lignite.

Weight %

Total Moisture content (%) 16.09
Ash content (dry basis) (%) 13.86

Volatile matter (dry basis) (%) 38.57
C (dry basis) (%) 67.51
H (dry basis) (%) 4.88
N (dry basis) (%) 0.76
S (dry basis) (%) 1.11

Figure 2. Particle size distribution of lignite.

Figure 2 shows that lignite has a bimodal particle size distribution, meaning that there are two
main particle diameters: a high content of particles with a smaller diameter (around 70 μm) and
another relevant fraction of particles with a larger diameter (around 600 μm). The d3,2 diameter of
lignite given by the particle size analysis is 44.08 μm.

As the average diameter of the feedstock particles is very small, working with the filter candle in
the freeboard of the gasifier is recommended, in order to avoid the entrainment of lignite particles
outside of the reactor with the gas flow.
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3.1.2. Olivine before Tests

The particle size analysis of olivine before the gasification tests is reported in Figure 3.

Figure 3. Particle size distribution of olivine.

The d3,2 diameter of olivine given by the particle size analysis is 316.75 μm.

3.2. Gasification Results

The results obtained are summarized in Table 3.

Table 3. Results of lignite gasification tests.

Test #1 #2 #3 #4 #5 #6

Bed Temperature (◦C) 752 813 841 757 800 850
Avg Temperature (◦C) 757 825 842 741 786 818
Air Injections (Nl/min) - - - 8 8 8

Steam/Fuel 0.61 0.64 0.65 0.65 0.65 0.66
Length test (min) 120 120 120 121 66 50

H2O conversion (%) 38.91 57.86 56.07 28.14 32.92 35.04
C conversion (%) 66.12 68.52 75.41 62.50 67.51 90.17

Gas yield (Nm3/kg) 1.35 1.41 1.37 1.03 1.15 1.46
H2 (%) dry N2-free 55.11 54.28 53.16 49.78 49.38 48.48
CO (%)dry N2-free 22.75 27.91 31.03 19.93 23.01 30.69

CO2 (%) dry N2-free 18.56 13.53 12.87 26.92 24.73 17.76
CH4 (%) dry N2-free 3.58 4.28 2.95 3.37 2.89 3.08

NH3 (ppm) dry N2-free 1094 1355 761 902 957 886
H2 (Nl/min) 10.12 9.65 10.07 7.63 7.80 10.06

Char yield (%) 17.06 8.93 8.00 14.91 7.86
ηCG (%) 57.11 61.27 58.21 44.58 42.17 58.94

Tar content (mg/Nm3) 2461 938 481 2259 N.A. 305
Mass balance (err %) 1.25 6.11 4.95 3.25 5.62
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The length of tests #5 and #6 was shorter compared to the previous tests; however, the gas
composition analysed online during the tests reached a steady state after around 10 min, giving stable
values for the entire length of the test; a 60 min period was therefore considered sufficient for an
evaluation of the results. The amounts of char and ash produced during gasification were evaluated in
relation to the total amount of lignite fed during the experimental run. Consequently, the evaluation of
their content was not affected by the length of the test.

From the comparison of the results obtained in the first three tests, it is possible to observe that,
in general, at higher temperatures, the product gas has a higher quality in terms of the H2O and C
conversions and gas yield. Moreover, the gas composition in the tests carried out at 850 ◦C displays an
increase in CO and decrease in CO2, probably caused by the higher extent of steam gasification reactions
that takes place for higher temperatures, and the lower extent of the WGS reaction, enhanced at lower
temperatures (~600 ◦C). Starting from the syngas compositions obtained in the six experimental runs,
the equilibrium contents of CO and CO2 were calculated with the software Aspen Plus, in order to
compare the experimental and equilibrium compositions. The equilibrium compositions calculated
were approximately equal to the gas compositions obtained in the experimental tests, meaning that the
WGS reaction had reached equilibrium. For higher temperatures, the char yield is also lower, which
is proof of the higher conversion of carbon and thus lower amount of solid un-reacted residual char.
Furthermore, the amount of tar produced at higher temperatures is lower compared to the cases with
lower temperatures. In the tests conducted at 750 ◦C, the tar content is around 2.5 g/Nm3, while at
850 ◦C, it reduces to 0.5 g/Nm3. Regarding the tar content in general, it was observed that in tests with
lignite, the amount of tar produced is lower compared to in similar tests carried out with biomass in the
same experimental reactor with olivine as bed material [27,29,30]. Biomass gasification tests in similar
conditions carried out at 800 ◦C produced tar contents ≥3300 mg/Nm3, while lignite gasification at the
same temperature (test #2) produced a tar content <950 mg/Nm3. This phenomenon could be related to
the lower volatile content of lignite compared to biomass (~50% versus ~70%, respectively [27]). In fact,
volatile matter has been reported to make organic feedstocks more susceptible to tar formation [31].

The tests with and without air injections in the freeboard were evaluated in a comparison.
As expected, in the tests with air injections, there is a higher content of CO2 in the product gas.
Furthermore, in the tests with air injections, the H2O conversion was lower, probably because, being a
product of combustion, it increases during the reaction. The H2 content and its production in terms of
Nl/min are lower compared to the case without air injection. It is possible that some of the produced
H2 was consumed in the combustion reactions with the injected O2. The difference between the H2

produced in test #2 (without air injections) and test #5 (with air injections), and their corresponding
difference in H2O content in the syngas are both in the order of 0.1 mol/min. This supports the
hypothesis that the missing H2 in the tests with air injections has been combusted and converted into
additional H2O, as confirmed by the consistency of the reported values of molar flows. In all of the
tests, the H2S content was approximately 400 ppm on a dry N2-free basis. The NH3 content, favored by
the presence of steam as a gasification agent [32], was around 1000 ppm, with lower values at 850 ◦C.
The higher NH3 content at 800 ◦C, noticed both in the tests with and without air injections, was also
observed by Xie at al. in gasification experiments on coal macerals [33], and could be related to the
combination of two effects: the increase of NH3 production from the N-containing structures in coal
enhanced in steam gasification with a higher temperature [32,34,35], and the thermal decomposition
of NH3 occurring for increasing temperatures, as found in the literature [36]. For tests #4, #5, and
#6, in which air was injected in the freeboard, the presence of O2 increases the possibility of NH3

combustion and consequently decreases its content in the product gas, showing the same trend as a
function of temperature.

As mentioned above, in tests #4, #5, and #6, combustion of part of the gas took place, as expected,
as a consequence of the air injections, especially those performed in order to increase the temperature
in the freeboard and enhance the reactions of tar decomposition. In spite of the combustion reactions,
it was observed that the tar content was not really affected by the air injections. The explanation for

66



Appl. Sci. 2020, 10, 2931

this could be that in the bench-scale gasifier, the temperature of the reactor is controlled by the electric
furnace, so the temperature increase caused by the combustion did not have a relevant effect for the
promotion of the tar conversion reactions. In addition, due to the reduced dimensions of the bench-scale
reactor, the air injections in the freeboard are close to the exit of the gasifier, and consequently, tars
could have had too little residence time to decompose. Moreover, the high content of inert N2 in the air
injected, which dilutes the O2, could be the cause of the attenuation of the temperature increase due to
the combustion, thus reducing the beneficial effect of the air injections.

A global mass balance was carried out, taking into account the mass flows of lignite and steam
as inputs for the duration of the test. The outputs were calculated as the sum of the masses of the
gases produced, the liquid water condensed downstream of the reactor, the tar contents in the samples
(reported as the total gas flow), the ash content separated and collected from the bed material after the
tests, and the char and residual carbon in the reactor (including the carbon particles deposited on the
surface of the filter candle), which were evaluated from the post-combustion carried out after each test.

3.3. Analysis of Materials after the Test

Lignite Ash

The ashes produced during the tests were collected and analysed with SEM/EDS. Figures 4 and 5
show that in some spots of the analysed areas, Si and Mg are found together, probably corresponding
to olivine particles still present in the ashes after their separation from the bed material. Furthermore,
it was noticed that Ca, which is largely present in lignite ashes [37,38], was often found together with S
in some spots analysed, as highlighted by the colored maps showing the presence of single elements in
the particles.

The ashes generated during the tests were also analysed with XRF and XRD. The elements detected
and quantified with the XRF analysis are reported in Table 4. The value of loss of ignition was 43.28%.
The result of the XRD analysis is reported in Figure 6.

The results of the XRF analysis show that the elements present in major quantities are Ca, S, Fe, Si,
Mg, and Na, as observed in the results obtained from the SEM/EDS analysis.

Figure 6 shows the diffraction spectrum of the ashes collected in the reactor after gasification and
post-combustion. The broad halo visible at low Bragg angles indicates the presence of amorphous
phases typical of ashes [39]. The peaks identified show the presence of K and Ca oxides present in
the ashes, and of Si, Mg, and Fe compounds, present in both the ashes and the olivine particles [40].
Furthermore, the phase CaSO4 was identified, as proof of the affinity between Ca and S already
observed in the results of the SEM/EDS analysis. The observation of Ca and S together, in the
characterization analysis of the ashes, could be proof of the capacity of Ca to react with S, as reported
in the literature [41,42], and thus to retain the sulphur compounds in the ashes.
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Figure 4. SEM/EDS of ash from lignite (image 1).
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Figure 5. SEM/EDS of ash from lignite (image 2).
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Table 4. XRF analysis of lignite ash produced during the gasification test.

Element Concentration (%) Absolute Error (%)

Na 0.705 0.037
Mg 2.399 0.016
Al 0.149 0.0046
Si 3.690 0.006
S 6.577 0.004
Cl 0.113 3 × 10−4

K 0.094 0.0011
Ca 12.460 0.01
Ti 0.108 7 × 10−4

Cr 0.072 2.5e-04
Mn 0.176 4 × 10−4

Fe 5.964 0.005
Ni 0.067 3 × 10−4

Cu 0.0143 1.4 × 10−4

Sr 0.145 1 × 10−4

Ba 0.169 0.0011

Figure 6. XRD analysis of lignite ash.

3.4. Pressure Fluctuation Analysis

More than 150 acquisitions of pressure fluctuation signals were performed during the six tests
discussed above, always depicting the situation exemplified by Figure 7 for test #1. During the
preliminary heating of the reactor, under an N2 flowrate high enough to fluidize the bed, PSDF resulted
in dominant frequencies of around 3–4 Hz (Figure 7a), which were compatible with the desired
bubbling fluidization regime (usually less than 10 Hz) [24] and were assumed to be characteristic of
the fresh olivine bed inventory. As soon as the gasification session started, a series of low-frequency
phenomena (<1 Hz) took action with a high power spectral density, partially disguising those related
to bed bubbles in the PSDF; the latter were still detectable, maintaining their dominant characteristic
frequencies at 3–4 Hz (Figure 7b). The low-frequency phenomena were associated with the peristaltic
pump feeding water and the instantaneous devolatilization of lignite particles. As further confirmation
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of this last observation, pressure fluctuation signals were also acquired during post-combustion, when
water and lignite were no longer fed. In related PSDF, dominant frequencies clearly reappeared within
the range of 3–4 Hz, without any high power spectral density disturbance at less than 1 Hz (Figure 7c).

Figure 7. Power spectral density function (PSDF) of pressure fluctuations signals from test #1:
pre-heating under N2, T = 767 ◦C (a); gasification (b) with magnification of a 2–6 Hz range (c); and
post-combustion (d) with magnification of a 0–6 Hz range (e).

For the case shown in Figure 7, standard deviations of pressure fluctuation signals were 0.98 mbar
for preliminary heating (Figure 7a), 3.14 mbar during gasification (Figure 7b), and 0.39 mbar for
post-combustion (Figure 7c), with trends and orders of magnitude representative of all tests. The fresh
olivine beds during preliminary heating, approaching temperatures of the gasification, had pressure
fluctuations with a standard deviation of around 1 mbar. It increased several times during gasification
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(because of the powerful low-frequency phenomena mentioned above), and then returned to the order
of 1 mbar in the post-combustion phase.

All these observations allowed us to conclude that, for the investigated process conditions, the
olivine bed inventory did not undergo modifications able to modify its fluidization quality, as sintering
between olivine particles or due to lignite and ashes. This would have caused an increase of the
average particle diameter and then a drop in the fluidization quality, detectable by PSDF modifications.
SEM analyses confirmed the absence of particle sintering or agglomeration. Figure 8 shows an SEM
image of olivine after the test, in which it is possible to see that the dimensions of the particles are
approximately between 200 and 400 μm, similar to the particle size of olivine before the test. No sign
of agglomeration or particle sintering is observed from the SEM images. In the tests carried out in
this work, the absence of agglomeration issues was probably proof of the suitability of the operating
temperatures chosen, which were lower than the ash melting point. Furthermore, fluidized-bed
technology has the well-known advantage of guaranteeing a good mixing of the materials and thus a
uniform distribution of temperatures across the reactor volume, avoiding the presence of hot spots
that could be responsible for ash melting.

The evaluation of the agglomerate formation for longer operational times, and therefore with an
increased ash content due to accumulation, was not taken into account, because the tests carried out in
this work aimed to reproduce the operation of the HTW gasifier, in which the ash produced during the
process is discharged from the bottom of the reactor [43], and consequently, the accumulation of high
contents of ash does not take place.

 

Figure 8. SEM analysis of olivine after the test.

4. Conclusions

Steam gasification tests with lignite were carried out in a bench-scale fluidized-bed gasifier, in
order to study the quality of the gas produced at different operating conditions. The correct operation
of the gasification process with small lignite particles as feedstock (~44 μm) was possible thanks to
the ceramic filter candle integrated in the freeboard of the gasifier, which prevented the entrainment
of particles outside the reactor. The bed material used was olivine, and the Steam/ Fuel ratio (S/F)
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was kept at approximately 0.65. The effect of the temperature and air injections in the freeboard was
investigated in terms of the gas composition and tar produced.

The results obtained showed that the increase of the operating temperature caused an improvement
of the gas quality, in particular, higher conversion rates and gas yields, and a lower amount of tar
produced. Tests carried out with air injections in the freeboard did not show the desired effect of
tar reduction, probably because the combustion of part of the syngas did not cause the increase of
temperature expected in the externally heated bench-scale gasifier used in this work. However, the
amount of tar produced was smaller compared to other tests carried out with biomass at similar
operating conditions in the same bench-scale gasifier. Lignite could be less prone to tar production
because of its lower volatile content compared to lignocellulosic biomass.

The ashes produced during the gasification test were analysed with XRD and SEM/EDS analysis,
and an affinity between Ca and S was noticed, probably indicating the capacity of Ca to retain S in
the ashes.

Pressure fluctuations were acquired in the freeboard of the fluidized bed during each test, in order
to diagnose possible alterations in the fluidization quality, related to sintering phenomena involving
bed particles. The results from the signal analyses, in terms of dominant frequencies in the power
spectral density functions and standard deviations, did not show any worsening of the fluidization
quality for all investigated gasification conditions. This was confirmed by the SEM analysis, which did
not exhibit clusters of particles.
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Abbreviations

IGCC Integrated Gasification Combined Cycle
HTW High Temperature Winkler
OD Outer Diameter

WTA
Fluidized-bed drying process with internal waste heat utilization (German:
Wirbelschichttrocknung mit interner Abwӓrmenutzung)

HPLC High Performance Liquid Chromatography
Avg Average
PSDF Power Spectral Density Function
S/F Steam to Fuel
N.A. Not Available
XRD X-ray Diffraction
XRF X-ray fluorescence
SEM Scanning Electron Microscope
EDS Energy-dispersive X-ray Spectroscopy
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Symbols

ηwc Water conversion
.

mwater, in Mass flow of water input
.

mwater, out Mass flow of water output
Ygas Gas yield
F gas, out Total dry N2-free volume gas flow produced
Ffuel, in Mass flow of the input fuel in the gasifier
ni Moles of the carbonaceous species in the product gas (CO, CO2, CH4),
nCin Total moles of C in the feedstock input
Ychar Char yield
LHVgas Lower heating value of the product gas
LHVlignite Lower heating value of lignite
mchar Mass of the residual char estimated by the post-combustion in the gasifier
mfuel Mass of the total fuel fed to the gasifier
XC Carbon conversion (%)
ηCG Cold gas efficiency (%)
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Abstract: The electrical power consumption of refrigeration equipment leads to a significant influence
on the supply network, especially on the hottest days during the cooling season (and this is besides
the conventional electricity problem in Iraq). The aim of this work is to investigate the energy
performance of a solar-driven air-conditioning system utilizing absorption technology under climate
in Baghdad, Iraq. The solar fraction and the thermal performance of the solar air-conditioning system
were analyzed for various months in the cooling season. It was found that the system operating in
August shows the best monthly average solar fraction (of 59.4%) and coefficient of performance (COP)
(of 0.52) due to the high solar potential in this month. Moreover, the seasonal integrated collector
efficiency was 54%, providing a seasonal solar fraction of 58%, and the COP of the absorption chiller
was 0.44, which was in limit, as reported in the literature for similar systems. A detailed parametric
analysis was carried out to evaluate the thermal performance of the system and analyses, and the
effect of design variables on the solar fraction of the system during the cooling season.

Keywords: solar cooling; solar cooling system; TRNSYS; absorption chiller; performance and analysis;
solar energy

1. Introduction

There is growing demand for air conditioning in hot climate countries (due to increase in internal
loads in buildings), and greater demand for thermal comfort by its users; thus, it is becoming one of the
most important types of energy consumption [1]. Accordingly, the consumption of electrical power by
refrigeration equipment begins to cause problems in the supply network on the hottest summer days.

Most buildings are provided with electrically driven vapor compression chillers. Currently,
the energy for air conditioning is expected to increase tenfold by 2050 [2]. In Iraq, the demand for
cooling and air conditioning is more than 50%−60% of total electricity demand (48% in the residential
sector) [3]; thus, it contributes to increased CO2 emissions, which could increase by 60% by 2030,
compared to the beginning of the century (even though we urgently need to reduce) [4]. On the
other hand, mechanical compression chillers utilize various types of halogenated organic refrigerants,
such as HCFCs (hydrochlorofluorocarbons), which still contribute to the depletion of the ozone layer;
this is why many of these refrigerants have been banned or are in the process of being banned.

To enhance a building’s energy efficiency, solar-driven cooling systems seem to be an attractive
alternative to conventional electrical driven compression units, as they achieve primary energy savings
and reduce greenhouse gas emissions for solar fractions higher than about 50% [5]. They use refrigerants
that do not harm the ozone layer and demand little external electric power supply.

The simulations of lithium bromide (LiBr)/water (H2O) absorption cooling systems have a long
history, but a general model for all circumstances is still elusive. Bani Younes et al. [6] presented a
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simulation of a LiBr–H2O absorption chiller of 10 kW capacity for a small area of 100 m2 under three
different zones in Australia. They concluded that the best system configuration consists of a 50 m2 flat
plate collector and a hot water storage tank of 1.8 m3. In Tunisia, a feasibility and sensitivity analysis
of the solar absorption cooling system was conducted by Barghouti et al. [7] using TRNSYS (University
of Wisconsin-Madison, Madison, WI, USA, 1994) and EES software. They concluded that a house
of 150 m2 required 11 kW of absorption chiller, with 30 m2 of flat plate solar collectors and a 0.8 m3

storage tank to cover the cooling load.
For their part, Martínez et al. [8] compared the simulation of a solar cooling system using TRNSYS

software, with real data from a system installed in Alicante, Spain. The air-conditioning system
was composed of a LiBr–H2O absorption chiller with 17.6 kW capacity and 1 m3 hot storage tank.
The results show an approximation between the measured and simulated data, where the coefficient of
performance (COP) of the absorption chiller from the experimental data was 0.691 while the COP of
the simulated system reached a value of 0.73.

Burckhartyotros [9] described a 250 m2 field of vacuum tube solar thermal collectors, which
provided hot water at temperatures of about 90 ◦C, to drive lithium bromide/water absorption chiller
with a capacity of 95 kW, utilized to cover the thermal loads for a building of 4000 m2, which included
offices, laboratories, and a public area.

Ketjoy et al. [10] evaluated the performance of a LiBr–H2O absorption chiller with 35 kW cooling
capacity, integrated with 72 m2 of evacuated tube collectors (ETC) and an auxiliary boiler. They found
that the solar absorption system had high performance with a ratio of 2.63 m2 of collector area for each
kW of air-conditioning.

A solar parabolic trough collector has been used beside a single effect LiBr–H2O absorption
chiller [11]. Peter Jenkins [12] studied the principles of the operation of the solar absorption cooling
system. The total solar area was 1450 m2. Wang [13] investigated the effect of large temperature gradients
and serious nanoparticles, photothermal conversion efficiency on direct absorption solar collectors.

Hamza [14] studied the development of a dynamic model of a 3TR (Ton of Refrigeration)
single-effect absorption cooling cycle that employs LiBr–water as an absorbent/refrigerant pair, coupled
with an evacuated tube solar collector and a hot storage unit.

Rasool Elahi [15] studied the effect of using solar plasma for the enhancement operation of solar
assisted absorption cycles. Behi [16] presented an applied experimental and numerical evaluation of a
triple-state sorption solar cooling module. The performance of a LiCl–H2O based sorption module for
cooling/heating systems with the integration of external energy storage has been evaluated. Special
design for solar collectors was investigated by Behi [16]. Related to thermo-economics, Salehi [17]
studied the feasibility of solar assisted absorption heat pumps for space heating. In this study,
single-effect LiBr–H2O and NH3-H2O absorption, and absorption compression-assisted heat pumps
were analyzed for heating loads of 2MW (Mega Watt). Using the geothermal hot springs as heat
sources for refrigerant evaporation, the problem of freezing was prevented. The COP ranged between
1.4 and 1.6. Buonomano et al. [18] studied the feasibility of a solar assisted absorption cooling system
based on a new generation flat plate ETC integrated with a double-effect LiBr–H2O absorption chiller.
The results of the experiment show that maximum collector efficiency is above 60% and average daily
efficiency is about 40%, and they show that systems coupled with flat-plate ETC achieve a higher solar
fraction (77%), in comparison with 66.3% for PTC (Parabolic Through Collector) collectors.

Mateus and Oliveira [19] performed energy and detailed economic analysis of the application
of solar air conditioning for different buildings and weather conditions. According to their analysis,
they consider that the use of vacuum tube collectors reduces the solar collector surface area of about
15% and 50% in comparison with flat solar collectors. According to the final report of the European
Solar Combi+ project, the use of evacuated tube collectors allows for greater energy savings (between
15% and 30%) but the investment increases significantly [20].

Shirazi et al. [21] simulated four configurations of solar-driven LiBr–H2O air-conditioning systems
for heating and cooling purpose. Their simulation results revealed that the solar fraction of 71.8%
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and primary energy conservation of 54.51% could be achieved by the configuration that includes an
absorption chiller with a vapor compression cycle as an assistance cooling system.

Vasta et al. [22] analyzed the performance of an adsorption cycle under different climate zones in
Italy. It was concluded that the performance parameters were influenced significantly by the design
variables. They found that with the dry and wet cooler, the solar fraction could archive values of 81%
and 50% at lower solar collector areas. In addition, it was found that the COP could reach 57% and
35% in the same collector arrangement.

In recent years, research projects on solar refrigeration have been carried out to develop new
equipment, reducing costs and stimulating integration into the building air conditioning market.

Calise et al. [23] carried out a transitional simulation model using the TRNSYS software.
The building was 1600 m2 building; the system included the vacuum tube collectors of 300 m2

and a LiBr–H2O absorption chiller. It was found that a higher coefficient of performance (COP) was
0.80; optimum storage volume of 75 L/m2 was determined when the chiller cooling capacity was
157.5 kW.

Djelloul et al. [24] simulated a solar air conditioning system for a domestic house using TRNSYS
software. They indicate that to cover the cooling load of a house of 120 m2 the best air-conditioning
system configuration consisted of a single-effect Yazaki absorption chiller of 10 kW, 28 m2 flat plate
collectors with 35◦ inclination, and a hot storage tank of 0.8 m3. They concluded that the ratio of the
collector area per kW cooling was 2.80 m2/kW.

In Iraq, the conventional electricity grid is not working well as the country struggles to recuperate
from years of war [25]. However, Iraq is blessed with an abundance of solar energy, which is evident
from the average daily solar irradiance, ranging from 6.5–7 kWh/m2 (which is one of the highest in
the world). This corresponds to total annual sunshine duration ranging between 2800–3000 h [26].
Accordingly, solar cooling technology promotion in Iraq appears to be of high importance, concerning
development, and is part of the government’s new strategy for promoting renewable energy projects.

It is clear from the literature that solar energy has a great influence on refrigeration and/or air
conditioning processes. Different types and configurations of solar collectors have been applied for
such purposes. The most used type was the evacuated tube collector (ETC). Moreover, it was noticed
that LiBr–H2O have been used for most of the research activities in this regard [27,28].

The aim of this work is to provide (1) a valuable roadmap related to solar-driven cooling systems
operating under the Iraq climate to allow for sustained greenhouse gas emission reductions in the
residential air conditioning sector, and (2) energetic performance analysis of solar driven cooling
systems to investigate the best system design parameters.

2. Design Aspects

2.1. Thermal Solar Cooling System Description

Solar cooling technology uses the solar hot water system as an energy resource for the sorption cycle.
The solar absorption cooling system (SACS) under investigation contains two main parts (see Figure 1):
the heat medium production and cold medium production. The heat medium production includes
solar thermal collectors, a solar tank, auxiliary boiler, two pumps, and a distribution cycle. The cold
medium production integrates an absorption chiller, a cooling tower, and two circulating pumps
connected, respectively, to the absorber and evaporator. The energy harvested from the incident solar
radiation heats the water in a field of the evacuated tube collector (ETC). Then, the hot water flows into
a solar tank and is subsequently transported to the absorption chiller through the auxiliary boiler to
produce chilled water, which circulates through a conventional distribution system of individual fan
coils to deliver cold air to the building. An auxiliary heater is activated if the hot water temperature is
not sufficient to drive the chiller. The cooling water dissipates the heat of the absorber and condenser
of the chiller through the cooling tower. Figure 1 shows all of the elements that will be taken into
account in the simulation and is described, in detail, in the following subsections.
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Figure 1. Solar absorption cooling system components.

2.1.1. Solar Collector

The evacuated tube collector (ETC) is the most popular solar collector in the world and excels in
cloudy and cold conditions. The Apricus ETC-30 solar collector has been selected in this study [29].
The ETC is made up of two concentric glass tubes; the interior acts as a collector and the exterior
as a cover. The elimination of air between the tubes reduces energy loss. An advantage of flat
absorber vacuum tubes, from architectural integration, is that they can be installed on a horizontal or
vertical surface, and the tubes can be rotated so that the absorber is at the appropriate inclination [30].
The collector thermal efficiency ηc is given in Equation (1):

ηc = η + a1
ΔT
IT
− a2

(ΔT)2

IT
(1)

where: η is the optical efficiency, a1 and a2 present, respectively, loss coefficient, ΔT refers to the difference
between the average water temperature through solar collector Tm and the ambient temperature Ta

and IT is the total radiation incident on the absorber surface, for modeling the evacuated tube collectors
(ETCs) in TRNSYS, needs an external file of incidence angle modifier (IAM) both longitudinal and
transversal, which can be gained from manufacturer catalog. The performance specifications of the
ETC are listed in Table 1 [29].

Table 1. Technical specifications of the Apricus evacuated tube collector (ETC)-30 solar collector [29].

Variable Units Value

Absorber area m2 2.4

Optical performance (η) - 0.845

Loss coefficient (a1) W/(m2·K) 1.47

Loss coefficient (a2) W/(m2·K) 0.01

2.1.2. Solar Tank

The capacity of the hot storage tank is a decisive step in the solar system design and depends
on the type of installation of three factors: the installed area of collectors, the operating temperature,
and the time difference between the capture and storage. In installations for solar cooling, some authors
have used values of 25 to 100 L/m2 of the collector area [21]. For the calculation of the solar tank,
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we will assume that the hot water is stratified. The stratified storage tank comprises N nodes, the i
node energy balance is given in Equation (2) [31]:

MiCP
dTi
dT

=
.

msCP(Ti−1 − Ti) − .
mLCP(Ti+1 − Ti) −UAi(Ti − Ta) (2)

where: Mi is the fluid mass at the node i, CP is the fluid specific heat,
.

ms is the mass flow rate from
the heat source side,

.
mL is the mass flow rate of the load side, U is the overall losses from the solar

tank to the environment, Ai is the surface transfer area, Ti is the node temperature, and Ta is the
ambient temperature. An overall heat transfer coefficient for heat loss between the storage tank and
the environment of 1.5 kJ/(h·m2·K) will be assumed, close to that used by Barghouti et al. [31].

2.1.3. Auxiliary Boiler

To operate the absorption chiller when the captured radiation is insufficient and the solar tank
is depleted, an auxiliary system is employed to maintain the thermal energy at the desired level to
drive the thermal chiller, the thermal energy

.
Qaux supplied by the auxiliary boiler can be calculated by

Equation (3):
.

Qaux =

.
m CP(Tset − Tin) + UAaux(Taux − To)

ηaux
(3)

where: Tin is the fluid inlet temperature, Tset is the thermostat set temperature, UAaux refers to the
overall coefficient of loss to the environment, ηaux is the auxiliary heater efficiency, and Taux is the
average temperature can be calculated by Equation (4):

Taux =
(Tset − Tin)

2
(4)

In this work, a boiler with a nominal power of 60 kW (Qe/COP = 35/0.70 = 50 KW) has been selected,
and a performance of 90%, which will be assumed constant. For the auxiliary boiler, the parallel
arrangement is preferred to prevent its operation from contributing to the heating of the water in the
storage tank.

2.1.4. Heat Rejection System: Cooling Tower

A heat rejection system is attached to the thermal absorption chiller in order to evacuate the
heat from the absorber and the condenser of the chiller and eject it to the ambient air. In this paper,
the counterflow mechanical wet cooling tower was selected with the Baltimore Aircoil Company
(BAC, Madrid, Spain) [32], The selected tower is the FXT-26 model, which has the nominal operating
conditions listed in Table 2 and it is capable of dissipating all the heat evacuated by the absorption
chiller under any environmental conditions in the location of installation (in our case, Baghdad, Iraq).
The counterflow, the forced draft-cooling tower can be modeled in TRNSYS, based on the number of
transfer units (NTU) [33]:

NTU = c
[ .

ma
.

mw

](n+1)

(5)

where:
.

mw and
.

ma are the mass flow rates of water and air, respectively, c and n are the coefficients of
mass transfer constant and exponent; their values are given by the manufacturer’s curves in this paper,
the selected values of c and n are 0.5 and −0.856 respectively.

81



Appl. Sci. 2020, 10, 3622

Table 2. Technical characteristics of the FXT-26 cooling tower [32].

Characteristics Value Units

Cooling tower capacity 105 kW

Wet temperature 25 ◦C
Cooling water temperature 35-30 ◦C

Airflow rate 16 m3/h

Electrical power 0.75 kW

2.1.5. Cooling Cycle: Absorption

The proposed chiller simulated here is the single-effect LiBr–H2O absorption chiller YAZAKI
WFC-SC10 (Yazaki Energy Systems Inc., Plano, TX, USA) with a nominal coefficient of performance
(COP) of 0.70 and nominal cooling capacity

.
Qe of 35 kW. The technical specifications of the chiller are

listed in Table 3 [34]. For the analysis of facilities, we will always assume a maximum demand capable
of being satisfied by this chiller to cover the cooling load (in our case the maximum demand will be
25 kW). The simulation program required data from the chiller catalog that describes the chiller’s
operating map in order to determine the operating variables. The absorption machines are usually
characterized by two basic parameters:

→ COP nominal. COPnom. (0.7 for Yazaki WFC-10, Yazaki Energy Systems Inc., Plano, TX, USA)

→ .
Qe Nominal evaporator power

.
Qe,nom. (35 kW for Yazaki WFC-10, Yazaki Energy Systems Inc.,

Plano, TX, USA)

Table 3. Specifications of the YAZAKI WFC-SC10 absorption chiller [34].

Characteristic Unit Value

Cooling capacity kW 35

Chilled water outlet /inlet temp. ◦C 7/12.5

Cooling water outlet /inlet temp. ◦C 35/31

Heating water outlet /inlet temp. ◦C 88/83

Chilled water flowrate m3/h 11

Cooling water flow rate m3/h 36.7

Heating water flow rate m3/h 17.3

Electric power consumption kW 0.21

From these, the nominal generator power
.

Qg,nom is immediately available by simply dividing

the nominal cooling power
.

Qe,nom by the nominal coefficient of performance COPnom. The TRNSYS
model also requires entering the target temperature to be obtained at the outlet of the evaporator Te,set,
as well as the temperatures and flows entering the three external circuits: evaporator Tei, condenser Tci
and generator Tgi. In this way, the model can determine the load regime in which the chiller works.
Under these conditions, two situations can occur: if there is sufficient output power available on the
evaporator, the set temperature will be reached. If not, the lowest possible value will be reached with
the available power.

The instant heat
.

Qremove that should be removed from the incoming flow of the child as well as the
load fraction fLoad are determined by Equations (6) and (7).

.
Qremove =

.
meCp,e(Tei − Te,set) (6)
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fLoad =

.
Qremove

.
Qe,nom

(7)

With the load fraction and the temperatures indicated above (set, evaporator, condenser,
and generator) it is possible to access the configuration file, whose structure will be commented
on later, and which has been made from the chiller operation curves offered by the manufacturer for a
set of operation points, establishing two basic parameters:

→ Fraction capacity fcapacity: is the ratio of the evaporator’s output power to the nominal power of
the chiller. With the manufacturer’s data for each of the established operating points, the quotient
between the output power it has in each of these conditions and the nominal power of the
evaporator is evaluated.

fcapacity =

.
Qe

.
Qe,nom

(8)

where
.

Qe is the output power under the particular conditions;
→ Energy input fraction fEnergyinput: is the ratio of the generator power to the nominal generator

power necessary to satisfy the evaporator power. Similarly, it is obtained from the operation
curves as:

fEnergyinput =

.
Qg

.
Qg,nom

=

.
Qe

.
Qe,nom

·COPnom

COP
(9)

where
.

Qg and COP are the values for the particular evaluation conditions obtained from the

manufacture’s curves. The maximum output power
.

Qe,max that the chiller will be able to offer on
the evaporator for each of the conditions evaluated is calculated from Equation (10).

.
Qe,max = fcapacity· fEnergyinput·

.
Qe,nom (10)

On the other hand, the output power of the evaporator will be the minimum between the maximum
power it is capable of offering in each of the conditions, and the demand is given by Equation (11).

.
Qe = Min o f

( .
Qe,

.
Qremove

)
(11)

With this evaporator power value, the flow rate, and the inlet temperature, the outlet temperature
of the evaporator Teo can be determined. Logically, at partial loads.

Teo = Tei −
.

Qe
.

me·Cpe
(12)

The generator demand is taken from the energy input fraction fEnergyinput (whose value has
been given by the operating curve file for the operating conditions), multiplied by the standardized
generator power.

.
Qg = fEnergyinput·

.
Qg,nom = fEnergyinput·

.
Qe,nom

COPnom
(13)

The output temperature is an immediate value, the input temperature, and the generator flow
rate are known as shown in Equation (14):

Tgo = Tgi −
.

Qg
.

mg·Cpg
(14)

If it is assumed that the machine is adiabatic and, therefore, has no heat loss or gain; the power in
the condenser is equal to the sum of the generator plus the evaporator:
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.
Qc =

.
Qe +

.
Qg (15)

The output temperature of the condenser Tco is calculated in the same way as for the evaporator
and the generator:

Tco = Tci −
.

Qc
.

mc·Cpc
(16)

Finally, The COP of the chiller is determined by Equation (17) [35]:

COP =

.
Qe

.
Qg +

.
Qaux

(17)

2.2. Meteorological Data

This section will highlight the analysis of potential solar data in Baghdad, Iraq. The main reason
for this is to discover the potential power of renewable energy available at the location of operation.
The meteorological conditions of Iraq correspond to a warm and dry climate during the summer
season. Iraq has abundant solar energy capability with a significant amount of sunlight throughout
the year as it is located in the Global Sunbelt. Solar energy can be widely deployed throughout
two-thirds of Iraq. In the western and southern areas, daily average radiation ranges between 2800
and 3000 h, with relatively high average daily solar radiation of 6.5–7 kWh/m2. The direct and global
solar irradiation is given in Figure 2, [26]. Thence, the study location has great potential for solar
energy, allowing sufficient use of solar thermal power as a main prime mover for the absorption
cooling system.

Figure 2. Iraq solar annual direct normal and global horizontal Irradiation map © 2019 The World
Bank, Source: Global Solar Atlas 2.0, Solar resource data: Solargis [26].

The solar radiation data and environmental conditions used correspond to the TMY2 (typical
meteorological year) format for Baghdad, the capital of Iraq (latitude is 33.3 N, longitude is 44.6 E, and
Altitude 3.8 m). These data are provided by TRNSYS and have been obtained with Version 5 of the
Meteonorm program.

Solar insolation varies according to the time of year. The daily highest solar irradiation of the
globe is almost 8 kWh/m2 and the daily highest temperature reaches over 45 ◦C (sometimes in summer
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season, the temperatures exceed 50 ◦C). A cooling effect is needed for seven months (April–October).
During these months, the sunshine lasts for almost 10 hours per day, with an average total daylight of
13 hours per day [36].

2.3. House Profile and Cooling Loads

The proposed methodology was applied to a residential house located in Baghdad, Iraq. The house
layout, wall layer details, and various construction components are given in Appendix A. As for
the design of the house: the windows are on the north, east, and west walls; overhangs have a
projection factor (overhang depth/window height) of 0.6. Two doors are on the north and east sides.
Windows and doors are not specified on the south wall (to minimize heat gain through radiation).
The window-to-gross-wall area is kept at 29%. The zone temperature is specified as 25 ◦C; the new
design envelope specifications are as follows:

• The window-to-gross-wall area should not be greater than 35%.
• Overhangs should be placed on the east, west, and south windows of the building with a projection

factor (overhang depth/window height) of greater than 0.5.
• Lighting devices should have an efficiency of 60 lumens/W.
• Specific lighting, 15 W/m2.
• Specific gain (equipment and people), 15 W/m2.
• Occupation rate 0.05 occupants/m2.

Concerning the house under study, the monthly cooling demand of the house is variable during
the summer season. An enormous portion of that variable is involved in the cooling load configuration
due to the (transient) storage nature inherent in the cooling load. The sum of the components of the
cooling load gives the total load of the house building. The calculation of the cooling demand was
carried out using CARRIER software, version 4.04 (Carrier Software Systems, Syracuse, NY, USA,
2015), based on weather data for Baghdad. The inside conditions: temperature 25 ◦C and relative
humidity 50%, ambient summer design dry-bulb temperature 48 ◦C, coincident wet-bulb 26 ◦C and
18.9 ◦C (daily range). Solar insolation varies according to the time of year, especially from April to
October. The house’s peak load occurs in August at 4 p.m., where the maximum outside temperature
is about 49 ◦C. This value should be adopted for design purposes. Figure 3 illustrates the design
temperature profiles for August; the maximum total cooling load according to CARRIER software is
25 kW was in August. Figure 4 shows the percentage of the various peak cooling load components.

Figure 3. Design temperature profiles for August.
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2.4. System Modeling

The TRNSYS library includes modules (TYPES) that represent the equipment commonly used in
energy systems, modules for processing meteorological data, and modules for processing simulation
results. The modular structure of TRNSYS gives great flexibility to analyze different types of energy
systems. The representation of SACS in TRNSYS, described in the previous section, is illustrated in
Figure 5. Table 4 provides information about the most important components of the system, the type of
module that represents them, and provides some parameters of the basic design. Figure 5 and Table 4
do not include other components and flows of less importance. The period of simulation in TRNSYS
was seven months (cooling season) from 1April 1 (2160 h) until the end of October (7296 h), with a step
time simulation of one minute. Baghdad meteorological data was gained from TMY2.
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Figure 4. Contribution of the various cooling load component.

 
Figure 5. Diagram of the TRNSYS model of the solar absorption cooling system (SACS).
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Some of the simplifying assumptions used in the calculation are indicated below:

• The electrical energy consumed by the pumps is neglected.
• Pumps are not supposed to transmit thermal energy to the fluid.
• When the pumps are running the mass, flows remain constant.
• The limit capacity of the chiller is assumed to correspond to a cooling water temperature of 27 ◦C.

In developing the model, the recommendations by some authors who have simulated the
behavior of solar absorption cooling systems with TRNSYS, or other applications, have been taken into
account [19,31].

Table 4. List of the most important components of the TRNSYS model.

Component Type TRNSYS Parameters (Base Design Values)

Solar Collector TYPE 71a Apricus ETC-30 (Table 3)
Number of collectors (12) Inclination (30◦)

Hot water tank TYPE 4a Volume (50 L/m2 collector)

Auxiliary boiler TYPE 6 Efficiency (90%)

Absorption chiller TYPE 107 YAZAKI WFC SC10 (Table 5)

Cooling tower TYPE 51b B.A.C. FXT-26 (Table 4)

Weather data TYPE 109—TMY2 Location: Baghdad, Iraq

Collector pump TYPE 3b Flow rate 50 (L/h)/m2 of collector

Collector pump control TYPE 2b Maximum accumulator temperature (90 ◦C)
Minimum collector gain (5 ◦C)

Pipe TYPE 31

Flow mixer TYPE 11h

Building TYPE 56a

3. Performance Analysis

3.1. Solar Fraction

The SACS performance can be evaluated using solar fraction (solar coverage). This factor
demonstrates the solar energy contribution in chilled water production [37]; the following equation
enables the calculation of the solar fraction.

SF =

.
Qs

.
QS +

.
Qaux

(18)

where
.

Qs solar gained energy and
.

Qaux is energy from the auxiliary heater. Qs can be calculated by:

.
Qs =

.
Qc −

∑ .
Qloss (19)

where
.

Qc is useful collectors’ energy and
.

Qloss is the system losses energy.
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3.2. Primary Energy Saving

The primary energy (PE) savings is the saved primary energy, electric, and fossil. These values
are mathematically described below, in order to evaluate the primary energy consumption of a solar
system and a conventional one:

PEsave = ΔPE f ossil + ΔPEeletricity (20)

ΔPE f ossil =

(Qheat f ossil,re f − Qaux,total

ηboiler·Ccon, f ossil

)
(21)

ΔPEele =

(Pel,re f ,tot − Pel,sc,tot

Ccon,elec

)
(22)

Relative PEsave =
PEsave

PEre f
(23)

PEre f =
Qheat f ossil,re f

ηboiler·Ccon, f ossil
+

Pel,re f ,tot

Ccon,ele
(24)

where:

ηboiler is the efficiency of auxiliary boiler 0.9;
Qheat f ossil,re f is required heat for both space heating and DHW (Domestic Hot Water) in the conventional
system (kWh).
Qaux,total is the produced energy by auxiliary heater (kWh).
Ccon, f ossil, Ccon,ele are the primary energy conversion factors for heat and electricity from fossil fuel,
0.95 kWhheat,fossil/kWhPE and 0.5 kWhelec,fossil/kWhPE.

3.3. Electric Efficiency of the Total System

The electric efficiency is the relationship of the total heating and cooling energy generation to the
required electricity for this production. The total system electrical efficiency ηele,tot is given by:

ηele,tot =
(Qcold)(

Pc + Pcw + Pel,chiller + Pel,CT + Pel,PS + Pel,boiler
) (25)

where:

Pc is the consumed electricity by a pump that feeds the chiller (kWh).
Pcw is the consumed electricity by cooling water loop pump (kWh).
Pel,chiller is the consumed electricity by the chiller (kWh).
Pel,CT is the electrical power of fan cooling tower (kWh).
Pel,PS is the consumed electricity by solar loops pumps (kWh).
Pel,boiler is the consumed electricity by boiler (kWh).

4. Results and Discussion

4.1. House Energy Balance Analysis

In this section, the thermal energy balance of SACS for the house under study was established
through the evaluation of harvested solar energy, the delivered energy from a hot solar tank, the energy
from the auxiliary boiler, and the necessary energy to satisfy the load. Table 5 shows the important and
vital information efficiency parameters (result of SACS) for the summer season.
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Table 5. Most relevant data and results for the cooling season operation (kWh).

Month
Incident
Energy

Collected
Energy

Solar
Tank

Energy

Aux.
Boiler
Energy

Load
Energy

Collector
Efficiency

(%)
COP

Solar
Fraction

(%)

April 17,329 9489 2350 1760 4110 54.75 0.39 57.17

May 19,624 11,346 3642 1954 5596 57.81 0.41 65.08

June 30,632 16,358 6243 4720 10,963 53.40 0.45 56.94

July 33,685 18,509 7496 5153 12,649 54.94 0.51 59.26

August 35,173 19,245 7889 5391 13,280 54.71 0.52 59.40

September 29,627 15,296 4948 4430 9378 51.62 0.40 52.76

Oct. 11,953 5830 2162 2617 4779 48.77 0.40 45.23

Total 178,023 96,073 34,730 26,025 60,755 53.96 0.44 57.16

Figures 6 and 7 show, respectively, the energy contribution of the integrated gas boiler and solar
field during the cooling season. The analyses results show that the useful energy of the solar field was
34,730 kWh and the energy delivered by the boiler was 26,025 kWh, indicating that the total season
solar fraction (also called solar coverage) to the load was about 58% (see Figure 7). It is clearly seen
that the system operating in May had the highest average solar fraction (a value of about 65%) due to
the higher value of captured energy and the lower cooling load. Contrarily, the system presenting
the lowest average value of solar fraction (45%) operated under October weather conditions. This is
because of the lower energy supplied by the storage tank and lower harvested energy by ETC collectors
(see Table 5). This outcome reflects the effect of solar irradiation on the energy performance of SACS.
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Figure 6. Energy contribution of integration gas boiler and solar field.

It is also clear that there is a significant impact on the solar fraction from the weather data each
month, particularly, solar irradiation that has a direct influence on the energy generated by the ETC
field. It is possible to observe this by referring to Equation (18).

Figure 8 shows the energy contribution of solar irradiation, energy from solar collectors, and solar
tank. The average monthly values of incident solar radiation energy on the solar collectors was
178,023 kWh, while the total captured solar energy was 96,073 kWh, and the energy from the solar tank
was 34,730 kWh, which implies that the efficiency of ETC collectors during the cooling season was
about 54% (see Table 5).
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Figure 7. Solar coverage during cooling season.
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Figure 8. Energy contribution of solar field and solar tank.

Table 5 outlines the evaluation of the COP over six months, indicating that the average COP of
SACS ranges between 0.39 and 0.52. It was also found that the system, operating in July and August,
has the best average COP (a value of 0.51 and 0.52), respectively, due to a large amount of captured
energy by ETC and a large cooling load that is led to higher solar coverage. Moreover, the lowest
average COP (0.39) was recorded in April. Based on Equation (17), we can conclude that the variation
in COP (see Table 5) through the six months is directly reported to the thermal energy at the input and
output of the generator, and evaporator of the absorption chiller. The COP strongly depends on the
flows of energy in these two parts. In general, the generator is influenced by the solar radiation of each
month, while the evaporator is affected by building a cooling load, which depends on the ambient
outdoor temperature of each month.
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4.2. Primary Energy Analysis

The target of this analysis is to find the configuration that optimizes the system performance.
Sensitivity analysis is presented under a different number of collectors (areas) and solar tank sizing.
The number of collectors, and storage size, in the base case is 12 (30 m2) and 50 L/m2 (1500 L),
respectively, compared with the base case. The sensitivity analysis includes changing the surface
collector area from 25 m2 to 35 m2; the solar tank volume varied from 1000 l to 2000 l. The results are
displayed in Table 6.

Table 6. Primary energy performance for various collector areas and solar tank volume.

Number of Collectors Solar Tank Volume L

10 (25 m2) 12 (30 m2) 14(35 m2) 1000 1500 2000

Solar Fraction% 53.1 62.3 70.2 61.5 62.3 63.9

ηele,total 11.2 11.5 11.9 11.6 11.9 12.1

PE
save

PEsave kWhPE 1361 3759 5661 4669 5761 6342

PEref (Primary
Energy References)

kWhPE

15,469 15,545 15,666 15,628 15,666 15,306

Relative % 8.8 24.8 36.8 29.9 36.8 40.6

It is shown that, with a greater collector area, the best results were obtained. A 16.6% increase
in collector surface area is followed by an increase in the solar fraction and relative PE saved, 12.6%
and 48.3%, respectively. Regarding solar tank volume, it is clearly seen that variation of tank volume
does not present a significant influence on solar fraction, electrical efficiency, and PE relative; a solar
tank volume increasing of 33.3% reflects on increasing in a solar fraction of about 2.5%, and PE relative
around 10.3%. From the previous results, it can be recommended to use a collector area of 35 m2 and a
storage tank volume of 2000 L in order to achieve better performance than that reached in the base case.

4.3. Parametric Analysis

In this section, a parametric analysis has been carried out, taking into consideration the main
important design parameters: the collector slope, water flow rate through the collector, number of
collectors, and the solar tank size. In all analyses carried out below, the value of a single parameter is
modified keeping the rest in the value corresponding to the base design.

4.3.1. Effect of Collector Slope

The inclination angle of the collector has a significant impact on the overall SACS performance.
Figure 9 shows the variation in solar coverage with the collector field inclination in Baghdad.
The evaluation based on a change in the tilt angle from 5◦ to 50◦ by a step of 5◦ was carried out in order
to compute the optimum angle of the solar field that provides the highest solar fraction. The change
in this variable shows that the tilt angles (15◦, 20◦, 25◦, 30◦) give a higher solar fraction, contrarily to
the last three angles where solar fraction decreases. The reason for this difference is solar radiation
perpendicularity that provides optimal results during summer with low tilt angle values, which help
capture more solar radiation, as reported by Shariah and Elminir [38,39]. The optimum tilt values
giving higher solar fraction are between 15◦ and 25◦; therefore, operating at optimum value for tilt
angles can readily expand the amount of solar energy incident and, thus, enhance both the thermal
and economic efficiency of the SACS.
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Figure 9. Solar coverage variation with the solar collector tilt.

4.3.2. Effect of Water Flow Rate

In the literature, the hot water flow rate values through solar collectors range from 20 to 80 L/h per
m2 of collector area are recommended for panels connected in parallel, as in our case. The variation
of the solar fraction, with the hot water flow rate through the solar collector array, is indicated in
Figure 10. The water flow rate varied from 20 to 55 (L/h)/m2 of collector area. A change of water flow
from 20 to 40 (L/h)/m2 causes only a 0.9% increase in solar fraction; increasing the flow rate over an
optimum value (40 (L/h)/m2) will lead to drops in a solar fraction of about 0.2%. It is evident that
the results obtained depict small changes in solar fraction and allow us to affirm that this parameter
does not present a significant impact on solar coverage; it is in alignment with the results obtained by
Beckman [40,41].
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Figure 10. Variation of the solar fraction with the flow of water circulating through the collector.

4.3.3. Effect of Solar Field Area

The area and the number of solar collectors play an important role in determining the optimal
configuration of the capture solar system. The collector surface has a decisive effect on the efficiency
and feasibility of SACS. The simulation was carried out to establish the influence of this parameter
on the overall performance of SACS under study, based on the collector’s tilt angle 20◦. The area of
each collector was 2.5 m2, the water flow rate was 40 L/h per m2, the solar tank volume was 30 L/m2;
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the lower and upper solar tank temperatures were Tlower = 75 ◦C, Tupper = 90 ◦C. Figure 11 depicts
the variation of the solar fraction with the number of collectors installed. The evaluation involves
changing the number of a collectors from 4 to 24 (10 m2 to 60 m2) by a step of 2 (2 m2). It is clear that
an increase in the collector surface area tends to enhance solar coverage due to the proportion between
the captured energy from the ETC field and solar fraction, according to simulation results displayed in
Figure 11. It is predicted that the solar coverage stays constant, especially at the higher solar surface
field (>55 m2). As an example, an evacuated tube collector operating in Baghdad, inclination angle
30 degrees, presents a solar coverage of about 88.1% for 22 collectors (55 m2) and 88.3% for 24 collectors
(60 m2). The stability in solar fraction SF (Solar Fraction), which was also achieved in published works
Bahria and Assilzadeh [42,43], indicates that the system achieves its optimum level, and any additional
increase in the surface field leads to overproduction of thermal energy, which can cause technological
problems and significantly increase the initial investment. Therefore, with equal investment costs,
the best design will be the one that offers the greatest coverage.
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Figure 11. Solar coverage as a function of the number of collectors.

4.3.4. Effect of Solar Tank Capacity

This section examines the influence of the solar tank capacity on the solar fraction. The literature
recommends values of storage solar tank capacity from 20 to 100 L/m2 of collector area for installations
where the time delay between collection and consumption does not exceed 24 h. The solar fraction
is not significantly affected by the change in storage tank capacity, as shown in Figure 12. It is clear
that increasing the solar tank capacity has a slight effect on the solar fraction. A change in solar
accumulator capacity from 10 to 55 L/m2 of the collector area obtains an increase in solar coverage
of only 60.6% to 61.1%, respectively, with this difference (0.5%) observed—that the effect of the solar
tank size on solar coverage is not significantly high. The optimum capacity of the solar tank, 30 L/m2,
gives solar coverage of 61.6%. Figure 12 depicts that the oversized solar tank will cause a decrease in
solar fraction due to increases in thermal losses. The result in Figure 12 is in alignment with that of
Beckman [40,41]. Therefore, it is not surprising that the optimal accumulator capacity is at the lower
values of the recommended range.
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Figure 12. Solar coverage as a function of storage tank volume.

4.3.5. Effect of Solar Tank Temperature

Tables 7 and 8 present the results obtained for the variation of the solar fraction with the lower
and upper temperatures of the solar tank that defines the operating of the absorption chiller with
solar heat. The absorption chiller will operate with water from the solar accumulator tank when the
upper temperature of the storage tank is between these limits and it is possible to completely cover the
cold demand. Concerning the upper temperature, the value of 90 ◦C used in the basic design seems
reasonable; a higher value of top solar tank temperature would improve the solar coverage somewhat,
but it should be taken into account that the limit of 95 ◦C, imposed by the absorption chiller, cannot be
exceeded. In fact, tank temperature affects, as well, the inlet temperature of the generator, since the hot
water directly supplies the chiller generator. As for the lower temperature, the advantage of using
values as small as possible is clear. This is because more solar heat can be used and the efficiency of the
collector can be improved.

Table 7. Variation of the solar coverage with the lower temperature of the solar tank.

Temperature ◦C 70 72.5 75 77.5 80

Solar Fraction% 63.1 62.2 61.2 59.9 57.9

Table 8. Variation of solar coverage with an upper temperature of the solar tank.

Temperature ◦C 85 87.5 90 92.5 95

Solar Fraction% 60.7 61.0 61.2 61.3 60.6

5. Conclusions

This article presented a detailed analysis of the performance of a solar driven-absorption cooling
system as alternative technology for air conditioning of a house, under hot and dry climate in Baghdad,
Iraq. Various parameters influencing the solar fraction and the solar cooling performance of the
proposed system have been discussed.

Based on the results of the simulation performed in this work, it was revealed that weather
conditions have a significant effect on the performance of the solar absorption air conditioning system,
with peak loads during the summer months. August presented the highest performance. The relevant
average COP achieved a value of 0.52 while the solar fraction was 59.4%.

The results (of energy analysis contribution) during the summer season showed that the amount
of energy incident was 178,023 kWh, while the total energy harvested was 96,073 kWh, which implies
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that the efficiency of ETC collectors during the cooling season is about 54%. It was also found that the
solar energy supplied by the solar tank was 34,730 kWh and the energy delivered by the boiler was
26,025 kWh, indicating that the total seasonal solar coverage was about 58%.

The results of the primary energy analysis evidenced the use of a collector area of 35 m2; a storage
tank volume of 2000 L presented better performance than that reached in the base case.

Parametric analysis results showed the best configuration for the design of SACS. It was found
that the solar collector tilt angle is significantly affected by the incident solar irradiation. An optimal
value (between 15◦ and 25◦) of the inclination presented a higher solar fraction. It was also found
that increasing the water flow rate through the collectors does not indicate a significant effect on
solar coverage.

The surface collector analysis revealed that, in general, the increase of the installed surface of
the collector field leads to improve the solar fraction values. It was also found that the solar fraction
remained the same for an area larger than 55 m2. Therefore, it is concluded that the appropriate
collector surface selection should be carried out together with economic and technical feasibility
(mainly cost analysis and land availability) in order to achieve the best profitability of the system.

Moreover, the change in the size of the solar tank has no significant impact on the solar fraction
(60.6% and 61.1% for 10 L/m2 and 55 L/m2 of collector area, respectively). Increasing the upper solar
tank temperature improves the solar coverage, but it should be <95 ◦C.

Finally, this work provides a roadmap for designers, in particular, to ensure that all of the operating
and design variable effects are taken into consideration when developing a solar air-conditioning
cycle under the Iraq climate. Additionally, the model can be employed to carry out thermo-economic
comparisons of the system using various types of collectors.
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Nomenclatures, Subscripts and Abbreviations

Nomenclatures

A area (m2)
a loss coefficient
η efficiency
I radiation incident (W/m2)
.

m mass flow rate (kg/s)
CP specific heat (kPa)
.

Q heat transfer rate (kW)
T temperature (◦C)
U overall heat transfer coefficient (kW/m2·K)

.
W power (kW)
Subscripts

a Ambient
aux Auxiliary
c Condense
e Evaporator
f Fraction
g Generator
i Node
L Load
nom Nominal
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min Minimum
max Maximum
o Outlet
s Source
set Set
w Water
Abbreviations

COP Coefficient of performance
DHW Domestic hot water
EES Engineering Equation Solver
ETC Evacuated tube collector
HVAC Heating, ventilation, and air conditioning
IEA International Energy Agency
IAM Incidence angle modifier
NTU Number of transfer unit
PE Primary energy
SACS Solar absorption cooling system
SF Solar fraction
TMY Typical meteorological year
TRNSYS Transient System Simulation Program

Appendix A

The House under Study

The house building is double dwelling, connected by internal stairs, as shown in Figure A1 [37]. Each floor
has an area of 97 m2 and a height of 3 m. The ground floor includes an entrance, living room, bedroom, kitchen,
and bathroom. The first floor contains the master room, bedrooms, and bathroom. The wall layer details and
various construction components of the house are given in Tables A1 and A2.

The maximum total calculated cooling load, according to CARRIER software, is about 25 kW. Figure 4
shows the percentage of the various peak cooling load components estimated by CARRIER software. The load
through the walls was 40% of the total cooling load due to the higher temperature difference between outdoor and
indoor temperature; the heat envelope transmission aggravates cooling demand. The transmission losses could be
reduced significantly with envelope higher thickness insulation. Additionally, ETC collectors mounted on the first
floor roof of the house could reduce the cooling load due to shading, though not all are eliminated. The load on
the roof is 20% of the overall cooling load. The actual total estimated cooling load would be about 21, which is in
alignment with the data obtained in [37].

Table A1. Wall layers details.

Wall Details
Outside Surface Color Dark

Absorptivity 0.900
Overall U-Value 0.415 W/(m2·K)

Wall Layers Details (Inside to Outside)

Layers Thickness mm Density kg/m3 Specific
Ht·kJ/(kg·K)

R-Value
(m2·K)/W

Weight kg/m2

Inside surface resistance 0.000 0.0 0.00 0.00200 0.0

Cement bounded 12.000 1600.0 1.34 0.04200 19.2

Insulation 50.000 32.0 0.90 1.66600 1.6

Hollow block 200.000 1922.0 0.84 0.40000 384.4

13 mm gypsum board 12.700 800.9 1.09 0.07890 10.2

Outside surface
resistance 0.000 0.0 0.00 0.00200 0.0

Air space 0.000 0.0 0.00 0.16026 0.0

Outside surface
resistance 0.000 0.0 0.00 0.05864 0.0

Totals 274.700 - - 2.40980 415.4
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Table A2. Construction components of the house.

Component Exterior Roof Exterior Glass
Exterior Wooden

Door
Exterior Steel

Door

U value (W/m2 ◦C) 1.670388 5.888993 2.087049 6.07040

 
Figure A1. Layout diagram of the modern domestic solar house (a) ground floor (b) first floor.
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Abstract: Chemical looping gasification (CLG) is a novel gasification technique, allowing for the
production of a nitrogen-free high calorific synthesis gas from solid hydrocarbon feedstocks, without
requiring a costly air separation unit. Initial advances to better understand the CLG technology
were made during first studies in lab and bench scale units and through basic process simulations.
Yet, tailored process control strategies are required for larger CLG units, which are not equipped
with auxiliary heating. Here, it becomes a demanding task to achieve autothermal CLG operation,
for which stable reactor temperatures are obtained. This study presents two avenues to attain
autothermal CLG behavior, established through equilibrium based process simulations. As a first
approach, the dilution of active oxygen carrier materials with inert heat carriers to limit oxygen
transport to the fuel reactor has been investigated. Secondly, the suitability of restricting the air flow
to the air reactor in order to control the oxygen availability in the fuel reactor was examined. Process
simulations show that both process control approaches facilitate controlled and de-coupled heat and
oxygen transport between the two reactors of the chemical looping gasifier, thus allowing for efficient
autothermal CLG operation. With the aim of inferring general guidelines on how CLG units have to
be operated in order to achieve decent synthesis gas yields, different advantages and disadvantages
associated to the two suggested process control strategies are discussed in detail and optimization
avenues are presented.

Keywords: chemical looping; biomass gasification; process control; process simulation

1. Introduction

The reduction of greenhouse gas emissions (GHGE) in order to reach the unilateral goals agreed
upon in the UNFCCC Paris Agreement is one of the major challenges of civilization in the 21st century.
While notable advances in the energy sector have been achieved in recent years [1,2], the de-carbonization
of the transport sector, which is responsible for almost one quarter of the European GHGE emissions [3]
and consumes 36% of the global final energy [1], signifies a key issue on the path to a closed carbon cycle.
Especially the replacement of conventional fuels in the heavy freight transport and aviation industry,
where electrification is currently not viable, remains a major hurdle. When considering the European
Union’s Renewable Energy Directive (RED II) [4], which set a target of a share of 14% renewable energy
in the transport sector by 2030, while at the same time alleviating negative impacts on food availability
and prices, it is clear that significant advances in renewable fuel generation are required.

The production of so-called advanced or second-generation biofuels through thermochemical
conversion of biomass-based residues is an auspicious pathway to achieve these goals. Gasification is
a mature thermochemical biomass conversion process, although its primary use is the generation of
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heat and electricity, while the synthesis of advanced biofuels through the gasification route has not
been implemented in an industrial scale, yet [5].

Commonly, biomass gasification is achieved through utilizing air or pure oxygen in the gasifier.
Albeit, pure oxygen is typically used in gasification processes embedded in biomass-to-biofuel process
chains, since a nitrogen-free, high calorific value syngas is required for fuel synthesis [6]. The provision of
this oxygen requires an air separation unit (ASU), which is associated with high capital and operational
costs, hence adversely affecting the energetic plant efficiency and process economics [6,7]. Alternatively,
steam [8–10] or carbon dioxide [10–12] can be deployed as the gasification medium. Yet, either of the
two suffers from slow gasification kinetics [6,13,14] and strong process endothermicity [6,15], limiting
the process efficiency. To circumvent this, the dual fluidized bed gasification (DFBG) technology
achieves feedstock gasification in two connected reactors; a gasifier in which steam gasification of the
deployed feedstock is attained, and a combustor in which the residual char is combusted facilitating
full char conversion and the provision of heat, which is transported to the gasifier using an inert
circulating bed material [16–18].

A similar gasification concept allowing for decent fuel conversions, without requiring an ASU
is the chemical looping gasification (CLG) process, where biomass gasification is also carried out in
two separate reactors (see Figure 1) [15,19–22]. Just as the related chemical looping combustion (CLC)
process, CLG is realized using two coupled fluidized bed reactors, in order to attain good heat and
mass transport characteristics [21,23,24]. Here, steam or carbon dioxide provide bed fluidization and
gasification (see Equations (1) and (2)) of the feedstock in the fuel reactor (FR) [15,24]. Additional
oxygen for the partial (see Equation (3)) or full (see Equations (4)–(6)) oxidation of gaseous hydrocarbon
species, enhancing gasification kinetics and reducing the process endothermicity, is supplied through
a circulating oxygen carrier (OC, MexOy) [19,21,24]. Furthermore, the homogeneous water gas shift
(WGS) reaction (Equation (7)) takes place inside the gas phase.

C + CO2 → 2 CO (1)

C + H2O → CO + H2 (2)

MexOy + CH4 → MexOy−1 + 2 H2 + CO (3)

4MexOy + CH4 → 4 MexOy−1 + 2 H2O + CO2 (4)

MexOy + CO → MexOy−1 + CO2 (5)

MexOy + H2 → MexOy−1 + H2O (6)

CO + H2O ↔ H2 + CO2 (7)

The required oxygen transport to the FR is facilitated through a repeated regeneration of the OC
(see. Equation (8)) in the air reactor (AR) with oxygen contained in the inlet air [15,20,24]. Moreover,
unconverted char is combusted in the air reactor (see. Equation (9)), leading to a full conversion of the
deployed feedstock [23,25].

MexOy−1 + 0.5 O2 → MexOy (8)

C + O2 → CO2 (9)

The latter reaction is generally undesired, as a high carbon conversion is targeted inside the
FR, in order to maximize the carbon capture efficiency of the process [23,26,27]. In literature, carbon
capture efficiencies in the range of 90–99% are reported for CLC [26,28,29]. As approximately one
third of the carbon contained in the feedstock is transferred into the valorized end-product (e.g., liquid
Fischer-Tropsch fuels) in process chains employing CLG for syngas generation, this means that up
to 65% of the carbon contained in the feedstock can be captured and stored, constituting negative
emissions in case biogenic feedstocks are being employed. Yet, in reality figures falling short of this
value can be expected, as a fraction of the feedstock carbon will be lost in the AR in the form of CO2.
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Apart from the oxygen transport, the continuous solid circulation between the two reactors
provides the required heat transport from the AR, in which the exothermic re-oxidation of the OC
occurs, to the FR, where the endothermic gasification reactions take place [15,19,23], thus allowing for
stable elevated reactor temperatures.

Figure 1. Schematic of chemical looping gasification (CLG) process.

CLG not only offers excellent characteristics in terms of feedstock flexibility [24], but is especially
well suited for biomass-based feedstocks [30,31], commonly exhibiting a reactive char and containing
a large fraction of volatiles. This means that high char conversions can be achieved through the
gasification reaction with steam or CO2, while volatiles are converted to the desired syngas species
through their partial oxidation on the OC surface (see Equation (3)). Furthermore, it is reported that
iron containing materials [32–35] can facilitate the cracking and oxidation of tars, which are known to
be formed in significant amounts during biomass gasification [36].

While the role of the gasification agent is similar in CLC and CLG (i.e., char gasification), the oxygen
carrier is meant to only partially oxidize the gaseous species in CLG, yielding a raw product gas
with a high heating value [23,37], instead of a heat release from the AR, which is used for heat and
power generation in CLC [24,38,39]. This shift from CLC to CLG is achieved through lowering the
oxygen-to-fuel equivalence ratio in the FR to values below unity. An autothermal CLG process,
maximizing the chemical energy contained in the raw syngas without relying on external heating,
is obtained when the net heat release from the process equals zero (neglecting heat losses).

Although one might hence deduce that the transition from CLC to CLG is straightforward,
there are major differences between the two processes. While large OC circulation rates are favorable in
CLC, as they allow for a high oxygen availability in the FR, which favors fuel combustion [40–43] and
provide for a large heat transport from the AR to the FR [41,44,45], the former is not desired in CLG.
Here, the oxygen availability in the FR has to be limited in order to prevent the full oxidation of the
employed feedstock. However, even more so than in CLC, CLG requires large heat transportation rates
from the AR and FR due to the less pronounced occurrence of full oxidation reactions (Equations (4)–(6)),
at the cost of highly endothermic partial oxidation reactions (Equation (3)) in the FR. This leads to a
fundamental challenge in terms of process control, as both, heat and oxygen transfer between the two
reactors, have to be controlled independently in order to attain an autothermal CLG process. Initial
advances to reach this target were made by Ge et al. [37], diluting an active OC material with an inert,
thus obtaining stable reactor temperatures for a lab-scale CLG unit. Yet, due to the significance of this
inherent challenge, an in-depth analysis of this issue is required. Therefore, this work takes a holistic
approach to this matter, employing process simulations in order to establish suitable process control
measures to attain an autothermal CLG process. In the following, the developed process model will
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be introduced in Section 2, before general process control and optimization strategies are presented
and discussed in detail in Section 3. To round off these elucidations, the most crucial findings and an
outlook on future research topics are given in Section 4 of this article.

2. Modelling Methods

2.1. Description of the Process Model

The deployed Aspen Plus™model, shown in Figure 2, is largely adopted from a previous study
by Ohlemüller et al. [25]. Here, the chemical reactions occurring in the AR and FR are modelled
in two separate reactors, whereas gas-solid and solid-solid separation is achieved through cyclones
and separators, respectively. In order to reduce model complexity, the AR and FR were modelled as
equilibrium RGIBBS reactors in this work, as this simplification allows for a basic description of the
most crucial phenomena required for process control and obviates the necessity of accurate kinetic
data. To account for the solid circulation in chemical looping processes, a constant mass stream of
solids continuously cycles through the system (OCR-TOAR/OCO-TOFR), after being added to the
system after initiation of the simulation (INIT).

Figure 2. Flow sheet of the Aspen Plus™ CLG process model.

For completeness and comprehensibility reasons, all components and streams are briefly described
in the following:

• Prior to any calculation, an initial solid mass flow is given into the system (INIT), to model the
circulating solid OC mass. Instead of estimating the actual solid loss, the approach of Ohlemüller
et al. [25], setting the total OC loss (OCLOSS) to 1% of the circulating mass to achieve fast
flowsheet conversion, was adopted. The same amount of fresh solids was constantly fed to the
AR (MAKEUP), to achieve constant solid circulation.

• For both reactors, cyclones are employed to achieve solid-gas separation. The FR products are
separated into a gas (FRGAS) and solid (SOLTOSEP) stream, via CYCL1 (separation efficiency
100%). Similarly, the AR products are separated into a gas (ARFLUE) and solid stream (OCO-TOFR)
in CYLC2 (separation efficiency 100%).

• All streams entering the process are fed at ambient temperature (T0 = 25 ◦C), except for the stream
STEAM, which is fed as saturated steam (120 ◦C).

• The steam and the air entering the FR/AR are preheated to a designated inlet temperature (Tair,AR,
TH2O,FR). If not stated otherwise, the inlet temperature of both streams (STEAM, AIR) when
entering the FR/AR is set to 400 ◦C.
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• As Aspen Plus™ is not equipped to handle solid fuels, the biomass feedstock (FUEL) is fed to
the decomposer (DECOMP), where it is decomposed into its pyrolysis products (DEVOLAD).
The heat of pyrolysis (Q-DECOMP) is transferred to the fuel reactor. A detailed description of the
decomposer block is given in Section 2.2.

• The pyrolysis products (DEVOLAD), the gasification agent (STEAMX), the OC recycled from the
AR (OCO-TOFR), and the CO2 required for solid feeding and loop seal fluidization (SCREWFLU)
are mixed (FRIN) before entering the fuel reactor.

• Subsequently, the educts entering the fuel reactor (FR) are converted into reaction products
according to the chemical equilibrium at the given boundary conditions (TFR, PFR = 1 atm).

• The solids leaving CYCL1 are separated into the OC fed to the AR (OCR-TOAR) and a stream
containing carbon and ash (SOL) in the solids separation (SOLSEP). This separation signifies the
removal of bed material (i.e., OC, ash and unconverted feedstock) from the FR via sluicing during
operation. Additionally, a fraction of the oxygen carrier material is removed from the system
(OCLOSS), to model OC losses via sluicing and attrition.

• The OC makeup stream (MAKEUP) and the inlet air (AIRX) are mixed (ARIN) before being fed to
the AR.

• Inside the air reactor (AR) the reduced OC and the unreacted char react with the oxygen contained in
the air according to the chemical equilibrium at the given boundary conditions (TAR, PAR = 1 atm).

2.2. Decomposer

Generally, the conversion of a fuel during gasification is described by three subsequent mechanisms:
drying, pyrolysis and gasification [6]. While the gasification step is modelled in the FR, the former
two mechanisms are modelled in the decomposer block in this study. As drying solely encompasses
the release of moisture from the fuel [6,46], the main focus of this section is placed on fuel pyrolysis.
Ohlemüller et al. [25] applied the pyrolysis model of Matthesius et al. [47] to predict the pyrolysis
product composition from coal proximate and ultimate analysis parameters. Although it is reported
that the basic mechanism of coal and biomass pyrolysis are similar [6,7], it was decided to employ a
pyrolysis model specifically tailored for biomass feedstocks, as this study is focused on the conversion
of biomass-based fuels. Neves et al. [48] devised a pyrolysis model for biomass feedstock built on the
basis of an extensive experimental database. Similar to the pyrolysis model by Matthesius et al. [47],
this model solely requires information on the feedstock composition (C, H, O and char content) to
estimate the final chemical composition of the organics after pyrolysis, allowing for its straight forward
implementation into the existing Aspen Plus™model. Cuadrat et al. [49] found that the formation of
tar and larger hydrocarbons (>C1) is negligible in the presence of ilmenite and steam/CO2. Therefore,
the assumption by Ohlemüller et al. [25] and Mendiara et al. [50] that tars and larger hydrocarbons are
directly converted to methane and carbon monoxide was also adopted in this study. Moreover, oxygen
and hydrogen contained in the char were converted to syngas, resulting in a char solely consisting of
carbon. As the FR is modelled based on chemical equilibrium, these simplifications do not have an
impact on the final simulation results.

By applying these assumptions, the product compositions after pyrolysis were calculated on
the basis of the proximate and ultimate analysis of wood pellets, being the model feedstock for all
subsequent considerations (see Table 1).
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Table 1. Summary of the Ultimate and Proximate analysis for industrial wood pellets.

Ultimate Analysis wt-% Proximate Analysis wt-%

C (d.a.f.) 50.8 Moisture 6.5
H (d.a.f.) 6 Ash (d.b.) 0.7
N (d.a.f.) 0.07 Volatile matter (d.b.) 85.1
O (d.a.f.) 43.2 Fixed carbon (d.b.) 14.2
S (d.a.f.) 0.008
Cl (d.a.f.) 0.006

Net calorific value [MJ/kg] 17.96

Since the pyrolysis product composition is highly temperature dependent [6,7,48], a constant
temperature representing the FR temperature during CLG was selected as the input for the pyrolysis
model (Tdevol. = 900 ◦C). A summary of the final product composition after de-volatilization, which
was implemented into the process model, is given in Table 2.

Table 2. Mass yields [wt-%] for DECOMP Aspen Plzus® block for industrial wood pellets according to
pyrolysis model of Neves et al. [48] (T = 900 ◦C).

Component wt-% Component wt-%

ASH 0.65 H2O 14.06
CO 55.20 N2 0.06
C 11.92 CO2 3.11

CH4 13.55 H2S 0.01
H2 1.43

2.3. Boundary Conditions

For all subsequent simulations, the biomass input was selected in such a way, that the thermal
load, Pth, of the chemical looping gasifier amounted to 1 MW. In terms of the circulating solid materials,
the deployed oxygen carrier material is ilmenite, for which is has been established that the major
redox stages are FeO + TiO2, Fe3O4, TiO2 and Fe2TiO5 [51]. These redox stages were modelled as
FeTiO3 (for FeO + TiO2), Fe3O4, TiO2, and Fe2O3 + TiO2 (for Fe2TiO5). Deeper redox stages (e.g.,
FeO) were also considered in the process model, yet were not found to be formed in notable amounts.
The inert solid sand was modelled through pure SiO2. The FR and AR are operated under atmospheric
pressure. Moreover, the air reactor temperature was set to 1050 ◦C, if not stated otherwise. The fuel
reactor temperature results from the energy balance of the process, requiring that both reactors are in
heat balance (

.
QFR = 0,

.
QAR ≥ 0). As the kinetic syngas inhibition of char gasification reactions [8,12]

is not considered in the RGIBBS equilibrium calculation, full char conversion is attained inside the
FR for all temperatures considered in this study. Although this simplification signifies a deviation
from reality, it does not impact the general inferences which will be elaborated on hereinafter. For
the steam to biomass ratio in the FR a value of 0.9, reported for a 2–4 MWth chemical looping gasifier
in literature [52], was selected if not stated otherwise. During CLC/CLG operation CO2 is required
for fuel feeding and inerting. This stream of CO2, entering the fuel reactor, was selected in such a
way that the CO2 to biomass ratio amounts to 0.2, to take into account that the CO2 input through the
feeding section increases with increased thermal load. The two remaining process variables, the air
mass flow entering the AR and the circulating oxygen carrier mass, were adjusted in such a way that
autothermal CLG operation was achieved. A summary of all boundary conditions is given in Table A1
in Appendix A.
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3. Results and Discussion

3.1. Attaining CLG Behavior

Generally, shifting from a combustion to a gasification process is achieved through lowering
the air/oxygen-to-fuel ratio of the process, thereby decreasing the ratio of fully to partially oxidized
gas species leaving the process and hence increasing the heating value of the product gas [6,53,54].
Here, the critical parameter is the so called air-to-fuel equivalence ratio given by the ratio of oxygen
fed to the AR,

.
mO,AR, and the oxygen required for full feedstock combustion,

.
mO,stoich:

λ =

.
mO,AR
.

mO,stoich
. (10)

According to this definition, (close to) full combustion of the feedstock is attained for air-to-fuel
equivalence ratios larger than unity (λ > 1), while gasification processes require sub-stoichiometric
oxygen feeding (i.e., λ < 1).

Due to the dissection of the gasification/combustion reaction into two separate reactors in chemical
looping processes, there is no direct contact between the air entering the AR and the fuel entering the
FR. Hence, the application of an alternative parameter, the oxygen-carrier-to-fuel equivalence ratio, φ′,
relating the amount of oxygen carried by the OC to the FR to the oxygen required for stoichiometric
combustion, has been suggested [43]:

φ′ = ROC· .
mOC

.
mO,stoich

. (11)

Here, ROC denotes the oxygen transport capacity of the given oxygen carrier material. While this
parameter accurately relates the two quantities for CLC, where the OC always leaves the AR in a
(close to) fully oxidized state, this is not necessarily the case in CLG. Therefore, a slightly altered
oxygen-carrier-to-fuel equivalence ratio, φ, considering the possibility of a partially reduced OC leaving
the AR, has been proposed for gasification applications [35]:

φ =
ROC· .

mOC·Xs,AR
.

mO,stoich
, (12)

where Xs,AR signifies the oxidation degree of the oxygen carrier at the AR outlet, given by [24,35]:

Xs,AR =
mOC,AR −mOC,red

ROC·mOC,ox
. (13)

Here, mOC,red and mOC,ox are the mass of an OC sample in a fully reduced and oxidized state
respectively, while mOC,AR is the mass of the OC sample leaving the AR. For ilmenite the fully reduced
oxygen carrier is approximated by FeTiO3, the fully oxidized state is approximated by Fe2O3 + 2TiO2,
and Fe3O4 + 3TiO2 denotes an intermediate redox state (Xs = 0.67).

In order to assess how λ and φ have to be adjusted in order to obtain an efficient CLG process,
one should first assess the general impact of these two parameters on the process. Due to the relative
fast kinetics of the OC re-oxidation [55–57], the oxygen carrier is often assumed to leave the AR in a
(close to) fully oxidized state for λ > 1 in chemical looping processes. In contrast, sub-stoichiometric
air-to-fuel equivalence ratios (λ < 1) only lead to a partial re-oxidation of the OC in the AR. Following
the same logic, the OC material can be assumed to leave the FR in a (close to) fully reduced state in
case φ < 1, whereas partial reduction is attained for φ > 1. From these deductions, it becomes clear
that “standard” CLC operation is attained for λ > 1 and φ > 1, [42,43]. Here, a highly oxidized OC
leaves the AR, before being partially reduced in the FR, which is illustrated in Figure 3a.

107



Appl. Sci. 2020, 10, 4271

Figure 3. Different chemical looping modes (a–d) dependent on the air-to-fuel equivalence ratio λ and
the oxygen-carrier-to-fuel equivalence ratio φ.

When targeting pronounced syngas formation, the oxygen release in the FR has to be limited,
so that full feedstock oxidation is prevented [35,52]. The most obvious avenue that can be pursued to
achieve this is lowering φ below unity. When doing so, the employed air-to-fuel equivalence ratio
λ determines how much oxygen is transported between the two reactors per gram of OC. In case of
λ > 1, which is illustrated in Figure 3b, the oxygen carrier undergoes a full redox cycle and hence the
full oxygen transport capacity of the OC material (i.e., ROC) is exploited. On the other hand, λ < 1
means that in equilibrium the OC leaves the AR in a partially reduced state, hence also reducing the
mass specific oxygen transport of the OC (see Figure 3c). Lastly, one might also consider a process
with λ < 1 and φ > 1, as shown Figure 3d. In order to attain a steady-state process exhibiting these
characteristics, full reduction of the oxygen carrier has to be prevented in the FR (e.g., kinetically),
so that a fraction of oxygen is transported back to the AR. This means that in contrast to the former
approaches, this case cannot be attained in equilibrium-like conditions. While this approach might also
be feasible for CLG operation in theory, straight forward measures allowing for a controlled oxygen
release in the FR are not at hand. Consequently, lowering the oxygen-to-fuel-ratio in the FR (i.e., φ < 1)
is the most promising avenue to attain CLG behavior. When aiming for large syngas yields, φ has to
assume values below unity, while values exceeding unity are targeted in CLC [42,43]. In the following,
different effective control strategies to achieve this reduction in φ, required for pronounced syngas
formation in the FR, while at the same time achieving an autothermal process, will be investigated.

In order to simplify the subsequent considerations, a standard parameter to describe gasification
processes, the cold gas efficiency (CGE), ηCG, will be deployed hereinafter. It describes which amount
of chemical energy from the fuel is transferred to the gaseous FR product gas during gasification [6,7].

ηCG =

.
ngas,FR·(xCH4,FR·LHVCH4 + xCO,FR·LHVCO,FR + xH2,FR·LHVH2)

.
m f uel·LHV f uel

(14)
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Here,
.
ngas,FR and

.
m f uel denote the mole flow of the product gas stream and the fuel input into the

FR, respectively. LHV is the lower heating value of the fuel (mass basis) and the gas species (molar
basis) and xi is the mole fraction of the gas species.

3.2. Reduction of OC Circulation

One approach to obtain CLG behavior, which has been suggested by Pissot et al. [52], is reducing
the amount of OC cycled through the system (

.
mOC), hence reducing φ. This approach can be deduced

directly from Equation (12). Due to the resulting lower oxygen transport to the FR, syngas formation
is favored, as less oxygen for full oxidation of the feedstock is provided by the OC. The simulation
results for this approach are given in Figure 4. When considering the gas composition (Figure 4a) of the
streams leaving the air and fuel reactor, various trends are visible. As expected, the syngas content in
the gaseous FR products increases with decreasing OC circulation rate, which can directly be attributed
to the lower oxygen/fuel ratio in the FR. Consequently, steam and CO2 formation decrease. Yet, it has to
be noted that substantial syngas concentrations are only attained for φ < 1, which requires significant
reductions in the OC circulation rate, when compared to CLC, where OC-to-fuel equivalence ratios as
high as 8 [27] and 25 [40] are reported in literature for solid and gaseous fuels, respectively. For the gas
concentrations leaving the AR, a strong impact of φ on the effluent oxygen is visible. As the inlet air
mass flow was not varied (λ = 1.2), this observation is clear, as less O2 is removed from the gas stream
due to the lower OC circulation for φ < 1. Furthermore, the CO2 content in the AR product is predicted
to be insignificant, indicating a complete char conversion, which is expected in chemical equilibrium.
When considering Figure 4b, showing the solid composition after the fuel and air reactor, it can be
seen that the OC leaves the AR and FR in a fully oxidized (Fe2O3 + TiO2) and reduced (FeTiO3) state,
respectively for φ < 1, whereas the OC is only partially reduced (indicated through the presence of
Fe3O4) in the FR in case φ exceeds unity. Hence, the fraction of FeTiO3 leaving the FR strongly increases
with decreasing OC circulation, signifying a higher degree of reduction of the OC, due to the lower
oxygen availability. As expected one consequently obtains chemical looping combustion behavior (see
Figure 3a) for oxygen-carrier-to-fuel equivalence ratios greater than unity (φ > 1), whereas chemical
looping gasification behavior (see Figure 3b) is attained for φ < 1.

Figure 4. Simulation results for CLG operation through reduced oxygen carrier (OC) circulation. Dry
molar gas composition (a) and molar solid composition (b) as a function of φ for varying OC circulation
rates (λ = 1.2).
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Based on these findings, one can conclude that a successful shifting from CLC to CLG for a given
air-to-fuel ratio can be attained through a reduction in the OC circulation, which can also be seen in
Figure 5a, showing a linear dependence between the two parameters. This means that for a change
of φ from 1.0 to 0.5, the OC circulation rate has to be halved. However, lower solid circulation rates
also result in a proportional decrease in the heat transport from the AR to the FR and hence a drop-off
in FR temperatures [35,58]. While a moderate decrease in fuel reactor temperatures with decreasing
OC circulation rate is visible for φ > 1, for which complete feedstock conversion is attained in the FR,
this decrease becomes more prominent for φ < 1, where gasification reactions in the FR are dominant,
hence increasing the endothermicity of reactions occurring in the FR. Consequently, FR temperatures
fall below 800 ◦C forφ < 0.5, where the availability of circulating OC material for sensible heat transport
between the FR and AR is halved, when compared to φ = 1 and more importantly the syngas content
in the FR products is significant (see Figure 4a). This increase in syngas content also goes in hand with
a decrease in the total net heat release from the CLG process (

.
Qnet), which can be calculated from the

difference in the enthalpies of the streams entering (in) and leaving (out) the air and fuel reactor (see
Equation (15)), as the enthalpy of the FR products increases.

.
Qnet =

∑
FR,in

.
mi·hi −

∑
FR,out

.
mi·hi +

∑
AR,in

.
mi·hi −

∑
AR,out

.
mi·hi (15)

Figure 5. Simulation results for CLG operation through reduced OC circulation. OC-to-fuel ratio
as a function of the OC circulation rate (a). Fuel reactor temperature (b), relative net process heat
(c), and cold gas efficiency (d) for different values of φ (λ = 1.2).

The decrease in net process heat release with decreasing φ, indicating the retaining of chemical
energy in the FR products, also becomes visible upon consideration of Figure 5c, depicting the relative
net heat release of the process for the different OC-to-fuel ratios. For the given boundary conditions,
an autothermal process, for which syngas yields are maximized without relying on external heat
addition (

.
Qnet = 0) is attained for an OC to fuel ratio of approx. 0.5. The resulting cold gas efficiency for

this operating point amounts to approx. 60% (see Figure 5d) at a FR temperature of 775 ◦C. Although
the equilibrium model predicts full char and volatile conversions for these temperatures (see Figures 4a
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and 5d), char, volatile, and tar conversion are known to be kinetically governed processes in chemical
looping systems [25,55,56,59], leading to product compositions deviating strongly from equilibrium
composition [35,52]. Due to this reason, temperature differences in the range of 50 to 100 ◦C are
generally targeted in dual fluidized bed gasification [16], in order to obtain sufficiently high gasifier
temperatures, allowing for decent char, volatile, and tar conversions. Accordingly, FR temperatures in
the range of 850–950 ◦C are desired in CLG, in order to attain high carbon capture efficiencies and cold
gas efficiencies as well as low syngas tar loads [20,23,37,60,61].

These considerations underline that, although the desired reduction in φ is possible, attaining an
efficient autothermal CLG process through a reduction in the OC circulation rate is not a recommendable
strategy as it entails low fuel reactor temperatures, due to the dual-purpose of the OC circulation
(i.e., oxygen and heat transport). Consequently, alternative approaches, allowing for a decoupling of
oxygen and heat transport between the AR and FR and hence increased FR temperatures are required,
in order to attain a CLG process exhibiting the desired characteristics.

3.3. Dilution of OC with Inert Bed Material

One strategy allowing for a decoupling of oxygen and heat transport between air and fuel reactor,
which has been discussed in literature, is employing a mixture of an active OC material and a solid
inert species (e.g., sand) [35,37,52]. Here, the inert fraction serves purely as a heat carrier, transferring
sensible heat between the two reactors, without participating in the occurring reactions, while the
active OC fraction fulfills its dual purpose of oxygen and heat transport. Consequently, this approach
is a combination of CLG and dual fluidized bed gasification, which solely employs inert bed materials
for heat transport. Following this logic, Ge et al. [37] found that through accurately tailoring the mixing
ratio of inert silica sand and hematite, serving as an OC, FR temperatures can be stabilized at elevated
levels (i.e., >900 ◦C), while at the same time ensuring a controlled oxygen transport to the FR, resulting
in large syngas yields.

In terms of the impact of the variation in OC-to-fuel ratio on gas compositions achieved through
this dilution of the OC material with an inert, similar observations are obtained (see Figure 6a).
This means syngas formation increases steadily for φ < 1. Moreover, the OC carrier composition,
shown in Figure 3b, follows similar trends as observed for a plain reduction in the OC circulation rate
(see Section 3.2), with a fully reduced OC leaving the FR for φ < 1 (see Figure 3b), whereas only partial
reduction is observed for φ > 1 (see Figure 3a). Yet, the fraction of active OC material clearly decreases
with decreasing φ, due to the dilution with silica sand.

As the total amount of circulating solids is kept constant, the mass of circulating OC material is
inversely proportional to the dilution factor. This means that there exists a linear relationship between
the solid fraction of the inert material (zSiO2) and φ, which is visible in Figure 7a. Hence, for a given
solid circulation rate, shifting from CLC to CLG can be attained through increased inert dilution.
The positive effect of inert addition on FR temperatures becomes apparent upon consideration of
Figure 7b. In contrast to a direct reduction in the OC circulation rate, the substitution of a fraction
of the active metal oxide with an inert heat carrier allows for a sustaining of FR temperatures above
980 ◦C even for OC to fuel ratios as low as 0.5. Due to this increase in FR temperatures, the average
temperature of the CLG process increases, leading to a slightly increased φ of approx. 0.55 for which
autothermal operation is attained (see Figure 7c) (Higher process temperatures increase the heating
demands of the educts entering the FR and AR and hence reduce the OC-to-fuel ratios for which
autothermal operation can be obtained). Therefore, the cold gas efficiency obtained for autothermal
operation for the given approach is also marginally reduced (see Figure 7d), when compared to the
approach discussed in Section 3.2. Yet, it has to be noted that due to the intensified heat transport
between the AR and FR, significantly smaller reactor temperature gradients are required for the given
approach. Consequently, AR temperatures can be lowered without jeopardizing char conversions
in the FR, thus reducing average process temperatures and allowing for strongly increased cold gas
efficiencies (see also Section 3.5). Another advantage of this approach is that a catalytic material,
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not participating in oxygen transport (e.g., olivine), could be employed for OC dilution instead of sand,
allowing for improved syngas characteristics with regard to tar content.

Figure 6. Simulation results for CLG operation through OC dilution with inert SiO2 sand. Dry molar
gas composition (a) and molar solid composition (b) as a function of φ for varying OC circulation rates
(λ = 1.2,

.
mOC +

.
mSiO2 = const.).

Figure 7. Simulation results for CLG operation through OC dilution with inert SiO2 sand. OC-to-fuel
ratio as a function of the inert concentration of the circulating solid mixture (a). Fuel reactor temperature
(b), relative net process heat (c), and cold gas efficiency (d) for different values of φ (λ = 1.2,

.
mOC +

.
mSiO2 = const).
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Despite the presented advantages, Larsson et al. [35] found that, albeit slightly reducing tar loads,
the addition of an active OC (ilmenite) to an inert circulating bed material in a dual-fluidized bed
gasifier (for φ < 0.2), entails a continuous drop in cold gas efficiency. This was explained by the fact that
ilmenite addition does not enhance char conversion significantly, while its presence leads to a partial
oxidation of the product gas. On the other hand, Pissot et al. [52] found that dilution of an active OC
bed with up to 90% of an inert material does not entail visible enhancements in the cold gas efficiency
of the CLG process, while it has a visible negative impact on carbon conversion. This shows that the
mixing of an inert and an active OC material can have different effects on the process depending on
the governing boundary conditions. Another drawback of this approach is that, albeit the addition
of solids allows for an adjustment of φ during operation, it leads to a large system inertia, making
it an arduous task to quickly react to disturbances. Moreover, a fraction of the solid material has
to be removed from the system for ash removal in a continuously operated CLG unit. Economic
considerations require a separation of these materials for further processing, recycling, and disposal.
Clearly, the presence of a third component (i.e., sand, olivine) further complicates this task. Lastly, it is
known that the operation of a fluidized bed with multiple bed materials of different characteristics
brings about additional challenges in terms of material fluidization, entrainment, and attrition, as well
as bed segregation [62]. Due to these reasons it was also suggested to employ materials of a low oxygen
transport capability (RO), such as LD-slag, containing a large inactive fraction not participating in the
oxygen transport, which fulfills the purpose of the inert heat carrier [52]. Through this, oxygen carrier
circulation rates providing sufficient heat transport between the reactors can be targeted, without
obtaining OC-to-fuel equivalence ratios above unity. Yet, for this approach the main challenge is finding
suitable OC materials exhibiting an oxygen transport capability in the desired range, high activity
towards hydrocarbon conversion, and good chemical and mechanical stability.

3.4. Reduction of Air-to-Fuel Equivalence Ratio

To allow for a less restricted material selection and avoid solid inert addition, an alternative
strategy to decouple oxygen and heat transport between the AR and FR is required. In order to achieve
this, Larson et al. [35] suggested the deployment of a secondary system in which the OC is pre-reduced
before entering the FR. This means that, as shown in Figure 3c, a partially reduced OC enters the FR
(Xs < 1), thus entailing a lower OC-to-fuel ratio (see Equation (12)). Instead of employing a secondary
reactor to accomplish this, one can also operate the AR in a sub-stoichiometric fashion (λ < 1), thereby
preventing full re-oxidation of the OC in the AR. This means that in order to attain CLG conditions,
the amount of air fed into the air reactor can be reduced, while retaining a constant OC circulation.
As a consequence, the OC steadily reaches a lower degree of oxidation, hence lowering its oxygen
release in the FR, until steady state is reached (more details see Appendix B). This approach has
already been pursued in a 140 kWth chemical looping reforming unit, employing methane as a fuel [44].
The suggested concept becomes more lucid when considering the simulation results shown in Figure 8.
Clearly, the amount of fully reduced ilmenite leaving the air and fuel reactor increases when decreasing
the air input into the AR for φ < 1 (see Figure 8b). While the same is true for the solids leaving the FR
for all presented CLG approaches, a strong increase in the FeTiO3 and Fe3O4 content in the AR products
is obtained when reducing λ below unity. This can be explained by the fact that the oxygen available in
the air reactor is insufficient to fully re-oxidize the OC, signified through an O2–free product gas from
the AR for φ < 1 (see Figure 8a). Consequently, a pure stream of N2 containing small concentrations of
Argon and other minor compounds is produced in the AR [44]. Since substantial quantities of OC
are cycled through the system in a fully reduced state, they effectively act as an inert, meaning that
they transfer sensible heat, but do not participate in the occurring chemical reactions through oxygen
release and uptake. However, in practice the reduced OC could potentially function as a catalytic site
for tar cracking and methane reforming and favor the formation of syngas [32–35], thereby enhancing
the process characteristics. Another advantage of the given approach is that an undiluted OC can be
employed, which simplifies the required solid-gas and solid-solid (ash-OC-char) separation and the
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operation of the CLG unit with regard to the fluidization behavior. Moreover, the net heat duty of the
process can be tailored promptly and easily through an adjustment of the air flow to the AR, allowing
for quick responses to disturbances (e.g., variations in feedstock composition).

Figure 8. Simulation results for CLG operation through reducing λ. Dry molar gas composition (a) and
molar solid composition (b) as a function of φ (

.
mOC = const.).

The impact of the air-to-fuel equivalence ratio (λ) on φ is shown in Figure 9a. In CLC mode
(λ > 1), where full OC oxidation is achieved in the AR (i.e., Xs,AR = 1), φ assumes a constant value,
given by the amount of oxygen which is transported by a fully oxidized OC for a given circulation
rate, regardless of the deployed air-to-fuel ratio (see Equation (12)). In contrast, lowering λ to values
below unity to attain CLG operation means that φ and λ are equal, as the oxygen transport to the FR is
limited by the oxygen availability in the AR:

φ =

⎧⎪⎪⎨⎪⎪⎩
λ for λ < 1

ROC· .
mOC.

mO,stoich
= const. for λ ≥ 1

(16)

The discontinuity of this relation for λ = 1 can be explained by the fact that when surpassing this
value, a transient shift from CLC (see Figure 3a) to CLG (see Figure 3c) behavior (or vice versa) occurs,
which goes in hand with a continuous decrease (resp. increase) in the oxidation degree of the oxygen
carrier, before steady state sets in (more details see Appendix B).
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Figure 9. Simulation results for CLG operation through reducing λ. OC-to-fuel ratio as a function
of the air-to-fuel equivalence ratio λ (a). Fuel reactor temperature (b), relative net process heat (c),
and cold gas efficiency (d) for different values of λ (

.
mOC = const.).

In terms of FR temperatures, Figure 9b shows that the given approach leads to a successful
retaining of FR temperatures above 900 ◦C, even for φ-values as low as 0.4, due to the transportation of
sensible heat by the OC. Moreover, the given approach yields more beneficial results in terms of the
process heat balance, which can be seen in Figure 9c. Clearly, autothermal CLG operation is attained
for φ = 0.37, which means cold gas efficiencies exceeding 70% can be achieved (see Figure 9d). This is
the case as in contrast to the previous approaches (see Sections 3.2 and 3.3), the AR is not operated in air
excess during CLG operation, reducing the loss of sensible heat through the AR off-gases. This means
that if one would reduce the air feed to the AR to the minimum extent required for full OC re-oxidation
for the CLG approach employing inert dilution (see Section 3.3), enhanced cold gas efficiencies could
be attained. Nonetheless, the given approach clearly shows advantages in terms of process control due
to its flexibility, the possibility of freely selecting a suitable OC material (i.e., no specific limits on RO),
without having to consider material mixtures, and the availability of a catalytically active reduced OC
material, instead of an inert solid, cycling through the system. Moreover, the chemical strain on the OC
material is reduced as the change in oxidation degree for each redox cycle is lower, when compared to
the former approaches, relying on full reduction and oxidation in the FR and AR, respectively (see
Figure 3b,c), which should have beneficial effects on the OC lifetime.

However, one issue that might arise due to the operation of the AR in an sub-stoichiometric fashion
is related to the fact that during operation a fraction of the feedstock char leaves the FR unconverted
and hence travels to the AR with the circulating OC material [23,26,27]. This so called “carbon slip”
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leads to competing reactions between the OC material and the residual char, in case the AR is operated
with λ < 1. Yet, simulations show that in an oxygen deficient atmosphere carbon conversion is favored
to OC re-oxidation in chemical equilibrium. Moreover, CO formation shows to be negligible (more
details see Appendix C). Due to the fast kinetics of both char conversion and OC re-oxidation, it can be
expected that equilibrium-like conditions are attained in the AR and hence all residual char is fully
oxidized to CO2 in the AR. This hypothesis is also supported by chemical looping experiments in small
scale fixed bed reactors, during which it was established that in the beginning of the re-oxidation stage
oxygen preferentially reacts with deposited carbon before re-oxidizing the OC [21,63,64]. Nonetheless,
experiments showing that this is also the case in a continuously operated CLG unit and that CO
formation is negligible are required to establish that full char conversion without substantial CO
formation in the AR can be attained for this approach. Another issue related to this approach is the
potential deep reduction of the OC, which could potentially entail problems related to intensified OC
attrition or bed agglomeration. Although the process model does not predict substantial formation of
deeper reduction stages (e.g., FeO) in the FR, such phases, related to bed agglomeration, have been
found to be formed in CLC under highly reducing conditions [51,65,66]. Therefore, the gravity of this
issue should be further investigated in experimental studies.

3.5. Optimizing CLG Efficiency

In the previous section it was established that OC-to-fuel equivalence ratios smaller than unity
are required in the FR. Moreover, it was demonstrated only when decoupling heat and oxygen transfer
between the AR and FR, φ < 1 and FR temperatures above 850 ◦C can be obtained for an autothermal
CLG process. Thermodynamically speaking, it does not make a difference how this decoupling of heat
and oxygen transport is attained, which is why the following considerations will focus on the CLG
approach presented in Section 3.4, employing a reduction in the air-to-fuel equivalence ratio to achieve
CLG behavior.

When optimizing gasification processes, the trade-off between maximizing the carbon conversion
in the gasifier and at the same time attaining high cold gas efficiencies is at the core of many optimization
strategies. This is also the case in CLG, where ηCGE = 1 and complete char conversion is desired,
yet not attainable. While large carbon capture efficiencies are obtained in cases where the char is
gasified in the fuel reactor to a large extent, which is promoted by high FR temperatures [20,23,37],
large steam/biomass ratios [20,37], and high OC-to-fuel ratios (if sufficient char residence times are
provided) [27,52], cold gas efficiencies are maximized by the minimization of the oxidation of H2 and
hydrocarbons in the FR [35]. Although full oxidation of syngas in the FR should be limited to achieve
large CGEs, formation of steam and CO2 in the FR is required to a certain extent to obtain autothermal
CLG conditions. The degree to which this formation of fully oxidized gas species is required is
determined by the criterion of the CLG process being in heat balance (

.
Qnet = 0). This means that the

heat release attained through full feedstock oxidation has to balance the heat demand of pre-heating of
all inlet streams to the given reactor temperatures, the heat of reaction for endothermic gasification
reactions, and the heat losses of the CLG unit. This has also been shown in the previous sections where
despite assuming chemical equilibrium (i.e., full feedstock conversion), cold gas efficiencies deviating
strongly from unity were obtained for autothermal boundary conditions (see Figures 5, 7 and 9).

Therefore, one approach to enhance the cold gas efficiency in CLG is a reduction in the inlet gas
flows entering the air and fuel reactor. Since the air mass flow entering the AR is required to control φ,
this leaves the steam mass flow entering the FR as a free variable which can be altered to enhance cold
gas efficiencies. The effect of a reduction in the steam to biomass ratio on the net heat release of the
process is shown in Figure 10a. It is visible that, with a decreasing steam to biomass ratio, the air-to-fuel
equivalence ratio for which an autothermal process is attained decreases. Due to the direct correlation
between the oxygen availability and cold gas efficiency in CLG (see Figure 10b), this also means that
the CGE obtained for autothermal operation increases with decreasing steam/biomass ratio, so that the
CGE is raised from 72.5 to 77.1%, when decreasing the steam/biomass ratio from 0.9 to 0.3. However,

116



Appl. Sci. 2020, 10, 4271

it is obvious that the reduction of the steam to biomass ratio would also entail a drop in carbon capture
efficiencies of the process, as less steam is available for char gasification and the kinetic inhibition effect
of syngas increases with decreasing steam concentrations (entailing larger syngas partial pressures)
in the FR [8,12,67,68]. This becomes most obvious for a steam to biomass ratio of 0, for which char
conversions in the FR would be diminutive in a real gasifier, due to the slow kinetics of heterogeneous
solid-solid OC-feedstock reactions [67–69]. As this drop in char conversion is not predicted by the
equilibrium model, the negative effect on process efficiency with decreasing steam to biomass ratio
cannot be evaluated in this study. However, sufficient steam availability clearly is a prerequisite in
CLG, when targeting large char conversions and hence carbon capture efficiencies.

Figure 10. Net heat release and cold gas efficiency for CLC/CLG process as a function of the air to
fuel equivalence ratio for different steam to biomass ratios (a,b), OC circulation rates (c,d), gas inlet
temperatures (e,f), and air reactor temperatures (g,h). Circles mark the cold gas efficiency for
autothermal CLG operation (

.
mOC = const., so φ = λ for λ < 1 and φ = const. > 1 for λ > 1).

Another possible measure to enhance CGEs are variations in the circulation rate of the OC, which is
shown in Figure 10c,d. Clearly, larger solid circulation rates enhance the heat transport between the
reactors and hence entail higher FR temperatures [16]. However, due to material attrition, solid loss,
which necessitates continuous make-up feeding, also scales with the circulation rate. As shown in
Figure 10d, the effect of this material loss on the process heat balance is comparatively small, thus its
effect on the cold gas efficiency is low. However, the model predicts an increase in FR temperatures

117



Appl. Sci. 2020, 10, 4271

from 892 to 951 ◦C, when increasing the circulation rate from 6.3 to 10.6 t/h. This means that generally,
large solid circulation rates are desired in CLG units, as large FR temperatures are beneficial for volatile
and char conversion [20,23,37]. Yet, it has to be kept in mind that the solid circulation in dual fluidized
bed systems requires solid entrainment from the fluidized bed riser, which can be increased through
an increase in gas velocities (i.e., increase in steam/biomass ratio), smaller particle diameters or smaller
reactor diameters [16]. Moreover, intensified solid circulation also increases the occurrence of a “carbon
slip” to the AR, due to the lower residence times of the char particles in the FR [27,28,70]. This means
that the OC circulation rate can only be varied within a given range.

Increasing the inlet temperature of the steam and air entering the FR and AR respectively, thereby
decreasing the heat demand for heating up of the gases inside the reactor, is a further strategy to
boost cold gas efficiencies. As shown in Figure 10e, this approach allows for a reduction of the
air-to-fuel equivalence ratio from 0.38 to 0.34 when increasing inlet temperatures from 400 ◦C to 600 ◦C.
Hence, maximizing inlet gas temperatures through heat recuperation is a key task in CLG in order
to optimize the process efficiency, which is illustrated by the increase in the CGE from 68.3 to 76.5%,
when increasing gas inlet temperatures from 300 to 600 ◦C (see Figure 10f). Due to the absence of
corrosive compounds and the high process temperatures, the hot off-gases leaving the AR are ideal for
steam generation and heat recuperation. On the other hand, special syngas coolers are being used to
recuperate sensible heat from syngas streams for steam production [71–73], highlighting that efficient
gas pre-heating using heat from process off-gases is possible in CLG.

Furthermore, variations in the AR temperatures can be considered, in order to enhance CLG
process efficiencies. Generally speaking, a reduction in average process temperatures is beneficial for
the process heat release, as pre-heating demands for all educts (i.e., inlet gases & feedstock material)
are being reduced as a consequence, thus allowing for intensified heat extraction for a given air-to-fuel
ratio (see Figure 10g). As visible in Figure 10h, a slight increase in the CGE by 2.4 percentage points
can be attained for autothermal CLG operation when lowering AR temperatures from 1050 to 1000 ◦C.
Yet, it has to be kept in mind that in chemical looping processes, air and fuel reactor temperatures
are coupled, which means that a drop in FR temperatures is an inevitable effect of reduced AR
temperatures. For the given boundary conditions, FR temperatures are projected to directly correlate
with AR temperatures, which means that for the given reduction in AR temperatures from 1050 to
1000 ◦C, a corresponding drop in FR temperatures from 928 to 880 ◦C entails. This means that when
attempting to prevent the ensuing drop in FR temperatures, related to negative effects on volatile and
carbon conversion, OC circulation rates have to be increased accordingly as a counter-measure.

Although these insights allow for a first glimpse on process optimization approaches, it becomes
clear that a detailed consideration of reaction kinetics and reactor hydrodynamics is quintessential,
when aiming for a holistic optimization of the CLG process, as both phenomena have a pronounced effect
on the process parameters. As it is well known that the conversion of char and other hydrocarbons
is kinetically governed [25,55,56,59], the impact of reactor temperature, residence time, and gas
concentrations on reaction kinetics need to be established in detail, allowing for accurate predictions of
the governing reactions in a realistic environment. Moreover, reactor hydrodynamics are a crucial
factor in chemical looping systems [74,75], making it a pre-requisite to consider them in advanced
CLG process models. Through considering these phenomena, it thus becomes feasible to assess to
which extent the preceding approaches can be utilized to obtain a CLG process exhibiting not only
a high cold gas efficiency, but also excellent carbon capture efficiencies. Nonetheless, the preceding
explanations offer valuable insights on the fundamental challenges associated with the autothermal
CLG process, which require catering to, when implementing the technology in large scale.

4. Conclusions

In the course of this study, an equilibrium process model for the chemical looping gasification
of biomass, using ilmenite ore as the oxygen carrier, was deployed to establish adequate process
control techniques to attain autothermal behavior for gasifiers of any scale. It was shown that
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pursuing continuous CLG operation leads to unique challenges in terms of the OC circulation, which is
responsible for both, oxygen and heat transport between the air and fuel reactor. While high OC
circulation is generally beneficial in CLC to achieve complete fuel conversion in the FR and prevent a
drop in FR temperatures, CLG faces an essential dilemma. Here, large OC circulation rates are necessary
to fulfill the process heat balance (i.e., retain constant temperatures in the FR), whereas significantly
lower circulation rates are required in terms of the necessary oxygen transport. Hence, heat and oxygen
transport have to be de-coupled. Based on model calculations, two strategies to achieve autothermal
CLG behavior through a de-coupling of oxygen and heat transport were presented. One eligible
option is the dilution of the OC with an inert solid (e.g., sand), allowing for an accurate tailoring of the
mixture’s heat capacity and oxygen transport capability through its composition. As an alternative,
the oxygen transport to the FR can be controlled through the oxygen availability (i.e., air supply) in the
AR, leading to a deeply reduced oxygen carrier cycling through the system, not being fully re-oxidized
in the AR. While both approaches lead to stable autothermal CLG behavior with sufficiently high FR
temperatures, the latter strategy possesses certain advantages in terms of process control and fuel
reactor chemistry, based on which it was deemed more suitable for large-scale operation. Regardless of
the deployed approach, it was shown that restricting oxygen release in the FR is key in controlling
CLG operation, where large cold gas efficiencies are desired. As partial oxidation of the feedstock is
necessary in order to fulfill the heat balance of an autothermal process, this means that heat losses and
heat sinks in the chemical looping gasifier have to be minimized, so that the oxygen input into the FR
can be reduced, thus boosting syngas yields. Possible strategies to achieve this are gas pre-heating,
variations in the OC circulation, alterations in the average CLG process temperature, and a reduction
in the H2O/biomass ratio in the FR.

Certainly, the presented findings encourage a deeper investigation of the chemical looping
gasification of biomass on a numerical level, as only through the deployment of elaborate models
considering hydrodynamics and reaction kinetics in-depth inferences regarding the process efficiency
are facilitated. Moreover, they also call for experimental investigations of the suggested process control
strategies. Especially the suggested continuous CLG operation with a deeply reduced OC, not being
fully re-oxidized in the AR, means setting foot on a new terrain. Here, the suitability of the presented
approach is decided by the fact whether positive (e.g., pronounced methane reforming ability, increased
syngas selectivity & tar cracking) or negative effects (e.g., intensified attrition, reactivity loss, particle
agglomerations) prevail.
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Nomenclature

Symbol Explanation Unit

hi Enthalpy of stream i kJ/kg
.

mi Mass flow of component/element i kg/h
Mi Molar mass of component/element i g/mole
.
ni Mole flow of component/element i kmole/h
P Power kW
p Pressure bar
ROC Oxygen transport capacity of oxygen carrier -
.

mair,AR Mass flow of air entering the AR kg/h
T Temperature ◦C
xi Mass/mole fraction in gas phase -
Xi Conversion of component i -
Yi, j Mass yield of component/element i from substance j -
zi Mass/mole fraction in solid phase -
ηCC Carbon capture efficiency -
ηCGE Cold gas efficiency -
λ Air-to-fuel equivalence ratio -
φ Oxygen carrier-to-fuel equivalence ratio -

Subscript Explanation

AR Air reactor
devol. Devolatilization.
FR Fuel reactor
init Initial
net net
O Oxygen
OC Oxygen Carrier
ox Oxidation
red Reduction
s Solid
stoich Stoichiometric
th Thermal

Abbreviation Explanation

AR Air Reactor
ASU Air Separation Unit
CGE Cold Gas Efficiency
CLC Chemical Looping Combustion
CLG Chemical Looping Gasification
FR Fuel Reactor
GHGE Greenhouse Gas Emissions
LHV Lower Heating Value
OC Oxygen Carrier
RED II European Union Renewable Energy Directive
WGS Water-Gas-Shift

Appendix A. Boundary Conditions for CLG Process Model

A summary of all model boundary conditions employed for the simulations presented in Section 3.2,
Section 3.3 and Section 3.4 is given in Table A1.
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Table A1. Boundary conditions for 1 MWth CLC/CLG process model for different CLG approaches.

Parameter Approach 1 * Approach 2 * Approach 3 * Unit

TFR 730–1030 980–1030 930–1030 ◦C
TAR 1050 1050 1050 ◦C

pFR/pAR 1.013 1.013 1.013 bar
.

m f uel 200.4 200.4 200.4 kg/h
.

mH2O,FR 180.4 180.4 180.4 kg/h
.

mCO2,FR 40.1 40.1 40.1 kg/h
.

mair,AR 1362.6 1362.6 454–1590 kg/h
TCO2,FR 25 25 25 ◦C

TH2O,FR/Tair,AR 400 400 400 ◦C
.

mOC,init 2.11–8.45 8.45 8.45 t/h
zSiO2 0 0–75 0 wt-%

* CLG approach I: Reduction in OC circulation rate (see Section 3.2), CLG approach 2: Dilution with solid inert (see
Section 3.3), CLG approach 3: Reduction of air inlet into AR (see Section 3.4).

Appendix B. Shifting from CLC to CLG Operation through Variations in the Air-to-Fuel
Equivalence Ratio

As described in Section 3.4, the oxygen availability in the FR is solely dependent on the circulation rate of the
OC and the oxygen transport capability of the OC material (RO), when operating the AR in air excess (λ > 1) in
CLC, as the OC material is fully oxidized inside the AR. When subsequently reducing λ to values below unity
from a steady state CLC operating point (see Figure A1a), the limited air availability in the AR leads to a transient
phase during which the OC undergoes a continuous drop in the oxidation degree with each redox cycle, as more
oxygen is consumed in the FR (combustion conditions) than is being supplied in the AR. As soon as the oxidation
degree in the FR approaches 0, the oxygen availability in the subsequent redox cycle is determined by the oxygen
supply in the AR. Hence, φ is equal to λ from this point onwards. As indicated in Figure A1a, this means that
steady state CLG conditions are attained as a consequence. When on the other hand starting off with steady state
CLG operation (λ < 1) before increasing λ beyond unity, the OC undergoes a transient phase during which its
oxidation degree increases with each redox cycle, since more oxygen is supplied in the AR than is being consumed
in the FR. As soon as the amount of oxygen transported by the OC is sufficient to fully oxidize the deployed
feedstock, CLC conditions are attained. It has to be noted that this can be the case before steady state is reached
(see Figure A1b). This means that despite the described discontinuity in the relation between λ and φ for λ = 1,
a rapid switch in the OC-to-fuel ratio will not occur during operation, as the transition from CLC to CLG or vice
versa will occur smoothly via a transient phase during which the oxidation degree of the OC adapts to the newly
set boundary conditions.

Figure A1. Progression of the OC oxidation degree when shifting from CLC (λ > 1) to CLG (λ < 1)
mode through variations of the air-to-fuel equivalence ratio. (a) Shift from CLC to CLG, (b) shift from
CLG to CLG.

Appendix C. Char Conversion in an Sub-Stoichiometrically Operated AR

In order to establish how a mixture of unconverted char and a fully reduced OC behaves in an
sub-stoichiometric oxygen containing atmosphere in the AR, a mixture of char (5 mole-%) and a reduced
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OC (78 mole-% FeTiO3, 6 mole-% Fe2O3 and 11 mole-% TiO2) were reacted with different amounts of air in an
RGIBBS reactor of varying temperature (900–1100 ◦C). The results for an AR temperature of 1000 ◦C are shown in
Figure A2. It is visible that char conversion occurs prior to OC re-oxidation, as the char fraction is zero regardless
of the deployed air-to-fuel ratio. Moreover, the chemical equilibrium predicts a further reduction of the OC in case
the amount of oxygen contained in the inlet air is insufficient for char conversion. Certainly, this behavior can only
be observed in case of sufficiently long reaction times (rarely given in a fluidized bed), since solid-solid reactions
between OC and char particles are known to exhibit slow kinetics [67–69]. This means that when attempting full
char conversion, the inlet air entering the AR has to be sufficient to provide full carbon combustion. When this is
the case, it can be assumed that full char conversion is attained inside the AR. In terms of the CO content at the
reactor outlet it can be seen that full CO conversion to CO2 is achieved regardless of the utilized air-to-fuel ratio,
indicated by negligible concentrations of CO in the AR outlet (see Figure A2).

Figure A2. Solid and gas composition at chemical equilibrium for TAR = 1000 ◦C at varying air-to-fuel
equivalence ratio λ (Inlet solid composition: 78 mole-% FeTiO3, 6 mole-% Fe2O3 and 11 mole-% TiO2).
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Abstract: The influence of pressure on the gas/liquid interfacial area is investigated in the pressure
range of 0.2–0.3 MPa by using a tray column test rig. A simulated waste gas, which consisted
of 30% CO2 and 70% air, was used in this study. Distilled water was employed as an absorbent.
The temperature of the inlet water was 19 ◦C. The inlet volumetric flow rate of water was 0.17 m3/h.
Two series of experiments were performed; the first series was performed at inlet gas flow rate
15 Nm3/h, whereas the second series was at 20 Nm3/h of inlet gas flow rate. The results showed that
the gas/liquid interfacial area decreases when the total pressure is increased. The effect of pressure on
the gas/liquid interfacial area at high inlet volumetric gas flow rates is more significant than at low
inlet volumetric gas flow rates. The authors studied the effect of decreasing the interfacial area on the
performance of a tray column for CO2 capture.

Keywords: CO2 capture; CO2 absorption; process simulation; validation study; experimental study

1. Introduction

The global atmospheric concentration of carbon dioxide and its contribution to global warming
requires technical measures to limit the emission of this greenhouse gas. One possibility is by
separating the carbon dioxide from the waste gas stream of fossil power plants by applying absorption
technologies. The absorption process of CO2 can be performed using solvents with different additives.
Amine solvents such as monoethanolamine (MEA), diethanolamine (DEA), and methyldiethanolamine
(MDEA) are common for CO2 capture (Wilk et al. 2017) [1]. The reversible reactions and the
moderate reactivity between CO2 and amine solutions enable efficient CO2 capture (Yamada 2016) [2].
Barzagli et al. (2014) [3] studied nonaqueous amine solvents such as 2-(isopropylamino)ethanol
(IPMEA), 2-(tert-butylamino)ethanol (TBMEA) and N-methyl-2,2’-iminodiethanol(MDEA) for CO2

capture and found that CO2 removal efficiency was in the range of 87–95% at equilibrium, depending
on the operational conditions. Although amine absorption processes are widely used for CO2 capture,
they have some disadvantages related to equipment corrosion, amine degradation (Sanna 2014) [4],
and high energy consumption (Wilk et al. 2017) [1]. The absorption technology for CO2 capture
consists mainly of the absorber column and the regeneration unit. The absorber column can be a tray
or packed column. The absorbent enters the absorber from the top, and the waste gas, which contains
CO2, enters the absorber from the bottom. The gas and the liquid phases contact each other on the
trays or the packing materials. The trays or the packed material enhance the gas/liquid interfacial
area, which increases the mass and heat transfer between the contact phases. The CO2 component
transforms from the gas phase to a liquid phase and then is absorbed.

Appl. Sci. 2020, 10, 4617; doi:10.3390/app10134617 www.mdpi.com/journal/applsci127
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Studying the Effect of Pressure on Gas/Liquid Interfacial Area

Literature reviews reveal that there are various studies concerning the influence of pressure on
the hydrodynamics and mass transfer in gas/liquid systems. Some of the studies are devoted to
the influence of pressure on the creation of bubbles. These studies used a capillary tube or single
orifices connected to a gas chamber. Other studies have investigated the influence of pressure on
interfacial areas in a bubble column, packed column, or tray column. Kling et al. (1962) [5] were
the first to observe that an increase in pressure at a single gas inlet orifice and constant superficial
gas velocity creates a decrease in the initial bubble volume (Oyevaar 1989) [6]. Kling et al. (1962) [5]
suggested that the increase in energy content causes the gas to enter further into the liquid, causing
elongated bubbles, which separate more easily from the orifice, leading to smaller bubbles at higher
pressures. LaNauze et al. (1974) [7] studied the influence of pressure and gas flow rates on the creation
of CO2 bubbles in the water at different diameters of orifices photographically. They published the
results of the behavior of bubble volume over pressure up to 2.1 MPa at different gas flow rates.
They found that the bubble volume is increased when the gas flow rate is increased. Furthermore,
it was shown that the bubble volume decreased significantly when the pressure was increased between
0.1–1 MPa, whereas it slightly decreased when the pressure was increased between 1–2.1 MPa. Bier et al.
(1978) [8] studied the influence of operating pressure on an initial bubble volume, by sparging N2 or
He through a capillary tube into the water or ethanol. The authors concluded that the influence of the
operating pressure is much smaller compared with sparging the gas through an orifice connected to a
gas chamber since the gas chamber limits pressure vibrations that happen in close gas supply lines
(Oyevaar 1989) [6]. Idogawa et al. (1987) [9] noted that the diameter of the initial bubble decreases to
25% when pressure is increased from 0.1 to 15 MPa. Oyevaar et al. (1989) [10] determined interfacial
areas at pressures up to 1.85 MPa in a bubble column and a packed column. The authors found that
the interfacial areas are unaffected by pressure in the packed bubble column, but that the influence of
the pressure on the interfacial areas in the bubble column arises from the generation of smaller bubbles
at the gas distributor. Badssi et al. (1988) [11] investigated the effect of the pressure and superficial
velocity of gas and liquid on the interfacial area in a laboratory column equipped with cross-flow
sieve trays; they checked that each tested variable has an independent influence on the interfacial area.
They investigated the effect of the pressure on the total interfacial area in two different gas–liquid
systems, CO2-DEA and CO2-NaOH. They reviewed that the total interfacial area decreases when the
pressure is increased. Benadda et al. (1996) [12] studied the effect of pressure on the interfacial area
in a counter-current packed column. Their experiment conditions were conducted at specific gas
mass flow rates of 0.1 kg/m2s, and specific liquid mass flow rates of 5.52 kg/m2s. They concluded that
the interfacial area decreases when the pressure is increased between 0.1 and 1.2 MPa. Molga et al.
(1996) [13] determined the gas–liquid interfacial during CO2 absorption by using DEA as well as
DEA-ETG aqueous solutions. Their experiment device was a bubble column reactor with an inner
diameter of 156 mm. The results obtained by Molga et al. (1996) [13] are different; they reviewed that
there is no observed influence of pressure on the measured interfacial areas.

Most available studies in the literature are interested in the proportional correlation between the
pressure and the absorbed amount of gas in a liquid. In contrast, studies on the effect of pressure on the
gas/liquid interfacial area are still limited. One can summarize the objectives of this study as follows:

(1) To experimentally investigate the effect of the pressure on gas/liquid interfacial area and its effect
on the performance of the absorber; an absorber test rig was constructed and operated.

(2) To assemble a property package for a rate-based model by applying Aspen Plus software for
simulation of CO2 absorption using water as an absorbent.

(3) To validate the mathematical model against experimental data at different operation points.
(4) To investigate the effect of pressure on the gas/liquid interfacial area for mass transfer and

its impact on the performance of a sieve tray absorber for capturing CO2 by using water as
an absorbent.
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2. Experimental

2.1. Test Rig Setup

Figures 1 and 2 illustrate an absorber test rig at Technische Universität Darmstadt. The absorber
test rig consists of four main parts: a gas mixing unit, an absorber column, a regeneration unit, and a
gas analysis unit. The mixing unit consists of two lines, one is connected with a compressed-air
source, and the other is combined with a CO2 gas cylinder. The mixing unit is connected to a manifold
upstream of the absorber. The absorber is made of a glass column that has a height of 1500 mm,
and its internal diameter is 152 mm. The column has 12 glass nozzles to which metal flanges can be
attached, ten nozzles used to measure pressures and temperatures in the absorber, and two nozzles for
introducing the inlet gas and liquid to the absorber. At the bottom and the top, it is closed by suited
metal flanges as well. The top flange contains the exit of the gas, and the bottom flange contains the exit
of liquid. Five sieve trays are fixed by threaded rods and inserted inside the absorber. The diameter of
the tray is 150 mm, the diameter of the hole is 2 mm, the fraction of the sieve hole area to active area is
0.071, and the weir height is 15 mm. The tray spacing is 240 mm, and the space between the tray and
glass wall is closed with rubber seals. A gas analysis unit is connected at the gas outlet line to measure
the volumetric fraction of CO2 at the outlet of the absorber.

 

Figure 1. Side view of the absorber test rig: 1, control panel; 2, absorber column; 3, recycling pump;
4, liquid level control valve; 5, make-up pump; 6, pressure difference transmitter; 7, Coriolis device;
8, packed column; 9, reboiler; 10, gas analysis unit; 11, pressure control valve; 12, gas outlet.
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Figure 2. Schematic diagram of the absorber test rig.

The objective of the absorbent regeneration unit is to regenerate the absorbent and recycle it to the
absorber as a lean absorbent. It consists of two heat exchangers, a reboiler, a packed column, a make-up
pump, and a recycle pump. The packed column is a glass column with a diameter of 152 mm and a
high of 1300 mm, which is filled to a height of 1 m with a metal packing material from type Pall-Ring
15 mm, with a specific surface of 360 m2/m3, and free volume 95 %. The rich absorbent enters the
packed column through a liquid distributor on the top of the packed column. The purpose of the liquid
distributor is to spray the absorbent uniformly on the top of the packings; the manufactured liquid
distributor is from a spray type that contains 10 holes distributed uniformly on the liquid distributor.
The packed column is placed on the reboiler, which has a thermal power of 4.5 kW. The recycle pump
is connected directly to the reboiler, which pumps the water from the reboiler to the absorber. The lean
hot absorbent is precooled in the first heat exchanger by exchanging heating with the absorbent,
which comes out from the absorber. After that, the precooled absorbent cools down through the second
heat exchanger, which is installed before the absorber, by exchanging heating with cool water.

2.2. Instrumentation and Control Equipment of the Test Rig

The test rig is provided with various devices and control circuits, which aim at measuring the
essential parameters of the absorption process, as well as safe operation. A pressure reducer is fixed on
every line of the gas mixer, adjusting the maximum pressure of gas entering the absorber. A magnetic
valve is fixed after a pressure reducer, enabling the possibility of opening and closing the gas supply.
A mass flow controller (MFC) is used to control the volumetric flow rate for every gas entering the
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absorber. A temperature sensor is fixed at each absorber tray to measure the temperature of the fluid
on each tray. A Coriolis device and temperature sensor are attached at the inlet of the liquid to measure
the inlet flow rate of water as well as the temperature of the inlet water. To estimate the pressure drop
due to a tray and liquid holdup, the pressure difference before and after the tray is determined. For this
purpose, a pressure difference device, illustrated in Figure 2, is fixed at the absorber.

Five control circles control the test rig. The first control circuit is aimed at controlling the pressure
to the set point so that it does not exceed 0.6 MPa (permissible internal pressure of the glass absorber).
The pressure control circuit consists of a pressure sensor and a control valve. The pressure sensor is
fixed at the top of the tray column, whereas the control valve is installed at the absorber’s gas outlet.
The pressure control circuit starts controlling the pressure after the gas enters the absorber, resulting in
a pressure increase. The pressure sensor sends a signal with the actual value of the pressure to a PID
controller. The PID controller compares the set point of pressure and the actual value of pressure and
sends a signal to the control valve to open or close, maintaining the pressure at its set point. For safety
reasons, in particular, a safety pressure valve at the outlet of the absorber is installed, releasing the
pressure inside the glass absorber when it exceeds the value of 0.45 MPa. By this procedure, the glass
absorber is protected from any sudden increase of pressure above 0.45 MPa.

The second control circuit controls the liquid level at the bottom part of the absorber to its set point.
Controlling the liquid level is essential since it prevents the gas from exiting from the liquid outlet and
prevents the accumulation of the liquid inside the absorber to a high level. Without a level controller,
the accumulated liquid causes the closing of the inlet of the gas or the possibility of immersing the
trays of the absorber with the liquid, which leads to a high-pressure drop and low efficiency of the
process. The liquid level control circuit consists of a pressure difference measurement and a control
valve. The pressure difference is installed at the bottom of the tray column, whereas the control valve
is arranged at the liquid outlet of the absorber. The third control circuit adjusts the level of absorbent
inside the reboiler to its set point since there is an absorbent loss due to the absorbent being exposed
to stripping and evaporation during the operation. The control circuit consists of a level sensor and
a make-up pump. If the level of absorbent decreases below the set point, the level sensor sends a
signal to the make-up pump to supply a new absorbent inside the reboiler for the compensation of
absorbent loss.

For regeneration of the absorbent, heat is required to increase the absorbent temperature, breaking
the bond between the CO2 and the absorbent. For this purpose, a fourth control circuit is used to
control the absorbent’s temperature inside the reboiler. This control circuit consists of a heater and
two temperature sensors that are installed at the top and the bottom of the reboiler. The temperature
sensors send signals to the controller that commands the heater. The controller compares the actual
value of the temperature inside the reboiler and the set point and sends a signal to the heater to heat
the absorbent if the temperature of the absorbent is below the set point. In some cases, for example,
the level control circuit does not work correctly. As a result, the level of absorbent inside the reboiler
decreases, and it may damage the heater inserted in the reboiler. As a safety procedure, a control
circuit (the fifth control circuit) is installed at the reboiler, which aims to shut-down the heater when
the liquid level inside the reboiler exceeds the set point of the absorbent level. Accordingly, the heater
is protected from any sudden decrease in the absorbent level during the operation.

2.3. Test Procedure

The CO2 gas was mixed with air by the gas mixing unit; the air plays a role as a carrier gas.
The volume fraction of CO2 was 0.3 in all the experiments. Table 1 illustrates the operating conditions of
experiments that have been performed in our study. Two separate experimental series were conducted
to investigate the influence of pressure on the gas/liquid interfacial area. The first series of experiments
was performed at the inlet gas flow rate of 15 Nm3/h, the second series of experiments were run at
the inlet gas flow rate of 20 Nm3/h. In a series of experiments, the pressure was varied in the ranges
of 0.2–0.3 MPa. The volumetric flow rate of the inlet water was almost constant at 0.17 m3/h, and its
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temperature was controlled at 19 ◦C. The duration of every experiment was 15 min. The regeneration
unit was operated with thermal power of 4.5 kW over time.

Table 1. The operation conditions of performed experiments in this study with a CO2 volume fraction
of 0.3, inlet water volumetric flow rate of 0.17 m3/h, and inlet temperature of the inlet water of 19 ◦C.

Number of the Experiment The Total Inlet Gas Flow Rate (Nm3/h) Pressure (MPa)

1 15 0.2
2 15 0.21
3 15 0.22
4 15 0.23
5 15 0.24
6 15 0.25
7 15 0.26
8 15 0.27
9 15 0.28
10 15 0.29
11 15 0.3
12 20 0.2
13 20 0.21
14 20 0.22
15 20 0.23
16 20 0.24
17 20 0.25
18 20 0.26
19 20 0.27
20 20 0.28
21 20 0.29
22 20 0.3

3. Modeling Approach for Tray Column

3.1. Rate-Based Modelling for CO2 Absorption

The two-film theory developed by Lewis and Whitman (1924) [14] explains the mass transfer
between gas and liquid. The two-film theory is based on the hypothesis that the gas and liquid phases
form a thin layer of fluid on each side of the interface (Whitman 1962) [15]. Figure 3 illustrates the
situation of the concentration of component i (in our study, i represent CO2) at gas/liquid interfacial
area. It should be noted that the concentration of component i decreases from Ci,G in gas bulk to Ci,G∗
in the interface. The difference of concentration creates a driving force for component i to shift from
the gas bulk to gas film and then from the gas film to liquid film. The growth of component i in the
liquid film forms a concentration difference between the liquid film and the liquid bulk; likewise,
this concentration difference generates a driving force for component i to shift it from liquid film to
liquid bulk (Whitman 1962) [15].
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Figure 3. Illustration for the situation of the concentration of component i at the gas/liquid interfacial
area (Doran 2013) (with permission from [16], Copyright Elsevier, 2013).

The rate of mass transfer of component i through the gas boundary layer is calculated as follows
(Doran 2013) [16]:

Ni,G = kGa∗(CiG −CiG∗) (1)

The rate of mass transfer of component i through the liquid boundary layer is calculated as follows
(Doran 2013) [16]:

Ni,L = kLa∗(CiL∗ −CiL) (2)

where kG , kL are the mass transfer coefficient of the gas-phase and liquid-phase, respectively, a∗ is the
interfacial area.

At steady state, the flux of component i from bulk gas to the interface must be equal to the flux of
component i from the interface to the bulk liquid (Ngo 2013) [17]:

Ni,G = Ni,L (3)

For modeling the tray column, the rate-based model developed by Pandya (1983) [18] was applied.
The rate-based model consists of a set of correlations that calculate the mass and energy transfer across
the interfacial area using mass transfer coefficients (Afkhamipour and Mofarahi 2013) [19]. By applying
the rate-based model, the absorber column is divided into stages. Figure 4 shows a stage of the column,
which represents a tray in the column.
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Figure 4. Rate-based stage model (reproduced from the ASPEN PLUS software manual).

The material and energy balances around a stage are conducted by applying the MERSHQ
equations presented by Taylor and Krishna (1993) [20] as follows:

Material balance for bulk vapor : FV
j yF

i, j + Vj+1yi, j+1 + NV
i, j + rV

i, j −Vjyi, j = 0 (4)

Material balance for bulk liquid : FL
j xF

i, j + Lj−1xi, j−1 + NL
i, j + rL

i, j − Ljxij = 0 (5)

Material balance for vapor film : NV
i, j + r f V

i, j −NI
i, j = 0 (6)

Material balance for liquid film : NI
i, j + r f L

i, j −NL
i, j = 0 (7)

Energy balance for bulk vapor : FV
j HFV

j + Vj+1HV
j+1 + QV

j − qV
j −VjHV

j = 0 (8)

Energy balance for bulk liquid : FL
j HFL

j + Lj−1HL
j−1 + QL

j + qL
j − LjHL

j = 0 (9)

Energy balance for vapor film : qV
j − qI

j = 0 (10)

Energy balance for liquid film : qI
j − qL

j = 0 (11)

Phase equilibrium at the interface : yI
i, j −Ki, jxI

i,J = 0 (12)

Summation for bulk vapor :
∑n

i=1
yi, j − 1 = 0 (13)

Summation for bulk liquid :
∑n

i=1
xi, j − 1 = 0 (14)

Summation for vapor film :
∑n

i=1
yI

i, j − 1 = 0 (15)
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Summation for liquid film :
∑n

i=1
xI

i, j − 1 = 0 (16)

where F is the molar flow rate of feed, L and V are the molar flow rate of liquid and vapor, respectively,
N molar transfer rate, K is equilibrium ratio, r is reaction rate, H is enthalpy, Q is heat input to a stage,
q is heat transfer rate, xi , yi are mole fraction of component i in liquid and vapor phases, respectively.

The empirical correlation, according to AICHE (1958) [21], is used for the estimation of the binary
mass transfer coefficient for the liquid phase, where Chan and Fair’s (1984) [22] correlation is applied
for the estimation of the binary mass transfer coefficient for the gas phase. For the estimation of the
interfacial area, Zuiderweg’s (1982) [23] correlation is used.

In the following, empirical correlations are used in the rate-based model for the estimation of
binary mass transfer coefficients and interfacial area aI (AICHE 1958) [21], (Chan and Fair 1984) [22],
(Zuiderweg 1982) [23], (Švandová 2011) [24].

Binary mass transfer coefficient for the liquid

kL
i,k =

(
4.127 ∗ 108DL

i,k

)0.5
(0.21313Fs + 0.15)LtL

ρLaI
(17)

Binary mass transfer coefficient for the gas

kV
i,k =

(
10300− 8670F f

)
F f
(
DV

i,k

)0.5
(1− a

a

)h0.5
cl Ab

aI (18)

Interfacial area

aI =
40Ab

φ0.3

⎡⎢⎢⎢⎢⎢⎢⎢⎣
(
uV

s

)2
ρV

t hclFP

σ

⎤⎥⎥⎥⎥⎥⎥⎥⎦
0.37

(19)

For Spray regime where FP ≤ 3.0lwhcl/Ab,
Interfacial area

aI =
43Ab

φ0.3

⎡⎢⎢⎢⎢⎢⎢⎢⎣
(
uV

s

)2
ρV

t hclFP

σ

⎤⎥⎥⎥⎥⎥⎥⎥⎦
0.53

(20)

For a mixed froth-emulsion regime where FP > 3.0lwhcl/Ab Superficial F-factor

Fs = uV
s

(
ρV

t

)0.5
(21)

The superficial velocity of vapor

uV
s =

QV

Ab
(22)

Fractional approach to flooding

F f =
uV

s

uV
s f

(23)

Clear liquid height

hcl = 0.6h0.5
w

(
FP

PAb
lwNp

)0.25

(24)

Flow parameter

FP =
QL

QV

⎡⎢⎢⎢⎢⎣ ρL
t

ρV
t

⎤⎥⎥⎥⎥⎦
0.5

(25)

where kL
i,K is the binary mass transfer coefficient for the liquid which is predicted by using the AICHE

1958 correlation [21]; kV
i,K is the binary mass transfer coefficient for the vapor that is predicted by using
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Chan and Fair’s (1984) correlation [22]; DL
i,k, DV

i,k are diffusivity of the liquid and vapor, respectively; Fs
is the superficial F-factor; L is the total molar flow rate of the liquid; tL is the average residence time for
the liquid (per pass); ρL is the molar density of the liquid; aI is the total interfacial area for mass transfer
that is calculated according to the Zuiderweg’s (1982) correlation [23] ; F f is a fractional approach to
flooding; a is the relative froth density ; hcl is the clear liquid height; Ab is the total active bubbling
area on the tray; uV

s is the superficial velocity of vapor; ρL
t , ρV

t are the density of the liquid and vapor,
respectively; FP is the flow parameter; ∅ is the fractional hole area per unit bubbling area; σ liquid
surface tension; lw is the average weir length (per liquid pass); QL, QV are volumetric flow rate for the
liquid and vapor, respectively; uV

s f is the superficial velocity of vapor at flooding; lw is average weir
height; P is sieve tray hole pitch; Np is the number of liquid flows.

The heat transfer through the interfacial area is estimated using the Chilton–Colburn analogy.
The heat transfer coefficient h is calculated as follows (Simon, Elias et al. 2011) [25]:

h = kG

⎛⎜⎜⎜⎜⎜⎜⎝ρG
(
cp/Mw,L

)
λ2

D2

⎞⎟⎟⎟⎟⎟⎟⎠
1/3

(26)

where kG is the mass transfer coefficient for the gas phase, ρG is the density of the gas, cp is specific
molar heat capacity, Mw,L is the molecular weight of the liquid phase, λ is thermal conductivity, and D
is the diffusion coefficient.

3.2. Tray Column Simulation

For simulating the tray absorber column, ASPEN PLUS software was used due to its extensive
property databanks and rigorous equation solvers. The rate-based model was applied due to its
empirical correlations for the estimation of mass transfers. For building the rate-based model by using
Aspen PLUS, the column was divided into five stages or trays. The inlet gas consists of air and CO2;
the mole fraction of CO2 was 0.3. The water was used as an absorbent; the inlet volumetric flow of
water was 0.17 m3/h. Two series of the simulation were run: one at 15 Nm3/h of inlet gas flow rate
and the other at 20 Nm3/h. The pressure was increased in the range of 0.2–0.3 MPa. The AICHE
(1958) correlation [21] was applied for the prediction of the binary mass transfer coefficient for the
liquid. Chan and Fair’s (1984) correlation [22] was used to predict the binary mass transfer coefficient
for the gas. The correlation of Chilton–Colburn was applied to estimate the heat transfer coefficient.
The nonrandom two-liquid model (NRTL) was applied for the prediction of phase behavior properties.

Assumptions for the rate-based model approach are summarised below:

• The absorption column is assumed to be adiabatic.
• There is diffusion resistance in film.
• There are no reactions in the film.
• The liquid is well mixed, and the vapor is a plug flow; changes in concentration and temperature

in the radial direction are negligible.
• The interfacial surface area is identical for both heat and mass transfer.
• The interface temperature is identical to the bulk liquid temperature since the liquid-side heat

transfer resistance is small and balanced to the gas phase (Afkhamipour and Mofarahi 2013) [19].
• Both liquid and gas phases are formally handled as non-ideal mixtures.

4. Results and Discussion

4.1. Model Validation

The absorber test rig is operated at specified conditions for 15 min, which gives results
in time-dependent values for each measured parameter (i.e., temperature, pressure, and gas
concentrations). The standard deviation that displays the amount of variation of each measured

136



Appl. Sci. 2020, 10, 4617

parameter is then calculated to estimate the random error. The systematic error of the measurement
devices is constant throughout the experiments and is, therefore, not additionally shown in this chapter.
Generally, the measurement uncertainty of directly measured values (e.g., pressure, temperature,
and flue gas concentrations) depends only on the relative uncertainty of the measuring devices and is
given by the relative error. For indirectly measured parameters or calculated values (e.g., volumetric
flow rate, where the pressure difference and temperature are applied for its calculation), the Gaussian
error propagation method is applied, with the assumption of normally distributed uncertainties. In this
work, the volumetric concentrations are detected using the gas analysis unit, and the maximum relative
error for CO2 in the different process streams is approximately 3%.

Figure 5 shows a comparison between the outlet volume fraction of CO2 obtained by the
experimental model (including the random error bars) and by the Aspen PLUS simulation model as a
function of pressure at the inlet gas flow rates of 15 and 20 Nm3/h. It can be noted from Figure 5 that
there is an agreement between the simulation results and experimental data at 15 Nm3/h. There is good
agreement between the results up to 0.24 MPa at an inlet flow rate 20 Nm3/h; the deviation between the
results increase when the pressure is increased between 0.24–0.3 MPa at the inlet gas flow of 20 Nm3/h.

 

Figure 5. Effect of pressure on the outlet volume fraction of CO2 at the inlet gas flow rate of 15 (a) and
20 Nm3/h (b). The error bars are obtained by the standard errors of measurement.

For assessing the accuracy of the rate-based simulation model, the relative error is calculated
between the concentrations estimated using the rate-based simulation model and those obtained from
the experimental model. The relative error values are shown in Table 2. As can be seen in Table 2,
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there is good agreement between the experimental model and the Aspen PLUS simulation model
obtained, with a maximum relative error of 2.27%.

Table 2. The relative error between the values calculated using the rate-based model and those obtained
from empirical measurement at inlet gas flow rates of 15 and 20 Nm3/h.

Pressure (MPa) Inlet Gas Flow Rate (15 Nm3/h) Inlet Gas Flow Rate (20 Nm3/h)

0.2 1.195% 0.262%
0.21 0.856% 0.018%
0.22 0.711% 0.308%
0.23 0.551% 0.511%
0.24 0.591% 0.764%
0.25 0.6182% 1.063%
0.26 0.528% 1.379%
0.27 0.104% 1.678%
0.28 0.008% 1.785%
0.29 0.085% 2.017%
0.3 0.062% 2.271%

4.2. Estimation of the Gas/Liquid Interfacial Area

It was observed during the performance of the experiments that the foam created above trays
decreased when the pressure was increased. The effect of pressure increase on the reduction of the foam
increased when the inlet gas flow rate was increased. For the estimation of the gas/liquid interfacial
area, the validated rate-based model was used. Figure 6 shows the estimated gas/liquid interfacial area
calculated by Zuiderweg’s (1982) correlation [23] when the pressure is increased. As can be seen in
Figure 6, at 15 Nm3/h of the inlet gas flow rate, the gas/liquid interfacial area distinctly decreases when
pressure is increased up 0.23 MPa, whereas the gas/liquid interfacial area slightly decreases when the
pressure is increased between 0.23–0.3 MPa. In contrast, the gas/liquid interfacial area significantly
decreases when pressure is increased between 0.2–0.3 MPa at 20 Nm3/h of the inlet gas flow rate.
The trend may be explained when consideration is taken of the fact that the gas/liquid interfacial
area depends on superficial velocity, according to Zuiderweg’s (1982) correlation [23]. The gas/liquid
interfacial area increases when the superficial velocity of the gas is increased, and vice versa. With a
constant inlet mass flow rate of the gas, the superficial velocity decreases when pressure is increased
(Benadda 1996) [12], which leads to a decrease in the interfacial area according to Zuiderweg (1982) [23].

 

Figure 6. Effect of the pressure on the gas/liquid interfacial area at inlet gas flow rates of 15 and
20 Nm3/h.
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4.3. Studying the Effect of Pressure on the Performance of the Absorber

The performance of the absorber for CO2 capture was measured by estimation of the absorbed
rate of CO2 per unit Nm3/h of the inlet flow rate of CO2. The absorbed rate NCO2 of CO2 per unit
Nm3/h of inlet CO2 was calculated using the following equation:

NCO2

[
Nm3/Nm3

]
=
[(

yCO2,in − yCO2,out
)
Fgas,in

[
Nm3/h

]]
/FCO2, in

[
Nm3/h

]
(27)

where Fgas,in is the inlet gas flow rate, FCO2,in is the inlet CO2 flow rate, yCO2,out is the outlet volumetric
fraction of CO2 that was measured by the gas analysis unit, and yCo2,in is the inlet volumetric fraction
of CO2, which was calculated as follows:

yCO2,in =
FCO2,in

[
Nm3/h

]
Fgas,in

[
Nm3/h

] =
FCO2,in

[
Nm3/h

]
FCO2,in

[
Nm3/h

]
+ Fair,in

[
Nm3/h

] (28)

Fair,in is the inlet air flow rate.
Figure 7 illustrates the effect of the pressure on the absorbed rate of CO2 at 15 and 20 Nm3/h of

inlet gas flow rates. It is clear that at the inlet gas flow rate of 15 Nm3/h, increasing the pressure has a
significant effect on the absorbed rate of CO2. The absorbed rate of CO2 increased significantly by
increasing the pressure at 15 Nm3/h of the inlet gas flow rate, whereas at the inlet gas flow rate of
20 Nm3/h, the increase of pressure has a slight effect on the absorbed rate of CO2 compared with the inlet
gas flow rate of 15 Nm3/h. Such trends of the curves can be explained when consideration is taken of the
influence of pressure on the interfacial area (see Figure 6). It can be seen from Figure 6 that the effect of
pressure on decreasing the interfacial area at 20 Nm3/h is more significant than at 15 Nm3/h of the inlet
gas flow rate. Decreasing the interfacial area at 20 Nm3/h leads to the reduction of the mass transfer of
CO2 from the gas phase to a liquid phase, according to Equations (1)–(3). This explains that there is
no distinct increase of the absorbed rate of CO2 per unit Nm3/h of inlet CO2 although the pressure is
increased (as seen in Figure 7). In contrast, at 15 Nm3/h, the absorbed amount of CO2 increased when
the pressure is increased since the interfacial area slightly decreases when the pressure is increased.
As can be seen in Figure 7, at conditions of 0.2 MPa of pressure and 15 Nm3/h of inlet gas flow rate,
the absorbed rate of CO2 per unit Nm3/h is 0.087

[
Nm3/Nm3

]
. At conditions of 0.3 MPa and 15 Nm3/h,

the absorbed rate increases to 0.109
[
Nm3/Nm3

]
, with an increased rate of 0.022

[
Nm3/Nm3MPa

]
,

whereas at conditions 0.2 MPa of pressure and 20 Nm3/h of inlet gas flow rate, the absorbed rate of CO2

per unit Nm3/h of inlet CO2 is 0.061
[
Nm3/Nm3

]
. At conditions 0.3 MPa and 20 Nm3/h, this absorbed

rate increases to 0.071
[
Nm3/Nm3

]
, with an increased rate of 0.01

[
Nm3/Nm3MPa

]
.

 

Figure 7. Effect of pressure on the absorbed rate of CO2 per unit Nm3/h of inlet CO2 at inlet gas flow
rates of 15 and 20 Nm3/h. The error bars are obtained by the standard errors of measurement.
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As explained above, one can conclude that the pressure may have an obvious effect on the
absorbed rate of CO2 at a high inlet gas flow rate since it decreases the gas/liquid interfacial area,
which reflects at the end of the absorbed rate of CO2.

5. Conclusions

Our study contributes to the overall knowledge of CO2 absorption under pressure. An absorber
test rig was constructed and operated. Furthermore, a rate-based model was built by applying Aspen
Plus software to simulate CO2 absorption using water as an absorbent. The model was validated
against experimental data at different operating points. The comparison between the results predicted
by the rate-based model with the experimental data shows high agreement. The relative error was
calculated between the gas concentration calculated using the model and those obtained from the
results of the experiment to show the deviation of the model. An analytical study of the CO2 absorption
process has also been presented, which highlights the following points:

(1) It shows that the pressure influences the gas/liquid interfacial area. By increasing the pressure,
the gas/liquid interfacial area slightly decreases at a low inlet gas flow rate. At a higher inlet gas
flow rate, the gas/liquid interfacial area was significantly decreased.

(2) Decreased gas/liquid interfacial area when the pressure is increased has a significant influence on
decreasing the absorption rate of CO2.

(3) This study highlights the point of the effect of increasing pressure at a high inlet gas flow rate
since it decreases the gas/liquid interfacial area.

This work is a contribution to the knowledge available for modeling studies for CO2 absorption
using water as an absorbent in the sieve tray column. Our results confirm other quotes in the literature
which are still limited to this issue.
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Nomenclatures

L molar flow rate of liquid, [kmol/s]
V molar flow rate of vapor [kmol/s]
F molar flow rate of feed, [kmol/s]
N molar transfer rate, [kmol/s]
K equilibrium ratio, [−]
r reaction rate, [kmol/s]
H Enthalpy, [kmol/s]
Q heat input to a stage, [J/s]
q heat transfer rate, [J/s]
T temperature, [K]

x liquid mole fraction [−]
y vapor mole fraction [−]
cp specific molar heat capacity, [J/kmol K]

Mw,L molecular weight of the liquid phase
λ Thermal conductivity, [w/m K]

h Heat transfer coefficient
[
w/m2K

]
D diffusion coefficient, m2/s
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Ni,G rate of mass transfer of component i through the gas boundary, [kmol/s]
Ni,L rate of mass transfer of component i through the liquid boundary, [kmol/s]
a The interfacial area between gas and liquid phases, m2

CiG concentration of component i in gas bulk,
[

kmol
m3

]
CiL concentration of component i in liquid bulk,

[
kmol
m3

]
CiG∗ concentration of component i in the interface from the gas side,

[
kmol
m3

]
CiL∗ concentration of component i in the interface from the liquid side,

[
kmol
m3

]
kV

i,k binary mass transfer coefficient for vapor, m/s

kL
i,k binary mass transfer coefficient for liquid, m/s

DV
i,k diffusivity of the vapor, m2/s

DL
i,k diffusivity of the liquid, m2/s

Fs superficial F-factor, kg0.5/m0.5s
tL average residence time for the liquid (per pass), s
V total molar flow rate of, liquid, vapor, kmol/s
L total molar flow rate of, liquid, vapor, kmol/s
aI total interfacial area for mass transfer, m2

ρV molar density of vapor, kmol/m3

ρL molar density of liquid kmol/m3

F f fractional approach to flooding, -
a relative froth density, -, Equation (18)
Ab total active bubbling area on the tray, m2

uV
s superficial velocity for the vapor, m/s

uL
s superficial velocity for the liquid, m/s

uV
s f superficial velocity of vapor at flooding, m/s

ρV
t density of the vapor, kg/m3

ρL
t density of the liquid, kg/m3

lw average weir length (per liquid pass), m
QV volumetric flow rate for the liquid, vapor, m3/s
QL volumetric flow rate for the liquid, vapor, m3/s
σ liquid surface tension N/m
FP flow parameter, -
∅ fractional hole area per unit bubbling area on the tray, -
hcl clear liquid height, m
hw average weir height, m
Ab total active bubbling area on the tray, m2

Np number of liquid flow passes, -
P sieve tray hole pitch, m, Equation (24)
Subscripts

L liquid
V vapor
F feed
G gas
m3/h cubic meter per hour
i component
n number of components
I interface
f film
j stage number
Abbreviations

NRTL non-random two-liquid model
Nm3/h cubic meter of gas per hour at the normal temperature and pressure
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Aspen PLUS simulation software program

MERSHQ
equations of material, energy balances, rate of mass and heat transfer, summation of
composition, hydraulic, and equilibrium

MEA 2-aminoethano
DEA 2,2′-iminodiethanol
MDEA N-methyl-2,2′-iminodiethanol
IPMEA 2-(isopropylamino) ethanol
TBMEA 2-(tert-butylamino) ethanol
PID controller proportional–integral–derivative controller
MFC mass flow controller
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Abstract: Solar-assisted combined cycle power plants (CCPPs) feature the advantages of renewable
clean energy with efficient CCPPs. These power plants integrate a solar field with a CCPP. This
integration increases the efficiency of solar power plants while decreasing the CO2 emissions of the
CCPPs. In this paper, energy and exergy analyses were performed for an existing solar-assisted CCPP.
The overall thermal efficiency and the exergetic efficiency of each component in the power plant
were calculated for different solar field capacities. Also, a parametric study of the power plant was
performed. The analysis indicated that the exergetic efficiency of the power plant components has its
lowest value in the solar field while the condenser has the lowest exergetic efficiency in the combined
cycle regime of operation. Further, a parametric study revealed that the thermal efficiency and the
exergetic efficiency of the power plant as a whole decrease with increasing ambient temperature
and have their highest values in the combined cycle regime of operation. Owing to these results,
an investigation into the sources of exergy destruction in the solar field was conducted.

Keywords: solar energy; energy analysis; exergy analysis; CSP; PTC; ISCC; power plant

1. Introduction

The world society actively supports measures aimed at facilitating flexible and low-carbon
energy economy. These actions mainly include the promotion of renewable energy sources for power
generation with possible electrification of the heating and transport sectors.

Concentrated solar power (CSP) plants use steam to produce energy, similar to the conventional
steam power plants. They consist of a solar field and a power block, and they may have an energy
storage system (optional).

Many types of collectors have been developed to be used in CSP technology. Parabolic trough
collectors (PTCs) have been used in many CSP plants. Parabolic trough power plants are ready for use
today because they were tested on a commercial basis [1]. This has been proven in California since
1985 with parabolic trough power plants, with 354 MW of installed capacity [2], which have succeeded
in commercial operation and generate electricity using a steam turbine connected to a generator as
conventional power plants.

However, the increasing share of renewables is raising awareness of a critical challenge. Renewables
normally provide fluctuating feed-in into the electricity grid so that energy reserves, e.g., energy
storage systems or conventional thermal power plants such as nuclear power plants and combined
cycle power plants (CCPPs), are required to achieve a balance between current electricity supply and
demand. Also, to increase the profitability of the CSP plants, CSP technologies have been integrated
with conventional plants.
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The high thermodynamic efficiency of the CCPPs has attracted the construction of these power
plants worldwide. On the one hand, the nominal process efficiency of a large-scale CCPP with a net
electrical power of about 605 MWel per unit can reach levels greater than 60% [3–6]. On the other
hand, state-of-the-art coal-fired power plants reach a net thermal process efficiency of about 46% with
single reheat and several low-pressure and high-pressure feedwater preheaters [7]. According to the
International Energy Agency (IEA) in 2018, gas-fired power generation accounted for approximately
24% of the total share of worldwide electricity generation, dominated by CCPPs.

The CCPPs have the advantage of absorption of the waste heat in the flue gas of a gas turbine
using a heat recovery steam generator (HRSG) installed downstream of the gas turbine. The integration
of solar energy into this technology is an effective method for cleaner and cheaper power generation.

CSPs integrated within CCPPs are known as integrated solar combined cycle (ISCC) power plants.
ISCC power plants consist of a solar field and a solar steam generator integrated into a conventional
CCPP. This ISCC system improves the solar-to-electricity conversion efficiency [8–10] and the economic
feasibility of the CSP plants. In addition, it increases the solar share, which leads to saving the fossil
fuels used in these plants [10] while decreasing the CO2 emissions [11].

B. Kelly et al. [12] demonstrated that the ISCC power plant concept presents an effective path
for the continued development of PTC technology regarding the solar thermal-to-electric conversion
efficiencies and the solar energy levelized energy cost (LEC). J. Dersch et al. [11], in collaboration with
the International Energy Agency SolarPACES (Solar Power and Chemical Energy Systems) organization,
studied the advantages and disadvantages of ISCC systems compared with solar electric generation
systems (SEGS) and conventional CCPPs. The study showed the environmental and economic benefits
of each ISCC configuration.

G. Bonforte et al. [13], P. Iora et al. [14], M. Mehrpooya et al. [15], and A. Baghernejad and
M. Yaghoubi [16] implemented exergetic analyses of ISCC power plants. G. Bonforte et al. [13]
developed an exergo-environmental and exergo-economic model to analyze an ISCC power plant
in Southern Poland under the design conditions. The results showed that the CO2 emissions were
reduced by 9%. P. Iora et al. [14] presented a novel allocation method for the electricity produced in
an ISCC based on the exergy loss approach by implementing internal exergy balances. They showed
that this method is reliable and as good as the conventional Separate Production Reference method.
M. Mehrpooya et al. [15] constructed a model using ASPEN HYSYS simulation software and MATLAB
code to exergetically analyze an ISCC with a high-temperature energy storage system. It was found
that the largest exergy losses were at the solar collector, the energy storage system, and the combustor.

A. Baghernejad and M. Yaghoubi [16] carried out energy and exergy analyses for an ISCC in
Yazd, Iran using the design data of the power plant. The results showed that the energy and exergy
efficiencies of this power plant are higher than those for a simple CCPP without a solar contribution
and those for steam power plants with PTC technology. O. Behar et al. [17] simulated the performance
of the first ISCC in Algeria, under HassiR’mel climate conditions. The results showed that the output
power and the thermal efficiency increased at daytime than at night by 17% and 16.5%, respectively.

S. Wang et al. [18] analyzed the performance variation of the solar field and overall ISCC using
advanced exergy analysis methods and hourly analysis within a typical day. The results showed that
increasing the solar energy input to the ISCC system decreases the exergy destruction of the Brayton
cycle and increases the exergy destruction of the Rankine cycle.

In the literature, one can find several papers regarding the investigation of ISCC power plants
applied to different atmospheric conditions. The originality of this work is the parametric study of the
energy and exergy analyses regarding an existing ISCC power plant in Egypt, under Kureimat climate
conditions, as a whole and for the main components in the ISCC power plants. This work aims to
identify the sites of major exergy destruction, clarify the reasons for exergy destruction in these sites,
and attempt to clarify how to decrease the exergy destruction in this type of power plant. Besides
this, given the challenges for the electricity market with the continuing expansion of intermittent
renewables, in this work, we investigate the operational flexibility of ISCC power plants.
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In this paper, we start with a description of the ISCC power plant under investigation, and we
provide the method and the equation for the calculation of energy and exergy parameters. Then,
we show the influence of ambient temperature and solar heat input on the plant performance. Finally,
on the basis of these results, we investigate the sources of exergy destruction in the solar field and the
combustion chamber to identify the possibility to enhance the performance of these components.

2. Plant Description

The ISCC power plant in Kureimat, Egypt is located at a northern latitude of 29◦16′ and eastern
longitude of 31◦15′. It has 135 MW total power capacity, comprising a solar field with an electrical
output of 20 MW and a combined cycle field with a power of 115 MW [19]. The integration of a
combined cycle with the solar field ensures the delivery of the required electricity contribution to the
grid regardless of solar radiation conditions.

2.1. Solar Field

The solar field comprises parallel rows of solar collector arrays and typical glass mirrors of 61 MW
installed thermal capacity. The solar field comprises 40 loops, each loop having four parabolic trough
collectors (type Skal-ET 150 designed by TSK Flagsol Engineering GmbH), and each collector has an
aperture area of 817.15 m2.

The solar heat transfer from the solar field collectors (PTCs) to the steam cycle uses a heat transfer
fluid (HTF) system. The HTF is Therminol VP-1 from Solutia (ultra-high-temperature, liquid/vapor
phase fluid) and operates between 12 ◦C and 400 ◦C (54–750◦F) [20,21]. The HTF system is designed
for an HTF mass flow of 250 kg/s at full load (61 MW of solar field thermal power output). Hot HTF
returning from the solar field at 393 ◦C is pumped through the solar heat exchanger. The HTF leaves
the solar heat exchanger at 293 ◦C and is pumped back into the solar field, as shown in Table 1.

Table 1. The solar field design parameters [15,16,22].

Solar Field Operation Parameter Unit Value

Solar Field Total Aperture Area m2 130,800
Number of Collectors N◦ 160

Number of Collector Loops N◦ 40
Design Irradiation W/m2 700

Maximum Solar Field Thermal
Power Output MW 61

Output Temperature of the HTF ◦C 393
Input Temperature of the HTF ◦C 293

2.2. Combined Cycle

The combined cycle field consists of one MS6001FA heavy-duty gas turbine with a generator of a
rated electric power output of 70 MW at 20 ◦C ambient dry bulb temperature. It has one HRSG that
receives about 206 kg/s flue gas at about 600 ◦C from the gas turbine at full load operation. The flue
gas leaves the HRSG at about 100 ◦C. Under the rated conditions of the gas turbine and HRSG, full
load operation and solar heat input of 50 MW and 20 ◦C ambient dry bulb temperature, the steam
turbine generator output is about 65 MW.

The HRSG of the ISCC power plant in Kureimat comprises three high-pressure economizers
(HP ECO), a high-pressure evaporator (HP EV), a high-pressure steam drum (HP Drum at a pressure
about 80 bar), and five high-pressure superheaters (HP SH) for a feed of the high-pressure section of
the steam turbine, as shown in Figure 1. Besides this, it includes a low-pressure evaporator (LP EV),
low-pressure steam drum (LP Drum at a pressure about 11 bar), and low-pressure superheater (LP SH)
for a feed of the steam turbine low-pressure section. The solar-generated steam is injected into the
high-pressure drum.
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Figure 1. A flow diagram of the integrated solar combined cycle (ISCC) power plant in Kureimat with
state points illustration.

3. Thermodynamic Analysis

The ISCC was evaluated assuming steady-state operation, with no accounting for thermal
capacitance. This assumption works fairly well through the majority of the operating day but creates
some problems in the morning when the solar field is warming up.

3.1. Energy Balance

The net rate of heat input to the ISCC (
.

QISCC,in) is given by

.
QISCC,in =

.
Q f uel +

.
Qinc (1)

where
.

Q f uel is the rate of heat addition to the ISCC from the fuel combustion and
.

Qinc is the absorbed

incident solar radiation. The heat from the fuel combustion (
.

Q f uel) as a function of the fuel flow rate
(

.
m f uel) and the fuel heating value (Hv) is given by

.
Q f uel =

.
m f uel ∗Hv (2)

and the heat from the absorbed incident solar radiation (
.

Qinc) as a function of the direct normal
insolation (DNI), incidence angle (θ), incidence angle modifier (IAM), and solar collectors’ aperture
area (Amirrors) is given by

.
Qinc = DNI ∗ cosθ ∗ IAM ∗Amirrors. (3)

Here, the incidence angle modifier (IAM) is the correlation of the losses from the collectors due to
additional reflection and absorption by the glass envelope, and it can be calculated as follows:

IAM = 1 +
0.000884 ∗ θ

cosθ
− 0.00005369 ∗ θ2

cosθ
(4)
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and the solar collectors’ aperture area (Amirrors) is calculated from the number of solar field collectors
(Ncollectors) and the width (Wcollector) and length (Lcollector) of the collectors as follows:

Amirrors = Ncollectors ∗Wcollector ∗ Lcollector (5)

The electric power output of the ISCC (
.

Welec,ISCC) is equal to the sum of the electric power outputs
of the gas turbine (

.
Welec,GT) and the steam turbine (

.
Welec,ST) as follows:

.
Welec,ISCC =

.
Welec,GT +

.
Welec,ST (6)

As a result, the overall first law efficiency of the ISCC power plant is

ηI,cycle =

.
Welec,ISCC

.
QISCC,in

(7)

3.2. Exergetic Efficiencies

Exergy-based performance analysis is the performance study of a system based on the second law
of thermodynamics, which overcomes the limitations of studying the system based on the first law
of thermodynamics. Exergy is a measure of the maximum useful work of a system as it proceeds to
a specified final state in equilibrium with its surroundings (dead state). Exergy is destroyed in the
system, not conserved as energy is.

Two different approaches are generally used to calculate the exergy efficiency of a system, one is
called “brute force”, while the other is called “functional” [16].

The brute force form of exergy efficiency is used in this paper. The brute force form requires
accuracy and an explicit definition of each input and output exergy term before calculating the exergy
efficiency as shown in Table 2. The input exergy terms of the ISCC represent the chemical exergy of the
fuel and the exergy associated with the solar thermal energy input.

Table 2. Definitions of the exergy destruction and second law efficiency.

Component Exergy Destruction Second Law Efficiency (ηII)

Pumps
.
Ipump =

.
Xin −

.
Xout +

.
Wpump ηII,pump = 1−

.
Ipump
.

Wpump

Heaters
.
Iheater =

.
Xin −

.
Xout ηII,heater = 1−

.
Iheater.
Xin

Turbine
.
Iturbine =

.
Xin −

.
Xout −

.
Wturbine ηII,turbine = 1−

.
Iturbine.

Xin−
.

Xout

Condenser
.
Icondenser =

.
Xin −

.
Xout ηII,condenser =

.
Xout.
Xin

Cycle
.
Icycle =

∑
all components

.
I ηII,cycle =

.
Wnet,out
.

Xcycle,in

So, the second law efficiency (ηII) (exergetic efficiency) is given by

ηII =
Exergy output
Exergy input

(8)

The net exergy transfer by heat (
.

Xheat) at the source temperature (Ts) and dead state temperature
(T0) is given by

.
Xheat =

∑
(1− T0

Ts
)

.
Qs (9)

and the specific exergy (Ψ) is given by

Ψ = (h− h0) − T0(s− s0) (10)
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where h, h0, s, and s0 are the specific enthalpy, the specific enthalpy under the dead state condition, the
specific entropy, and the specific entropy under the dead state condition, respectively.

Then, the total exergy rate associated with a fluid stream (
.

X) at the mass flow rate (
.

m) becomes

.
X =

.
m ∗Ψ =

.
m[(h− h0) − T0(s− s0)]. (11)

The exergy destruction rate in the ISCC as a whole (
.
IISCC) was obtained from

.
IISCC =

.
Icompressor +

.
ICC +

.
IGT +

.
ISF +

.
ISFHex +

.
Icondenser +

.
ICP +

.
IFWP +

.
IST +

.
IHRSG. (12)

3.2.1. The Exergetic Efficiency of the Solar Field

The solar heat input from the HTF (
.

QHTF) to the water in the solar field heat exchanger is given by

.
QHTF =

.
m23(h23 − h24), (13)

.
Qwater =

.
m17(h18 − h17). (14)

The exergy destruction rate in the solar field (
.
ISF) is calculated from

.
ISF =

.
XSF,in −

.
XSF,gain (15)

.
XSF,gain =

.
X23 −

.
X24 (16)

.
XSF,in =

.
Qinc[1−

( T0

Tsun

)
] (17)

where Tsun is the sun temperature, which equals 5777 K. The exergetic efficiency of the solar field
(ηII,SF) is given by

ηII,SF =

.
XSF,gain

.
XSF,in

. (18)

3.2.2. The Exergetic Efficiency of the ISCC

The fuel chemical exergy per unit time (
.

X f uel) equals

.
X f uel = ζ ∗ .

Q f uel (19)

where ζ is the ratio of the chemical exergy to the net calorific value, which equals 1.04 for natural
gas [23].

The exergetic efficiency of the ISCC (ηII,Cycle) is given as

ηII,Cycle =

.
Welec,ISCC

.
XISCC,in

, (20)

.
XISCC,in =

.
XSF,in +

.
X f uel. (21)

4. Results and Discussion

The performance of the ISCC power plant was analyzed under different design conditions.
The analyses were performed for different solar field thermal outputs (0 MW, 50 MW, and 75 MW)
and different ambient temperatures (5, 20, and 35 ◦C). All calculations were made based on design
condition data.
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The energy efficiency (first law efficiency) and the exergetic efficiency (second law efficiency) were
calculated based on the heat input to the plant by the fuel and the sun.

4.1. The Overall Thermal Efficiency of the ISCC Power Plant

The overall thermal efficiency of the ISCC power plant in Kureimat at different ambient
temperatures for solar heat inputs of 0 MW, 50 MW, and 75 MW is shown in Figure 2.
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Figure 2. The overall thermal efficiency of the power plant at different ambient temperatures for
different solar heat inputs.

The overall thermal efficiency of the power plant at different ambient temperatures for solar heat
input equal to 0 MW, which represents the combined cycle regime, is shown in Figure 2. At no solar
heat input (combined cycle regime), the thermal efficiency of the plant was reduced from 51.14% at
ambient temperature 5 ◦C to 48.67% at 35 ◦C.

Figure 2 shows that the overall thermal efficiency of the ISCC decreases with increasing ambient
temperature at different solar heat inputs (0, 50, 75 MW), and that appears most distinctly at ambient
temperature 35 ◦C. This may be due to the direct effect of the ambient temperature increase on the
efficiency of the condenser and the gas turbine: the condenser and gas turbine efficiency decreases
with increasing ambient temperature.

The overall thermal efficiency of the ISCC is lower than the overall thermal efficiency of the
plant in the combined cycle regime in all cases (different solar heat inputs and ambient temperatures).
Figure 2 shows that the integration of the solar field with the combined cycle (i.e., ISCC) reduced the
thermal efficiency of the power plant at all ambient temperatures. This may be because the target of
the ISCC is not to increase the overall thermal efficiency of the Brayton cycle, like the combined cycle,
but to increase the economic feasibility of the solar power plants. Elimination of the thermal storage
system reduces the cost of the power plant [24–26].

4.2. Exergy Destruction in Each Component of the ISCC as a Percentage of the Total Exergy Destruction in the
Whole ISCC

The exergy destruction in each component of the ISCC and the exergy destruction in the whole
ISCC were calculated for different solar heat inputs and ambient temperatures 5 ◦C, 20 ◦C, and 35 ◦C.

The percentages of exergy destruction in each component of the ISCC out of the total exergy
destruction of the power plant at different ambient temperatures for solar heat inputs 0 MW, 50 MW,
and 75 MW are shown in Figures 3–5, respectively.
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Figure 3. Percentage of exergy destruction in each component of the ISCC out of the total exergy
destruction of the plant at different ambient temperatures for solar heat input equal to 0 MW.

0
10
20
30
40
50
60
70
80
90

100

%
 I 

/ I
to

ta
l

5 °C

20 °C

35 °C

50 MW

Figure 4. Percentage of exergy destruction in each component of the ISCC out of the total exergy
destruction of the plant at different ambient temperatures for solar heat input equal to 50 MW.
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Figure 5. Percentage of exergy destruction in each component of the ISCC out of the total exergy
destruction of the plant at different ambient temperatures for solar heat input equal to 75 MW.

It is revealed in Figure 3 that the combustion chamber (CC) has the highest percentage of exergy
destruction, and this value is higher in the combined cycle regime than in the ISCC regime. This may
ensure that the solar field has high irreversibility weight, which affects the percentage of exergy
destruction in the combustion chamber compared to its value in the combined cycle regime.

However, Figure 3 shows that the exergy destruction in the combustion chamber decreases slightly
with the increase of the ambient temperature under the combined cycle regime (0 MW solar heat input).

It can be observed from Figures 4 and 5 that the exergy destruction in the combustion chamber
decreases significantly with the increase of the ambient temperature in the case of ISCC. This may
account for the weight of exergy destruction in the solar field. Also, the exergy destruction in the
solar field increases with increasing ambient temperature, in contrast to the exergy destruction in the
combustion chamber.

Figures 3–5 show that the combustion chamber and the solar field have the highest exergy
destruction among all the subsystems. This is valid for all cases of solar heat input. It was also
revealed from the values at different ambient temperatures that the exergy destruction of the solar
field decreases with increasing solar thermal input.

4.3. The Exergetic Efficiency of the Main Components of the ISCC

The exergetic efficiency of different components of the ISCC at different ambient temperatures for
solar heat inputs 0 MW, 75 MW, and 50 MW is shown in Figures 6–8, respectively.

Figure 6 depicts the exergetic efficiency of different components of the ISCC at different ambient
temperatures in the absence of the solar field (solar heat input equal to 0 MW), i.e., under the combined
cycle regime. Under the combined cycle regime, the condenser has the lowest exergetic efficiency
except at ambient temperature 5 ◦C. That may be due to the decrease in the low-temperature reservoir
which increases the heat dissipated to the condenser cooling water.
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Figure 6. Exergetic efficiency of different components of the ISCC at different ambient temperatures for
solar heat input equal to 0 MW.

The exergetic efficiency of the solar field decreased from 31.3% to 14.5% when the ambient
temperature increased from 5 ◦C to 35 ◦C, as shown in Figure 7. The condenser exergetic efficiency also
decreased from 75.5% to 19.3% when the ambient temperature increased from 5 ◦C to 35 ◦C for solar
heat input equal to 50 MW. This may be due to the decrease in the temperature difference between the
exhausted steam from the low-pressure turbine and the cooling water from the cooling tower.
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Figure 7. Exergetic efficiency of different components of the ISCC at different ambient temperatures for
solar heat input equal to 50 MW.

Figure 8 shows that the exergetic efficiency of the solar field decreased from 47% to 21.7% when the
ambient temperature increased from 5 ◦C to 35 ◦C. The condenser exergetic efficiency also decreased
from 65.8% to 19.3% when the ambient temperature increased from 5 ◦C to 35 ◦C for solar heat input
equal to 75 MW.
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Figure 8. Exergetic efficiency of different components of the ISCC at different ambient temperatures for
solar heat input equal to 75 MW.

As shown in Figures 6–8, the exergetic efficiency of the HRSG decreased with increasing ambient
temperature, and this may be due to the existence of the attemperators in the HRSG which limit
the steam temperature to the setpoint value. In the HRSG installed in the Kureimat power plant,
attemperators were installed at the surface of the superheaters to control the temperature at the inlet
of the high-pressure steam turbine. These attemperators use water directly from the main feedwater
pump of the power plant. An increase in the ambient temperature may lead to an increase in the flue
gas temperature of exhaust from the gas turbine into the HRSG, and the attemperators limit the effect
of this temperature increase on the temperature of the superheated steam going into the steam turbine
using water directly from the main feedwater pump. This may be a reason for the decreasing exergetic
efficiency of the HRSG with increasing ambient temperature as shown in Figures 6–8.

Unlike the thermal efficiency [27], the exergetic efficiency of the solar field explicitly decreased
with increasing ambient temperature, as shown in Figures 7 and 8. This may be due to the increase of
the exergy destruction in the solar field with increasing ambient temperature, as shown in Figures 4
and 5.

4.4. The Exergetic Efficiency of the ISCC Power Plant

The exergetic efficiency of the ISCC power plant was calculated for different solar heat power
inputs. The comparison was implemented at three different ambient temperatures: 5, 20, and 35 ◦C.

The ISCC power plant exergetic efficiency for solar heat inputs 0 MW, 50 MW, and 75 MW at
different ambient temperatures is depicted in Figure 9. The exergetic efficiency of the ISCC power
plant was calculated based on the design condition data for the different solar heat power inputs.

Figure 9 reveals that the exergetic efficiency of the ISCC power plant is inversely proportional to
the ambient temperature, where it decreased from 47.2% to 46% with increasing ambient temperature
from 5 ◦C to 35 ◦C for solar heat input equal to 75 MW. In addition, it decreased from 48.2% to 46.58%
when the ambient temperature increased from 5 ◦C to 35 ◦C for solar heat input equal to 50 MW.

Figure 9 also illustrates the exergetic efficiency of the combined cycle regime (solar heat input
equal to 0 MW) at different ambient temperatures. In the absence of the solar field, the exergetic
efficiency of the plant reached 49.18% and 47.21% at ambient temperatures 5 ◦C and 35 ◦C, respectively.
This demonstrates that the exergetic efficiency of the ISCC power plant in Kureimat has higher efficiency
under the combined cycle regime than under the ISCC regime, as shown in Figure 9. This may be due
to the existence of the solar field, which needs precise design optimization of solar energy integration
in a CCPP.
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Like the overall thermal efficiency, the exergetic efficiency of the ISCC power plant decreased
with increasing ambient temperature, mainly at ambient temperature 35 ◦C. This may be due to the
sharp decrease in the exergetic efficiency of the condenser and the solar field with increasing ambient
temperature, as shown in Figures 6–8. These figures also show that the exergetic efficiency of the
gas turbine and the HRSG decreased with increasing ambient temperature, and that also affected the
exergetic efficiency of the ISCC power plant, as shown in Figure 9.
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Figure 9. ISCC power plant exergetic efficiency at different ambient temperatures for different solar
heat inputs.

4.5. Investigating the Sources of Exergy Destruction

From the attained results, it is clear that the amount of exergy destruction in the various components
of the ISCC is altered. This variation is assumed to be due to different reasons such as the type of
device, the process, etc.

Moreover, the results showed that the combustion chamber and the solar field represent the sites
of highest exergy destruction in the ISCC. In this section, an attempt is made to explore and clarify the
sources of exergy destruction in the solar field and the combustion chamber to identify the possibility
of enhancing the performance of these components.

4.5.1. Irreversibility in the Solar Field

The exergy destruction in the solar field is due to heat transfer between the sun and the absorber,
heat transfer between the absorber and the HTF, and the friction of the viscous HTF. The exergy loss is
due to the optical efficiency (the ratio of sunlight capture to incident sunlight) and the heat transfer to
the surroundings.

The solar collector is considered to be the main source of exergy destruction in the solar field due
to the high temperature difference in the collector. The major contribution to the exergy destruction in
the solar collector is due to the heat transfer between the sun and the absorber, while the major exergy
loss occurs due to optical errors [28].

It was reported that exergy destruction due to heat transfer between the sun and the absorber
accounts for 35% to 40% of the total exergy destroyed. Exergy losses to the surroundings account for
5% to 10% of the total exergy destroyed [28].

It is thought that to decrease the exergy losses from the solar collector (i.e., increase the collector
energetic efficiency), attention should be pointed toward improving the optical parameters of the
collector (such as mirror reflectivity, transmissivity of the glass envelope, absorptivity of the heat
collection element selective coating, focal length of the collectors etc.).
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Regarding the exergy destruction due to heat transfer, improving that part may involve great
challenges because of the existence of the finite temperature differences which are essential for the heat
transfer process and cannot be avoided.

4.5.2. Irreversibility in the Combustion Chamber

The combustion process is complex. Thus, the entropy generation during the combustion
process is rather high due to the complexity of that process. It was reported that oxidation of fuel
during the combustion process utilizes around 1/3 of the usable fuel energy [29]. This feature of
the combustion process causes it to have the highest exergy destruction. The combustion process
includes diffusion, chemical reaction, heat transfer, friction, and mixing. To implement all of these
subprocesses, a considerable amount of the available energy is consumed. Most of this energy is
unreachable (combustion activation energy, mixing, and diffusion).

There are three major physicochemical subprocesses responsible for entropy production during
the combustion process [29]:

• Diffusion of reactants (mixing of fuel and air molecules) and chemical reaction (fuel oxidation)
where energy is consumed to overcome the activation energy.

• Heat transfer between combustion products and other neighbors of particles; this is called “internal
thermal energy exchange”.

• Mixing of combustion products with other constituents.

These processes cause exergy consumption (destruction) and thus result in a reduction in the
system exergy. On one hand, all these processes destroy up to 40% of the useful exergy of the fuel.
On the other hand, it was found that the dominant process of exergy destruction is the internal thermal
energy exchange process. It was found that more than 2/3 of the exergy destruction in the combustion
process occurs at the internal thermal exergy exchange process, while fuel oxidation is responsible for
up to 30% of the exergy destruction, and the exergy destruction due to the mixing process is about 3%
of the total exergy destruction of the combustion process [29].

The thermodynamically irreversible combustion process is path-dependent. To get a quantitative
solution for the total entropy production during the combustion process, correct information of the
sequence of the combustion process and reactions must be offered.

Many factors affect the exergy destruction in the combustion chamber. For example, the exergy
destruction decreases with decreasing excess air and increasing preheating temperature. Mixing at a
large temperature difference leads to high exergy destruction [30]. Also, the exergy destruction of the
combustion chamber is affected by the molecular structure of the fuel, where the exergy destruction of
the combustion chamber increases with the increase of the hydrocarbon chain length [31].

An attempt was made to avoid this heat transfer by introducing the concept of reversible
combustion, where it was proposed theoretically to preheat the reactants to the equilibrium temperature
and partial pressures without a reaction, but it could not be achieved in practice [29].

The major exergy destruction in the combustion chamber occurs during the phase of the internal
thermal energy exchange between the system particles [29]. The unavoidability of the internal thermal
energy exchange makes reducing the exergy destruction during the combustion process very difficult.

5. Conclusions

The objective of this study was to investigate the performance of an existing 135 MW ISCC
power plant in Kureimat. The ISCC power plant was thermodynamically studied under Kureimat
climatic conditions. Energy and exergy analyses were performed for the ISCC power plant as a whole
at different ambient temperatures (5, 20, and 35 ◦C) and different solar heat inputs (0, 50, 75 MW).
Moreover, the exergy destruction and the exergetic efficiency for the main components of the ISCC
power plant were calculated and investigated regarding the influence of the ambient temperature and
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the solar heat input to identify the causes and locations of the highest thermodynamic irreversibility.
The integration of solar energy into a natural gas CCPP was analyzed as a power-boosting mode.

The main conclusions of this study are as follows:

• The solar field has the lowest exergetic efficiency (17.8%), followed by the condenser (42.2%),
at ambient temperature 20 ◦C and solar heat input 50 MW.

• The exergy destruction in the solar field is the largest part of the exergy destruction in the ISCC
power plant (52.9% at ambient temperature 20 ◦C and solar heat input 50 MW).

• The thermal efficiency and the exergetic efficiency of the ISCC decrease with increasing solar field
thermal input, where it has its highest values (51.14% and 49.18%, respectively) at no solar field
thermal input (combined cycle regime) and ambient temperature 5 ◦C.

• The thermal efficiency and the exergetic efficiency of both the ISCC and the combined cycle (i.e., at
no solar field heat input) decrease with increasing ambient temperature at different solar heat
inputs (0, 50, 75 MW). This is due to the decrease of the exergetic efficiency of the gas turbine,
the solar field, the condenser, and the HRSG with increasing ambient temperature.

• The integration of a solar field with a combined cycle (i.e., ISCC) reduced the thermal and exergetic
efficiencies of the power plant under the combined cycle regime due to the low thermal and
exergetic efficiencies of the solar field because the solar fuel cost was considered in this study.

• The target of the ISCC power plants is not to increase the overall thermal efficiency of the Brayton
cycle, like the combined cycle, but to increase the economic feasibility of solar power plants.
Elimination of the thermal storage system reduces the cost of the power plant [24–26]. So, this
integration of a solar field is recommended regarding the given challenges for the electricity
market with the continuing expansion of intermittent renewables.
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Abstract: The share of power from fluctuating renewable energies such as wind and solar is increasing
due to the ongoing climate change. It is therefore essential to use technologies that can compensate
for these fluctuations. Experiments at 1 MWth scale were carried out to evaluate the operational
flexibility of a circulating fluidized bed (CFB) combustor during transient operation from 60% to
100% load. A typical load following sequence for fluctuating electricity generation/demand was
reproduced experimentally by performing 4 load changes. The hydrodynamic condition after a load
change depends on if the load change was in positive or negative direction due to the heat stored
in the refractory/bed material at high loads and released when the load decreases. A 1.5D-process
simulation model was created in the software APROS (Advanced Process Simulation) with the target
of showing the specific characteristics of a CFB furnace during load following operation. The model
was tuned with experimental data of a steady-state test point and validated with the load cycling tests.
The simulation results show the key characteristics of CFB combustion with reasonable accuracy.
Detailed experimental data is presented and a core-annulus approach for the modeling of the CFB
furnace is used.

Keywords: CFB combustion; operational flexibility; load transients; fluctuating electricity generation;
lignite; renewables

1. Introduction

Climate change due to high CO2 emissions has led to a substantial increase in the proportion of
electricity generated from renewable sources around the world in the last two decades [1]. Wind and
solar energy account for a large share of these renewables. These two energy sources have the
disadvantage that they are not suitable to provide baseload and, depending on the conditions,
the electricity generated can fluctuate strongly and rapidly. There is a demand for highly flexible
technologies to ensure the energy supply with low CO2 emissions at the same time. Circulating
fluidized bed (CFB) combustion can be a key element in the future energy supply, as it can combust
a high spectrum of solid fuels of different origins such as biomass and waste-derived fuels [2–5].
The technology comes with a high combustion efficiency [6] and with low emissions of SO2 and
NOx [7,8]. CFB boilers can operate over a wide range of thermal loads and are therefore capable of
compensating a fluctuating electricity demand.

The high fuel flexibility is made possible by a large mass of inert particles in the reactor, which
can compensate for fluctuations in the fuel composition. However, the high thermal inertia of this
material has a negative impact on the load following capability and especially the cold start-up of CFB
combustors [6]. During transients from medium to high load, ramp rates of up to 7% MCR/min (MCR:
maximum continuous rating) are claimed to be possible [9]. However, modern large-scale CFB boilers,
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such as the Polish CFBC unit at Łagisza have load following capabilities of up to 4% MCR/min, which
is similar to pulverized coal power plants [6]. The need for even faster load change rates increases
with the rising share of renewable energies. Therefore, there is a demand to investigate novel concepts
to accelerate load ramps in CFB combustion. For example, thermal energy storage systems can be
used to rapidly extract a large amount of energy from the furnace [10]. Another option is to apply
smart control strategies for the water/steam side and the fuel and air mass flow [11–13]. To examine
novel concepts, experimental investigations are necessary but often very expensive, especially on a
large scale. Computational fluid dynamics (CFD) simulations, on the other hand, are complicated and
require a lot of computing time, even though they are often the only way to study CFB combustion
inside a furnace in detail [14–17]. One-dimensional dynamic process models offer the advantage of
low computing time and an appropriate accuracy to evaluate new approaches before they are tested in
an industrial-scale boiler [18,19]. The commercial software APROS is used extensively in industry and
research for the dynamic process modeling of thermal power plants [12,20,21].

So-called 1.5-dimensional core-annulus models take into account the mass and heat flow from the
core to the annulus and vice versa. Particles and particle clusters stream upwards in the core region of
the furnace, while they stream downwards in the annulus, due to the low gas velocities near the wall.
This internal circulation of solids in the furnace is up to 2 times higher than the external circulation via
cyclone and loop seal [22]. The convective heat transfer to the walls of the furnace is mainly determined
by the mass flow from the core to the annulus and from the annulus to the core, so it is important to
take this mechanism into account. However, the only way to prove the suitability of process models for
dynamic investigations is by validation with experimental data. Suitable models must be able to show
all typical characteristics of the CFB combustion: the load change duration/behavior, the combustion
chemistry, the hydrodynamic conditions (particle distribution, temperature development), and the
heat transfer. The present study presents a sophisticated 1.5D-model of a CFB combustor based on the
core-annulus approach for the CFB furnace. The model is validated with detailed experimental data
from CFB combustion of Polish lignite in a 1 MWth pilot plant under dynamic conditions.

The novelty of the paper is concluded as follows:

1. A series of load changes are carried out in a pilot-scale CFB combustor, representing a typical
operation during fluctuating electricity generation by renewables. This involves rapid load cycles
in positive and negative direction before stationary states are reached. The effects of ascending
and descending load cycles on the temperature and pressure in the furnace are discussed in
each case. To the author’s best knowledge, this is done for the first time with such detailed
experimental data.

2. The study presents a highly sophisticated CFB combustor model based on the core-annulus
approach for the furnace. The literature is given an insight into the modeling process of this type
of process model and future research in this field will be accelerated.

3. The agreement between experiment and simulation is very good and the model is suitable for the
deeper investigation of fuel and load ramp flexibility in future work.

4. Weaknesses of the model are identified which can be used in future research to further increase
the agreement between experiment and simulation.

2. Experimental

The following chapter describes the test facility including the pilot plant, the measurement
equipment, and the cooling system. Afterward, the experimental procedure is presented with the most
important boundary conditions of the experiment.

2.1. Pilot Plant Description

Experiments were carried out in a 1 MWth CFB furnace for the combustion of low-rank Polish
lignite. The flow diagram of the CFB reactor (CFB600) and its subsystems is shown in Figure 1.
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The main components of the facility are the air-supply system (primary air, secondary air, and burner
air), the reactor with a hot-loop circulation (cyclone and loop seal), the solid handling systems (solid
feeding and ash extraction), the cooling system and the flue gas line (heat exchanger, bag filter,
induced-draft fan).

Figure 1. Simplified flow diagram of the 1 MWth pilot plant.

2.1.1. CFB Furnace and Auxiliary Systems

The furnace of the CFB600 reactor includes the riser and a hot-loop circulation for the
recirculation of solids. The reactor itself has an inner diameter of 0.59 m and a total height of 8.6 m.
It is fully refractory-lined and the outer diameter of the refractory is 1.3 m. Table 1 shows selected
design parameters of the furnace. See Figure A1 in the Appendix A for a detailed geometry of the
CFB combustor.

Solids that leave the riser, enter a cyclone, which separates them from the flue gas. The flue gas
and fly ash enter the flue gas line with a small amount of fly ash. The main portion of the solids is
recirculated to the furnace by a standpipe and a loop seal. Thereby, the residence time of char particles
inside the furnace increases and the burn-out of the fuel improves. Air is injected into the loop seal at
25 ◦C via two nozzles to maintain fluidization of particles and to ensure a continuous recirculation.
Besides the purpose of hot solid recirculation, the loop seal also provides pressure sealing between
riser and standpipe/cyclone. Five water-cooled lances can be immersed vertically into the reactor at
varying depth to control the combustion temperature.
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Table 1. Design parameters of the furnace.

Parameter Value

Furnace inner diameter [m] 0.59

Furnace outer diameter [m] 1.3

Furnace height [m] 8.6

Furnace free volume [m3] 2.37

Height: Solids inlet (fuel, sand) [m] 0.481

Height: Secondary air inlet 1 [m] 2.74

Height: Secondary air inlet 2 [m] 6.0

Height: Loop seal solid recirculation to riser [m] 0.481

Height: Burner air inlet [m] 0.699

Height: Temperature sensors [m] 0.25, 1.12, 1.55, 2.38, 6.25, 8.21

Height: Pressure sensors [m] 0.11, 0.22, 0.4, 0.58, 0.91, 1.1, 2.07, 3.42, 7.31, 8.03

The combustion air is injected into the furnace at several locations and heights. The primary air is
entering the furnace via a nozzle grid at the bottom of the riser. It is electrically preheated to around
300 ◦C before entering the reactor. A primary air fan controls the mass flow rate to a certain set point.
Secondary air enters the riser at two different heights (2.74 m and 6.0 m) with two oppositely arranged
nozzles at each elevation. A fan provides the desired mass flow of secondary air. The third major
portion of the air is injected via the start-up burner at a height of 0.70 m. During start-up, this burner is
fired with propane. During the tests, the air is supplied here to prevent backflow of particles and cool
the burner components. The secondary and the burner air are not preheated and enter the furnace at
an ambient temperature of around 25 ◦C.

A screw conveyor feeding system feeds solid fuel to a rotary valve, which is located above the
return leg. The return leg connects the loop seal and riser. Thereby, the fuel is rapidly flowing to the
bed of the furnace at a height of 0.48 m. The rotary valve guarantees pressure sealing between the
reactor and the feeding systems. Another screw conveyor feeding system feeds sand to the same rotary
valve. A water-cooled conveying screw extracts bed material via a downpipe in the middle of the
nozzle grid. The particles are extracted batch-wise to keep the inventory in a suitable range. The target
is to keep the bed pressure between 50 and 60 mbar.

The flue gas and fly ash leave the reactor through the cyclone. Afterward, it flows to the flue
gas heat exchanger and cools down for further treatment. The heat exchanger is water-cooled and is
arranged in two vertical paths. After cooling down, the flue gas is separated from the fly ash in a fabric
filter. The fly ash is collected in a hopper and transported to a barrel by a rotary valve. A downstream
induced-draft (ID) fan ensures a constant pressure of around 1 mbar below ambient pressure after the
cyclone. After leaving the ID fan, the flue gas leaves the system through the stack at a temperature of
130–150 ◦C.

2.1.2. Measurement Equipment

The pilot plant is equipped with measurement equipment for temperatures, pressures, mass flow
rates, and flue gas composition at several measurement locations. The temperatures and pressures
are measured inside the riser, the hot loop circulation, the flue gas path, and the peripheral systems.
Orifice plates and venturi nozzles measure the flow rate of the combustion air and the flue gas. The
mass flow rate of solids is measured either by weight decrease (the continuous measurement of fuel and
sand) or weight increase (the discontinuous measurement of bottom ash and fly ash). Solid samples are
taken from these positions to analyze the chemical composition and the physical/mechanical properties
of the solids. The flue gas composition is measured at three locations. The volumetric concentration
(dry state) of oxygen, carbon dioxide, carbon monoxide, nitrogen oxide, and sulfur dioxide is measured
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after the cyclone with a paramagnetic sensor for O2 and an NDIR (nondispersive infrared) sensor
for the other gases. Before and after the fabric filter, the gas composition is measured with two FTIR
(Fourier-transform infrared spectroscopy) measurement devices, which are additionally equipped
with oxygen sensors. Besides the main gas components (O2, CO2, H2O), the concentration of trace
gases (HCl, NOx, SO2, NO, CH4, CO) can be measured with these FTIRs.

2.1.3. Cooling System

Figure 2 shows a simplified scheme of the cold side of the cooling system. Heat is absorbed
from the gas-side by two different subsystems. Five water-cooled lances reduce the temperature in
the furnace. The lances can be moved vertically into the reactor at varying depth. The immersion
depth was fixed during the experiment also at part load (two lances at 4.5 m, three lances at 6.5 m
immersion depth). The cooling lances are manufactured with a double-tube design. Water is flowing
down through the inner tube and flowing up through the outer tube of the lances. The second cooling
subsystem is located downstream of the cyclone, where the flue gas is cooled down in a two-path
heat exchanger. In the first path, the flue gas streams downwards via a tube bundle heat exchanger.
It is then redirected upwards via a second tube bundle heat exchanger. The walls of both paths are
designed as membrane wall heat exchangers. The mass flow rate of water is measured before and after
the cooling lances and after the flue gas cooler. The water temperature is measured before and after
each lance. The mixing temperature after the lances is measured and the temperatures before and after
each path of the flue gas cooler are measured. The hot water is cooled down in an air re-cooling system
to 110 ◦C before it re-enters the cooling paths. The cooling system operates at 8–16 bar and the cooling
liquid is always in a liquid state (no steam generation). During the experiment, the inlet temperatures
and the mass flow rates of each cooling line are fixed. Thereby, the transferred heat from the gas side to
waterside can be determined by the temperature difference of the water between the inlet and outlet of
the cooling subsystems. Heat losses in the subsystems are unavoidable in the pilot plant. The heat
transfer calculation is therefore subject to uncertainties. The design parameters of the cooling lances
and the flue gas cooler are shown in Table 2.

Figure 2. Simplified flow diagram of the cooling system (waterside).
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Table 2. Design parameters of the cooling lances and the flue gas cooler.

Cooling Subsystem Parameter Value

Cooling lances

Number of lances [-] 5

Maximum immersion depth [m] 8

Inner diameter of inner tube [mm] 33.6

Outer diameter of inner tube [mm] 42.4

Inner diameter of outer tube [mm] 53.1

Outer diameter of outer tube [mm] 60.3

Flue gas cooler

Tube bundle pipe outer diameter [mm] 31.8

Tube bundle pipe inner diameter [mm] 25.4

Tube bundle pipe length [m] 0.5

Number of tube bundle pipes [-] 192

2.2. Experimental Conditions and Procedure

Low-rank polish-lignite was combusted in the experiments in the pilot CFB furnace. The lignite
has a lower heating value of 11.4 MJ/kg and a moisture content of around 49%. The sand was fed to
the furnace to improve the fluidization properties and keep the bed particle size in a suitable range
for CFB combustion. The proximate and ultimate analyses of the raw and dried lignite are shown in
Table 3, while the properties of the sand are shown in Table 4. The average particle size of the sand
particles is 200 μm.

Table 3. Analyses of the polish lignite (ultimate, proximate, others).

Fuel Analysis

Property As Received Dry

C [wt-%] 29.31 57.70

H [wt-%] 2.16 4.26

O [wt-%] 10.21 20.10

N [wt-%] 0.37 0.72

S [wt-%] 0.84 1.65

Moisture [wt-%] 49.20 0.00

Ash [wt-%] 7.90 15.55

Fixed C [wt-%] 18.41 36.24

Volatiles [wt-%] 24.49 48.21

Lower heating value [MJ/kg] 11.4 22.4

CaO in ash [wt-%] 16.70 16.70

D(10) [mm] 0.797 -

D(50) [mm] 8.656 -

D(90) [mm] 13.369 -

Bulk density [kg/m3] 617 -
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Table 4. Properties of sand.

Parameter Value

D(10) [mm] 0.138

D(50) [mm] 0.204

D(90) [mm] 0.287

Particle density [kg/m3] 2650

Specific heat capacity at 800 ◦C [kJ/kg K] 1.37

Heat conductivity coefficient at 800 ◦C [W/m K] 25

To evaluate the long-term steady-state behavior of the fuel, a 57-h test was carried out at the
beginning of the test series with a thermal load of 845 kWth. Short-term fluctuations of the fuel
mass flow rate and composition are compensated in such a long period, making this test point very
suitable for tuning and validation of process simulations. After the steady-state test, load change tests
were carried out to evaluate the dynamic behavior and the hydrodynamic conditions at low loads.
Firstly, the load was slowly reduced to 648 kW. After a stabilization time, the load was increased
stepwise to 914 kW and 1032 kW. The thermal load depends on the speed of the conveying screw of the
fuel, but also on changing properties of the fuel such as bulk density, moisture content, particle size,
and chemical composition. To keep the excess-air factor nearly constant, the air mass flow rates were
increased to the desired set point and only the fuel mass flow rate was controlled to keep an oxygen
excess of around 4–6 Vol-%wet. With the same approach, two load decreasing steps from 1032 kW
to 921 kW and 699 kW were performed. After each load change, the pilot was operated in the same
conditions for at least 50 min before the next load step was carried out. The large thermal inertia of the
bed material acts as a buffer after a load change. Therefore, the stabilization time of ~50 min is not long
enough to achieve steady-state conditions for each part-load test. However, the fluctuating behavior of
wind and solar power requires quick and flexible load changes by power plants. In the energy market
nowadays, it is necessary to perform load changes, when steady-state conditions are not achieved.
The target of the experiments was to represent this behavior. Table 5 presents the conditions of the
long-term steady-state test and the part-load tests. The experimental approach for the load changes is
illustrated in Figure 3. As mentioned, the mass flow of the solid fuel fluctuates strongly, so that the
figure only illustrates the average mass flow/setpoint and not the actual one. For the evaluation of the
tests, mean values are calculated for the temperature, pressure, and other measured parameters for
each part-load test. This evaluation period starts 15 min after each load change and ends 5 min before
the next load change.

Table 5. Test conditions at steady-state and part-loads.

Property Unit
Tuning Point

82% Load
63%
Load

88%
Load

100%
Load

89%
Load

68%
Load

Primary air mass flow rate kg/h 690.9 426.2 568.3 710.2 568.0 425.7

Secondary air mass flow rate kg/h 615.7 347.2 490.2 633.2 490.0 346.8

Burner air mass flow rate kg/h 84.3 84.7 85.0 84.2 84.1 84.1

Loop seal air mass flow rate kg/h 30.8 39.1 39.1 37.2 37.3 37.3

Solid fuel mass flow rate kg/h 266.8 202.2 286.2 326.5 289.8 219.1

Sand mass flow rate kg/h 10.6 5.2 5.2 6.3 5.7 6.2

Excess-air factor mol/mol 1.40 1.27 1.21 1.25 1.21 1.19
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Figure 3. Schematic presentation of test conditions during part-load tests.

Part load conditions are part of the investigation in this paper. At lower loads, the velocity in the
furnace decreases. To estimate the state of fluidization in the fluidized bed, it is helpful to compare
the present velocity with the minimum fluidization velocity and the transition velocity. These two
velocities can be calculated using various formulas. With the help of Grace et al. [23] um f is estimated
to 0.015 m/s and use is estimated to 6.0 m/s. The velocity in the furnace depends on the flue gas flow
rate, but it also depends on the position, as gaseous components are released along the reactor height
and secondary air injection increases the gas flow rate. However, in this study, the velocity in the
furnace is estimated according to the following equation, while Tavg is the arithmetic mean of the
measured reactor temperatures, the index N means normal conditions (0 ◦C, 1.01325 bar), and A is the
reactor cross-section:

vavg =

.
VFlue gas

AReactor
=

.
V f lue gas,N

AReactor
·Tavg + 273.15 K

273.15 K
(1)

3. Model Description

The model of the pilot CFB furnace is created with the software APROS (Advanced Process
Simulation). APROS was developed by Fortum and the Technical Research Centre of Finland
(VTT) [21,24–28]. Process components such as pumps, fans, heat exchangers, or piping can be selected
from a component library of the programme to model the process realistically. The components are
connected via mass flow and energy equations. Data of the process components can be inserted at a
high level of detail. Geometries, material properties, and characteristic curves of electrical machines
can be inserted into the model. APROS is often used in literature for the modeling of thermal processes,
especially thermal power plants, such as pulverized-coal fired power plants [20,29–31], municipal
waste incinerators [32], circulating fluidized beds [21,33], concentrated solar power plants [34–36], and
nuclear power plants [37,38].

The test facility in Darmstadt is modeled in detail with APROS, using the design data of the pilot
plant. The subsystems fluidized bed combustor, air-supply, cooling system, flue gas path, and several
boundary conditions for the simulation are modeled in individual nets with high detail. Where no
suitable standard components are provided by APROS library (e.g., air preheater, and bag-house filter),
the components are implemented with an in-house code. The homogeneous flow model describes the
fluid properties and behavior in the combustion air lines, the flue gas path and the waterside of the
cooling system. After the model was built, it was tuned with the long-term steady-state experiment at
82% thermal load. The test duration for this test point was 57 h, so the experimental data is considered
to be very reliable. According to the experimental test schedule, the load was decreased afterward to
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63%. Then, the load increasing (63–88–100%) and load decreasing steps (100–89–68%) were performed
according to the test procedure described in Section 2.2. After tuning, the model was validated with
the experimental data of the transient operation. Pressures, and temperatures inside and after the
furnace, as well as the flue gas composition, were compared to the measurement data for validation.

3.1. APROS Model

The core of the APROS model of the pilot plant is the circulating fluidized bed reactor. Figure 4
shows the process diagram of the net of the CFB furnace including air supply, solid handling,
cooling lances, insulation and the solid recirculation system. The core of the model is the fluidized
bed module of the APROS simulation software. It is based on a 1.5 D core annulus approach. This
allows the modelling of a typical circulating fluidized bed flow pattern, in which the particles flow
upwards in the core region and downwards in the annulus near to the wall. The fluidized bed module
is separated into 20 calculation nodes. Ten types of materials are considered in the riser (three fluids:
air, flue gas, water and seven solids: solid fuel, sand, limestone, calcium sulfate, lime, char, ash).
The solid recirculation to the riser (in the experiment by the cyclone, standpipe, and loop seal) is
modelled with a solid split block (cyclone) and a heat structure module (standpipe and loop seal). In the
experiments, the air is injected into the loop seal to maintain fluidization of the solids. This air mainly
flows to the standpipe, heats up, mixes with the flue gas and leaves the reactor through the cyclone.
To reproduce this behavior, the loop seal air is mixed with the flue gas after the cyclone at a temperature of
300 ◦C. The heat that is required to increase the temperature of the air from 25 ◦C to 300 ◦C is taken
into account, by withdrawing exactly this amount of heat from the recirculating solids. Solid fuel
is injected to the riser at 0.481 m, while the fuel is separated into three components before injection:
water/moisture, lime, and the rest of the fuel (dry fuel without lime). Water is separated from the fuel
to avoid numerical instabilities according to the user manual of APROS. Lime is supplied separately to
take into account the desulfurization reaction (CaO + SO2 + 1/2O2 → CaSO4 ). The individual mass
flow rates of the three components are calculated based on the ultimate and proximate analyses of the
fuel, see Table 3.
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Figure 4. Circulating fluidized bed (CFB) combustor net.

In the model, the mass flow of the bottom ash is calculated by solving the solids mass balance.
A major part of the incoming solid fuel is converted to gas by drying, devolatilization, and combustion
reactions. Contrary, a small part of the gas is converted back to a solid state (e.g., by desulphurization
reaction). After the chemical reactions, the solid materials ash, sand, lime, calcium sulfate, and
unburned carbon leave the reactor either as fly ash or as bottom ash. The bottom ash mass flow is
adjusted in such a way to maintain a constant inventory of a pre-defined set point of 130 kg.

The air is supplied to the reactor by three main lines: primary air, secondary air (injection at two
different heights), and burner air. The air supply is modeled in a separate net, which is not shown here.
The air streams enter the riser at the same height and at the same temperature as in the experiment.
The primary air pre-heating is modeled by the implementation of a PI controller that either increases or
decreases the heat supply to the air stream to match the temperature set point. Each of the combustion
air streams is modeled by a fan, which speed is controlled by a PI controller to supply the specified
mass flow rate (with the setpoint coming from the experimental data). The piping of the air supply is
modeled with the APROS module “pipe”. The geometrical and material data for this piping is taken
from the pilot plant.
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The flue gas path (from the heat exchanger to stack) is modeled in detail in another net. The flue
gas flows to the two-path flue gas cooler, the filter, the ID fan, and the stack. Geometrical and material
data for both paths of the heat exchanger and the piping of the flue gas lines are taken from the pilot
plant design and implemented in the model. The fabric filter is not presented by a standard APROS
library component. Therefore, a pre-defined pressure drop and a thermal mass are used to represent
the filter in the APROS model. In the model and the experiment, the speed of the ID fan is controlled by
a PI controller to maintain a pressure of around 1 mbar below ambient conditions at the cyclone outlet.

The cooling system is modeled according to the design of the cooling system in the experiment,
see Figure 2 and Table 2. However, some components such as the air re-cooling unit are not implemented
in the model. Instead, fresh cooling water enters the system with 110 ◦C and 11 bar (data taken from
the experiment). The cold water is pumped to a distributor pipe before it enters the cooling lances
and the flue gas cooler. The mass flow through each cooling subsystem is controlled to a certain set
point by control valves, while a speed-controlled pump ensures the overall mass flow. In the model,
after leaving the subsystems, the hot water is discarded. Three cooling lances are in contact with the
calculation nodes 6–20 (corresponds to 6.5 m immersion depth) and two lances are in contact with the
nodes 11–20 (corresponds to 4.5 m immersion depth).

3.2. Materials

In circulating fluidized beds, the high mass of particles in the bed has a high heat storage capacity.
This property of the bed has a large impact during load following operation. Therefore, it is important
to implement the heat capacity and the thermal conductivity of the bed materials with high accuracy,
if the model is to reflect the experimental data in good agreement. Seven solid materials are present
in the riser: sand, solid fuel, char, ash, lime, limestone, and calcium sulfate. Their heat capacity
and thermal conductivity highly depend on the temperature, which varies significantly during part
load. In the model, this temperature dependency is implemented for many of the solid materials.
The thermal conductivity at 800 ◦C, the temperature-dependent functions for the specific heat capacity
and thermal conductivity, and the density of the materials are shown in Tables 6 and 7.

Table 6. Thermal conductivity of solid particles in the riser.

Material

Thermal Conductivity [W/m/K]

λ(800 ◦C)
λ(T) = A + B·T + C·T2 +D·T3 + E·T4

A B C D E

Sand 25 1.04× 102 −2.1× 10−1 1.82× 10−4 6.87× 10−8 9.17× 10−12

Solid fuel 0.26 0.26 0 0 0 0

Char 0.26 0.26 0 0 0 0

Ash 1.1 0.4 1× 10−3 0 0 0

Lime 1 1 0 0 0 0

Limestone 1.03 2.3807 −4.2× 10−3 4× 10−6 −2× 10−9 0

Calcium
sulphate 0.17 0.17 0 0 0 0
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Table 7. Density and heat capacity of solid particles in the riser.

Material
Density ρ

[kg/m3]

Heat Capacity Cp(T) = A + B·T + C·T2 +D·T3 + E·T4 [kJ/kg/K]

A B C D E

Sand 2650 0.723 1.26× 10−3 −6.9× 10−7 2.67× 10−10 −3.8× 10−14

Solid fuel 1300 2.5 0 0 0 0

Char 1350 0.739 2.09× 10−3 −3.6× 10−6 0 0

Ash 2400 745.6 1.041 −0.6× 10−3 0 0

Lime 3350 0.84 0 0 0 0

Limestone 2700 0.4091 2.1× 10−3 −2× 10−6 7× 10−10 0

Calcium
sulphate 800 1.09 0 0 0 0

Tables 8 and 9: The refractory is made of three layers, starting with concrete at the inner layer via
calcium silicate in the middle layer and ending with microporous material in the outer layer.

Table 8. Thermal conductivity of furnace insulation.

Material

Thermal Conductivity [W/m/K]

λ(800 ◦C)

λ(T) = A + B·T + C·T2 + D·T3

A B C D

Dense refractory
concrete 1.657 3.1 0 −7 0

Calcium silicate 0.2874 0.09 1× 10−4 4× 10−7 −2× 10−10

Microporous 0.05352 0.016 2× 10−5 2× 10−8 4× 10−11

Table 9. Density and heat capacity of solid particles in the riser.

Material
Density ρ

[kg/m3]

Heat Capacity Cp(T) = A + B·T [kJ/kg/K]

A B

Dense refractory
concrete 2450 0.8 0

Calcium silicate 260 0.08 0.5× 10−3

Microporous 230 1 0

3.3. Procedure of Dynamic Simulations

The long-term steady-state test run with lignite lasted 57 h so that short-term fluctuations are
compensated and the data is very reliable. Therefore, the test point is suitable to tune the APROS model
to the corresponding solid fuel and the bed properties. The objective of the tuning process was to
achieve a high agreement between the simulation results of the steady-state test and the experimental
data, especially concerning the pressure and temperature profile. Mainly nine parameters were tuned,
such as the number of calculation nodes, the heat transfer coefficient calculation method, or the global
split coefficient between core and annulus and vice versa. Details of the tuning process and the tuned
parameters are presented in Section 4.1.

After the model was tuned, validation of the model was done with the experimental data of the
part-load tests. Therefore, no additional parameters were adjusted or tuned and only the boundary
conditions were modified. The mass flow of solids (fuel and sand) and the air mass flow was modified
with pre-defined setpoints according to the experimental data. Figure 3 shows a graphical visualization
of the set points in the experiment and the simulation. As in the experiment, the load was increased
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from 63% to 88% to 100% followed by a load reduction from 100% to 89% and 68%. For details
regarding the boundary conditions during the part-load simulations, see Table 5.

4. Results

Low-rank lignite was combusted in a 1 MWth pilot plant to investigate the operational flexibility of
CFB combustion. An APROS model was designed and adjusted to reproduce the experimental results.
The underlying objective of this work is to create a model, which can predict the behavior of CFB
combustion with different fuels and fuel mixtures and at varying load. The data is presented here to
provide valuable input for future research in the field of the flexibility of CFB combustion. The first part
of this section describes the model tuning process. Additionally, the temperature profile, the pressure
profile, and the gas composition of the tuned model are presented and compared to experimental
data of the long-term steady-state test. The experimental data is averaged over the complete testing
time and the standard deviation is used to illustrate the fluctuations during the test. After the tuning
process, the validation process with five test points at part load is presented. The development of the
pressure and temperature along the furnace height is presented on average and over time to evaluate
the average part-load conditions as well as the dynamic behavior of the boiler. The validation process
focusses on the hydrodynamics, the flue gas composition, and the dynamic behavior during load
increasing and decreasing conditions.

4.1. Steady-State Model Tuning

The model was tuned with the experimental data of the 57-h steady-state test at a load of 845
kWth (82% load). Various model parameters were adjusted and chosen to meet the pressure profile,
the temperature profile, and the gas composition of the experiment. Other parameters were tuned
to find the best values for high numerical stability and good agreement with the experimental data.
The most relevant parameters are listed in Table 10 with a short description. The riser is separated into
20 nodes. If the 20 nodes were equally distributed over the riser height, each node would have a height
of 0.43 m. However, the bottom node of the riser has a height of 0.7 m. The bottom node represents the
high-density bed zone. Here, no core-annulus approach is implemented due to the high inventory and
the enhanced mixing of particles. For numerical stability, the bottom node must be higher than the bed
height, which is calculated by APROS by dividing the mass of solid particles in the bed node by the
average density of gas and solid particles in this node and the flow area of the node.

The heat transfer from the riser to the waterside depends on the temperature difference, the
surface area, and the heat transfer coefficient. The heat transfer coefficient is calculated using the
Mattman-Molerus-Wirth correlation. It takes into account the Archimedes number and the local
pressure drop/particle fraction [39]. This correlation is recommended for the prediction of heat transfer
in circulating fluidized beds [24].

The mass flow of particles from the core to the annulus and vice versa depends on the radial
velocities and the mass of solids in the calculation nodes. Without further tuning, the radial velocities
of the solids would be set equal to the axial velocities of the solids in the core/annulus. However, in
reality, radial and axial velocities are not equal. To adjust the radial velocities and thereby the mass
flow rates of the solids, so-called global split coefficients from the core to the annulus and from the
annulus to the core are introduced. These coefficients have values between 0 and 1. With a value of
e.g., 1, the radial velocity is equal to the axial velocity. With a value of e.g., 0.1, the radial velocity is
ten times smaller than the axial velocity. Thereby, the global split coefficients have a great impact on
the upflow/downflow of particles in the core/annulus and largely influence the pressure profile. The
global split coefficients were adjusted to adapt the pressure profile according to the measurement data.
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Table 10. Attributes/parameters of the CFB combustor model.

Parameter/Attribute Description Selected Value

Number of calculation nodes

The number of calculation nodes
inside the riser. The parameter
impacts numerical stability and

model resolution.

20 [nodes] (Varied from 10–100)

Height of bottom node

The height of the bottommost
node (high-density bed zone). No

core-annulus approach is
implemented for this node. This
height must be higher than the

calculated bed height for
numerical stability.

0.7 [m] (Varied from 0.2–0.8)

Total mass of particles in the bed

The mass of particles in the
fluidized bed. The value is

estimated from the pressure drop
in the experiment.

130 [kg] (Varied from 120–140)

Convection heat transfer
correlation

The calculation method for the
convective heat transfer coefficient

between particles, gas, and
tubes/walls. The parameter

influences the heat transfer to the
cooling lances/insulation.

Mattman-Molerus-Wirth
correlation (recommended for

CFB)

Heat transfer coefficient

The coefficient modifies the heat
transfer coefficient calculated by

the convection heat transfer
correlation.

1.5 [-] (Varied from 1–5)

Global split coefficient from core
to annulus/annulus to core

The coefficient reduces the
calculated particle mass flows

from the core to the annulus and
vice versa. The parameter impacts

the pressure profile.

0.03 [-] (Varied from 0–1)

Interface density

Defines the solid density on the
interface between the high-density

bed and the freeboard. The
interface density affects the

entrainment/the pressure profile.

30 [kg/m3] (Varied from 15–50)

Another large influence on the pressure profile is given by the so-called interface density.
The amount of particles that are entrained from the high-density bottom node to the first core node
directly depends on the axial solid’s velocity and the interface density. The interface density is a
theoretical value and can be set freely by the user. It represents the suspension density in the zone
between the bed and the freeboard. Therefore, it physically represents the density in the splash zone
of the fluidized bed. The density can be estimated from the experimental data by using the pressure
drop in this area. From the experimental data, it is reasonable to define the location of the splash
zone between the two pressure sensors at 0.58 m and 2.07 m, where the density of the bed changes
from high-density zone to lean zone. In the steady-state case, the calculated splash zone density is
58.2 kg/m3. However, in the model, a value of 30 kg/m3 was chosen, as the entrainment was highly
overestimated, when using a value of 58.2 kg/m3.

An average diameter has to be set to account for the particle size of the fluidized bed particles and
no particle size distribution is implemented in the model. The average particle size is 0.211 mm, which
is the average particle size of the bottom ash sample taken after the test period. To calculate the heat
loss through the insulation to the environment, a boundary condition has to be set for the ambient
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temperature outside of the refractory lining. This temperature is set to 25 ◦C and is not adjusted during
the simulations.

Figure 5 shows the pressure profile along with the furnace height during the long-term steady-state
test with 845 kWth load. The average velocity according to the description in Section 2.2 is calculated
to 4.2 m/s. In the model, the pressure drop in the freeboard is overestimated indicating that the
entrainment is higher in the simulation compared to the experiment. The hydrodynamic conditions
influence the chemical reactions, the heat transfer, and the temperature development in the furnace.
Further improvements of the model are therefore useful to achieve better agreement in future
studies—e.g., the interface density parameter can be set to smaller values. In this work, the interface
density is already set 2 times smaller than the density in the splash zone. Therefore, it was chosen not
to make the parameter even smaller, to have an appropriate compromise between the accuracy of the
model and the physical foundation of the interface density. The agreement between experimental data
and simulation is good both in terms of the total pressure drop and the reproduction of the typical CFB
pressure profile. The figure also shows the standard errors for the experimental data calculated from
the standard deviations in the measurement signals and the uncertainty of the measurement devices.

Figure 5. Pressure and temperature along with the reactor height (steady-state test).

The temperature profile is shown on the right in Figure 5. The temperatures in the simulation
agree very well with the experiment. In the bed zone, the temperatures are almost constant due to
the high level of mixing in the bottom region. At 2.7 m, secondary air is injected. However, the
measurement shows decreasing temperatures from 2.4 to 6.3 m potentially for two reasons. Firstly, the
cooling lances and the non-preheated secondary air might compensate for the combustion reactions.
Secondly, no measurement is installed between these two locations. Therefore, the temperature might
rise above the secondary air injection and it is just not shown by the available experimental data.
However, the simulation does not show a temperature increase above 2.7 m either. In the experiment,
the temperature increases above the secondary air injection at 6.0 m to the last measurement at 8.2 m.
In the model, a temperature peak at 7.0 m is observed, before the temperature decreases again due
to the impact of the cooling lances. At 8.2 m, experiment and simulation correspond. In addition to
the riser temperatures, the temperature measurement after the cyclone is shown in Figure 5. In the
experiment, the temperature increases between riser and cyclone outlet. It is reasonable, that the
mixing of secondary air, volatiles, and char is considerably smaller in the experiment, as the penetration
depth of the secondary air is not optimized in the pilot. Thereby, the combustion reactions are shifted
to the top of the reactor and the cyclone. In the cyclone, the high velocity and the turbulent flow ensure
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a strong mixing leading to the post-combustion of char. In the model, the mixing is very efficient, due
to its 1-dimensional nature. Therefore, the combustion reactions are taking place only in the riser and
the post-combustion is not reproduced sufficiently.

The flue gas composition is presented in Figure 6. On the left-hand side, the main gas components
O2, CO2, and H2O are shown. The standard errors are presented, taking into account the measurement
device uncertainty and the standard deviation of the fluctuating measurement signal. The simulation
agrees very well with the experiment. Simulation results are always within the standard error of the
experiment and the relative deviations are very small. Considering that the composition of the fuel is
subject to fluctuations during the experiment, the agreement is considered very high.

Figure 6. Flue gas composition (steady-state test).

On the right-hand side of Figure 6, the content of the trace gases CO and SO2 is presented.
There is no CO in the flue gas in the simulation. This supports the findings from the temperature
profile of the simulation, where all combustion reactions are completed in the riser. In the experiment,
the CO content is around 200 ppmwet, so the combustion reactions are not completed even after the
post-combustion in the cyclone. The SO2 content depends on the varying sulfur content in the fuel and
on the efficiency of the sulfur capture with calcium oxide from the fuel ash. The sulfur capture in a CFB
combustor is a complex process, which depends on many parameters, such as the flue gas composition
(locally reducing conditions, water vapour content), the temperature, the residence times and the
properties of the CaO-particles (porosity, size, shape) [40–43]. Taking into account all these uncertainties
and the fact, that especially the particle properties cannot be defined to this extent in the APROS model,
the relative deviation of 41% between model and experiment is in a comprehensible range. It should
be mentioned at this point that no tuning was carried out concerning the desulphurization reactions in
the model, besides the definition of the S-content in the fuel and the CaO content in the fuel ash.

4.2. Model Validation

After tuning with the steady-state test, no further tuning or modification of the model took place
during the validation process. The model is validated with the measurement data of five test points,
with a thermal load from 63% to 100%. The model validation focusses on the hydrodynamic conditions,
the flue gas composition, and the dynamic behavior of the fluidized bed.

4.2.1. Hydrodynamic Condition in the Furnace

The hydrodynamic conditions in a CFB furnace depend on the load, the bed material properties,
the fuel, the combustion air, the heat exchangers inside the furnace, and other parameters, such as
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the insulation of the furnace. All these parameters are considered in the presented APROS model.
The temperature and pressure profiles are a suitable way to validate a process model in terms of the
hydrodynamics. Figure 7 shows the pressure and temperature profile of the 100% load case (1032 kW)
with a calculated average velocity of 4.60 m/s. The agreement between experiment and simulation is
very good for the temperature profile. The bed temperature, as well as the temperature development
along the reactor and the temperature at the riser top in the simulation, are within the standard errors
of the experimental data. As in the steady-state case, the post-combustion in the cyclone does not
happen in the model. Therefore, there is a temperature deviation of about 20 K between simulation
and experiment for the temperature after the cyclone. The pressure profile shows greater deviations
than the temperature profile. The overestimation of the pressure drop in the lean zone is similar to the
steady-state test. However, the total pressure drop and the slope of the pressure profile in the upper
reactor is still in good agreement.

Figure 7. Pressure and temperature along the reactor at high load.

Figure 8 presents the hydrodynamics at medium load (88%, 89%). The average calculated velocities
are 3.70 m/s (88%) and 3.77 m/s (89%). The pressure profile is similar for ascending and descending
load. The load is slightly higher than in the steady-state tuning test point. However, the velocities
are smaller, as the excess air factor is lower in these cases. The pressure drop in the freeboard is
overestimated by the model, which could potentially be improved by adjusting the interface density
in the model. However, the numerical simulation is capable of predicting the reduced entrainment
at decreasing velocities/load cases on the same scale as in the experiment. The agreement between
experiment and simulation is good regarding the total pressure drop and the bed density.
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Figure 8. Pressure and temperature along the reactor at medium load.

It is noticeable that the average temperature differs significantly at descending and ascending
load changes, despite similar loads. The refractory and the inert bed material play a major role
here. A large amount of energy is stored and is then slowly released when the load decreases.
Therefore, the temperature level is higher in the case of descending load (89% load case), as long as
steady-state conditions are not achieved. This mechanism is well shown also by the simulation, where
this temperature difference is also present. It is necessary to mention here, that the walls of commercial
CFB boilers are made of water walls. Therefore, the effect observed here will hardly affect industrial
scale boilers.

Despite the different average temperatures, the temperature development along the riser is similar
for both medium load tests. Partly, bed temperatures are higher at medium loads compared to high
loads. Additionally, the temperature drop along the reactor increases at lower loads (see Figure 7),
due to several reasons. Less particles (e.g., char) are entrained from the bed at lower loads/velocities.
Thereby the combustion reactions are shifted to the bed zone, which increases the bed temperatures
and decreases the temperatures in the upper reactor. When the circulation of particles decreases, fewer
particles are cooled by contact with the cooling lances and the surrounding flue gas. This lack of
particle-cooling can result in an increased temperature of the solids and thereby an increasing bed
temperature. These mechanisms, in combination with the heat stored in the insulation, can lead to an
increase in the bed temperature, although the load is reduced. The simulated temperatures match the
experiment very well in the high-density bed region and at the reactor top. At 6.3 m height, there is a
larger deviation between model and experiment. Potentially, the heat transfer to the cooling lances is
not correctly reproduced at this low load. As already discussed, also the combustion reactions with the
secondary air, which is injected at a height of 6.0 m, are completed much faster in the model due to the
idealized mixing. This leads to a higher temperature in this area.

The hydrodynamic profiles of the tests with 63% and 68% load are illustrated in Figure 9.
The calculated velocities are 2.78 m/s (63%) and 2.88 m/s (68%). In the experiment, there is only a
minor pressure drop along the lean zone of the riser, while the simulation results still show significant
entrainment. As discussed before, the model parameter interface density, which largely influences
the entrainment, is kept constant for validation purposes. In the experiment, on the other hand, the
density in the splash zone is slightly decreasing at lower loads (58.2 mbar at 82% load and 48.2 mbar at
63% load). It is therefore reasonable, that the deviation between the pressure profile of the simulation
and the experiment may get worse at lower loads. The model gives a good indication of the total
pressure loss of the experiment, even if the deviations are greater than at higher load.

178



Appl. Sci. 2020, 10, 5972

Figure 9. Pressure and temperature along the reactor at low load.

Again, the temperature level is higher for the load reduction test (68% load) compared to the
load elevation test (63%), which is partly due to the energy stored in the refractory and bed material.
However, the load in the latter is also significantly lower, which is also responsible for the higher
temperatures. There is an excellent agreement between experiment and simulation for the bed
temperatures. The model also shows that the temperature along the reactor decreases much more than
it did at higher loads, which matches the experimental data. At the top of the reactor and around 6 m,
the deviation between experiment and simulation is higher than at high and medium load, whereby
the agreement between experiment and model is much better for the temperature after the cyclone.
In the experiment, there is a major level of post-combustion in the cyclone, which is not present in the
model due to the reasons discussed before. As the combustion takes place entirely in the riser, the
temperatures in the simulation are higher at 6.3 and 8.2 m.

4.2.2. Flue Gas Composition

The flue gas composition is measured at several positions in the pilot plant. The FTIR measurement
after the flue gas cooler includes all main species including water vapor and many trace gases.
This measurement data is compared to the simulation results for the validation of the model.
Figure 10 shows the flue gas composition of the part-load tests. In the simulation, the content of carbon
dioxide and water vapor is within the standard error of the experiment for all tests. The oxygen content
is always at or slightly below the lower limit of the standard error in the experiment. Regarding the
fluctuating fuel composition, the model shows an excellent agreement with the experiment.
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Figure 10. Flue gas composition at part load.

The CO content in dependency of the average riser temperature is shown in Figure 11.
Large fluctuations are present for the CO content in the experiment. The CO content tends to
decrease with increasing temperature, as high temperatures accelerate the combustion reactions.
However, more parameters influence the CO content, such as the oxygen content and the efficiency of
the post-combustion in the cyclone for instance. In the simulation, no carbon monoxide remains in the
flue gas and the combustion reactions are completed inside the riser for all tests. As discussed before,
the mixing of oxygen and burnable components (CO, char) is modeled as ideal in the 1.5 D APROS
model. In the experiment, the mixing depends on several parameters, such as the injection speed of
the secondary air and the conditions in the riser.

Figure 11. CO content in flue gas for varying riser temperature.

4.2.3. Dynamic Evaluation

Besides the evaluation of the part-load tests with mean values for the temperature and pressure,
also the dynamic behavior during load change is relevant to validate the process model. In this chapter,
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the dynamic response of the furnace is evaluated and the model prediction of this response is assessed.
Figure 12 shows the development of the temperature in the bed and at 8.2 m, the pressure at several
heights, and the flue gas composition. The fuel mass flow is varying, due to differences in the fuel
properties such as particle size, shape, density, or moisture. In the simulation, these fluctuations are
not modeled. This results in fluctuating values for the flue gas composition and the temperatures.

Figure 12. Temperature, pressure, and fuel mass flow during load change tests.

At the starting point at 63% load, the bed temperature of the numerical analysis and the experiment
agree very well, while the temperature at the top of the reactor is significantly higher in the simulation.
It is also apparent that the pressure above the bed (2.1 m) is overestimated, while the pressure in the
bed and at the top, as well as the flue gas composition agree well with the experiment. The reasons
for the deviations are discussed in detail in Section 4.2.1. After 47 min, the load is increased to 88%.
In the simulation, the temperatures oscillate shortly after the load changes, especially in the dense
bed region. PI-controllers control the mass flows of combustion air in the model. These controllers
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cause a temporary excess/shortage of air and thus they are responsible for the temperature oscillation.
Further optimization of the controller is necessary to match the air-flow of the experiment at all times.
There is a very good agreement for the overall duration of the load change. In the experiment and the
simulation, 75% of the absolute change in temperature is completed after 3–4 min. After 97 min, the
load is increased to 100%. The load change duration is similar to the first load transient. Despite the
oscillation after the load change in the numerical model, the furnace response is predicted well by
the model and 75% of the new temperature level is reached after 2–3 min. As already discussed in
Section 4.2.1, the model is more accurate at higher loads with regard to the average pressure and
temperature in the furnace.

The first load decreasing step (100–89%) is performed after 182 min. Due to the fuel mass
flow fluctuations, shortly after the load change, there is a higher oxygen excess in the flue gas in
the experiment compared to the simulation. When the fuel mass flow decreases slightly over time,
the average oxygen excess decreases and is closer to the model prediction. This leads to a lower
temperature level at the beginning of the 88% load test and an increasing temperature to the end of
this test. For both, experiment and process model, the temperature difference between the 100% and
89% load test is low compared to the other tests. Therefore, and due to the fuel mass flow fluctuations,
it is difficult to assess the duration of the temperature change in detail. After 264 min, the load changes
from 89% to 68% load. The temperature response directly after the load change is reproduced well by
the model. However, in the experiment, there is a long period (20–25 min), where the temperature
converges to the final value, which is not observed in the simulation.

Compared to the partly slowly changing temperatures, the pressures are changing very fast
(a few minutes) in all load transient tests—for the experiment and the numerical model. This is
because the hydrodynamic condition mainly depends on the gas velocity and the solid particle
properties. It depends only indirectly on the temperature—mainly by changing gas density and
viscosity. On the other hand, the temperatures do of course depend strongly on the hydrodynamic
conditions. However, the new temperature levels do not adjust as quickly as the pressure, due to the
heat storage capacity of the bed material and the refractory. The large fluctuations of the pressure in the
experiment in areas with high solid content (bed and splash zone) are typical for a CFB. The fluctuations
decrease with the height of the reactor. The fluctuations are not given in the simulation, due to its
one-dimensional nature.

Concluding this, the response of pressure and temperature on positive load changes can be
predicted well by the model. It is not clear if this is also valid for negative load transients, but the
first response after the load change seems to be predicted with good accuracy. In future studies, the
fuel mass flow including the fluctuations should be modeled with higher details to further assess the
dynamic properties of the model. However, with some improvements, the model seems to be suitable
to predict the load transient response of a boiler very well. Therefore, core annulus models could be
used to test novel concepts to increase the maximum load ramps of CFB combustors.

5. Conclusions

The conclusions are as follows:

1. The average temperature in the riser is significantly higher at descending load compared to
ascending loads, which is due to the heat that is stored in the refractory/bed material at high loads
and released when the load decreases. The process model shows this specific characteristic of
CFBs with high accuracy, especially for the bed temperature.

2. The model predicts the duration of the positive load changes correctly. A statement for negative
load changes cannot be given with certainty, but the response of the furnace directly after the
load change seems to be reproduced well also at negative load transients. A high level of detail
is necessary when modeling the material properties of the refractory and the bed material to
achieve a high agreement between experiment and simulation for the dynamic behavior.
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3. In the pilot, the freeboard temperature decreases sharply at lower loads, because the combustion
reactions shift to the high-density bed. The model can reproduce this behavior well, although it
overestimates the temperature in the freeboard at low loads.

4. The CO concentration increases at lower loads due to decreasing temperatures in the freeboard
and an imperfect mixing of air and burnable components in the riser. The model neglected this
imperfect mixing and was not able to show the incomplete combustion at low loads/temperatures.

5. As expected, the entrainment increases with increasing load, while the overall pressure difference
from the bottom to the top only slightly changes. The APROS model with the annulus
core approach overestimates the entrainment but reproduces the total pressure drop well.
Improvements are necessary for future studies to match the pressure profile of the experiment
with higher accuracy.

This study is relevant for future research on the flexible operation of CFB combustion regarding
load change operation. The presented CFB model is highly suitable to examine concepts for accelerated
load ramps. The work gives valuable concepts for, and insight into the process modeling of the CFB
combustion technology. In ongoing work, the developed model is further optimized for different kinds
of fuels such as refuse-derived fuel (RDF) and biomass and will be validated with experimental data of
co-combustion tests with lignite and straw/RDF.
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Appendix A

Table A1. Test results at steady-state and part-loads.

Property Unit
Tuning Point

82% Load
63%
Load

88%
Load

100%
Load

89%
Load

68%
Load

Temp. at 0.25 m ◦C 794.3 800.8 790.9 805.6 822.3 829.1

Temp. at 1.12 m ◦C 796.1 794.4 789.9 809.3 820.0 821.8

Temp. at 1.55 m ◦C 794.6 796.6 788.6 804.8 817.0 825.6

Temp. at 2.38 m ◦C 795.1 797.8 789.5 804.9 817.1 826.8

Temp. at 6.25 m ◦C 720.3 685.0 725.2 760.8 751.5 715.9

Temp. at 8.21 m ◦C 728.2 686.9 732.2 762.3 760.5 729.6

Temp. after cyclone ◦C 740.9 715.9 744.1 776.5 782.2 769.6

Pressure at 0.11 m mbar 53.3 45.1 50.0 55.7 45.0 51.2

Pressure at 0.22 m mbar 47.5 38.8 44.3 50.6 39.4 44.3

Pressure at 0.4 m mbar 34.7 24.1 31.9 42.3 28.4 28.7

Pressure at 0.58 m mbar 28.1 14.2 25.3 39.3 23.1 17.7

Pressure at 0.91 m mbar 23.8 9.1 21.3 36.3 19.8 10.3

Pressure at 1.1 m mbar 22.8 8.6 20.4 35.2 18.9 9.6

Pressure at 2.07 m mbar 19.5 7.2 17.3 31.2 16.1 7.9

Pressure at 3.42 m mbar 17.2 5.9 15.0 27.4 13.2 5.7

Pressure at 7.31 m mbar 17.4 6.6 15.2 27.6 14.1 7.2

Pressure at 8.03 m mbar 14.9 5.3 12.7 23.7 11.8 5.7

183



Appl. Sci. 2020, 10, 5972

Table A1. Cont.

Property Unit
Tuning Point

82% Load
63%
Load

88%
Load

100%
Load

89%
Load

68%
Load

CO2 in flue gas Vol-%wet 10.3 12.0 12.8 12.6 12.9 13.1

O2 in flue gas Vol-%wet 6.0 4.5 3.7 4.2 3.7 3.4

H2O in flue gas Vol-%wet 17.0 19.5 20.6 19.8 20.1 20.1

CO in flue gas ppmwet 177.5 243.3 335.0 87.8 86.6 58.6

SO2 in flue gas ppmwet 678.7 944.4 739.8 849.7 1624.8 1300.1

Flue gas flow rate Nm3/h 1364.5 921.2 1214.1 1477.7 1205.9 926.9

vavg m/s 4.16 2.78 3.70 4.60 3.77 2.88

Table A2. Bottom ash analysis.

Property Unit Value

Bulk density kg/m3 1350

Total carbon wt-%dry 0.4

D (10) mm 0.132

D (50) mm 0.211

D (90) mm 1.100

Figure A1. Detailed geometry of CFB combustor.
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Abstract: Increased installation of renewable electricity generators requires different technologies
to compensate for the associated fast and high load gradients. In this work, sorption enhanced
gasification (SEG) in a dual fluidized bed gasification system is considered as a promising and
flexible technology for the tailored syngas production for use in chemical manufacturing or electricity
generation. To study different operational strategies, as defined by gasification temperature or fuel
input, a simulation model is developed. This model considers the hydrodynamics in a bubbling
fluidized bed gasifier and the kinetics of gasification reactions and CO2 capture. The CO2 capture
rate is defined by the number of carbonation/calcination cycles and the make-up of fresh limestone.
A parametric study of the make-up flow rate (0.2, 6.6, and 15 kg/h) reveals its strong influence on the
syngas composition, especially at low gasification temperatures (600–650 ◦C). Our results show good
agreement with the experimental data of a 200 kW pilot plant, as demonstrated by deviations of syngas
composition (5–34%), lower heating value (LHV) (5–7%), and M module (23–32%). Studying the fuel
feeding rate (22–40 kg/h), an operational range with a good mixing of solids in the fluidized bed is
identified. The achieved results are summarized in a reactor performance diagram, which gives the
syngas power depending on the gasification temperature and the fuel feeding rate.

Keywords: one-dimensional SEG model; dual fluidized bed; sorbent deactivation; hydrodynamics;
kinetics; fuel feeding rate; biomass

1. Introduction

Global greenhouse gas (GHG) emissions have been increasing exponentially for the past 60 years,
mostly due to the use of oil, coal, and natural gas [1,2]. Hereby, CO2 is the major GHG, accounting for
65% of the total amount. Replacing the usage of fossil fuels in combustion or gasification processes
with biomass enables the reduction of CO2 emissions.

Sorption enhanced gasification (SEG) has been considered a promising technology for tailored
syngas production with in situ CO2 capture. The plant configuration of a SEG process is based on the
conventional steam gasification process carried out in indirect heated (or allothermal) dual fluidized
bed systems. This conventional steam gasification process uses an inert bed material as a heat carrier
to deliver the heat for the endothermic gasification, enabling N2-free syngas with typical hydrogen
content of 20–40 vol% (on a dry basis). The syngas of this process can be used for power and heat
generation, and the technology has already been applied in a number of industrial-scale facilities with
thermal power ranging from 2–20 MW [3–5]. Accordingly, a number of different models describing the
steam gasification of biomass have been developed and published [6–8].

Gordillo and Belghit [9] developed a two-phase model for steam gasification of biomass char which
considers hydrodynamic phenomena; however, pyrolysis was not included, which is an important
step in the biomass gasification process. Agu et al. [10] proposed a detailed one-dimensional model for
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steam gasification in a bubbling fluidized bed, which considers a Lagrangian approach for solid fuel
particles extending the often used assumption of a uniform distribution of fuel particles. In contrast
to conventional steam gasification, the SEG uses a reactive bed material (e.g., limestone) as the heat
carrier, which enables the in situ capture of CO2 in the gasifier. This CO2 capture affects gasification
reactions and shifts hydrogen concentrations in the syngas up to 75 vol% (on a dry basis) [11].
Thus, SEG has been considered to be a suitable process for the synthesis of hydrogen, transport fuels,
and chemicals [12,13]. Hereby, models are important in finding the best operation strategies for the
gasifier, especially if the gasifier is part of a complex production path, including mass and energy
integration. However, few models exist which have considered the CO2 sorption characteristics in
fluidized bed reactors. Inayat et al. [14] and Sreejith et al. [15] used a detailed approach based on
reaction kinetics, but hydrodynamics were not in focus. In the work of Hejazi et al. [16,17], a model
to describe sorption enhanced gasification in a bubbling fluidized bed was presented. This model
considers hydrodynamics in the fluidized bed, but evaluations of process parameter over reactor
height were not included due to the assumption of a uniform temperature throughout the dense
bed. Another comprehensive SEG model has been published by Pitkäoja et al. [18]. This model
considers a transport disengaging height to describe the amount of reacting particles in the freeboard,
which is important for the overall syngas composition. However, minor focus is placed on the bed
activity, which depends (in a dual fluidized system) on the mean particle residence time, as well as
the carbonation/calcination cycles. Considering the issues discussed above, we developed a detailed
SEG model focusing on various key aspects, including (i) hydrodynamic features of the fluidized bed
reactor and evaluation of the process parameters over reactor height; (ii) kinetic aspects of the steam
gasification process; and (iii) reaction kinetics of CO2 capture through carbonation in the fluidized bed,
as well as by elutriated particles in the freeboard. As deactivation of the sorbent is an important issue
in a SEG process, a deactivation model is included in this work.

2. SEG Process Description and Model Development

2.1. Description of the SEG Process

Based on availability of experimental data, atmospheric conditions were considered for sorption
enhanced gasification (SEG). In this work, calcined limestone (CaO) was used as reactive bed material
to capture CO2 from the syngas through the carbonation reaction (CaO + CO2 → CaCO3). This shifts
gasification and water–gas shift reactions towards hydrogen production. The carbonation reaction
proceeds until the equilibrium condition is reached, where the equilibrium depends on the temperature
and CO2 partial pressure. Hence, the grade of CO2 capturing can be set by different operating conditions.
Adjustment of syngas composition by selecting gasification temperature is a great advantage of the
SEG process. Poboss [19] reported that there is a relatively high CO2 capture efficiency below
650 ◦C. For higher temperatures, the capture efficiency decreases rapidly. Based on the CO2 volume
concentration in the wet syngas, the CO2 capture ceases at a temperature of 750–770 ◦C [19]. To a certain
extent, operation above 750 ◦C and without CO2 separation can also be achieved with a dual fluidized
bed system by increasing the solids circulation rate. The concept of SEG, with its two fluidized bed
reactors, is illustrated in Figure 1. The energy needed for the endothermic gasification reactions in
gasifier is supplied by the highly exothermic CaO carbonation reaction and by the sensible heat of
circulating solids flowing from the regenerator (combustion reactor). This means if the temperature in
the gasifier exceeds the range for carbonation reaction, the process is only driven by the temperature
difference between regenerator and gasifier. However, the temperature of the regenerator cannot
be set arbitrarily high since otherwise sintering of CaO will increasingly occur, resulting in a loss of
activity [20]. To avoid sintering significantly, the maximum regenerator temperature should be below
950 ◦C. Thus, in a limestone-based process, the maximum gasification temperature is fixed at about
850 ◦C; if gasification is to take place at higher temperatures, other processes must be considered.
The temperatures in the regenerator of 850–950 ◦C are obtained by the combustion of unreacted char
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contained in the solids leaving the gasifier and flowing back to the regenerator. At these temperatures,
the sorbent is regenerated through the endothermic calcination reaction (CaCO3 → CaO + CO2).
If required, extra fuel can be added into the regenerator.

Fresh 
CaCO3

Purge,
Extraction, 

Figure 1. Schematic diagram of sorption enhanced gasification (SEG) process (up to 750 ◦C) and
extended steam gasification mode (up to 850 ◦C); option of oxy-fuel operation.

The fluidized bed gasifier consists of a fluidized bed and a freeboard. Since main gasification
reactions are located close proximity to solids, the gasification temperature is referred to as the average
temperature in the fluidized bed. In this work, a gasifier temperature between 600–850 ◦C was
investigated by means of simulations.

The syngas produced from the SEG process is N2-free and lean in CO2 and, therefore, has a
high calorific value. Experimental results on SEG have shown that, at low gasification temperatures
(around 600 ◦C), the CO2 absorption is high and a H2 fraction on the order of 70–75 vol% (on a dry
basis) can be reliably reached [11,21,22]. There is also an additional advantage associated with the
use of CaO as a bed material: CaO-based bed materials are known to be catalytically active towards
tar cracking. Therefore, despite the lower gasification temperatures used in the SEG process, it has
been experimentally demonstrated that tar production can be up to 5 times lower than that in classical
(steam) fluidized bed gasification processes without CaO [23,24]. Apart from combustion with air,
the regenerator can also be operated with pure oxygen and recirculated flue gas, known as the Oxy-SEG
process. In this case, the flue gas contains no nitrogen but mostly consists of CO2, which can be stored
or utilized [25].

2.2. Development of a Dual Fluidized Bed Gasifier Model

In Figure 2, the SEG modeling concept considered in this work is illustrated. The proposed
model is based on details of the 200 kW dual fluidized bed (DFB) facility at the IFK. It consists of a
bubbling fluidized bed (BFB) gasification reactor and a circulating fluidized bed (CFB) regenerator
reactor. The gasifier model was discretized along the reactor length, in order to calculate all relevant
transport values and for model validation purposes, to compare with the underlying experimental
data. The regenerator is modeled in a simplified way, considering mass and energy balances as well as
combustion and calcination reactions, in order to enable the coupling with the gasifier through the
circulating solid.

189



Appl. Sci. 2020, 10, 6136

 
Figure 2. Modeling concept of SEG in a dual fluidized bed system.

2.3. Hydrodynamics

For modeling purposes, the fluidized bed was split into two phases, a solid-free bubble phase
(fraction: εb) and a solid-loaded dense phase (fraction: 1-εb), as shown in Figure 3.

 

b d

Figure 3. Simplified reactor scheme of the modeled process.

2.3.1. Dense Phase

In the model, the dense phase is considered to be a perfused pack with porosity εd and gas velocity
ud. The calculation of ud and εd is performed following the methods presented by Hilligardt [26].
The minimum fluidization gas velocity, umf, is determined using the Ergun equation (Equation (1)),
which is formulated based on the definitions of the Archimedes and Reynolds numbers, as well as the
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Sauter diameter (Equations (2)–(4)). In the present work, a sphericity of ψ = 0.75 [27] and a porosity at
minimum fluidization εmf = 0.45 [27] are assumed.

Ar = 150
1− εm f

ψ2·ε3
m f

Rem f +
1.75
ψ·ε3

m f

Re2
m f (1)

Ar =
g·d3

sv

ν2
g

ρp − ρg

ρg
(2)

Rem f =
dsv·um f

νg
(3)

dsv =
√
ϕ·dp (4)

Analysis of the fluidized bed inventory showed a mean particle size, dp, of 350μm [11]. According to
Hilligardt [26], the real velocity in the dense phase is higher than the calculated minimum fluidization
gas velocity, umf, and it can be estimated with the following empirical equation:

ud|h=0 = um f +
1
4

(
uempty

∣∣∣h=0 − um f
)

(5)

For the remaining reactor heights ud(h) is determined by the continuity equation.
The porosity εd is calculated, as proposed by Richardson and Zaki [28], as

εd(h) = εm f

(
ud(h)
um f

) 1
nRz

. (6)

For the parameter nRz, Richardson and Zaki [28] provided the empirical equation:

nRz =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
4.65 if Res ≤ 0.2

4.4·Re−0.03
s if 0.2 ≤ Res ≤ 1

4.4·Re−0.1
s if 1 ≤ Res ≤ 500

2.4 if Res > 500

(7)

where Res is the Reynolds number from the rate of descent of a single particle. In this work, the parameter
nRz is used to adjust the calculated bed height to the experimental values. With nRz = 5.5, the model
could be fitted to the real bed height determined experimentally.

2.3.2. Bubble Phase

Werther [29] developed a model (Equation (8)) to determine the bubble diameter, db, depending on
the height of the fluidized bed, taking into account the coalescence and separation of the bubbles:

d(db)

dh
=
(2εb

9π

)1/3
− db

3·280
um f

g ·u∗b(h)
(8)

At the position h = 0, the initial bubble diameter is calculated using the correlation

db = 1.3
( .
V

2
steam/g

)0.2
, according to Tepper [27] and Davidson [30]. The initial bubble diameter depends

on the volume flow of steam,
.

Vsteam, through an orifice of a gas distributor. The ascent velocity, u∗b, of a
bubble can be determined by Equations (9)–(11) from Hilligardt [26] and Tepper [27]:

u∗b =

√
4gdb

3CD,b
(9)
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CD,b =
16
Reb

+ 2.64 (10)

Reb =
db·u∗b
νd

with νd = 60·d3/2
sv ·g1/2. (11)

The parameter CD,b is the drag coefficient of a single bubble and νd is the viscosity of the
suspension phase. However, the ascent velocity u∗b does not equal the gas velocity in the bubble phase
ub, as the bubbles are additionally perfused by gas streams coming from the suspension phase [26,27].
Following the method proposed by Hilligardt [26], the gas velocity ub can be determined using the
following empirical correlation:

ub = u∗b + 2.7ud (12)

2.3.3. Fluidized Bed Height

With a defined inventory of the fluidized bed, MFluidB, the height of the fluidized bed, HFluidB,
can be calculated by integrating the solid mass along the axial co-ordinate h [27]:

MFluidB =

∫ HFluidB

0
(1− εb)(1− εd)ρpAcdh (13)

2.3.4. Elutriation Rate

When gas bubbles rise to the surface of the fluidized bed and break, solid particles are thrown
into the freeboard and entrained by the upward gas volume flow [31]. While the major fraction of
these particles fall back into the fluidized bed, small particles whose terminal velocity is lower than the
gas velocity are elutriated from the freeboard [31].

In the 200 kW facility, a cyclone is installed at the exit of the freeboard to reduce the extraction of
bed inventory by leading the particles back into the fluidized bed [11]. It is assumed that there is an
additional CO2 capture effect in the freeboard: Due to lower freeboard temperatures, the position of the
chemical equilibrium can be changed, which enables a further carbonation reaction. However, as bigger
particles fall or are transferred back into the fluidized bed by the cyclone, it is assumed that only fine
particles have a contribution to the additional carbonation reaction. According to [31], the elutriation
rate of particles (in g/s) is described by

.
Melut = kelutx f ine (14)

Herein, kelut is the elutriation rate constant and the weight fraction of fine particles, xfine, present in
the bed was identified by measurements at the 200 kW facility. With a secondary cyclone, a mean particle
size dp of 25 μm of elutriated particles was found. Considering the particle size distribution of the raw
limestone, it can be derived that fine particles do not originate from the make-up of the raw material.
Thus, the source of these particles must be attrition or fragmentation effects. From experiments,
a correlation was derived to calculate the weight fraction of the fine particles:

x f ine = a1tanh((u− a2)/a3) + a4, (15)

with the parameters a1 = −0.12697, a2 = 0.71214, a3 = −0.01191, and a4 = 0.12807.

2.4. Gasifier Dimensions

In Figure 4a, a schematic diagram of the bubbling fluidized bed gasifier facility is shown,
including the inlet/outlet gas and solid flows, as well as details of their axial position (in mm).
These data were used to parametrize the simulation model. Here,

.
MRegOut is the mass flow at the outlet

of the regenerator to the gasifier. By tuning this mass flow rate, the desired gasification temperature
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can be achieved. The height of the fluidized bed, HFluidB, depends on the fluidization velocity and,
hence, the distance between the inlet of

.
MRegOut and HFluidB is variable.

 

n+

n

n-

d

b d

dh b

h

b ddh
dh

dhn

h

N
M

Figure 4. (a) Scheme of bubbling fluidized bed gasifier with levels (in mm) of inlet/outlet flows;
Cell model of the fluidized bed, (b) Gaseous flows, and (c) Solid flows.

2.5. Mass Balance

The gasifier is discretized along the reactor height. This includes the bubbling bed as well as
the freeboard area. Figure 4b,c show how the calculation with axial discretization in cells proceeds
through the fluidized bed for both gaseous and solid components. In each calculation cell of this 1d
model, solid and gas components are considered to be fully mixed.

2.5.1. Fluidized Bed

According to the discretization shown in Figure 4b, the mass balance for each gaseous component
in both dense phase (P = d) and bubble phase (P = b) is stated in Equation (16):

dMn
P, j

dt
= 0 =

.
M

n−1
P, j −

.
M

n
P, j +

.
M

n
A,P, j + MWj·

∑
IP

νi, jRn
P,i +

.
M

n
in,P, j (16)

where
.

MP, j is the convective gas mass flow and
.

MA,P, j is the exchange mass between bubble and
suspension phases of component j in phase P; Ri is the reaction rate of reaction i and νi,j is the
stoichiometric coefficient of component j in reaction i; IP describes the maximum number of reactions
taking place in the phase and, with the term

.
Min,P, j, external inflows (e.g., from a secondary steam

inlet) can be considered. Convective mass flows between adjacent calculation cells are defined by [27]

.
M

n
d, j = ρn

dun
dxn

d, jε
n
dAn

c (17)

.
M

n
b, j = ρn

b un
b xn

b, j

(
1− εn

d

)
An

c (18)

The exchange between bubble and suspension phases inside the cell n is defined by [27]

.
M

n
A,d, j = Kn

dbAn
db

(
ρn

b xn
b, j − ρn

dxn
d, j

)
(19)
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.
M

n
A,b, j = Kn

dbAn
db

(
ρn

dxn
d, j − ρn

b xn
b, j

)
(20)

According to Hilligardt [26], the mass transfer coefficient between the bubble and suspension

phase is calculated as Kn
db =

2.7un
d

4 , and the mass exchange area over all bubbles in the cell n is
An

db = 6εn
b ·Ac·dh/dn

b . Additionally, overall mass balances for the suspension (P = d) and bubble (P = b)
phases are developed in Equation (21), including the molar weight MWj of each component j:

dMn
P

dt
= 0 =

.
M

n−1
P − .

M
n
P +
∑

J

.
M

n
A,P, j +

∑
J

∑
IP

MWjνi, jRi +
.

M
n
in,P. (21)

Beside a balance for the gaseous components, a separate balance equation (Equation (22)) exists
for the solids. According to Figure 4c, the amount of each solid component k in a calculation cell n
is considered:

dMn
k

dt
= 0 =

.
M

n−1
dr,k + (1− α) .

M
n−1
w,k +

.
M

n+1
k − .

M
n
dr,k −

.
M

n
w1,k −

.
M

n
k + MWj·

∑
Id

νi,kRn
d,k +

.
M

n
in,k (22)

The cell adjacent to the freeboard (n = N) additionally includes a sink term for elutriated fine
particles

.
Melut. It is important to split the mass balance into a description of gaseous and solid

components as, in real plant operations, there exists a downward flow from the surface of the fluid
bed (HFluidB) to the bottom (leaving the gasifier through the loop seal) and an upward flow due to the
wake and drift of each rising gas bubble. Here, the term wake (

.
Mw) describes solids that fasten to the

bubbles on their way upwards and drift (
.

Mdr) refers to solids that are loosely drawn upwards through
the bubble movement. The solid transport by bubbles, together with the conical asymmetric cross
section, see Figure 4a, in the lower part of the fluidized bed, leads to the strong exchange and motion
of solids. To consider these effects, a model was developed in which the drift part of a rising bubble
is fully mixed in each cell, whereas the proportion of wake that is mixed with or bypasses each cell

can be chosen using the parameter α. The Term

⎛⎜⎜⎜⎜⎝MWj·∑
Id

νi,kRn
d,k

⎞⎟⎟⎟⎟⎠ considers chemical reactions and

with the term (
.

M
n
in,k), inflows (e.g., from solid circulation) are included in the equation. The amount

of solids which are transported with each bubble can be described by the empirical Equations (23)
and (24) mentioned in [27]:

.
Mw = AcρP(1− εd)εbu∗b·[0.59− 0.046 ln(Ar)] (23)

.
Mdr = AcρP(1− εd)εb·0.38u∗b·[1.5− 0.135 ln(Ar)] (24)

In Figure 4c, the concept is illustrated to adapt the 1d model for gasification experiments with this
highly three-dimensional behavior of the real system, through the adjustable parameter α.

2.5.2. Freeboard

The freeboard consists of a gas phase with a small amount of very fine particles with almost the
same velocity. The gas component balance is

dMm
f , j

dt
= 0 =

.
M

m−1
f , j −

.
M

m
f , j + MWj·

∑
I f

νi, jRm
f ,i (25)
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and the solid component balance is

dMm
k

dt
= 0 =

.
M

m−1
k − .

M
m
k + MWk·

∑
Ik

νi,kRm
k,i (26)

Therefore, the overall mass balance expression is written as

dMm

dt
= 0 =

.
M

m−1
f +

.
M

m−1
k − .

M
m
f −

.
M

m
k . (27)

The linkage of the freeboard with the fluidized bed is carried out by applying Equation (28) for
gases and Equation (29) for solids:

.
M

m=0
f =

.
M

n=N
d +

.
M

n=N
b (28)

.
M

m=0
k =

.
Melut (29)

2.6. Energy Balances

2.6.1. Fluidized Bed

For each cell, a thermally fully developed mixture with a constant temperature is assumed.
Therein, temperatures of solids and gases are equal; however, the temperature of the wake can differ,
applying a vertical heat transfer between the cells.

Enthalpy fluxes for solids and gases are generally defined by mass flows:
.

H =
.

M·h. At the
boundary of a cell, the enthalpy h of a mass flow of mixtures (e.g., gas inlet/outlet) is calculated as

h =
∑

J
xj·hj(T). (30)

For solid mixtures, Equation (30) is written with index k. The temperature dependency of the
enthalpy of a gas component j or a solid component k is calculated using polynomials from the software
package FactSage®. In this approach, the enthalpies of the chemical reactions need not be considered
additionally. The energy balance for a certain cell n is defined as

dHn

dt
= 0 =

.
H

n−1
d − .

H
n
d +

.
H

n−1
b − .

H
n
b +

.
H

n−1
k − .

H
n
k +

.
H

n−1
dr −

.
H

n
dr + (1− α) .

H
n
w,k −

.
H

n
w1,k +

.
H

n
in − kFluidBπdrdh(Tn − Tc) (31)

The last term of Equation (31) describes the heat loss through the reactor wall
.

Q
n
L. It is calculated

by using the temperature of the cooling jacket Tc = 40 ◦C and, by adapting to experimental pilot plant
data, a heat transfer coefficient of kFluidB = 12.9 Wm−2K−1 was found.

2.6.2. Freeboard

The enthalpy balance for the freeboard section of the reactor can be expressed by

dHm
f

dt
= 0 =

.
H

m−1
f − .

H
m
f − k fπdrdh(Tm − Tc) + kp

6
dpρp

.
M

m
p

(
Tm

p − Tm
)
·vp, (32)

where the term with the heat transfer coefficient, kf, describes the heat loss
.

Q
m
L, f through the reactor wall

in the freeboard section. A value of 3.4 Wm−2K−1 was selected by fitting the simulated temperature
of the experimental temperature profile. According to the reactor design (see Figure 4a), hot solids
from the regenerator (

.
MRegOut) flow into the gasifier. However, the level of the inflow is located in

the freeboard and above the surface of the fluidized bed (i.e., at position HFluidB). Hence, the particles
pass the lower region of the freeboard before they dip in the fluidized bed. In this region, heat transfer
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.
Q

m
p, f between solid particles (p) and the gas phase (f ) of the freeboard occurs. For this, a heat transfer

coefficient, kp, with a value of 160.7 Wm−2K−1 was determined, which is well-aligned with values
reported in the literature [32,33]. The temperature, Tn

p , of the bed material in the region between the
inlet and fluidized bed is calculated by solving the energy balance:

dHn
p

dt
= 0 =

.
MRegOutcn+1

p,p Tn+1
p − .

Mpcn
p,pTn

p − kp f
6

dpρp

.
Mp
(
Tn

p − Tn
)
·vp (33)

In this case, Tm=min
p = TRegOut and vp describes the velocity of a falling particle.

2.7. Chemical Reactions

Table 1 lists all the chemical reactions considered in the model, including equations to calculate the
reaction rates. The pyrolysis step (reaction 1) is modelled with a one-step reaction kinetic considering the
products: Ash, char, H2O, gases (CO2, CO, CH4, and H2), non-condensable hydrocarbons (simplified
as C2H4), and tars (simplified as Naphthalene: C10H8). For the mass fractions ωj, experimental data
from Fagbemi et al. [34] were used and interpolated to consider a temperature-dependent pyrolysis
product composition. The values for the amounts of tar, however, originate from experiments with
the 200 kW DFB system [19] and, hence, secondary pyrolysis reaction modelling was not required.
With this assumption, catalytic effects of CaO on tar conversion are indirectly considered by measured
concentrations. Residual char was handled as a mixture of C, H, and O and, according to the char
analysis from Fagbemi et al. [34], the composition was also interpolated for different gasification
temperatures. It is worth noting that the used elemental analysis of wood pellets (C: 48.99 wt.-%waf,
H: 6.97 wt.-%waf, O: 44.04 wt.-%waf) differed from the analysis of biomass in Fagbemi et al. [34].
Thus, yields from pyrolysis ωj needed to be adapted, in order to satisfy the elemental balance.
Therefore, a linear equation system for the elements C, H, and O had to be solved. While coefficients
from C10H8, CH4, C2H4, H2O, and char were fixed, the coefficients of CO, CO2, and H2 were fitted to
close the elemental balance of wood pellets.

Results for the mass fractions ωj are listed in Table A1. The reaction kinetics of ethene reformation
(reaction 6) were adapted to fit the simulated H2 and CO concentrations to experimental values from
the 200 kW DFB pilot plant. For the carbonation reaction, sorbent deactivation, which is dependent
on the number of calcination–carbonation cycles, was taken into account through the parameter Xave.
Details of the calculation of Xave are described in the subsequent section. For all gasification reactions,
it is assumed that they occur only in the emulsion phase, due to the catalytic behavior of CaO and char,
which enhance reaction rates compared to those in the gas phases [42].
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2.8. Sorbent Deactivation

If limestone is subjected to several calcination–carbonation cycles, its CO2 sorption capacity
is reduced, due to sintering phenomena on the particle surface [43]. For limestone, Grasa and
Abanades [44] described the decay of the CO2 carrying capacity XN as

XN =
1

1
1−Xr

+ kN
+ Xr. (34)

Equation (34) depends on the number of calcination–carbonation cycles N and uses the empirical
constants k = 0.52 and Xr = 0.075. However, in a fluidized bed system, particles have different
residence times, which leads to a distribution of the average CO2 carrying capacity. According to the
references [45–47], an average carrying capacity Xave is calculated by a population balance:

Xave =
∞∑

N=1

F0

FR

(
1− F0

FR

)N−1
·XN (35)

In the current study, Equation (35) was integrated into the model to calculate the average CO2

carrying capacity of the particle system with regard to the carbonation reaction (Table 1, Reaction 4).
Therein, FR is the molar-based flow of

.
MRegOut, describing the circulation flow of CaO from the

regenerator into the gasifier. To compensate mass losses, mostly due to attrition, the reactor inventory
was maintained by an input flow of raw limestone. In Equation (35), this input flow F0 was considered
on a molar basis. As, in practice, the measured material flow of fresh limestone (by dosing units)
contains particles which are small enough to be directly discharged, especially when feeding into the
regenerator with fluidization velocities up to 5.5 m/s [11], it was assumed that F0 only represents the
effective material flow that remains longer in the system. Fresh limestone and purge material are not
considered in the mass and energy balance calculations, as their flow rates are very low compared to
the circulating CaO mass flow. If this should be taken into account, detailed information is needed
regarding the size of the particles and their degree of calcination when they are directly discharged
from the regenerator due to their hydrodynamic properties.

2.9. Simulation Algorithm

In the SEG system, internal solid circulation (mass flow from the Regenerator
.

MRegOut), the biomass
feed stream, and the steam input are important parameters defining the gasification temperature.
Therefore, in the simulation model, the molar calcium looping ratio (FCaO/FC) is used to set the
gasification temperature. In this ratio, FC considers the molar flow of carbon contained in the biomass.
The corresponding flow chart of the model is shown in Figure 5.

After setting boundary conditions and model parameters, the average CO2 carrying capacity is
calculated using the make-up flow of fresh limestone and the looping ratio. Starting from an initial
temperature, first the pyrolysis products and then the fluid dynamics of the gasifier are calculated.
After solving the mass and energy balances, a new gasification temperature is calculated, and the
pyrolysis step is updated for a certain looping ratio. This is iterated until the change of the empty
reactor velocity, uempty, is smaller than a defined value δ; then, the results of the operation point are
saved in a file.
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Boundary conditions and model parameter :
Reactor: height, diameter, discretization, feeding positions, initial temperature, heat transfer
coefficients
Fuel: Biomass composition, flow rate, pyrolysis behavior
Bed inventory: limestone composition, density, particle size
Operating conditions: S/C ratio, make-up of fresh limestone, bed inventory

Set looping ratio Calculate Xave

Calculate pyrolysis products, dependent on 
gasification temperature

Calculate fluid dynamics (uempty)

Solve mass- and energy balances
Calculate gasification temperature

|change of uempty| >

Save results

yes

no

Figure 5. Simulation flow chart for SEG fluidized bed gasifier model.

3. Results and Discussion

In Section 3.1, the model parameters (e.g., heat transfer coefficients) are verified against
experimental temperature data measured in the 200 kW fluidized bed gasifier [11]. Section 3.2
contains a model validation with measured gas compositions (H2, CO, CO2, CH4, C2H4), the lower
heating value (LHV) of the syngas, and the M module from the 200 kW fluidized bed gasifier [11,19] in
a temperature range of 600–850 ◦C. According to [48,49], the accuracy of the parameter verification
and model validation was quantified by the sum squared deviation method:

MeanError : E =

√√√√∑N
n=1

(
ϕexp−ϕmodel

ϕexp

)2
N

(36)

For parameter verification, a low mean error of the temperature distribution along the reactor
height of 10.6% was found. The model validation was carried out with a limestone make-up flow rate
(MU) of 6.6 kg/h, according to experiments [11]. To characterize the effect of limestone make-up flow
rate, a parametric study with 0.2 kg/h, 6.6 kg/h, and 15 kg/h is also included in the result diagrams.
Mean errors to quantify the model prediction accuracy are listed in Table A2.
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3.1. Verification of Model Parameter

In Figure 6, simulated temperature profiles from variations of the parameter α are compared with
temperatures measured on different positions in the fluidized bed and the freeboard (available in [11]).

Fluidized bed

Freeboard

Figure 6. Simulated temperature profiles of the gasifier for various α (ranging from 0.8 to 0.98);
.

MBM,w f = 29.7 kg/h, S/C = 2.2 mol/mol, WHSV (weight hourly space velocity) = 0.68 1/h,
limestone make-up 6.6 kg/h, and comparison with experimental data from 200 kW dual fluidized bed
(DFB) pilot plant [11].

The profile of the measured temperatures (circles in Figure 6) over the height of the gasifier
can be explained as follows: due to a good mixing of solids in the fluidized bed (0 m to 1.15 m) the
temperatures were close to 640 ◦C, followed by an inflection, which was caused by the inlet of hot
solids at 1.7 m (available thermocouple was at 1.5 m). In the freeboard above the solid inlet, a decrease
of the gas temperature was observed due to heat losses through the reactor wall. A variation of the
model parameter α in the range of 0.8–0.98 was carried out to adjust the fluidized bed temperature by
changing the proportion of wake mixed within each discretization cell. From Figure 6, it can be seen
that, with a value of α = 0.95 (red line), a temperature profile could be achieved, which corresponds
to the measured temperature values. An almost vertical profile confirmed a homogeneous particle
mixing in the fluidized bed. In the model, a heat transfer coefficient of kFluidB = 12.9 Wm−2K−1 was
considered for the fluidized bed area. For the particle–gas heat transfer, a heat transfer coefficient value
kp = 160.7 Wm−2K−1 and for the freeboard kf = 3.4 Wm−2K−1 were determined to describe the given
temperature profile.

3.2. Validation with Experimental Data

After setting the model parameters, we carried out a verification based on temperature along the
gasifier height, the syngas composition, LHV, reactions rates, and the M module, in order to compare
the simulation results with experimental data over a temperature range from 600 ◦C to 850 ◦C.

3.2.1. Effect of Gasification Temperature on Fractions of Syngas Components

In Figure 7a–e, the simulated volume fractions of synthesis gas components (H2, CO, CO2,
and CH4) and non-condensable hydrocarbons (in the form of C2H4) are plotted over a gasification
temperature between 600–850 ◦C. For each synthesis gas component, the curves of three different
make-up flows (0.2 kg/h, 6.6 kg/h, and 15 kg/h) are shown to demonstrate its influence on the gas
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volume fraction. Additionally, experimental results derived from both 200 kW (Experiment 1) and
20 kW (Experiment 2) DFB systems are included to evaluate the simulated volume fractions.

 
(a) Fraction of H2 in Syngas (b) Fraction of CO in Syngas 

  
(c) Fraction of CO2 in Syngas (d) Fraction of CH4 in Syngas 

  
(e) Fraction of C2H4 in Syngas 

MU
MU
MU

MU
MU
MU

Figure 7. (a–e) Simulated syngas components: (a) H2, (b) CO, (c) CO2, (d) CH4, and (e) C2H4 for
gasification temperatures in the range of 600–850 ◦C (lines for limestone make-up of 0.2, 6.6, and 15 kg/h);
comparison with experimental results from 200 kW (Experiment 1) and 20 kW (Experiment 2) DFB
systems (data points).
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For sorption enhanced gasification, one important characteristic is the strong dependency of
the gas composition on the gasification temperature, which is affected by CO2 capture through the
carbonation reaction [19,22]. Beside gasification reactions, the pyrolysis step also has an important
impact on the initial gas composition in the fluidized bed [34]. The results from a 20 kW system
were additionally included in the present work, as it enables operation temperatures up to 850 ◦C
due to its electrical heating system. For low gasification temperatures, there is a larger distance
between the actual CO2 concentration and the equilibrium curve for the carbonation/calcination
regime [37,38]. This leads to a strong capture of CO2 and, hence, low CO2 concentrations in the syngas.
With higher temperatures, the CO2 capture rate decreases and, consequently, the CO2 concentration in
the syngas rises. Furthermore, this influences the water–gas shift reaction, resulting in decreased H2

concentrations and increased CO concentrations. When the CO2 concentration reaches the equilibrium
concentration at around 750 ◦C, an inflection in the concentrations of CO2 and H2 can be observed.
This demonstrates the strong coupling of the carbonation reaction with the water–gas shift reaction.
Particularly for low gasification temperatures, there is also a distinctive influence of the make-up
flow. Presumably, the reason for this effect is a reduced circulation mass flow of fresh CaO from the
regenerator with a simultaneously higher CO2 capture rate due to lower temperatures. For instance,
at a gasification temperature of 600 ◦C, the delivered circulation mass flow is around ten times lower,
compared to that when operating at 850 ◦C. This can lead to a higher content of carbonated particles if
the bed inventory is hardly exchanged. In this operating range, an increase of the limestone make-up
rate can increase the activity in the bed and, thus, the CO2 capture rate.

3.2.2. Effect of Gasification Temperature on LHV

As seen in Section 3.2.1, the gas composition is strongly affected by gasification temperature,
due to the temperature dependence of (i) products released from pyrolysis, (ii) Arrhenius approaches
to describe the gasification reactions, and (iii) carbonation/calcination equilibrium. Based on the lower
heating values (LHV) of pure syngas components, the LHV of the gas mixture was calculated and
compared with experimental data. In Figure 8, simulation results are shown over a temperature range
of 600–850 ◦C and for different make-up flow rates.

Figure 8. Simulated lower heating value (LHV) of syngas for gasification temperatures between 600 ◦C
and 850 ◦C (lines for limestone make-up of 0.2, 6.6, and 15 kg/h); comparison with experimental results
from a 200 kW (Experiment 1) and 20 kW (Experiment 2) DFB system.

202



Appl. Sci. 2020, 10, 6136

The results show a good correlation with the experimental data and only a slight variation for
different make-up flow rates is noticed. Furthermore, the effect of CO2 capture and its limitation at
around 750 ◦C, recognizable as an inflection, can be described with this model. For higher temperatures,
the LHV remains the same at a value of 10.9 MJ/m3 @STP. The highest values of LHV—around
14.5 MJ/m3 @ STP—can be reached at temperatures lower than 650 ◦C.

3.2.3. Effect of Make-Up Flow on Reaction Rate

In Figure 9, reaction rates (in mol m−3 s−1) are shown over a temperature range from 600 ◦C
to 850 ◦C. Additionally, a variation of the make-up flows (0.2 kg/h, 6.6 kg/h, and 15 kg/h) was
included to investigate the influence of sorbent deactivation on all considered reaction rates for the
gasification process.

Figure 9. Reaction rates over temperature; influence of effective make-up of fresh limestone (lines for
0.2, 6.6, and 15 kg/h) to bed activity.

As the gasification temperature varies with changes of the circulation mass flow, the sorbent
residence time differs and, according to Equation (35), the sorbent activity is also affected. It can be
seen that deactivation mostly influenced the carbonation (reaction 4) and water–gas shift (reaction 5)
reactions. For instance, for a constant temperature and a constant circulation mass flow, the carbonation
reaction rate is higher with larger amounts of fresh limestone.

Considering the influence of the gasification temperature on the reaction rates, it can be seen that
the reaction rates of the water–gas shift (reaction 5), the heterogeneous water–gas (reaction 2), and the
Boudouard (reaction 3) reactions increased with higher temperatures. In contrast, for the pyrolysis
(reaction 1) reaction, a minor decrease can be observed, even though an increase should be expected
with higher temperatures. The reason for this behavior can be explained as follows: The amount of
biomass in the fluidized bed system is limited by a constant fuel input flow. When the gasification
temperature is increased, the reaction rate increases but, at the same time, a higher solid circulation is
required for the higher temperature. Hence, more unreacted biomass is extracted from the gasifier
through the loop seal, thus reducing the gas yield. Kinetic parameters of the Arrhenius approach
influence the gradient of reactions for increasing temperatures. Comparing the Arrhenius parameters
listed in Table 1, it can be seen that the influence of temperature on the heterogeneous water–gas shift
reaction (reaction 2) was higher than that of the pyrolysis reaction (reaction 1).
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3.2.4. Effect of Gasification Temperature and Make-Up of Fresh Limestone on M Module

The M module from Equation (37) relates the gas concentrations of hydrogen, carbon dioxide,
and carbon monoxide and has been considered as an important parameter which dictates the application
of syngas [50]. For validity of an ideal gas, it can be written with volume fractions.

M =
yH2 − yCO2

yCO2 + yCO
(37)

For instance, a M module of two is required for full stoichiometric conversion into dimethyl
ether [50] and, for methane synthesis, a value of three can be derived from methanation reactions.
Higher values are mostly interesting for hydrogen production. Figure 10 shows the influence of the
gasification temperature on the M module. Additionally, three different simulation results, with a
limestone make-up of 0.2 kg/h, 6.6 kg/h, and 15 kg/h, are compared with experimental data. It can be
seen that a higher make-up flow enables higher M modules under the same gasification temperature.

Figure 10. Influence of gasification temperature and make-up mass flow (lines for 0.2, 6.6, and 15 kg/h)
on M module.

For a low gasification temperature, the experimental data can be reached with a make-up flow
of 0.2 kg/h. At a gasification temperature above 650 ◦C, the simulation model with a make-up
flow of 6.6 kg/h precisely describes the experimental data. This parametric study reveals that the
make-up flow is an important factor when optimizing the gasification process for a certain application.
When considered from an economic point of view, operation strategies with low make-up rates
are preferable.

4. Sensitivity Analysis of Fuel Feeding Rate

For a realistic and flexible operation of the biomass gasification process, it is important that the
process allows for safe operations under a wide load range. In this section, the effects of different fuel
feeding rates on the bed height, the fluidization level (gas velocity ratio: superficial gas velocity u based
on minimum fluidization velocity umf), and the power of the syngas, depending on the gasification
temperature, are investigated.
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4.1. Effect of Biomass Feeding Rate on Bed Height and Gas Velocity Ratio

The model was also used to study the influence of different biomass feeding rates on
the hydrodynamics in the fluidized bed. In Figure 11, the gas velocity ratio (superficial gas
velocity/minimum fluidization gas velocity) is shown over a height of 3 m of the gasifier focusing on
the fluidized bed and lower part of the freeboard. In this figure, the biomass feeding rate is considered
as curve parameter in the range of 22–40 kg/h, whereby the operating point considered in Section 3.1
(feeding rate: 29.7 kg/h) was additionally drawn as a red line. Since the fluidized bed expands with
larger fluidization volume flows, the diagram also shows the height of the fluidized bed for the different
biomass feeding rates as blue dots. This allows the gas velocity at the surface of the fluidized bed to be
read directly from the diagram.

Figure 11. Simulated effect of biomass feeding rate (22–40 kg/h) on gas velocity ratio (superficial gas
velocity/minimum fluidization gas velocity) over reactor height and position of bed height (HFluidB).

It can be seen that with a higher biomass feeding rate, the gas velocity ratio increased at any position
in the reactor. The reason is that when biomass particles pyrolyze in a fluidized bed, the released gas
contributes to the reactor fluidization. In addition, a constant S/C ratio of 2.2 was selected for the
simulations, in order to maintain a stable syngas quality [51] and to ensure comparability with the
experimental data [11]. This changes the amount of steam supplied and, hence, the gas velocity ratio.
In Figure 11, the red line corresponds to the same case which was considered for model verification
in Section 3.1, with the reactor temperature in the axial direction. At the zero position in y-axis,
the primary steam inlet is located. Due to the smallest cross-section in this area (compare Figure 4a),
the highest gas velocity ratios were found here. On higher levels of the gasifier, the diameter of the
reactor increases, which leads to a decrease of the gas velocity ratio due to the continuity equation.
However, increasing velocities can be observed resulting from the gas release due to biomass pyrolysis
(h = 0.2 m) and the secondary steam inlet (h = 0.285 m). At h ≥ 0.35 m, the reactor has a cylindrical
shape and from the constant cross section in combination with further biomass pyrolysis, the gas
velocity ratio slightly increases. In the freeboard above the inlet of solids, the temperatures decrease
due to heat losses, and hence, the gas velocity ratio decreases. This is indicated by an inflection in
the gas velocity ratio curves at a height of 1.7 m. Looking at the fluidized bed height for operation
with 22 kg/h and 40 kg/h biomass feeding rate, one can see that the height doubles. For the case with
40 kg/h, the bed height (blue dots) almost reaches the area of the inlet for the solid circulation at 1.7 m.
In order to ensure stable operation with this reactor geometry, operating modes that lead to a further
increase in bed height should be avoided.
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4.2. Performance Diagram for Gasifier Operation

Based on the results derived from this work, a performance diagram of the bubbling fluidized
bed gasifier was created in Figure 12. This relates the selected gasification temperature (based on
downstream requirements of the syngas composition) and fuel feeding rate to the power of the syngas.
Additionally, the gas velocity ratio from the superficial gas velocity at the fluidized bed surface and the
gas velocity ratio for the lowest velocity in the fluidized bed are depicted.

 
 u

/u
m

f

Figure 12. Power of syngas for gasification temperatures between 650 and 750 ◦C for water-free fuel
input of 25 kg/h, 30 kg/h, and 36 kg/h (left side); Corresponding gas velocity ratio (related to umf) at
the top of the fluidized bed and for the position where the lowest velocity in the fluidized bed occurs
(right side).

By combining the gasification chemistry (which lead to the syngas power) and the hydrodynamic
information (represented as the gas velocity ratio), it is possible to identify a realistic operational range
of the gasifier.

With a gasification temperature of 650 ◦C and 25 kg/h fuel input, the lowest gas velocity ratio
of 20 could be identified. This means that, in any position of the fluidized bed, the superficial gas
velocity was 20 times higher than the minimum fluidization velocity. Hence, good mixing of the bed
inventory can be assured. At the bed surface, the superficial gas velocity was 26 times higher than
the minimum gas velocity and only a little particle extraction can be expected. Increasing the fuel
feeding rate to 36 kg/h at 650 ◦C, the syngas power increased and reached almost 100 kW. At this point,
the velocity at the surface of the fluidized bed increased by a factor of 37 (related to umf) and by a factor
of 27 (related to umf) for the lowest velocity in the bed. By increasing the gasification temperature
and the gasifier feeding rate up to 750 ◦C and 36 kg/h, respectively, good mixing in the fluidized bed
is guaranteed. However, due to the high velocity at the bed surface (a factor of 47 related to umf),
a high particle extraction has to be accounted for. To avoid this negative effect, the fuel input or the
gasification temperature can be modified. In that case, the syngas composition is not very important for
downstream applications, an identical syngas power (around 100 kW) can be reached for a gasification
temperature of 750 ◦C and 30 kg/h fuel input or for an operation with 650 ◦C and with a fuel input of
36 kg/h. However, the operational point at 650 ◦C reduced particle extraction from the gasifier due to
the non-linear behavior of the gas velocity ratio curves.
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5. Conclusions

The one-dimensional sorption enhanced gasification model developed in this study was verified
with experimental data obtained from a 200 kW facility at IFK, University of Stuttgart. The results
showed that the model is able to successfully predict the performance of the pilot plant at different
operation conditions. With this model, the influence of important process parameters, such as
gasification temperature, steam-to-carbon ratio, solid inventory, and fuel mass flow, can be simulated.
On the basis of gas composition (H2, CO, CO2, CH4, and C2H4), LHV, and the M module, the model
was validated over the whole SEG temperature range. As the activity of the limestone sorbent decreases
after several carbonation/calcination cycles, an additional model was integrated, which adapts the
carbonation reaction kinetics depending on the circulation rate and molar flow of fresh limestone.
With this possibility, three different fresh limestone make-up flow rates (0.2 kg/h, 6.6 kg/h, and 15 kg/h)
were simulated. A parametric study revealed a larger dependence on the limestone make-up,
especially for gasification temperatures below 650 ◦C. This effect probably has to do with the lower
circulation rate between gasifier and regenerator and the reduced transfer of fresh CaO into the gasifier
with different CO2 capture activities. Increasing the make-up flow rate also increases the bed activity
for the same quantity of mass transferred into the gasifier. At higher temperatures, it can be assumed
that this effect is reduced by limitations of the carbonation reaction equilibrium. Considering the
reaction rates in the temperature range between 600 and 750 ◦C, a strong dependency of the limestone
make-up on the carbonation reaction can be identified. Furthermore, the water–gas shift reaction is
influenced due to the CO2 capture. For the other reactions considered, only a minor influence from the
limestone make-up was observed.

Variation of the fuel feeding rate (22 kg/h to 40 kg/h) with a constant S/C ratio (2.2 mol/mol)
revealed an increase of the bed height by a factor of 2. From the gas velocity ratio (u/umf) along the
reactor height, different fluidization states can be recognized. While a low fuel input led to low mixing
in certain areas of the fluidized bed (u was only higher than umf by a factor of 20), high fuel input
increased mixing in the whole fluidized bed. However, the entrainment of particles was also higher.
Based on these evaluations, the syngas power and the gas velocities of the bubbling fluidized gasifier
were described in a performance diagram which is dependent on the gasification temperature and
the fuel input. Therefore, the developed model can be used as a fast and reliable engineering tool for
reactor design or scale-up purposes.
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Nomenclature

A area (m2)
Ar Archimedes number (-)
CD,b drag coefficient of a bubble (-)
cmass

j concentration of component j (kg/m3)

cj concentration of component j (mol/m3)
cp specific heat capacity (J kg−1K−1)
dsv Sauter diameter (m)
d diameter (m)
E mean Error (-)
F0 flow of fresh CaCO3 (mol/s)
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FR flow of circulating CaO (mol/s)
FC flow of elemental carbon in fuel flow (mol/s)
g acceleration of gravity (m/s2)
H height (m)
.

H enthalpy flow (J/s)
h enthalpy (J/kg)
h reactor co-ordinate (m)
I maximum number of chemical reactions (-)
J maximum number of components (-)
Kdb mass transfer coefficient (m/s)
k heat transfer coefficient (W m−2K−1)
k empirical constant for sorbent deactivation (-)
kelut elutriation rate constant (here in g/s)
LHV lower heating value (MJ/m3)
M mass (kg)
M syngas module (mol/mol)
M maximum number of cells in freeboard (-)
.

M mass flow (kg/h, g/s)
MU make-up flow of fresh limestone (kg/h)
MW molar weight (kg/kmol)
m discretization cell in freeboard (-)
N number of calcination-carbonation cycles (-)
N maximum number of cells in fluidized bed (-)
n discretization cell in fluidized bed (-)
nRZ parameter for descent rate of single particle in suspension phase
pj partial pressure of component j (-)
.

Q heat flux (J/s)
Re Reynolds number (-)
R reaction rate (mol/s, kg/s)
r reaction rate (mol s−1m−3, kg s−1m−3)
S/C steam-to-carbon ratio (mol H2O/mol carbon)
T Temperature (K)
t time (s)
u superficial gas velocity (m/s)
um f minimum fluidization gas velocity (m/s)
u∗b ascent velocity of bubble (m/s)
.

V volume flow (m3/h)
vp particle falling velocity (m/s)
WHSV weight hourly space velocity (1/h)
Xave average CO2 carrying capacity (mol CaCO3/mol Ca)
XN CO2 carrying capacity after N cycles (mol CaCO3/mol Ca)
Xr empirical constant for sorbent deactivation (-)
x mass fraction (-)
y volume fraction (-)
α fraction of mass exchange in calculation cell (-)
δ precision of numerical calculation
ε porosity (-)
ν kinematic viscosity (m2/s)
ν stoichiometric coefficient (-)
ρ density (kg/m3)
ψ sphericity of particles (-)
ωj mass fraction of pyrolysis product j (-)
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BM biomass
b bubble phase
c cross section in reactor
d emulsion phase
dr drift
eq equilibrium
elut elutriation
empty condition in empty reactor tube
f freeboard
g gas
i index of chemical reaction
in inlet flow via boundary condition
j index of gas component
k index of solid component
mf condition at minimum fluidization
p particle
r reactor
w wake
wf water-free

Appendix A

Table A1. Mass fractions (ωj) of products from biomass pyrolysis in the temperature range of 600–800 ◦C;
values from Fagbemi et al. [34] adapted for pyrolysis of wood pellets.

Component 600 ◦C 650 ◦C 700 ◦C 750 ◦C 800 ◦C 850 ◦C
Ash 0.0032 0.0032 0.0032 0.0032 0.0032 0.0032
Char 0.2473 0.2483 0.2451 0.2435 0.2412 0.2324
H2O 0.1654 0.1508 0.1330 0.1312 0.1291 0.1243
CO2 0.2475 0.2433 0.2807 0.2514 0.2293 0.1890
CO 0.1706 0.2017 0.1851 0.2246 0.2556 0.3145
CH4 0.0523 0.0581 0.0632 0.0631 0.0629 0.0619
H2 0.0251 0.0269 0.0284 0.0296 0.0308 0.0326

C2H4 0.0399 0.0457 0.0509 0.0482 0.0453 0.0407
C10H8 0.0488 0.0221 0.0104 0.0052 0.0027 0.0014

Table A2. Comparison of experimental and simulated data with method of mean error.

Simulated Values
Mean Error in %,

MU: 0.2 kg/h
Mean Error in %,

MU: 6.6 kg/h
Mean Error in %,

MU: 15 kg/h

H2—Composition vs. Temperature (◦C) 5.5 4.9 5.0
CO—Composition vs. Temperature (◦C) 15.7 15.3 15.3
CO2—Composition vs. Temperature (◦C) 33.9 22.8 25.1
CH4—Composition vs. Temperature (◦C) 7.2 6.6 6.5
C2H4—Composition vs. Temperature (◦C) 14.1 14.3 14.2

LHV vs. Temperature (◦C) 6.7 5.9 5.9
M module vs. Temperature (◦C) 23.4 29.9 32.2

Partially higher mean errors can also be caused by large fluctuations in the measured values, as no filtering
was performed.
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