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Our Earth consists of approximately 70 percent water and 30 percent land. Of the
land, approximately 31 percent is forested. Forests provide incredible benefits to all the
living creatures on Earth. They provide a diverse ecosystem that is home to countless
species of plants and animals. Forests are incredibly diverse—from the boreal forests in the
north to the tropical forests of the Amazon, from the pine plantations of New Zealand to
the mixed deciduous forests of the northeastern United States and the coniferous forests
of Europe, and everywhere in between. Forests are used by humans as a source of heat,
building materials, paper, and food. Forests also provide an invaluable place for recreation.
Finally, they provide a place for storing carbon and for releasing oxygen. Clearly, forests
must be mapped and monitored so that we can effectively manage our forests for a
sustainable future.

The use of remotely sensed imagery and other geospatial technologies holds the
key to our effective mapping and monitoring of our forests. While collecting samples of
ground data is still important for the development and validation of this mapping and
monitoring, remote sensing provides a total enumeration of the entire Earth on a repeated
basis. Remotely sensed imagery can be collected at a variety of spatial, spectral, and
temporal resolutions. Satellites in orbit above the Earth collect imagery continuously and
revisit the same spot at regular intervals (every 16 days, every 3 days, twice a day). These
satellites tend to have sensors that range from just the visible portions of the electromagnetic
spectrum into the near and middle infrared, and some even collect thermal data. The spatial
resolution tends to be coarse to moderate (1 km to 30 m), but newer sensors have achieved
higher spatial resolutions (10 m to 50 cm). Aircraft can fly over an area repeatedly in a day
or over any desired period and can include very high spatial resolution digital cameras
or other sensors. Most recently, unmanned aerial systems (UAS) can be used to acquire
imagery repeatedly at very high spatial resolutions (a few cms) by flying very low to the
ground. Advances in computer processing and algorithms for converting the raw remotely
sensed imagery into forest maps or other land cover maps have improved greatly over the
last 30 years and continue to do so. The combination of the right imagery with the best
processing allows remote sensing scientists to map and monitor our forests far better than
we have ever been able to in the past.

This Special Issue comprises six papers that clearly demonstrate the power of using
remotely sensed imagery to map and monitor our forests. These papers represent a
wide range of examples and emphasize the importance of spatial, spectral, and temporal
resolutions provided by a variety of remotely sensed imagery. The paper by Guo et al. [1]
demonstrates the benefits of using moderate-resolution imagery to monitor forest change
over time and for a large area. The papers by Aljahdali et al. [2] and Jallat et al. [3] emphasize
specific critical forest types (mangrove and juniper forests) that are especially important to
map and monitor to maintain these niche ecosystems. The paper regarding large juniper
forests also introduces the concept of carbon sequestration, which is particularly important
to our environment today [3]. The final three papers deal with higher spatial resolution
remotely sensed imagery [4–6]. The paper by Ganz et al. [4] demonstrates the benefits
of having a detailed forest map of a German forest created from high spatial resolution
imagery. They then introduce the concept of comparing or relating what can be determined
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on the detailed map created from the remotely sensed imagery with their forest inventory
data collected on the ground. The paper by Lister et al. [5] continues this important theme.
This review paper provides a discussion of the efficiencies that the United States Forest
Service employs by combining the National Forest Inventory and Analysis (FIA) data
and remote sensing [5]. Many experiences and suggestions provided by this paper can
help other countries to more effectively and efficiently map and monitor their forests. The
final paper by Gu et al. [6] brings the analysis of forests down to the individual tree level.
This paper reports on efforts using a UAS to collect imagery that can be used to delineate
individual tree crowns and emphasizes some of the computer processing and algorithm
developments that have made such techniques possible [6].
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Abstract: Timely monitoring of the changes in coverage and growth conditions of vegetation (forest,
grass) is very important for preserving the regional and global ecological environment. Vegetation
information is mainly reflected by its spectral characteristics, namely, differences and changes in
green plant leaves and vegetation canopies in remote sensing domains. The normalized differ-
ence vegetation index (NDVI) is commonly used to describe the dynamic changes in vegetation,
but the NDVI sequence is not long enough to support the exploration of dynamic changes due to
many reasons, such as changes in remote sensing sensors. Thus, the NDVI from different sensors
should be scientifically combined using logical methods. In this study, the Global Inventory Mod-
eling and Mapping Studies (GIMMS) NDVI from the Advanced Very High Resolution Radiometer
(AVHRR) and Moderate-resolution Imaging Spectroradiometer (MODIS) NDVI are combined using
the Savitzky–Golay (SG) method and then utilized to investigate the temporal and spatial changes
in the vegetation of the Ruoergai wetland area (RWA). The dynamic spatial and temporal changes
and trends of the NDVI sequence in the RWA are analyzed to evaluate and monitor the growth
conditions of vegetation in this region. In regard to annual changes, the average annual NDVI shows
an overall increasing trend in this region during the past three decades, with a linear trend coefficient
of 0.013/10a, indicating that the vegetation coverage has been continuously improving. In regard
to seasonal changes, the linear trend coefficients of NDVI are 0.020, 0.021, 0.004, and 0.004/10a for
spring, summer, autumn, and winter, respectively. The linear regression coefficient between the
gross domestic product (GDP) and NDVI is also calculated, and the coefficients are 0.0024, 0.0015,
and 0.0020, with coefficients of determination (R2) of 0.453, 0.463, and 0.444 for Aba, Ruoergai, and
Hongyuan, respectively. Thus, the positive correlation coefficients between the GDP and the growth
of NDVI may indicate that increased societal development promotes vegetation in some respects
by resulting in the planting of more trees or the promotion of tree protection activities. Through
the analysis of the temporal and spatial NDVI, it can be assessed that the vegetation coverage is
relatively large and the growth condition of vegetation in this region is good overall.

Keywords: NDVI; vegetation; Savitzky–Golay filtering; spatial and temporal analysis; Ruoergai area
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1. Introduction

Global climate change, such as increasing atmospheric temperature, irregular precipi-
tation, and changes in sunshine durations, has been detected, and nowadays the climate
change is happening more obviously than the past several decades [1–6]. The changing
climate has significantly influenced the growth of vegetation, and the mechanisms of
climate change influencing vegetation are complex because vegetation can be influenced by
the changing climate and can also adapt to various environments [7–9]. It has been proven
that the increasing trend of global warming has influenced vegetation, such as changes
in the phenology of vegetation (greening, flowering, and leaf fall) [10–14]. Since the in-
creasing trend will last for the next several decades, it is of vital importance to monitor the
changes in vegetation, as vegetation coverage is closely correlated with the gross primary
productivity, biosphere, and ecological cycle, which are the dominant factors for balancing
ecosystems [15–19]. Thus, timely monitoring of the growth coverage and growth condition
of vegetation and acknowledging the temporal and spatial changes in vegetation will not
only benefit the development of society but also promote the quality of the ecological
environment.

Satellite remote sensing has long been adopted for observing vegetation because
it can collect large-area data over long time periods [20–23]. SRS can detect ground
objects using the combination of spectral bands of images ranging from the visible to
near-infrared and infrared [24]. The vegetation index is commonly designed to maximize
the characteristics of vegetations while minimizing other effects, such as soil disturbance
and atmospheric effects [25,26]. The vegetation index is a simple and efficient indicator
for assessing and evaluating vegetation coverage, biomass, and soil background on the
ground [27–31]. The normalized difference vegetation index (NDVI) is calculated as a
ratio between the red and near infrared values in traditional fashion: (NIR − R)/(NIR
+ R). The NDVI is used to estimate the density of green on an area of land, and it is
closely related to green vegetation biomass, vegetation growth status, and vegetation
photosynthetic capacity [32–35]. NDVI reflects the background influence of the plant
canopy, and it is widely used for the retrieval of information regarding vegetation physical
parameters and surface vegetation coverages [35,36]. Long time series of NDVI datasets
have been used to explore global and regional environmental changes, such as dynamic
changes in vegetation and land cover changes. However, the time series of the NDVI
dataset contains considerable noise ascribed to atmospheric conditions, such as cloud and
aerosol scatter. Additionally, the current Global Inventory Modeling and Mapping Studies
(GIMMS) NDVI from Advanced Very High Resolution Radiometer (AVHRR) sensors
(National Aeronautics and Space Administration, Washington DC, USA) is a NDVI product
available for the period spanning from 1981 to 2006, and the Moderate-resolution Imaging
Spectroradiometer (MODIS) NDVI ranges from 2000 to present. Thus, the usage of a single
NDVI dataset is not enough if there is a need to explore the temporal changes of a relatively
long period [37–39]. Therefore, it is necessary to determine an appropriate method of
fusing and generating the standard sequence of NDVI datasets based on different sensors.
Further analysis should be conducted based on the rebuilt NDVI sequence.

Several studies have obtained long time series of NDVI datasets over 30 continuous
years. However, most of the current studies are based on the comprehensive application of
a single dataset, and thus, there is a need to investigate long-term fusions of two or more
NDVI datasets when the adoption of a single NDVI dataset can hardly meet the temporal
scales (e.g., the NDVI of 1981 to present is needed). There have been comprehensive
applications using different sources of NDVI data, and the analysis and comparison of
different time scales have proven that there are close correlation relationships between
these NDVI products [40–42]. Therefore, the synthesis of continuous NDVI products is
possible by fusing NDVI datasets from multiple sources into a uniform set. The Landsat
The Enhanced Thematic Mapper Plus NDVI and NDVI calculated by Moderate-resolution
Imaging Spectroradiometer (MODIS) products were normalized and compared, and the
results show that the NDVI from MODIS and its combination with different sources can
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be adopted for time-series analysis [43]. Kevin et al. analyzed the difference between the
NDVI from MODIS and the AVHRR sensors on the National Oceanic and Atmospheric
Administration (NOAA) satellites and established a good relationship model using the two
data sources. The different vegetation types using the two sensors from MODIS and NOAA
in the United States for the same time period were compared, and the results showed
that the synthetic 16-day data were similar and showed good linear relationships [44].
Michele et al. compared the two instruments from the point of view of the user interested
in operational crop monitoring using PROBA-V (QinetiQ Space Belgium, Paris, France)
instead of SPOT (Spot Image, Toulouse, France), and the results showed a high agreement
between these two instruments [45]. Caleb et al. conducted a methodology based on a
dynamic framework that was proposed to incorporate additional sources of information
into the NDVI time series of agricultural observations for the estimation of phenology [46].
Mao et al. constructed the yearly maximum GIMMS NDVI sequence of the AVHRR and
MODIS in Northeast China from 1982 to 2009 using a per-pixel unary linear regression
model [47]. Thus, it is possible to obtain a continuous NDVI product with high consistency
by fusing the data from a similar remote sensing system. A reconstructed long time series
of NDVI datasets can be used to monitor the dynamic changes in vegetation and land
transfer types by revealing important information and knowledge. To date, only a few
studies have focused on the reconstruction of NDVI time series using two or more NDVI
datasets that cover the whole Ruoergai wetland area (RWA). The NDVIs from AVHRR,
MODIS, and SPOT are available for the RWA, and they are important for specific vegetation
types, vegetation growth characteristics, topography, climate, and other factors. They are
all suitable for monitoring the dynamic changes in vegetation in the RWA. The multiple
sources of NDVI can reflect the characteristics of vegetation changes, and their respective
characteristics can be investigated and obtained to perform efficient data fusion.

To the best of our knowledge, the influencing factors that characterize long-term
vegetation changes have not been well explored or investigated in the RWA. The ecological
environment of the RWA is vulnerable to the changing climate, as it belongs to high-altitude
areas. Meanwhile, the single dataset of NDVI can hardly support the analysis of vegetation
in the RWA from 1982 to present. Thus, further in-depth and extensive research is urgently
needed to analyze the change and trend of the NDVI in the RWA. Two different NDVI
datasets: GIMMS NDVI (1982 to 2006) and MODIS NDVI (2000 to 2018) have been adopted
for analyzing the spatial and temporal changes of vegetation in the RWA. In this study, the
objectives were to try (1) to apply linear regression analysis of two NDVI datasets between
GIMMS and MODIS NDVI of the RWA; (2) to reconstruct the NDVI sequence through
the Savitzky–Golay (SG) filtering method using the GIMMS NDVI and MODIS NDVI in
RWA; and (3) to analyze the spatial, temporal, and seasonal changes with the trends of
vegetations in RWA at different counties.

2. Material and Methods

2.1. Study Area

The RWA is in the northern part of Sichuan Province, which is on the edge of the
Qinghai–Tibet Plateau (Figure 1). The south (north) is high (low) in altitude, ranging from
2500 to 5000 m [48]. The climate in this area is a humid monsoon, as it is in the plateau cold
zone, with cold winters and cool summers, along with abundant solar radiation, rain, and
hot temperatures. The annual rainfall is between 500 and 600 mm/year, with an annual
average temperature of 1.4 ◦C. The average annual sunshine hours is 2389, and the annual
average evaporation is 1232 mm [49]. The maximum wind force is 11 m/second, and
the wind direction is mostly a northwest wind. Freezing starts in late September each
year, with a maximum frozen soil depth of 72 cm, and can only be completely thawed in
mid-May [50]. The vegetation in this region is dominated by alpine meadows and marsh
vegetation, with a total wetland area of approximately 53 million square kilometers. There
are five counties in this area, namely, Aba County, Hongyuan County, Ruoergai County,
Luqu County, and Maqu County.
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Figure 1. The location of the study area in China and the vegetation types of the Ruoergai wetland area (RWA).

Since 1970, the ecological and environmental problems in the RWA have become
increasingly serious. Thus, the RWA was established as a nature reserve in 1994, and a
series of ecological restoration measures have been implemented in order to improve the
growth of vegetation and increase vegetation coverage [51]. In general, the vegetation
growth conditions and evolution trends in the RWA are of great significance to local
tourism, animal husbandry, transportation, urban development, and even the sustainable
economic and ecological development of the entire southwestern region. Therefore, the
vegetation change in the RWA deserves substantial attention.

2.2. Data Source
2.2.1. NDVI Data Source

The remote sensing-obtained NDVI data used in this study are from the GIMMS
and MODIS (Santa Barbara Remote Sensing, NASA, USA) NDVI. The GIMMS NDVI
can be assessed from the Heihe Project Data Management Center and the Cold and Arid
Regions Science Data Center (http://westdc.westgis.ac.cn). The data have been corrected
through radiometric correction and cloud removal for quality control. The international
maximum value synthesis method is adopted to obtain the NDVI data every half month,
and the data spatial resolution is 8 km. The MODIS remote sensing data were downloaded
from the vegetation index data (MOD13A3) provided by the National Space Adminis-
tration (NASA), of which the time resolution was 16 days and the spatial resolution was
1 km (https://ladsweb.modaps.eosdis.nasa.gov/missions-and-measurements/products/
MOD13A3/). The data have undergone preprocessing such as the elimination of ground
reflections and noise.

2.2.2. Vegetation Types

The vector data of this region were obtained from the National Geographic Informa-
tion Resource Directory Service System (http://www.webmap.cn/commres.do?method=
result100W). The vegetation type data source was from the project “1:1,000,000 China
Vegetation Atlas” compiled by the Resource and Environmental Science Data Center of
the Chinese Academy of Sciences (CAS) (http://www.resdc.cn). The vegetation types of
this region contain nine main types of cultivated vegetation, namely, broad-leaved forest,
swamp, grassland, shrub, meadow, alpine vegetation, and coniferous forest. To match the
NDVI data, the resolution of the vegetation type data was resampled in ARCGIS (version
10.4, Esri, USA) (https://www.arcgis.com/index.html), and then mask extraction was
performed to obtain the vegetation type of this region.
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2.3. Method
2.3.1. The Mean Method and Resampling Method

The average annual vegetation NDVI and seasonal average vegetation NDVI in the
RWA from 2000 to 2015 were calculated by means of the monthly NDVI value. The formula
is defined as follows:

NDVIx =
∑12

i=1 NDVIi

12
(1)

In the equation, the variable i varies from 1 to 12, NDVIx is the average annual NDVI,
NDVIi is the NDVI of the i-th month, and i is the month number. The seasonal averages
are defined as spring (from March to May), summer (from June to August), autumn (from
September to November), and winter (from December to February).

Since the spatial resolution of GIMMS and MODIS NDVI was different, the resampling
operation should be performed to achieve consistency. Therefore, the GIMMS NDVI was
sampled as 1 km in ArcGIS. Since the MODIS NDVI and the GIMMS NDVI have the
same temporal periods from 2000 to 2006, the multiyear average value of seven years was
calculated for each pixel to achieve continuity between the two datasets from January to
December. The linear fitting formula for each month is defined as follows:

NDVIG = a × (NDVIM) + b (2)

where NDVIG is the value of GIMMS NDVI and NDVIM is the MODIS NDVI. In addition,
a is the coefficient, and b is the constant.

2.3.2. Savitzky–Golay Method

It is necessary to determine certain filtering parameters, then use polynomials, and
finally realize the filtering method of least square fitting. This method was proposed by
Savitzky and Golay in 1964 and improved by Chen Equal in 2004 to make it more suitable
for fitting vegetation growth curves [52]. The formula is defined as follows:

Y∗
j =

∑i=m
i=−m CiYj + i

N
(3)

where Yj is the initial NDVI; Y∗
j is the fitted NDVI value; m represents the size of the sliding

window; C is the filter coefficient of the i-th NDVI value; N represents the length of the
filter, meaning the width of the sliding array is (2 × m + 1); and j represents the coefficient
of the initial NDVI array.

2.3.3. Workflow of Data Processing

The whole workflow of data processing can be divided into four parts (Figure 2).
First, the NDVIs from GIMMS and MODIS were preprocessed to achieve the same format,
projection, and coordinate system, which are necessary for information extraction. To
achieve this, the MODIS Reprojection Tool (MRT) tool was adopted for preprocessing, such
as data cropping and projection coordinate conversion of the MODIS NDVI data to ensure a
coordinate system consistent with that of the GIMMS NDVI. The vegetation type data and
administrative division vector data were used as masks to extract vectors from the RWA.
Second, the GIMMS NDVI was resampled to the same resolution as MODIS, and SG was
adopted to reconstruct the NDVI time-series data, which aims to improve the quality of the
data by removing noise, clouds, and aerosols. Third, the unary linear regression method
was used for reconstructing the long-term NDVI sequence in the RWA. For vegetation type
data and administrative division data, the collected vegetation type data were combined
with the administrative division data to extract the vegetation type data in the RWA. Thus,
the map of vegetation types in the RWA was constructed. At the time intersection of the
two NDVI datasets from 2000 to 2006, mean value synthesis was performed to obtain the
year-by-year NDVI of the RWA from 1982 to 2018, and unary linear regression was used to
unify the two datasets. Finally, according to the unified dataset, from the seasonal changes
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of spring, summer, autumn, and winter and the different time scales of the annual change,
the characteristics of the time change and spatial differentiation of the study area were
analyzed. The results of the RWA were analyzed through the following four aspects:

 

Figure 2. Workflow of data processing. GIMMS: Global Inventory Modeling and Mapping Studies; NDVI: normalized
difference vegetation index; MODIS: Moderate-resolution Imaging Spectroradiometer; SG: Savitzky–Golay.

(1) The NDVI data were first preprocessed, and for the results of the filtering process, the
GIMMS NDVI was processed using the SG filtering method. The results of the same
time period were compared with the NDVI of MODIS to ensure that the accuracy of
the filtered data was improved.

(2) The vegetation type, shape file, and NDVI data were all processed and extracted for
the RWA in five counties: Aba County, Hongyuan County, Ruoergai County, Luqu
County, and Maqu County.

(3) The temporal change in vegetation coverage using different scales, including the four
seasons and interannual changes in the NDVI of the RWA was analyzed. Spring was
defined as being from March to May, summer was defined as being from June to
August, autumn was defined as being from September to November, and winter was
defined as being from December to February.

(4) The spatial change in vegetation coverage, including the spatial distribution and
change trend of its NDVI value in different seasons and at different scales, was
evaluated; additionally, the four seasons and the whole year for the different districts
and counties in the RWA were analyzed.

(5) The contributions of social influencing factors were analyzed. The gross domestic
product (GDP) was obtained from the National Bureau of Statistics (https://data.stats.
gov.cn/), and the detailed data was recorded in country, year, GDP (ten thousand
CNY) forms in an independent file. These data were not all available for all counties,
and thus, only counties with GDP data were further selected for linear regression. The
linear relationships were built between GDP and the NDVI values and the coefficients
were obtained.
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3. Results

3.1. Preprocessing of the NDVI

The long time series of the GIMMS and MODIS NDVI of the RWA are shown and
compared (Figure 3a,b). The data were resampled into monthly values to better match the
consistency of the two different sensors that provided the NDVI sequence. The GIMMS
NDVI before and after the filtering process is also shown and compared with the MODIS
NDVI from February 2002 to September 2006 (Figure 3c,d).

 

Figure 3. Original sequence of the GIMMS and MODIS NDVI and comparison of the GIMMS NDVI before and after the SG
filtering correction. Note: (a) represents the original sequence of the GIMMS NDVI; (b) represents the original sequence of
the MODIS NDVI; (c) is the comparison of the GIMMS NDVI before the SG filtering correction and the MODIS NDVI; (d) is
the comparison of the GIMMS NDVI after the SG filtering correction and the MODIS NDVI. The axis of each subfigure
represents the year with the corresponding month.

It can be acknowledged that the curve of GIMMS before SG filtering had poor con-
tinuity and prominent abnormal values compared with MODIS. To be more specific, the
GIMMS NDVI values before the filtering process were all lower at the peak and bottom
than those of MODIS NDVI, and these NDVI values meant that the GIMMS NDVI was
not well corrected compared with MODIS NDVI. When the GIMMS NDVI was filtered
using the SG method, the data values of GIMMS were similar to those of MODIS. Thus, the
current NDVI sequence of GIMIMS for the entire time period (January 1982 to December
2006) should be filtered to remove the effects ascribed from different sensors using the SG
filtering method. Thus, the long time series of the NDVI sequence was obtained via the
above filtering method (1982–2020).

3.2. Temporal Changes of the NDVI in the RWA

The monthly average NDVI values and the seasonal average NDVI values of the RWA
were calculated using the reconstructed NDVI sequence from 1982–2020. The vegetation
of this region was analyzed using the NDVI sequence for spring, summer, autumn, and
winter (Figure 4). The coefficients of determination and significance values were calculated
using the inbuilt function regress in MATLAB (version 2019b, University of New Mexico,
Albuquerque, USA). It can be directly observed that the NDVI values significantly differed
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between the four seasons in the RWA, of which the rate of the NDVI in summer increased
the fastest and the rate of the NDVI in autumn increased the slowest, as the calculated
coefficients of determination of these two seasons were the highest and lowest among the
four seasons.

  

Figure 4. Seasonal trends of the NDVI in the RWA from 1982–2018. Note: (a–d) are the NDVI trends for spring, summer,
autumn, and winter, respectively. The R2 and P in the legend of each subplot are the coefficient of determination and
significance values, respectively.

The linear regression models were built between time and the NDVI sequence and the
ratios were 0.020, 0.021, 0.004, and 0.004/10a and the R2 were 0.568, 0.572, 0.056, and 0.683
for spring, summer, autumn, and winter, respectively. The vegetation trends in spring and
summer were maybe greater than those in autumn and winter. Based on the interannual
variation characteristics of the seasonal average NDVI, the seasonal variation trends of the
NDVI in the RWA were different from 1982 to 2019. The seasonal changes in the NDVI
value in spring decreased dramatically in 1989. The minimum, maximum, and mean
values of the NDVI were 0.258, 0.392, and 0.343 for spring, respectively. The growth trends
of the NDVI varied significantly between approximately 1988 and 1994, which may be
correlated with the changes in climate conditions. After 2000, although there was still an
alternating trend of rising and falling, the overall summer NDVI trend was relatively good.
The minimum, maximum, and mean values of the NDVI were 0.647, 0.756, and 0.721 in
summer, respectively. In autumn, there were three decreasing points (1988, 1991, and 2002),
and the corresponding NDVI values were 0.440, 0.437, and 0.433, respectively. The overall
change trend of the NDVI in autumn was not obvious. The minimum, maximum, and mean
values of the NDVI were 0.433, 0.517, and 0.506 in autumn, respectively. The increasing
trend of the NDVI in winter was slightly higher than that in autumn, and the minimum,
maximum, and mean values of the NDVI were 0.214, 0.258, and 0.279, respectively.
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The annual average NDVI values from 1982 to 2018 were calculated to explore the
overall change trend of vegetation in the RWA (Figure 5). The curve of the NDVI sequence
was volatile from 1982 to 1998, of which the NDVI increased and decreased one year later.
The average NDVI decreased first from 1998, reached its lowest value in 1999, and then
increased until 2005. The NDVI values varied between 0.405 and 0.472, and the overall
trend of the NDVI sequence in the RWA increased. The average NDVI value was 0.457,
the rate of the linear trend of NDVI was 0.013/10a, and the coefficient of determination
was 0.683 with a p value < 0.01. The minimum annual NDVI value appeared in 2018, with
a corresponding value of 0.405, and the maximum annual NDVI value appeared in 1982,
with a corresponding value of 0.472.

 

Figure 5. Annual NDVI sequence in the RWA from 1982–2018.

The annual average NDVI value from 1982 to 2004 was lower than that from 1981
to 2017, which indicated that the growth condition of vegetation was not good enough.
However, most of the NDVI values were higher than the annual average value after 2004.

3.3. Spatial Changes of the NDVI in the RWA

With the combination of different data sources, the differentiation characteristics of the
RWA were assessed and analyzed using long time series of NDVI sequences from different
areas. The average NDVI in the RWA from 1982 to 2018 was calculated, and the spatial
distribution is shown (Figure 6). The NDVI value intervals were set as 0.000, 0.200, 0.400,
0.600, 0.800, and 1. The NDVI values of 0 indicated that the pixel was water or potential
non-vegetation coverage.

The total area in this region was 59,889 pixels, of which the area with values equal to
0 was 2339 pixels, accounting for 0.039% of the area. The area distributed from 0.010 to
0.200 was 18 pixels. The area distributed from 0.210 to 0.400 was 5447 pixels, accounting
for 0.091% of the total area. The area distributed at the interval from 0.410 to 0.600 was
51,143 pixels, accounting for 85% of total accounts. The area in the range of NDVI values of
0.610 to 0.800 was 942 pixels, accounting for 0.0158%.
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Figure 6. Spatial distribution of the mean NDVI values in the RWA from 1982 to 2018.

The multiyear average of NDVI values ranging from 0.410 to 0.600 occupied most of
the area, dominating the vegetation coverage of the RWA. The spatial distribution of the
mean NDVI showed that the northeast and southwest had high values. The largest NDVI
values were in northeastern Zoige County, southernmost Aba County, and Hongyuan
County. The average NDVI sequence larger than 0.600 of the RWA mainly belonged to
the vegetation types of coniferous forests and broad-leaved forests. NDVI values of less
than 0.200 were mainly located in northwestern Maqu County, northern Aba County, and
southeastern Hongyuan County in Gannan Tibetan Autonomous Prefecture and Gansu
Province. The reason for this was that the vegetation types distributed in this region
were mainly alpine vegetation, swamps, and meadows, and the soil conditions were poor.
Through the comprehensive analysis of the temporal and spatial changes in the NDVI
sequence, it can be concluded that the vegetation increased.

Considering spatial impacts, the seasonal changes in the NDVI were recalculated for
different areas in the RWA. The trends of the maximum and average values of the NDVI in
the RWA were analyzed for different seasons and different areas (Figure 7). For seasonal
changes in the NDVI, summer had the highest values of NDVI, followed by spring, autumn,
and winter. In regard to different regions, the maximum NDVI values of Zoige County
were higher than those of the other four counties throughout the year, which indicated
the potential good growth of vegetation and good vegetation coverage. The maximum
NDVI values of Maqu County were lower than those of the other four counties, and the
overall NDVI maximum value was the lowest, which indicated relatively low vegetation
coverage. The variation curves of the maximum NDVI of the five counties were consistent.
The distribution of maximum NDVI values in different counties was in the following order:
Zoige County, Aba County, Hongyuan County, Luqu County, and Maqu County. In regard
to the average values of the NDVI, Zoige County had the highest and Aba County had the
lowest values. However, the distribution curves of all of the counties were very close. The
NDVI average distribution curves of Aba County, Hongyuan County, Maqu County, and
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Luqu County in different quarters were relatively close, and the NDVI showed a certain
degree of overlap.

 

Figure 7. Trends of the maximum and mean values of the NDVI values in different districts and
counties of the RWA. Note: (a,b) indicate the maximum and mean NDVI values, respectively.

The spatial distribution of the mean NDVI values in spring, summer, autumn, and
winter in the RWA from 1982 to 2018 are shown in Figure 8. The spatial distributions of the
NDVI values in autumn and winter were relatively similar, and the results in spring were
similar to those in summer. Most of the NDVI values in the spring were between 0.410 and
0.600 (51,402 pixels), which accounted for 86% of the total number of pixels. The number
of pixels of NDVI values ranging from 0.010 to 0.200 and from 0.210 to 0.400 was 28 and
5102, respectively, and the total percentage was 9%. The corresponding number of pixels
whose values varied from 0.61 to 0.80 was 1026, which accounted for 2%. It should be
acknowledged that the low-value areas of NDVI were mainly distributed in Maqu County
and in western Aba County. In contrast, the high-value areas of NDVI were concentrated
in eastern Zoige County. The spatial distribution of NDVI values was relatively discrete in
summer, with values ranging from 0.610 to 0.800, accounting for 88% of the total pixels.
High NDVI values appeared in eastern Maqu County, Aba County, and eastern Zoige
County. The land usage classification showed that those regions were mostly covered
by vegetation types such as coniferous forests, shrubs, and broad-leaved forests, which
improved the vegetation coverage. On the other hand, the low values were in Hongyuan
County and Aba County. This result may be ascribed to the reason that this region was
closer to the Chengdu Plain and the altitude was relatively low.

The NDVI had a significant decreasing trend in autumn, the NDVI values were
most widely distributed between 0.210 and 0.400, and the number of pixels was 48,976,
accounting for 82% of the total number of pixels. The main reason was that the NDVI
values were influenced by the harvest of crops such as cereal crops, and thus, the vegetation
coverage rate decreased. The numbers of pixels with NDVI values ranging from 0.010 to
0.200 and from 0.410 to 0.600 were 508 and 7718, respectively. The corresponding areas
with NDVI values concentrated from 0.410 to 0.600 were distributed in the south-central
part of Aba County, the southern part of Hongyuan County, and the northeastern part
of Zoige County. This result was due to the land being covered by coniferous forest and
broad-leaved forest. The number of pixels with values ranging from 0.610 to 0.800 was
341. The spatial distribution of the NDVI values in winter was similar to that in autumn.
The difference was that the NDVI values in winter were the lowest, and the NDVI value in
winter was the most widely distributed between 0.210 and 0.400, accounting for 85% of

13



Forests 2021, 12, 76

the total number of pixels (50,875 pixels). The average value was 0.260, and the number of
pixels of the NDVI values concentrated from 0.010 to 0.200 and from 0.410 to 0.600 were
4551 and 2039, respectively. The number of pixels of NDVI values ranging from 0.610 to
0.800 was 80, and this percentage was the lowest. Due to the decrease in temperature, high
altitude, crop dormancy, and reduced photosynthesis in winter, the vegetation types were
mainly grasslands and meadows, resulting in a significant decrease in vegetation coverage.

 

Figure 8. Spatial distribution of the mean NDVI values in different seasons in the RWA from 1982 to
2018: (a) spring; (b) summer; (c) autumn; and (d) winter.

In general, the NDVI values in winter, spring, and summer ranged from 0.210 to 0.400,
0.410 to 0.600, and 0.610 to 0.80, respectively (Figure 8). The RWA showed a more obvious
trend of improvement in vegetation coverage, and the NDVI values increased. The spatial
distribution of NDVI values in autumn was similar to that in winter, with the NDVI values
ranging from 0.210 to 0.400. This result was ascribed to the changing characteristics of
vegetation in autumn. The photosynthesis of vegetation decreased, and the growth of
vegetation was slow, which further resulted in the low NDVI values in that period.

3.4. Analysis of the Contributions of Social Influencing Factors to Vegetation

To explore the contributions of social influencing factors on vegetation, long time
series of GDP data were adopted for data analysis. The GDP data of Aba, Ruoergai, and
Hongyuan were available, whereas the data of the other counties were not found. The
linear regression was performed with the time and NDVI sequence, indicating that as
time progresses, NDVI presents an increasing trend. Similar relationships were found
between GDP and time. Then the linear regression model was performed independently
between the GDP and NDVI sequence where the GDP data was available. The linear trend
coefficients, regression equations, coefficient of determination (R2), and significant values
were calculated, as shown in Figure 9.
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Figure 9. Linear regression analysis between the GDP and NDVI at the county level. Note: (a) Aba; (b) Ruoergai; and (c)
Hongyuan.

The ratios of the regression models were all positive, indicating that GDP had a
positive relationship with NDVI, of which the ratios were 0.0024, 0.0015, and 0.0020 for
Aba, Ruoergai, and Hongyuan, respectively. Thus, the contribution of GDP to vegetation
was observed to be in the following order: Aba, Hongyuan, and Ruoergai. The R2 values
were 0.453, 0.463, and 0.444, respectively, with significant values lower than 0.001. Since
GDP was positively correlated with NDVI and the p values were all significant, this implies
that the good growth of vegetation in these regions may be influenced by socioeconomic-
related factors, such as the planting of more trees and tree protection activities.

4. Discussion

The long time series NDVI sequence of the RWA was reconstructed using the NDVI
from GIMMS and MODIS. The rebuilding was performed using only two NDVI sources;
thus, the fusion of more data sources, such as the NDVI calculated from SPOT, GF-1, GF-2,
and TM/ETM, needs to be investigated in order to evaluate the proposed method in future
analyses. The fusion of data from multiple sources may improve the quality of the NDVI
sequences; if so, the quantitative analysis will be more reliable [53–55]. However, although
we tried to exclude potential uncertainties, there remained three main uncertainties in this
study. First, the SG filtering method was applied to exclude the uncertainties from the
NDVI sequence; however, noise may still remain [56,57]. The uncertainty from noise, such
as clouds and aerosols, may influence the results. Therefore, more filtering methods, such as
logistic filtering, wavelet filtering, Gaussian filtering, and Fourier harmonic timing analysis
method filtering, could be adopted to compare the filtering results [58,59]. Ultimately, a
combination of filtering methods may effectively improve the quality of the NDVI sequence
and reduce noise. Second, the spatial resolution of GIMMS NDVI was resampled from
8 km to 1 km, thus, there are uncertainties that may be generated during the process of
resampling using the interpolation method [60,61]. Third, meteorological information was
not implemented to analyze the dynamic changes in vegetation in the RWA; it is known
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that climatic variables, such as temperature, precipitation, wind speed, and air humidity,
are important influencing factors for the growth of vegetation [62–65]. Moreover, terrain
data were not considered, and the terrain would profoundly influence the regional climate
and have some impact on vegetation. In addition, the phenology of vegetation was another
important influencing factor, and its impact should be assessed and evaluated in order to
exclude uncertainties in assessing seasonal changes in the NDVI of the RWA in different
counties [66,67]. Thus, the combined impacts of climate and phenology on vegetation
should be further investigated. Furthermore, policy implications played important roles
in determining the NDVI values in the long time-series data. The spatial and temporal
NDVI implied that the vegetation in the RWA grew well and that the potential vegetation
coverage was relatively large.

5. Conclusions

A long time series of NDVI sequences of the RWA was acquired by filtering the
NDVI of GIMMS from 1982 to 2006 and the NDVI of MODIS from 2000 to 2018 using the
Savitzky–Golay filtering method. Through the process of linear regression, the spatial
scale conversion of the two datasets was realized. The temporal and spatial variations
in vegetation were assessed and evaluated using the NDVI sequence of the RWA. The
SG filtering method was adopted in order to exclude the noise of the NDVI sequence,
producing a smoothed curve with good continuity and eliminating many outliers. The
corrected GIMMS NDVI and MODIS NDVI values were close and consistent. The NDVI in
the RWA had different seasonal trends with obvious fluctuations to various degrees. The
linear trend rate of the seasonal average NDVI value was summer (0.021/10a), followed by
spring (0.020/10a), winter (0.005/10a), and autumn (0.004/10a). The overall NDVI values
of the RWA varied from 0.405 to 0.472, and the overall trend increased as 0.013/10a. Zoige
County had the maximum NDVI value, followed by Aba County, Hongyuan County, Luqu
County, and Maqu County. The vegetation variations in the RWA showed overall good
development, with the main distribution range of the NDVI values being from 0.410 to
0.600. The seasonal changes and annual variations in the NDVI of the RWA may imply
the potentially good development of vegetation, and the increasing trend of the NDVI
sequence may indicate increased vegetation coverage.
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Abstract: Rabigh Lagoon, located on the eastern coast of the Red Sea, is an ecologically rich zone
in Saudi Arabia, providing habitat to Avicennia marina mangrove trees. The environmental quality
of the lagoon has been decaying since the 1990s mainly from sedimentation, road construction,
and camel grazing. However, because of remedial measures, the mangrove communities have shown
some degree of restoration. This study aims to monitor mangrove health of Rabigh Lagoon during
the time it was under stress from road construction and after the road was demolished. For this
purpose, time series of EVI (Enhanced Vegetation Index), MSAVI (Modified, Soil-Adjusted Vegetation
Index), NDVI (Normalized Difference Vegetation Index), and NDMI (Normalized Difference Moisture
Index) have been used as a proxy to plant biomass and indicator of forest disturbance and recovery.
Long-term trend patterns, through linear, least square regression, were estimated using 30 m annual
Landsat surface-reflectance-derived indices from 1986 to 2019. The outcome of this study showed
(1) a positive trend over most of the study region during the evaluation period; (2) most trend
slopes were gradual and weakly positive, implying subtle changes as opposed to abrupt changes;
(3) all four indices divided the times series into three phases: degraded mangroves, slow recovery,
and regenerated mangroves; (4) MSAVI performed best in capturing various trend patterns related
to the greenness of vegetation; and (5) NDMI better identified forest disturbance and recovery in
terms of water stress. Validating observed patterns using only the regression slope proved to be a
challenge. Therefore, water quality parameters such as salinity, pH/dissolved oxygen should also be
investigated to explain the calculated trends.

Keywords: forest change; degradation; regeneration; geospatial–temporal analysis; trend

1. Introduction

Mangrove swamps are a common feature in coastal areas that are exposed to the daily
fluctuation of tides. They are predominantly found in muddy substrate with low wave
energy and hypersaline environment [1–7]. Mangroves serve as an important habitat for
fish communities and other benthic flora and fauna [8]. Moreover, they play a key role in
shoreline protection and waste assimilation through the purification of marine water and
surrounding air. Mangroves are also important for carbon sequestration since they are a
major sink for carbon by storing it in the sediments [9,10]. In addition, mangrove trees have
shown great tolerance to low levels of dissolved oxygen in coastal environments [11–14].

The spatial distribution of mangrove trees along the Red Sea coast of Saudi Arabia
was found in 104 locations with an estimated total area of 3452 hectares (ha) [15]. Two
major species common to this area are Avicennia marina and Rhizophora mucronata. Lagoons
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share 15% of the globes’ coastal areas. Mangrove swamps of Red Sea are essential for
various ecological functions such as nursery for commercial fish species [16], protection
of coral reefs [17], and provision of nesting sites for bird species like Goliath heron and
Reef heron [18]. There has been an observed degradation of mangrove trees in the Red
Sea region. Some of the major drivers of degradation are the clearing of large areas of
mangrove for hardwood, shrimp farming, over grazing by camels, construction activities
that alter the water level, and tidal flow. For instance, building dams has significantly
lowered fresh water flow into the swamps, thereby, leading to a substantial rise in the level
of salinity [19]. In addition to that, mangrove species of this region grow in a particularly
harsh environment including: salinity levels of more than 40 ppt, sea surface temperature
of more than 31 ◦C in summers, and no permanent source of freshwater recharge [20].

In the context of the Rabigh lagoon, in 1987, a new road was constructed in the north-
west of the study area crossing the mouth of the bay. This road obstructed the recurrence
of water flow within the swamp. As a result, the amount of freshwater flow decreased and
salinity of the bay area gradually elevated, thereby reducing the productivity of the man-
grove trees. By the end of 2012, the road was flooded by sea water, completely opening
the bay, and consequently improving the health of mangroves due to the enhancement of
water movement.

In order to conserve ecologically sensitive regions, it is inevitable to first monitor their
status. Remotely sensed data, especially multi-spectral Landsat data, have been widely
used for such purposes [21–25]. Essentially the spectral information from satellite imagery
is used to correlate it with the biophysical properties of vegetation cover. Several studies
have indicated that the NDVI (Normalized Difference Vegetation Index) of mangrove
represents high correlation with biomass and leaf area index [26–30]. Other indices such as
Enhanced Vegetation Index (EVI) and Soil Adjusted Vegetation Index (SAVI) are also used
to monitor plant health as they are most robust than NDVI. For instance, EVI is sensitive to
background canopy variations and does not saturate over high biomass. SAVI accounts for
background soil component that can interfere with the vegetation signal [31]. Normalized
Difference Moisture Index (NDMI) has been used to detect forest disturbance and recovery
since it detects variation in the moisture content of the vegetation. It can differentiate
between the moisture content of soil and vegetation and is less sensitive to atmospheric
scattering; SWIR (shortwave infrared) used for NDMI can penetrate thin clouds as well [32].

Alamahasheer et al. [33] studied changes in Red Sea mangroves using multi-temporal
Landsat imagery, Elsebaie et al. [34] used integrated remote sensing and GIS (geographic in-
formation system) approach to identify suitable plantation sites for mangroves on the south-
ern coast of the Red Sea, Kumar et al. [35] surveyed distribution of mangroves along
the coast of theRed Sea using NDVI, and Monsef and Smith [36] estimated mangrove
cover in the Red Sea using Landsat spectral indices. This study aims to monitor the status
of mangrove trees in Rabigh Lagoon by comparing spatial and temporal patterns dur-
ing the time of obstructed water circulation and after the water circulation was resumed.
To our knowledge, this is the first study to use hyper temporal data and trend estimation,
over this region, in the form of annual images for the past 34 years.

2. Materials and Methods

2.1. Study Area

Rabigh Lagoon is located on the northeast coast of Red Sea. It, also called as Sharm
El Kharar, extends between longitudes 38◦ E and 39◦ E and latitudes 22◦ N and 23◦ N. Its
origin dates to late Pleistocene because of erosion, followed by flooding due to postglacial
sea level rise in early Holocene transgression [37–39]. The study region is only 16 km
from Rabigh city and occupies an area of about 75 km2 (Figure 1) with many patches
of mangrove communities spreading over an area of 136.7 ha [35]. Surface elevation of
the area differs widely from −10 to 58.5 m above sea level. Sediment texture is mostly
mud, gravelly sand, and sandy mud. The prevailing climate is dry and tropical. In winters,
there is also influx of freshwater from wadis: Rabigh, Rehab, Murayykh, and Al-Khariq.
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Tidal range is 20 to 30 cm. Water exchange between the lagoon and the sea takes place
mainly via the following process: Water, having temperature of 25 to 30 ◦C and salinity of
39‰, enters the lagoon as surface inflow. After circulating the lagoon, it exits in the form
of subsurface flow with relatively similar temperature and a salinity of 39.8‰ and 40.5‰
during winter and summer, respectively [40]. On average, it takes 15 days for the water to
circulate the lagoon, with the speed of flow of 50 cm per second at the entrance 5–20 cm per
second inside the lagoon. Avicennia marina is the only mangrove species that is found in
the lagoon [41]. They mostly have a stunted growth reaching to a height of 2 m. The Rabigh
lagoon has suffered from climatic changes and global warming in the form of increased
water temperature and sea level rise [42].

Figure 1. Map of study site, Rabigh Lagoon, located along the coast of Red Sea, Saudi Arabia. Pink triangles show locations
for field visits. Red dots show locations from where pixel wise time series were extracted. GCS stands for Geographic
Coordinate System. WGS stands for World Geodetic System.

2.2. Trend Analysis Using Time Series

Time series are data points distributed across equal intervals. Time series of vege-
tation indices have been used for ecological studies such as monitoring forest and land
degradation. This study used 30 m annual images, from 1986 to 2019, generated from
sensors onboard Landsat 5 (1986 to 2002), Landsat 7 (2003 to 2012), and Landsat 8 (2013 to
2019) to derive the long-term trend component over mangrove forests in the study region.
The different indices used were as follows (Table 1): NDVI, EVI, MSAVI, and NDMI. Images
for all years belonged to the summer season, which is June to September, depending on
data availability and minimum cloud cover. Data were obtained from the online archive of
USGS EROS (United States Geological Survey Earth Resources Observation and Science)
Center Science Processing Architecture. The final product (normalized indices) down-
loaded, with path row 170/044 on WRS-2 (World Reference system), was derived using
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surface reflectance (tier 1) products from Landsat 5 TM (Thematic Mapper), Landsat 7 ETM
(Enhanced Thematic Mapper), and Landsat 8 OLI (Operational Land Imager). Surface
reflectance products are radiometrically and atmospherically corrected and come along
with cloud, shadow, water, and snow masks developed using the CFMASK (C Function
of Mask) algorithm. More information about Landsat surface reflectance product character-
istics can be found in Schmidt et al. [43] and Vermote et al. [44] findings. All images were
rescaled to fall in the range between −1 to 1 by multiplying the values with 0.0001. Images
from Landsat 7 between the years 2003 and 2012 with SLC (Scan Line Corrector) failure
were gap filled using linear interpolation. All non-vegetated areas and water bodies were
masked out from further analysis using a threshold median EVI of 0.08. This threshold was
determined by comparing EVI values of vegetation with non-vegetated surface around
Rabigh Lagoon. Figure 2 shows spatial distribution of prominent vegetation communities
(dark green tones).

Table 1. Spectral indices used for time series analysis.

Spectral
Index

Formula Wavelength (μm) Reference

NDVI (NIR − Red)/(NIR + Red) Red 0.63–0.69 [45]

EVI G * (NIR − Red)/(NIR
+ C1 * Red − C2 * Blue + L) Blue 0.45–0.52 [46]

MSAVI (2 * NIR + 1 − sqrt ((2 * NIR + 1)2

− 8 * (NIR − Red))/2
NIR

(near infrared) 0.77–0.9 [47]

NDMI (NIR − SWIR1)/(NIR + SWIR1) SWIR1
(shortwave infrared) 1.55–1.75 [31]

NDVI, Normalized Difference Vegetative Index; EVI, Enhanced Vegetative Index; MSAVI, Modified, Soil-Adjusted
Vegetative Index; NDMI, Normalized Difference Moisture Index. G = 2, C1 = 6, C2 = 7.5, L = 1.

 

Figure 2. Median EVI over Rabigh Lagoon derived by calculating the median value using all
the images between 1986 and 2019.

Workflow in Figure 3 shows how the images were processed and analyzed. Trend
estimation was carried out on four (EVI, MSAVI, NDVI, and NDMI) annual raster time
series covering the period of the last 34 years. Temporal changes in indices were interpreted
as follows: increasing EVI, MSAVI, and NDVI meant the canopy is more productive (green)
and in a healthy state. This is due to higher reflection of NIR (near infrared) by the spongy
mesophyll of the all the leaves in the canopy and absorption of red wavelength by chloro-
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phyll. In the case of NDMI, the SWIR1 reflection tells about the vegetation water content
and spongy mesophyll structure. Higher water content would mean more absorption
of SWIR1, thus leading to higher NDMI [48]. Slope of the yearly trend was calculated
by linear least square regression where the index values act as response variable against
the predictor variable, which in this case is time. Statistical significance of the regression
coefficient was determined through Mann-Kendall trend test. The analysis was done
using the “greenbrown” library [49] in RStudio (version 1.2.5033, Affero General Public
License v3, Boston, MA, USA). The trend calculation algorithm in the “greenbrown” library
offers the possibility to compute breaks in the time series by controlling the parameter
h. Statistically, a breakpoint in the time series occurs when there is a structural change in
the regression parameters before and after the break [50]. Ordinary Least Square Moving
Sum (OLS-MOSUM) test is applied to detect whether any breaks exist in the time series.
The detected break in a signal might depict an abrupt change such as clearcutting, logging,
forest fire, landslide, and land management practices that might cause the index values to
change with a large magnitude. However, breaks can also be induced by data artifacts [51].
For this study, the parameter h, which is the minimum time between detected breaks, was
set to 5 years (0.15) for a 34-year time span. This means only the most significant abrupt
change, if it exists, in the five-year period will be recorded. The regression analysis resulted
in four trend maps showing areas with monotonic upward (greening) and downward
(browning) patterns.

Figure 3. Framework for data acquisition and analysis.

All the spatial mapping was carried in ArcGIS Pro (version 2.6.3, Esri, Redlands,
CA, USA). Using the trend maps, pixel-wise time series were extracted for each index and
were analyzed as follows: to depict the health of mangroves, each time series was divided
into two periods; during road obstruction (disturbed period) and after demolition of
the road (recovery period). The disturbed period was represented by the years 1987 to 2012,
whereas recovery period was represented by years 2013 to 2019. The median was calculated
for each period per site and subsequently compared. If the difference between the median
index values between the two periods was positive that was interpreted as recovery.
Additionally, for easy comparison, the differences between disturbed and recovery periods
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for all twelve sites were further averaged for each index. Similar calculations were made
for the median of raster images. Kruskal-Wallis test was also performed in RStudio to
identify any significant differences between the medians of both periods using median
values for each site per index. Kruskal-Wallis is a non-parametric approach to detect any
significant differences in a continuous dependent variable (median index values) against a
categorical independent variable (period of disturbance and post disturbance recovery).

3. Results

Trend estimations from all four indices were analyzed for their spatial explicitness
and temporal development. Figure 4 shows the spatial trend patterns computed by the re-
gression algorithm. Only significant trends with p-values less than and equal to 0.05
(95% significance level) are shown. All trend slopes lie within the range of −0.01 to 0.01.
Areas on trend maps (Figure 4) with bright orange/yellow to green colors indicate the range
of weak positive (<0.01) to strong positive (0.01) trend, while areas with dark orange to red
indicate the range for weak negative (<−0.01) to strong negative trends (−0.01). According
to the histograms in Figure 5a–d, most pixels had a weak positive trend for all indices
falling in the range of 0.001 to 0.005. MSAVI showed higher variation in the calculation of
trend as can be seen by a greater number of bars. In addition to that, the number of pixels
with significant positive trends (more than 0.001) was the highest for MSAVI (Figure 5b).
This presents a good case for using MSAVI over regions with sparse vegetation since it can
prevent the influence of background soil. The number of pixels with negative trends (slope
value more than −0.001) was highest for NDMI, indicating water-stressed mangroves
(Figure 5d). The increasing trend shown in Figure 4 was mostly observed over natural
areas with mangrove forests depicting subtle changes. The vegetation around Rabigh
lagoon is dominated by mangrove trees [41]. Just near the coast, on the south west of
the lagoon, there is a cluster of pixels with a strong positive trend over a region that has
undergone modification and land use in terms of managed tree plantation on an area
that was previously bare soil. Stronger greening patterns were observed for mangroves
inside the lagoon compared to those for the mangroves just at the north western border of
the lagoon. Of all four indices, the NDVI was the least reliable. Although overall patterns
were similar, the NDVI does not perform well in sparsely vegetated areas, especially where
highly heterogeneous pixels are influenced by surrounding bright soil.

Different plots (Figure 6) of calculated trend slopes for all four indices show correlation
between EVI, MSAVI, NDVI, and NDMI and their statistical distribution. Overall correla-
tion values between EVI, MSAVI, and NDVI are quite high, up to 0.98. On the other hand,
lower values of correlation between NDMI with other indices were observed, with the max-
imum reaching up to 0.58. Nonetheless, all indices showed a dominant greening pattern.
The box plots and QQ (quantile-quantile) plots show that all indices follow similar statisti-
cal distribution. The prominent presence of extreme values (especially positive) is indicated
by data points falling on the line in the middle and deviating away from the line (above
blue line for positive values and below blue line for negative values) forming heavy tails in
the QQ plots. This is also reflected by the data points falling outside the upper and lower
whisker in the box plot.
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Figure 4. Regression slopes derived from the trend algorithm for (a) EVI, (b) MSAVI, (c) NDVI, and (d) NDMI.

Figure 5. Histograms for trend slopes derived from (a) EVI, (b) MSAVI, (c) NDVI, and (d) NDMI.
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Figure 6. Pair wise scatter plots (a), boxplot (b), and QQ (quantile-quantile) plots (c) showing the correlation and statistical
distribution of trend slopes derived from EVI, MSAVI, NDVI, and NDMI.

Figure 7 shows the extracted time series over various sites with mangrove trees.
A total of 12 time series were extracted. All the graphs show a very subtle development
of index values. NDMI shows lower values than the other indices, which reflects water
stress for plants largely triggered by obstructed water flow. For all indices, the end of
time series can be seen showing higher values, and they stay above the values of those
in the beginning of the time series (discussed further in Figure 8). That is why there is
an observed monotonic upward trend. Low index values in 2005 were accounted for
by the poor quality according to the “pixel quality assurance” band. Therefore, it was
considered as noise. Outliers were considered as noise in this study. As long as noise did
not result in break detection, cause regression parameters to be unstable, or lead to trend
shifts, it was ignored from further investigation. In addition, any rise and fall in the signal
between consecutive years was not interpreted as a trend because it was assumed that the
mangrove ecosystem takes time to respond to external factors. Moreover, the lag period
between the cause and effect has to be kept in mind when detecting vegetation response
with satellite instruments. Local scale differences between the time series of the VIs
(vegetation index) and moisture index can be attributed to the spectral differences where
the VI used the IR (infrared) and visible (red and blue) part of the spectrum for highlighting
the greenness of the vegetation. On the other hand, NDMI use only the infrared waves
(IR and SWIR) characterizing the wetness of the vegetation.
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Figure 7. Time series between 1986 and 2019 extracted from different mangrove sites (for all four indices: (a) EVI, (b) MSAVI,
(c) NDVI, and (d) NDMI.

Figure 8. Median index values for disturbed and post disturbance recovery of mangroves for all twelve sites (Disturbance:
1987–2012, Recovery: 2013–2019).

In Figure 8, median values for each selected site can be seen changing during the two
classified periods of time series. According to the output of Kruskal-Wallis test with
p-value of 0.0006918 (against significance level of 0.05), there are significant differences in
the median values of disturbance period from the recovery period. For all sites during
the disturbance period (1987–2012), median values are lower, showing mangrove commu-
nities in an unhealthy state. Post disturbance (2013–2019), after demolishing the road, a
gradual recovery of the mangroves was observed, which was reflected in the increased
median index values compared to the values in disturbed state. Figure 9 shows the spatial
pattern of median differences for the whole study site, which also came out to be posi-
tive. The average differences (Table 2) between the two periods were similar for EVI and
MSAVI, whereas for NDVI, it was the highest. The NDVI usually shows higher values
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because it tends to saturate over high biomass; therefore, the larger difference was not
interpreted as a higher recovery. In the case of NDMI, the difference was only slightly
larger than the difference of EVI and MSAVI. This could be a random occurrence. However,
it is worthy to mention that NDMI is better at identifying forest disturbance and recov-
ery because SWIR is more influenced by canopy moisture content [52]. For some sites
(38.8361426◦ E 22.9962740◦ N, 38.9113980◦ E 22.8789328◦ N, 38.9140997◦ E 22.8773751◦ N),
NDMI shows negative values even in the recovery period, which could mean higher wa-
ter stress. In addition, negative NDMI values also mean low canopy cover, which was
illustrated by visualizing high-resolution Google Earth imagery.

Figure 9. Spatial pattern of post disturbance recovery (show in green).

Table 2. Averaged median values of disturbed and recovery period and their difference.

Index Disturbance Recovery Difference

EVI 0.104 0.155 0.052
MSAVI 0.086 0.136 0.051
NDVI 0.143 0.235 0.092
NDMI 0.038 0.096 0.066

This study relates degradation and recovery patterns in response to obstructed water
recharge, resulting in disturbed levels of salinity, dissolved oxygen, and pH. Tidal and
water chemistry are two main parameters considered to effect mangrove productivity [53].
Therefore, it is helpful to consider these factors when interpreting trend patterns. Under
higher-salinity and low-nutrient conditions, mangroves increase the process of transpira-
tion to excrete the salt, which could lead to less growth or productivity. Figure 10 shows
the aforementioned parameters of the lagoon for the year 2014. The data were taken from
the study of Youssef and Sorogy [54] and mapped to visualize the spatial pattern. Since no
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such data are available during the disturbance period, a direct comparison cannot be made.
Nevertheless, values in Figure 10 do suggest that mangroves are returning to a healthy
state because the parameters in the surrounding lagoon water are within the normal range
(mangroves in Rabigh are acclimatized to 40 ppt salinity) [20].

Figure 10. Surface water parameters (a) salinity or dissolved salts, (b) dissolved oxygen and (c) pH.
The sampling and estimation was done in 2014 [55].

Rainfall and temperature data, provided by CRUTS (Climate Research Unit gridded
Time Series), were also used to assess their impact on degradation and regeneration patterns.
The data were produced through the interpolation of observations from weather stations.
Monthly data was downloaded, and the trend was estimated through linear least square
regression on annually aggregated series against a 95% significance level. According to
Figure 11, an increasing trend in temperature and non-significant trend in precipitation
was observed. Whereas it could be contemplated that a combination of both climatic
parameters could have had an influence on mangroves, this cause-and-effect relation
must be proceeded on with extreme caution. Firstly, the data had a very coarse spatial
resolution. For pixel-to-pixel correlation, climatic and index data must be of the same
spatial resolution. Rainfall and temperature were recorded from the monitoring station in
Jeddah that is at a distance of 141 km from Rabigh. While such datasets might be useful to
monitor the impacts of major climatic events and general trend patterns in the context of
globally rising temperatures, it might not always be helpful in reflecting a spatially and
temporally explicit situation. This is especially the case where a combination (multivariate)
of factors have a nonlinear effect and linear statistical correlations might not be enough.
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Figure 11. Trend (blue line) analysis for annual average (a) temperature and (b) rainfall. Trend for
rainfall came out to be non-significant, therefore slope and MK (Mann-Kendall) tau values are not
shown. The symbol * shows the trend is significant, with three * meaning highly significant having
p value of less than 0.000001.

4. Discussion

The deterioration of mangrove species has been observed at a regional and global
scale. According to Al Shiekh [55], there has been a loss of 46% of vegetation cover between
1987 and 2002 in the Red Sea coast at the Jazan region, Saudi Arabia. The reasons discussed
for this loss are demographic growth and aquaculture. On the contrary, a recent study by
Almahasheer et al. [33] reported an expansion of 12% in mangrove area along the Red Sea.
This expansion was observed over 41 years from 1972 to 2013 based on multi-temporal
Landsat data analysis. Although our study investigated only a small part of the Red Sea,
it does correlate with the findings of Almahasheer et al. [33] such that our study showed
a monotonic upward trend for mangroves in the form of regeneration after the road in
the north west of the lagoon was dismantled. Our study used the approach of “intercom-
parison” for indirect validation of the observed trends. Intercomparison involves [56] using
multiple data products to draw out simplified estimations of major spatial and temporal
patterns. The multiple data products in this study were the four indices using different
band combination to assess the temporal change in the spectral response.

Mangroves show a lot of tolerance to various stress factors they are exposed to [57].
The generated time series (Figure 7) of annual records of EVI, MSAVI, NDVI, and NDMI
over twelve sites of mangrove habitats in the Rabigh lagoon from 1986 to 2019 showed
an interesting pattern of ecological dynamics of mangrove population. There are very
subtle changes taking place in the region, where at some sites, mangroves tend to be stable
through a loss and gain strategy, and at others, they show a declining tendency. According
to Vovides et al. [58], mangrove regeneration post disturbance in arid and semi-arid regions
could prove to be a challenge. This is especially the case where plantation activities alone,
without eliminating the stress factor, will not bring desired results. Twilley et al. [59]
investigated similar hydrological stress on mangroves in CGSM lagoon (Cienaga Grande
de Santa Marta) Colombia, brought on by coastal highway construction. The authors
highlighted that the recovery rate of the mangrove wetlands depends on the intensity
and persistence of the disturbance, type and age of species, and natural tree mortality,
where adult trees after dying leave gaps in the canopy giving space for new seedlings
to grow. Based on the study of Twilley et al. [59], natural hydrological restoration and
mangrove plantations were the main assessed factors important for mangrove recovery.
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In the region of Rabigh, the prominent limiting factors for mangrove growth are
optimum hydrological conditions in the form of mainly water circulation from the open sea
and limited rainfall. A sand pathway, hindering water circulation, has been present between
1987 and 2012. Since mangrove forests are wetlands and have a deep root system, persistent
water obstruction may take a few years to have a prolonged and visible (such as stunted
growth and yellowing of leaves) and detectable impact on mangrove’s health [60]. This is
so because mangrove roots are efficient in absorbing water from sediments. Moreover,
since Rabigh Lagoon is surrounded by inland desert, mangrove species there are adapted
to dry and warm conditions and will show resilience to drought-like conditions. It should
be kept in mind though that at the physiological level, degradation might be immediately
detected. The lag discussed in this paper is solely in terms of the satellite detection of
vegetation status when viewing the canopy greenness and wetness. The sand passageway
was partly flooded by water in 1990, after which the lagoon was connected to the sea
through manually laid downpipes (Figure 12). With the passage of time, these pipes were
blocked by sedimentation. As a result, there was a slow and reduced water re-charge
into the lagoon. During this period, the mangroves were gradually recovering while
the degradation processes were still active.

Figure 12. Pipes laid down under the sand passage to allow water circulation.

In 2012, the sand passageway was completely demolished, and the lagoon was re-
connected with the open sea. As a result, there was unobstructed natural water circulation
and also an increased nutrient supply. This is reflected by increasing index values for all
indices in all twelve sites, especially from 2013 onward where the values are the highest
during the whole evaluation period. Three sites in particular were visited as part of an
ongoing project in Rabigh Lagoon since the 1990s and therefore are presented as case studies
in the following sections. Figures 13–15 show results from pixel-based trend analysis for
EVI, MSAVI, NDVI, and NDMI for the three locations. They are further discussed below.
All three sites present a case study of disturbance (due to road construction) and recovery
after the road was demolished and the effect of various stress factors was diminished.
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Figure 13. Trend (blue line) analysis for site in the north (enclosed in pink box). The symbol * shows the trend is significant,
with two * meaning p value of equal or less than 0.001.

Figure 14. Trend (blue line) analysis for site in the south (enclosed in pink box). The symbol * shows the trend is significant,
with one * meaning p value of equal or less than 0.05.

Figure 15. Trend (blue line) analysis for site in extreme northwest (enclosed in pink box). The symbol * shows the trend is
significant, with one * meaning p value of equal or less than 0.05.
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4.1. North of Lagoon

This site, as shown in Figure 13, is in the northern part of the lagoon facing a skewed,
deep entrance to the open sea. Due to this, only the tiny deep channel allows water
circulation between the lagoon and the open sea. The habitat at this location is mixed
between coral reefs and mangroves. Mangroves are scattered in patches. This area has
suffered from extreme wind and tides that led to massive erosion; therefore, mangrove
trees were under high environmental stress. Slope values for EVI, MSAVI, and NDVI range
from 0.0015 to 0.003. The MK (Mann-Kendall) tau correlation coefficient came out to be
the highest for EVI, MSAVI, and NDVI, which meant that around 35% variability in VI
is explained by time. However, in the case of NDMI, low tau and slope values indicate a
weak relation between trend and time and weak trend, respectively. This could indicate
that the moisture content of mangroves at this particular location might not be a driving
factor for degradation and recovery patterns as much as chlorophyll content is. No breaks
were detected, which means there has been a gradual upward trend.

4.2. South of Lagoon

This site is present in the second island toward the southern part of the lagoon where
freshwater flow is mainly supplied by rain and flood. According to Figure 14, the slope
values lie between 0.0015 and 0.003. Only gradual change was observed. MK tau values
showed that 20% to 30% variation in index values was explained by time. This site was
under sedimentation process, receiving more mud and clay from runoff. The increase of
sedimentary conditions may have affected water circulation and increased the deposition
of organic matter causing lower index values during the disturbance period.

4.3. Extreme Northwest of Lagoon

Located in the Camel Island facing the third entrance of water, it is relatively a
small channel. It can be seen from Figure 15 that no abrupt changes were detected by
the regression algorithm. At low tide, camels used to cross the shallow water toward
the island for grazing. This site has suffered the most degradation, as the index values are
lower compared to the other two sites. The calculated trend for EVI, MSAVI, and NDVI
was in the range of 0.001. On the contrary, slope value (0.002) and tau value (25%) were
the highest for NDMI for this site, suggesting that moisture was the dominant limiting
factor. Figure 16 shows photos taken from the field visit conducted at this particular
location during various stages of an ongoing project. The temporal variability of mangrove
vegetation can be visualized; there is evident degradation in the 1990s followed by a return
to a healthy state after natural water flow was resumed.

Figure 16. Photos from field visits: (a) 1993 showing disturbed mangroves and (b) 2019 showing recovering mangroves at
site in extreme northwest.
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For all three sites, no breaks were found as result of abrupt changes in the index values.
This indicates there is no clearcutting and large-scale urbanization that would cause a sud-
den drop in the index value with at least a change in magnitude exceeding 0.2 units. Mostly
the changes are subtle and persistent. That is why despite the curve having a period of low
values, the slope line shows up as a long-term pattern of increasing trend. This study only
investigated EVI, MSAVI, NDVI, and NDMI as an indicator for mangrove disturbance and
recovery. Other parameters such as water salinity gradients, dissolved oxygen, and other
water quality parameters could not be analyzed with the same temporal frequency as
the indices. A change in population or community structure occurring at the boundaries
of habitats is also an essential aspect that is difficult to monitor with medium-resolution
imagery. Additionally noteworthy here is the influence of marine erosion on the stability
of mangroves, especially for smaller patches of mangroves, as is the case for Rabigh. It is
suggested to consider these additional drivers in future studies regarding mangroves of
the Red Sea and particularly in the area of Rabigh lagoon. In addition, to better understand
vegetation recovery, experimental setups or projects involving mangrove restoration could
be devised to study and prioritize drivers essential for regeneration processes.

5. Conclusions

This study attempted to monitor mangrove disturbance and the post-disturbance
recovery pattern in Rabigh lagoon along the coast of the Red Sea through trend analysis
of various indices. Moreover, observed patterns were analyzed in the context of road
construction that hindered water circulation through the lagoon. Our aim was to capture
long-lived processes as opposed to temporary and short-lived changes. The outcome of this
study showed that time series analysis of selected vegetation and moisture indices (EVI,
MSAVI, NDVI and NDMI) was able to capture a pattern of disturbance and recovery. Even
if the changes were gradual, they could still be identified. It is suggested to use MSAVI and
NDMI to assess ecological disturbance and recovery, particularly for sparsely vegetated
and arid areas. However, validating observed patterns using only the regression slope
proved to be a challenge. This is so because the response of a natural ecosystem to gradual
changes is complex. Integrating rain and temperature data in our interpretation scheme was
only partially helpful, as it aided in explaining general patterns, but climatic anomalies were
not able to account for extreme values in the index time series. Future studies must integrate
the estimation of surface water parameters at constant time intervals to relate various stress
factors with mangrove response. Furthermore, extensive and regular field visits to visualize
the condition of mangrove stands could also help validate the observed patterns.
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Abstract: The Juniper forest reserve of Ziarat is one of the biggest Juniperus forests in the world. This
study assessed the land-use changes and carbon stock of Ziarat. Different types of carbon pools were
quantified in terms of storage in the study area in tons/ha i.e., above ground, soil, shrubs and litter.
The Juniper species of this forest is putatively called Juniperus excelsa Beiberstein. To estimate above-
ground biomass, different allometric equations were applied. Average above ground carbon stock of
the forest was estimated as 8.34 ton/ha, 7.79 ton/ha and 8.4 ton/ha using each equation. Average
carbon stock in soil, shrubs and litter was calculated as 24.35 ton/ha, 0.05 ton/ha and 1.52 ton/ha,
respectively. Based on our results, soil carbon stock in the Juniper forest of Ziarat came out to be
higher than the living biomass. Furthermore, the spatio-temporal classified maps for Ziarat showed
that forest area has significantly decreased, while agricultural and barren lands increased from 1988
to 2018. This was supported by the fact that estimated carbon stock also showed a decreasing pattern
between the evaluation periods of 1988 to 2018. Furthermore, the trend for land use and carbon stock
was estimated post 2018 using a linear prediction model. The results corroborate the assumption that
under a business as usual scenario, it is highly likely that the Juniperus forest will severely decline.

Keywords: Juniperus; above-ground biomass; land-use; allometric equation; satellite remote sensing;
land cover classification

1. Introduction

The present forest area of the world is 4.06 billion ha and it has lost 178 million ha of
forest since 1990, presenting a decrease of 4.2% [1]. It is estimated that the world’s forest
area has decreased from 31.6% to 31% of the total Earth’s land area. With approximately 5%
of the land area under forest, Pakistan finds its place among the low-forested countries in
the world [2–4]. Major forest types in Pakistan include coastal mangroves, riverine forests,
sub-tropical scrub forests, moist temperate conifer forests, dry temperate conifer forests,
and irrigated plantations including linear plantations [5]. Based on the ‘Forestry Sector
Master Plan of 1992′, 4,200,000 ha (4.8%) of Pakistan has natural forest [6]. Compared to
that, in 2015, FAO (Food and Agriculture Organization) reported 1.9% or about 1,472,000 ha
of forest area in Pakistan. This translates to a loss 2,728,000 ha of the forest cover, which
has also been documented by the Pakistan Forestry Outlook study in 2009 and the Forest
Resource Assessment in 2015. Evidently, there is a declining trend in the forest cover while
agricultural and urban areas are expanding [7].
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The genus Juniperus is one of the biggest conifer genera with 52 species worldwide
and is extensively spread over the northern temperate region [8]. Juniper forest of Ziarat,
also known as the second-largest forest of juniper in the world, that covers an area of
about 110,000 hectares and was declared a Biosphere Reserve in 2013 [9]. The area of this
Juniper forest as per the working plan 1960 is 247,166 acres (100,025 ha) [10]. However,
Akram et al. [11] calculation based on object-based image analysis, found that the area of
the juniper forest of Ziarat is 53,092 ha in 2010. This discrepancy clearly shows that the
juniper forest of Ziarat faced the threat of both deforestation and forest degradation [12].
Not many studies on carbon stock assessment have been carried out in Juniperus forests
across the globe and none have been conducted previously in the juniper forest of Ziarat.
In the pinyon-juniper of western Colorado Plateau, mean above-ground woody carbon
was estimated to be 5.2 ± 2.0 Mg C/ha [13]. In Gilgit Baltistan, Ismail et al. [14] studied
the carbon stock of Juniperus communis using allometric equation of Jenkin et al. [15]
and estimated the amount of carbon to be 1.96 ton/ha. Soils in juniper forests are also
considered as a cost-effective carbon sink and conserving this type of forest is imperative
for carbon sequestration [16].

The second-largest anthropogenic CO2 emissions are from land-use changes such as
rigorous cultivation, deforestation and logging [17]. In the past decades there has been an
alarming rise in urbanization, illegal harvesting and agricultural activities [18]. Monitoring
land-use and land-cover (LULC) change may help environmentalists, organizations and
government offices to devise conservation strategies and management plans [19]. In
addition, it could be a significant step to preserve and enhance carbon storage, if the land
is properly managed, deforestation is controlled, and reforestation of the degraded land is
carried out [20]. Above-ground biomass of forest plays a pivotal role as a terrestrial carbon
sink in global carbon cycling [21]. As a carbon sink, forests are an economic treasure worth
billions of dollars which currently absorb 30% of all the carbon dioxide emission globally
every year [22].

Changes in land use such as converting land for agriculture purposes, results in
lowering the soil organic carbon (SOC) or simply depleting carbon in the soil [23]. The
conversion of rangeland into agricultural land reduces soil carbon [24]. The world’s soil
stores significantly much more carbon than the Earth’s atmosphere [25]. The loss of soil
carbon to the atmosphere may intensify the warming of the planet [26]. The carbon stock in
soil has been greatly lost or widely degraded [27]. However, if good management practices
are put in place, the SOC levels of the soil may be elevated along with enhancing soil
quality [28]. Evidence suggests that SOC is affected by tree species and that some trees
may be better at sequestering carbon in the soil [29].

Remote sensing (RS) and geographic information systems (GIS) serve as efficient
tools for general and more detailed LULC change analysis [19]. LULC classification is an
important research area in remote sensing. It is an established methodology in producing
accurate, reliable and updated maps that are significant for ecological monitoring and
management [30].

The two main objectives of this study are (1) to find the total loss in forest area of
Ziarat over the past three decades using optical satellite imagery (2) to measure the biomass
and estimate carbon stock in juniper forest of Ziarat and assess changes in carbon stock.

2. Materials and Methods

2.1. Site Description

Ziarat district lies in one of the six divisions of Balochistan province and happens to
have one of the second-biggest reserves of juniper forest in the world. Juniper forest is
unevenly spread between the two tehsils of Ziarat District, which are Sanjavi Tehsil and
Ziarat Tehsil. Figure 1 shows the study area map of district Ziarat Balochistan.
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Figure 1. Study area showing district Ziarat Balochistan.

2.2. Monitoring Land-Use and Land-Cover (LULC) Changes

The archived Landsat imagery provide a unique opportunity to identify land use
changes over the past 30 years [31]. Because of that, for the detection of the land cover
for District Ziarat, images of Landsat 4-5 TM (Thematic Mapper) and Landsat 8 OLI
(Operational Land Imager) with no or minimum cloud cover (0–10%) were selected and
downloaded for the years of 1988, 1998, 2008, and 2018 from the USGS (United States
Geological Survey) Earth Explorer website (https://earthexplorer.usgs.gov/). Two tiles
(path row number 152/39 and 153/39) were downloaded for each period to cover the study
area. The downloaded images belong to the month of September (Table 1) since it was
found very feasible with almost no clouds present.

Table 1. Landsat images used for land cover classification.

Sensor Year Date Bands (μm)

Landsat 8 OLI 2018
10-September
17-September

Band 2 (0.45–0.51)
Band 3 (0.53–0.59)
Band 4 (0.64–0.67)
Band 5 (0.85–0.88)
Band 6 (1.57–1.65)
Band 7 (2.11–2.29)

Landsat 5 TM

2008
30-September Band 1 (0.45–0.52)
21-September Band 2 (0.52–0.60)

1998
03-September Band 3 (0.63–0.69)
10-September Band 4 (0.77–0.90)

1988
07-September Band 5 (1.55–1.75)
14-September Band 7 (2.09–2.35)

The images were automatically atmospherically corrected using Semi-Automated
Classification plugin in QGIS 3.6.2 (QGIS Development Team 2002). Images along with the
metadata file were uploaded in the pre-processing Table DOS1 (Dark Object Subtraction)
algorithm option was checked okay before running the processing chain. Atmospherically
corrected images were opened in Arc-Map 10.3 (Esri 2014, Redlands, CA, USA), where
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the bands were stacked using the composite band tab in the Image Analysis window. The
stacked images were mosaiced followed by extraction of study area using extract by mask
algorithm. The study area was thoroughly examined on Google Earth maps. Both true
and false color of Landsat images were observed to ensure that the visual interpretation
was done correctly. Once the area was studied, pixels were assigned to the classes and
classification was carried out via maximum likelihood classification. The area for each class
was calculated in ArcMap and the data were further analyzed by using MS Excel. Line
graphs and pie charts were formulated for easy analysis of the data.

2.3. Carbon Stock Assessment

This study estimated carbon from all the pools namely above ground tree biomass,
shrubs, litter and soil C. Below ground biomass, however, was not considered in this study
due to limited resources.

The field work was carried out in the month of February 2018. Six random clusters
were selected throughout the study area, each with one primary and four secondary
sampling units. The number of total plots were 30, however, due to absence of trees in
some areas, the number of plots were reduced to 21 plots as depicted in Figure 2 below.

 
Figure 2. Location of tree plots, soil samples, shrubs samples and litter samples in the study area.

The above-ground biomass was calculated for all the plots, however, only one soil
sample was collected from the primary plot of each cluster thus giving us six soil samples.
Plots for above-ground biomass, shrubs, litter and soil had a radius of 17.8 m, 5.64 m,
0.56 m respectively, keeping in mind that soil and litter plots have the same radius. Shrubs

44



Forests 2021, 12, 51

and litter samples were collected as per their availability, and their location data points are
displayed in Figure 2.

Tree height was measured using a clinometer and diameter was measured at breast
height of 1.3 m using a caliper. All these data including elevation, site coordinates, time and
date of sampling were also recorded. Living biomass data was entered into excel sheets
to run the allometric equations. The allometric equations (see Table 2) used for biomass
estimation were taken from Jenkin et al. [15], Ali [32] and Chave et al. [33]. The Jenkin
et al. [15] equation has been used by the forest department of Gilgit Baltistan [14]. The
equation used by Ali [32] and Chave et al. [33] has also been used by WWF (World Wide
Fund) for the National Forest Inventory of Pakistan.

Table 2. Allometric equation used in the study.

Jenkin et al. (2003) Equation Ali. (2015) Equation Chave et al. (2005) Equation

EXP (−0.7152 + 1.7029 × LN(DBH)) 0.1645 × (p × Dˆ2 × H)ˆ0.8586 EXP (−2.187 + 0.916 × LN(WD × DBHˆ2 × H))

EXP is the exponential, LN is the natural logarithm, DBH is the Diameter at Breast Height, p is the wood gravity, D is the Diameter, WD is
the Wood Density, and H is the Height.

Fraction of carbon in the above ground living biomass can be assessed using the
following equation adopted from FAO [34].

Total Carbon in above ground biomass (kg) = 0.475 × Above ground Biomass (kg) (1)

where the above ground biomass is assessed using the allometric equations listed in Table
2 The above ground living biomass volume formula was derived from the stem biomass
formula of FAO [35] as mentioned below:

Biomass (kg) = Vs × WD × 1000 (2)

where Vs is stem volume and WD is wood density. Similarly, tree volume can be calculated
by using following equation:

Biomass (kg) = Vt × WD × 1000 (3)

Vt = Biomass/WD × 1000 (4)

where Vt is tree volume and WD is wood density.
The carbon stock of each carbon pool in tons was converted into tons per hectare using

the following formula:

C in ton/hapool = C in tons/Area of the plotpool (5)

Total above ground carbon (million tons) for the total forest area, in each respective
year of 1988, 1998, 2008 and 2018 was estimated using the following equation:

Total forest Above Ground Carbon (million tons) = C in ton/ha × Area of forest in ha for each year (6)

Total forest carbon for the years before 2018 were estimated using average carbon
stock of the three allometric equations used. Additionally, total above carbon for the year
2028, 2038 and 2048 was also estimated using the above formula. Area in hectares of these
future years were inferred using the linear forecast model in Microsoft excel worksheet
2013 (Supplementary Material). Total carbon of the forest (million tons) for each year of
past and future is presented in results.

The method for estimating total carbon stock of the forest by taking the product of
average carbon ha−1 and the total forest cover (ha) at a specific temporal period was also
used by Mannan et al. [18].
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2.4. Linear Forecast Model

Linear forecast function uses a linear regression method to predict future values based
on historical figures. It is a method of defining the relationship between two or more
variables in a way that changes in dependent variable can be accounted by changes in
the independent variable. In our study carbon stock and forest area are the dependent
variables and time (against year) is the independent variable.

2.5. Soil Carbon Stocks

Soil samples were collected at three depths; 0 to10 cm, 10 to 20 cm and 20 to 30 cm. An
auger was used for the collection of soil samples. A total of Six soil samples were collected,
one from each cluster. Bulk density of each soil sample was calculated in g/cm3. For the
determination of carbon in soil, the Walkley–Black titration procedure was applied. To find
soil C in grams, the following equation was utilized.

SC (g) = BD g/cm3 × SOC (%) × HT cm × 100 (7)

where SC Soil Carbon, BD is the Bulk Density, SOC is the Soil Organic Carbon, and HT is
the Horizon Thickness.

Soil carbon in grams was converted into tons and further into ton/hectare by dividing
it by the plot area.

3. Results

3.1. LULC Changes 1988–2018

Land cover maps (Figure 3) showed drastic changes in the land use pattern of Ziarat
District. Forest area, which is the major focus of the study decreased from 21.5% in 1988
to 15.5% in 2018 showing a decrease of 6% in the total area. This represents significant
deforestation over the past decades. Similarly, agriculture area increased from 1.5% in 1988
to 3.5% in 2018. This might be due to an increasing population and demand for agricultural
production (Figure 3). As per the housing and population census, the population of
Ziarat increased from 32,196 people in 1981 to 160,422 people in 2017. Barren land also
significantly increased from 76.5% in 1988 to 81% in 2018 due to deforestation.

As shown in Figure 4 (land use change trend and forecast), the forest area decreased
from 71,005 hectares in 1988 to 50,311 hectares in 2018, depicting a loss through defor-
estation of 20,694 hectares in the past 30 years. On the other hand, the agriculture land
increased from 4848 hectares in 1988 to 11,625 hectares in 2018 representing an increase of
6777 hectares.

Figure 4 also shows the linear forecast values inferred for next 30 years. The forecast
analysis shows that the forest area will decrease to 29,976.5 hectares in 2048, while the
agricultural and the barren land area will increase to 17,826.7 hectares and 279,259 hectares,
respectively, in the coming three decades.

Table 3 below shows the accuracy assessment of the land-use maps of Ziarat dis-
trict. Accuracy assessment was performed in Arc Map using the confusion matrix, where
140 training points were selected for each temporal map. The confusion matrix shows
producer’s and user’s accuracy for each land-use category of the respective yearly maps.
Accuracy from the perspective of the map designer is termed as the producer’s accuracy
and it shows the probability of whether land cover has been classified correctly. User’s
accuracy tells us the correctness of the map from a user’s viewpoint. It tells us the probabil-
ity of how often the classified class on the map will be present on the ground [36,37]. It is
quite high and above 90%. The overall accuracy of the classification for 1988, 1998, 2008
and 2018 was 0.97, 0.98, 0.98, and 0.97. Kappa analysis was undertaken if the performance
of the classification did well in comparison to randomly assigning values. This ranged
from −1 to 1 and a value of zero represents that the classification was no better random
value assignment [36,37]. The Kappa coefficient was 0.96, 0.98, 0.97 and 0.96, respectively,
for each consecutive year.
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Figure 3. Land-use and land-cover (LULC) maps of the study area for the year 1988, 1998, 2008 and 2018.

 

Figure 4. Land-use change trend (1988–2018) with inferred values for future 30 years using linear forecast.
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Table 3. Accuracy assessment of land use maps.

1988 1998 2008 2018

Producer’s
Accuracy %

User’s
Accuracy %

Producer’s
Accuracy%

User’s
Accuracy%

Producer’s
Accuracy %

User’s
Accuracy %

Producer’s
Accuracy %

User’s
Accuracy %

Forest 92 100 100 100 94 100 92 100

Agriculture 100 100 100 100 100 100 100 100

Barren and
Other land 100 92.59 100 100 100 94.33 100 92.59

Water 100 100 80 100 100 100 100 100

Kappa
Coefficient 0.96 0.98 0.97 0.96

Overall
Accuracy 0.97 0.98 0.98 0.97

3.2. Carbon Stock Assessment

Table 4 shows plot-wise estimates of different parameters of the juniper tree namely
the number of trees, average height, average diameter and basal area. The maximum
number of trees was recorded in plot no 14 which is 58 trees, and the minimum number of
trees was in plot 21 with 10 individuals. The maximum average height and diameter were
in plot 18 and the minimum average height and diameter were in plot 15. The maximum
and minimum average height is 5.81 and 4.38 m, respectively. The highest and lowest
diameter came out to be 23.94 and 10.01 cm. The maximum basal area was in plot 17 of
2.25 m2. The minimum basal area was 0.19 m2 in plot 21.

Table 4. Parameter estimation of sampled plots.

Plot ID Number of Trees Average Height (m) Average Diameter (cm) Basal Area (m2)

Plot 1 14 4.96 18.27 0.72
Plot 2 20 4.65 13.71 0.48
Plot 3 30 5.01 17.33 1.36
Plot 4 22 4.60 11.22 0.25
Plot 5 26 4.84 12.80 0.40
Plot 6 24 5.26 17.91 0.85
Plot 7 20 4.62 12.43 0.36
Plot 8 24 5.16 16.55 0.67
Plot 9 46 4.64 12.50 0.86

Plot 10 23 5.13 18.43 0.97
Plot 11 16 4.75 12.29 0.22
Plot 12 21 4.79 12.84 0.33
Plot 13 38 4.89 14.36 0.87
Plot 14 58 4.72 13.27 1.29
Plot 15 55 4.38 10.01 0.55
Plot 16 21 4.44 11.83 0.36
Plot 17 50 5.17 18.35 2.25
Plot 18 16 5.81 23.94 0.98
Plot 19 21 5.61 20.66 0.86
Plot 20 35 4.98 16.73 1.23
Plot 21 10 4.95 14.2 0.19

4.92 15.22 0.76

The bold in this graph depicts the maximum and minimum values in all the plots.

The overall average height of all the plots was 4.92 m while the overall average
diameter was 15.22 cm. The overall average basal area was 0.76 m2.

Table 5 below shows the total biomass and the total volume of juniper forest using
three different above-ground allometric equations. Total biomass calculated from all three
equations were 37,281.51 kg, 24,812.12 kg and 37,518.67 kg respectively. The volume
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estimated using these equations were 74.56 m3, 69.62 m3 and 75.04 m3. It can be noted that
there was a small difference between the values of the equations of Jenkin et al. [15] and
Chave et al. [33]. But there was a visible difference in the biomass and volume calculated
using the equation of Ali [32].

Table 5. Comparison of total biomass and total volume of the three respective allometric equations.

Jenkin et al. (2003) Ali (2015) Chave et al. (2005)

Serial no Total Biomass kg Total Volume m3 Total Biomass kg Total Volume m3 Total Biomass kg Total Volume m3

Plot 1 1469.48 2.94 1525.63 3.05 1733.31 3.47
Plot 2 1136.97 2.27 1042.32 2.08 1108.32 2.22
Plot 3 2808.46 5.62 2882.99 5.77 3273.74 6.55
Plot 4 726.67 1.45 564.27 1.13 551.60 1.10
Plot 5 1092.21 2.18 894.63 1.79 898.08 1.80
Plot 6 1969.00 3.94 1857.40 3.71 1998.63 4.00
Plot 7 900.20 1.80 779.92 1.56 807.14 1.61
Plot 8 1637.96 3.28 1471.67 2.94 1539.76 3.08
Plot 9 2121.05 4.24 1868.06 3.74 1959.28 3.92

Plot 10 2148.44 4.30 2109.62 4.22 2317.58 4.64
Plot 11 589.45 1.18 476.99 0.95 475.87 0.95
Plot 12 889.08 1.78 725.82 1.45 725.00 1.45
Plot 13 2139.73 4.28 1907.67 3.82 1999.62 4.00
Plot 14 3057.40 6.11 2791.66 5.58 2988.37 5.98
Plot 15 1567.66 3.14 1217.62 2.44 1200.58 2.40
Plot 16 826.38 1.65 778.57 1.56 851.04 1.70
Plot 17 4782.44 9.56 4805.25 9.61 5381.93 10.76
Plot 18 2107.65 4.22 2115.15 4.23 2346.73 4.69
Plot 19 2021.00 4.04 1893.39 3.79 2019.08 4.04
Plot 20 2786.63 5.57 2679.93 5.36 2914.52 5.83
Plot 21 503.65 1.01 423.55 0.85 428.50 0.86
Total 37,281.51 74.56 34,812.12 69.62 37,518.67 75.04

Figure 5 represents the correlation between the parameters of tree as specified in
Tables 3 and 4. There is a good correlation between the height and diameter I-e 0.89, and
this does not vary among the allometric equation. This shows that the height of the tree
increases with the increase in diameter of the juniper tree.

Figure 5. Correlation of average height and average diameter from the sampled plots.

Table 6 shows an overall plot summary of carbon stock in above ground pool using
the three equations as mentioned earlier. Plot 17 contains the highest amount of above
ground biomass i.e., 22.48, 22.58 and 25.30 ton/ha, and the lowest above ground biomass
is found in plot 21 i.e., 2.37, 1.99, and 2.01 ton/ha. The overall average living biomass of
the forest of all plots using the three equations is 8.34, 7.79 and 8.4 ton/ha, respectively.
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Table 6. Comparison of the above ground carbon using the allometric equations from Jenkin et al.
[15], Ali [32], and Chave et al. [33].

Serial. No
ABG (t/ha) Using
Jenkin et al. (2003)

Allometric Equation

ABG (t/ha) Using
Ali (2015) Allometric

Equation

ABG (t/ha) Using
Chave et al. (2005)

Allometric Equation

Plot 1 6.91 7.17 8.15
Plot 2 5.34 4.90 5.21
Plot 3 13.20 13.55 15.39
Plot 4 3.42 2.65 2.59
Plot 5 5.13 4.20 4.22
Plot 6 9.25 8.73 9.39
Plot 7 4.23 3.67 3.79
Plot 8 7.70 6.92 7.24
Plot 9 9.97 8.78 9.21

Plot 10 10.10 9.92 10.89
Plot 11 2.77 2.24 2.24
Plot 12 4.18 3.41 3.41
Plot 13 10.06 8.97 9.40
Plot 14 14.37 13.12 14.05
Plot 15 7.37 5.72 5.64
Plot 16 3.88 3.66 4.00
Plot 17 22.48 22.58 25.30
Plot 18 9.91 9.94 11.03
Plot 19 9.50 8.90 9.49
Plot 20 13.10 12.60 13.70
Plot 21 2.37 1.99 2.01

Average 8.34 7.79 8.40

Table 7 below shows the carbon estimation of the pools: soil, shrubs and litter. The
respective plots where there is highest and lowest carbon stock have been highlighted. The
overall average soil carbon of the juniper forest is 24.35 ton/ha. The overall carbon stored
in shrubs and litter is 4.66 and 1.52 ton/ha, respectively.

Figure 6 below shows the total biomass of the juniper forest of Ziarat since 1988 using
three different equations. The initial bars on the left of the graph show the total estimated
carbon stock of the forest for the years 1988, 1998, 2008 and 2018. The bars on the right
represent the inferred values of the total forest carbon stock for the year 2028, 2038 and 2048.

The Jenkin et al. [15] equation in blue bars estimates total above ground carbon stock
of the forest in 1988 as 0.59 million tons. It reduced to 0.51 million tons, 0.47 million tons
and 0.42 million tons in 1998, 2008, and 2018, respectively. The forecast values using the
same equation shows that the total carbon of the forest may reduce to 0.36 million tons in
2028, 0.31 million tons in 2038 and 0.25 million tons in 2048.

Similarly, according to the Ali [32] allometric equation estimates, presented in the
orange bar (Figure 6), the total above ground carbon stock of the forest in 1988 was
0.55 million tons. It reduced to 0.47 million tons, 0.44 million tons, and 0.39 million tons
in 1998, 2008 and 2018, respectively. The forecast values show that the total carbon of
the juniper forest may reduce to 0.34 million tons in 2028, 0.29 million tons in 2038 and
0.23 million tons in 2048.

Moreover, the estimates of the Chave et al. [33] allometric equation, displayed as
green bars, are also interesting and almost like the Jenkin et al. 2003 allometric equation.
(Figure 6). The total above ground carbon stock of the forest in 1988 was 0.60 million tons.
It reduced to 0.51 million tons, 0.48 million tons and 0.42 million tons in 1998, 2008 and
2018, respectively. The forecast values show that the total carbon of the juniper forest may
reduce to 0.36 million tons in 2028, 0.31 million tons in 2038 and 0.25 million tons in 2048.
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Table 7. Estimated carbon in soil, shrubs and litter in sampled plots.

Serial. No Soil Carbon ton/ha Shrubs ton/ha Litter ton/ha

Plot 1

28.06

0.057
Plot 2 0.045 2.22
Plot 3 0.033
Plot 4 0.042
Plot 5
Plot 6

27.22
0.033 3.83

Plot 7 0.075
Plot 8 0.016 1.87
Plot 9

27.54
Plot 10 0.085 1.37
Plot 11 0.102
Plot 12 1.23
Plot 13

17.76

Plot 14 0.55
Plot 15 0.066
Plot 16 0.45
Plot 17 0.047
Plot 18 22.53 0.014 0.55
Plot 19

22.99Plot 20 0.019 1.62
Plot 21 0.018

Average 24.35 0.05 1.52

The bold values are the high and the low values in all the data set.

 
Figure 6. Total forest carbon in million tons using the equations of Jenkin et al. 2003, Ali (2015) and Chave et al., 2005 from
1988 to 2018 and for the future 30 years using linear forecast analysis.

4. Discussion

Ziarat juniper forest was declared a biosphere reserve in 2013. Such forests will play
a pivotal role in future in furthering the cause of carbon sequestration [10]. However,
they face a visible threat of deforestation and forest degradation [38]. Major drivers of
deforestation and forest degradation are population expansion, agriculture intensification,
fuel wood consumption, poor regeneration, illegal cutting, overgrazing, canopy dieback,
mistletoe attack, periodic drought and medicinal use of the juniper tree [38,39]. For
identifying deforestation, a quantitative assessment of the land-use change was performed
for four land use classes namely, forest, agriculture, water and barren land. Focus of the
study was reduction in forest cover, which according to our results was accounted for by
the increase in agricultural area.
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There is an inverse relationship between forest resources and both population as well
as the amount of land used for agriculture. With population increase, more and more
forests are encroached upon for harvesting firewood and timber, thereby increasing the
non-forest area in Ziarat district [40]. The population increase has led to the increase in
dependency on agriculture [12], thus having a synergetic effect on the forest. Besides other
drivers, Archeothobium oxycedri, known as dwarf mistletoe, also damages the Juniperus
species [41]. Sarangzai et al. [42] also reported the spread of the same parasitic and
infectious plant in the juniper forest of Ziarat. Harvesting fuelwood is also one of the major
drivers of deforestation since there is no other source of fuel to keep the local people warm
in winter [43]. Even though natural gas has been provided to Ziarat, the pressure in gas
pipelines is extremely low thus compelling residents to cut trees in the winter season [44].
Most of the juniper forest have low seedlings and show no adequate regeneration thus
slowing down recovery time [45].

Urban areas were not classified, because most of the construction sites are either
muddy houses or wooden-built sites, thus making it extremely difficult to separate its
spectral information in Landsat imagery. The area also has myriad soil forms and colors
resulting in the overlapping of the pixels during classification. Even the forest area was
difficult to classify since the juniper forest is a sparse forest with less tree density. However,
it was classified very well when observed simultaneously with Google Earth imagery. The
results of this study are also comparable to the results of a study conducted by WWF and
SUPPARCO (Pakistan Space & Upper Atmosphere Research Commission) in 2012 on the
Juniper Forest of Ziarat using SPOT data [11]. This suggests that the Landsat data are good
for forest classification and land-use change.

Ismail et al. [14] estimated the above ground carbon per hectare of Juniperus communis.
The total number of juniper trees counted were 278 and the estimated average carbon was
1.96 ton/ha with a total basal area of 12.28 m2. This value is substantially less compared
to our estimated carbon of 8.34 ton/ha and a total basal area of 16.06 m2 using the same
equation for Juniperus excelsa.

Since no specific equations exist for the Juniperus excelsa species, it is recommended
that the forest department in collaboration with academia develop an allometric equation
for it. If developing an equation is not possible or not within the capacity, it is recommended
that the three equations used in the study are used for any future carbon stock study. The
three equations used in this study gave very similar results.

The data were collected from 21 plots having 585 trees. The results show that the soil
contains more carbon than trees, which may be attributed to the compact soil of the area,
low temperature conditions and the less dense/sparse nature of the forest. It may also be
due to the age of the forest, which is very old thus, accumulating humus for thousands of
years. One of the major reasons for less biomass in the tree is small height and the very
sparse nature of the forest reserve.

The juniper forest of Ziarat is an extremely rare forest and needs to be protected and
sustained. The forest area has decreased from 10,025 hectares in 1960 to 53,092 hectares in
2010 and is a clear manifestation of threats faced by the juniper forest of Ziarat, Balochis-
tan. [5,11]. This comprises multiple factors. The first one is the population of the area
that has dramatically increased (about 400%) from 1981 to 2017 as per the population and
housing census. Besides marble mining at few places, there is no such industrial activity
in the Ziarat district. Therefore, the population must depend on natural resources for
their daily subsistence. The agriculture area has also increased (2% from 1988 to 2018)
as indicated in the previous section of this study. Other factors include medicinal use of
berries, climate change, timber extraction, tourism and poor forest management by the
forest department. All these factors are clearly posing an enhanced threat to preservation
of these ancient forests of Ziarat. Keeping the current scenario and past practices in view,
it is most probable that the forest area will keep on shrinking as mentioned by various
studies presented in Figure 6.
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Moreover, the protection regime should not be only limited to Ziarat but also to the
juniper forest resources in Loralai, Harnai, Quetta and Pishin. Despite all the services
the juniper forest provides, it has not been taken care of in a viable way resulting in its
deforestation and degradation. If a similar trend of disregard for this precious and ancient
forest continues, we might only study about this archeological heritage in archives. For
this purpose, the forest department must take practical steps for the conservation of the
juniper forest of Balochistan.

5. Conclusions

The study concluded that the ancient juniper forest of Ziarat is an important carbon
sink, storing a significant amount of carbon in all its pools i.e., above-ground live tree
biomass, soil, shrubs and litter. The soil of the juniper forest stores more carbon than the
living biomass due to low canopy cover and scattered growth of the trees. Similarly, the
litter contains more carbon stock than the shrubs since the quantity of litter found in the
plots was higher than the shrubs. Land-use maps showed a tremendous change in the
forest cover of Ziarat Balochistan from 1988 to 2018 with a decreasing forest trend and
increasing agricultural trend. Furthermore, carbon stock of juniper has also decreased over
the past three decades due to excessive deforestation and forest degradation. Clearly, the
juniper forest is threatened and if the same pace of deforestation continues, it is very likely
that this forest will soon be wiped out. Additionally, the carbon stock of the juniper forest
was assessed using three different equations which gave similar results, so it is suggested
that these equations may be used for future carbon stock studies on the juniper forest. It
is also concluded that, if no appropriate steps are taken towards the conservation of this
forest, we may lose the ancient world biosphere reserve in a very short time.

Supplementary Materials: The following are available online at https://www.mdpi.com/1999-490
7/12/1/51/s1, Table S1: Linear forecast model.
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Abstract: Research Highlights: This study developed the first remote sensing-based forest cover
map of Baden-Württemberg, Germany, in a very high level of detail. Background and Objectives:
As available global or pan-European forest maps have a low level of detail and the forest definition is
not considered, administrative data are often oversimplified or out of date. Consequently, there is an
important need for spatio-temporally explicit forest maps. The main objective of the present study
was to generate a forest cover map of Baden-Württemberg, taking the German forest definition into
account. Furthermore, we compared the results to NFI data; incongruences were categorized and
quantified. Materials and Methods: We used a multisensory approach involving both aerial images
and Sentinel-2 data. The applied methods are almost completely automated and therefore suitable
for area-wide forest mapping. Results: According to our results, approximately 37.12% of the state
is covered by forest, which agrees very well with the results of the NFI report (37.26% ± 0.44%).
We showed that the forest cover map could be derived by aerial images and Sentinel-2 data including
various data acquisition conditions and settings. Comparisons between the forest cover map and
34,429 NFI plots resulted in a spatial agreement of 95.21% overall. We identified four reasons for
incongruences: (a) edge effects at forest borders (2.08%), (b) different forest definitions since NFI does
not specify minimum tree height (2.04%), (c) land cover does not match land use (0.66%) and (d)
errors in the forest cover layer (0.01%). Conclusions: The introduced approach is a valuable technique
for mapping forest cover in a high level of detail. The developed forest cover map is frequently
updated and thus can be used for monitoring purposes and for assisting a wide range of forest science,
biodiversity or climate change-related studies.

Keywords: forest cover map; national forest inventory; aerial images; Sentinel-2; multisensory approach

1. Introduction

Forest cover is a key variable of interest to science, management and reporting [1]. Up-to-date and
accurate information on the dynamics of forest cover is essential for the conservation and management
of forests [2–4], carbon accounting efforts and the parameterization of a broad range of biogeochemical,
hydrological, biodiversity and climate models [5]. A forest cover map provides information on
the size, shape and spatial distribution of forests and thus assists in classifying the landscape into
patterns. The spatial distribution of these landscape patterns is linked to the ecological functionality of
the landscape [6] and provides new perspectives for ecological connectivity studies [7]. Therefore,
the assessment of forest cover is aimed at facilitating decisions on biodiversity conservation and
reforestation programs [8]. Furthermore, forest maps are crucial for global environmental change
assessment and local forest management planning [7]. Especially in a changing climate, forest structures
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are changing very rapidly, meaning that knowledge of stocked areas and their changes is very important.
Accordingly, forest information must be accurate, spatially detailed and up to date [9]. Due to the
aforementioned reasons, there is an important need for a forest cover map containing a high level
of detail.

Forests are inventoried for operational planning and forest management [9]. In many countries,
National Forest Inventories (NFIs) are based on field surveys [10] and collect information on national
forest resources. This enables strategic planning and policy development at the national level [9].
However, the aforementioned demand for information about forest cover exceeds the scope and design
of most of the existing forest inventories [11]. Traditionally, forest cover maps are produced by visual
interpretation of aerial images in combination with field surveys. Consequently, their development is
time-consuming and therefore limited to relatively small areas [7].

In the last decade, various remote sensing-based methodologies have been used to map forest
cover. The scales range from regional [12–23], nation-wide ([7] for Switzerland, [1] for Canada, [24] for
Kyrgyzstan, [25] for Norway, [26] for Canada’s Boreal Zone, [27] for Ukraine plus Eastern Europe
and [3] for Japan), pan-European [28–30] and post-Soviet Central Asian [8] to the global level [31–36].
Besides aerial images and light detection and ranging (LiDAR) data, mainly satellite data have been
used for the mapping and monitoring of forested areas and vegetation. Most studies involved either
Sentinel-2 data [12,13,17,18,20,25,29] or LANDSAT data [1,26,27,30,31,36,37]. In contrast, the authors
of [15] used SPOT data for forest cover and forest degradation mapping, whereas other studies
used radar data like TanDEM-X [33], airborne S-Band radar [16] or Sentinel-1 [14]. The studies
of [7,23], both based on digital surface models (DSMs) from image-based point clouds, produced
wall-to-wall forest maps [7] and modeled fractional shrub/tree cover [23]. Furthermore, the work
of [35] characterized global forest canopy cover using spaceborne LiDAR. In this context, the authors
of [19] classified forest and non-forest based on full waveform LiDAR. Besides single sensor approaches
using only one type of satellite or airborne data, multisensory approaches have been used for forest
cover mapping. For example, [38] used LiDAR in combination with aerial images, [28] used SPOT 4/5,
Corine Land Cover 2006 and LISS III, [3] used LANDSAT and Sentinel-1, [8] used LANDSAT together
with MODIS data and [24] used a hybrid fusion strategy from Globe Land 30 2010 and USGS tree cover
2010. The authors of the aforementioned studies were mainly driven by the motivation to conduct
change studies. Using time series analysis of LANDSAT images, the authors of [31] characterized
global forest extent and change from 2000 to 2019. The studies of [12,13,20,21] each focused on the
analysis of forest succession detection, height differences and forest cover dynamics as well as on
forest conservation and deforestation. For validation, stand-level observations [25], maps of forest
structure [26], high-resolution satellite data [15], LiDAR data [14], Bing or Google maps [3,37], Google
Earth [18], orthoimages and terrestrial surveys [19] or NFI data [1,7,18] have been used.

Although there are numerous approaches in the literature to derive forest cover and forest cover
changes, the derivation of forest areas and thus the differentiation between forest and non-forest is
still a challenge. While available global or pan-European forest maps have a low level of detail and
forest definition is not queried, local administrative data are, in many cases, oversimplified or out of
date [7]. Another challenge is posed by the different definitions of the term “forest” at the regional,
national and international levels. The term “forest” is a summarizing generic term which includes
various forms of land cover, including tree-free forms, such as open spaces, wild meadows or traffic
routes. In contrast, there are also tree-covered landscapes which are not defined or perceived as forests,
including field shrubs, Christmas tree plantations or short-rotation plantations [39]. Land use is a
key parameter in forest definitions but hardly assessable with remotely sensed data [7]. The most
important quantitative characteristics of forest areas include minimum size, minimum width, tree
height, minimum stocking level and stocking duration. A derivation of forest from remote sensing
data according to the abovementioned definitions is not directly possible. However, it is technically
feasible to record stocked and unstocked areas and to determine measurable criteria like height, area
size and stand width [39].
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The main objective of the present study was to generate a spatio-temporally explicit forest cover
map, which takes the German forest definition into account. The key criteria are (1) minimum tree
height, (2) minimum crown closure, (3) minimum width and (4) minimum area. The forest cover
map based on the results of this study comprises the whole region of Baden-Württemberg, Germany,
covering around 35,751.5 km2. Furthermore, the forest cover map was compared to NFI data with
respect to the presence or absence of forest. Finally, the differences between the forest cover map and
NFI data were analyzed, categorized and quantified. To generate the forest cover map, we used a
multisensory approach involving both aerial images and Sentinel-2 data. In fact, Sentinel-2 is designed
for vegetation monitoring [40] and therefore multiple studies and projects exploited these data to
generate vegetation maps. The spatial, temporal and radiometric resolution of Sentinel-2 enabled tree
cover mapping with a medium level of detail; however, in combination with orthoimages from aerial
image flights, a high level of detail could be achieved. With digital elevation models from image-based
point clouds, vegetation height [39] was queried, resulting in the production of a tree cover and forest
cover map. The introduced forest cover map does not include information about land use. In this
context, biodiversity-relevant conditions or changes such as storm damages, permanent or temporary
forest gaps or forested areas outside the forest area are mapped.

2. Materials and Methods

2.1. Study Area

The study area comprises the federal state Baden-Württemberg, located in southwest Germany.
Baden-Württemberg is located between 7◦30′ and 10◦30′ E and 47◦32′ and 49◦47′N. It covers 35,751.5 km2,
with an altitudinal range between 84 and 1493 m a.s.l. The state is characterized by different types of
landscapes and is divided into seven main growing regions (see Figure 1).

Figure 1. Main growing regions of Baden-Württemberg.

Baden-Württemberg has a varying regional proportion of forest cover with an average coverage of
approximately 37.26% (±0.44%), which equals 13,319.6 km2 (±157.8 km2) in total. The forest ownership
types are distributed as follows: corporate forests account for 40% of the forest area, private forests
come to 35.9% and state-owned forests have 23.6%, whereas federal forests only cover 0.5%. Five tree
species, namely, Norway spruce (Picea abies (L.) H. Karst), beech (Fagus sylvatica L.), silver fir (Abies alba
Mill.), pine (Pinus sylvestris L.) and oak (Quercus sp. L.), occupy over 75% of the forest area and
determine the forest character. Smaller percentages are found for ash (Fraxinus excelsior L.), Sycamore
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maple (Acer pseudoplatanus L.), Douglas fir (Pseudotsuga menziesii (Mirb.) Franco), larch (Larix decidua
Mill.), hornbeam (Carpinus betulus L.), birch (Betula sp. L.) and alder (Alnus sp. Mill.). A total of
50 different tree species have been recorded in Baden-Württemberg, most of them with minimal
proportions [41]. More detailed information on forests of Baden-Württemberg is provided in the third
NFI report [41].

2.2. Remote Sensing Data

This section describes the used remotely sensed data. Aerial orthoimages and normalized digital
surface models (nDSMs) allowed the extraction of vegetation and vegetation heights in a high level of
detail, whereas Sentinel-2 data were used to derive vegetation in an additional, generalized approach.

2.2.1. Aerial Images

The orthoimages and nDSMs used in this study were processed from aerial images acquired
by airborne image flights between 2011 and 2014. The aerial images provided by the state agency
of spatial information and rural development of Baden-Württemberg (LGL) [42] contained the four
bands red, blue, green and infrared (RGBI) at a radiometric resolution of 16 bits. Flight conditions
such as time of day, season and weather conditions, as well as flight settings such as front/side overlap
and camera type, as well as image-matching parameters such as the version of the image-matching
software (SURE) and ground sampling distance (GSD), varied between the flight missions. The flights
were conducted in the vegetation period, with the earliest flight on 15 April and the latest flight
on 19 October. Front overlap was between 59% and 70%, whereas side overlap was between 28%
and 40%. The aerial images were taken with UltraCam Eagle, UltraCam Xp, DMC 01 or DMC II.
Photogrammetric point clouds and orthoimages were processed with a GSD of 40 or 50 cm using the
software SURE of nFrames [43]. Detailed information on the settings of the image flights can be found
in Table A1. As shown in Figure 2, the flight missions covered 99.7% of the study site.

 

Figure 2. Flight missions in Baden-Württemberg between 2011 and 2014, showing parts of the flight
missions used to derive the forest cover map.
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2.2.2. Digital Surface Models

DSMs generated from photogrammetric point clouds served as the basis for deriving forest
heights. Therefore, a combination of lasgrid and las2tin from LASTools [44] was applied. With lasgrid,
the Z-value of the highest point per pixel was returned. Voids were filled with a square search radius
of 3 pixels. Remaining voids were interpolated using the las2tin algorithm to triangulate the point
cloud. The geometric resolution was set to 1 m. In order to obtain forest heights, the difference between
the DSM value and the corresponding terrain height (=nDSM) was calculated. For this purpose,
we used the LiDAR-based digital terrain model (DTM) of the LGL with a GSD of 1 m [45]. A detailed
description about the applied methods for deriving aerial image-based nDSMs can be found in [46].

2.2.3. Sentinel-2 Data

In the frame of the Copernicus program, the European Space Agency (ESA) has launched the
Sentinel-2 optical imaging mission. The Sentinel-2 mission involves a constellation of two polar orbiting
satellites: Sentinel-2A and Sentinel-2B. Each satellite is equipped with the optical imaging sensor
Multi-Spectral Instrument (MSI). The Sentinel-2 satellites provide images in the visible and infrared
spectrum between 443 and 2190 nm and therefore are optimized for land surface observation [47].
Sentinel-2A was launched in 2015 and Sentinel-2B followed in 2017 [48]. According to [49], the resolution
of up to 10 m and the scanning width of 290 km are ideal for detecting changes in vegetation
and for making harvest forecasts, mapping forest stands or determining the growth of wild and
agricultural plants.

In this study, we used Level-2A products of Sentinel-2. The processing of Level-2A products
was conducted with Sen2Cor [48] and consisted mainly of scene classification and atmospheric
correction. Scene classification is a necessary input for atmospheric correction. Atmospheric correction
is performed in order to obtain bottom of atmosphere (BOA)-corrected transforms of the multispectral
satellite imagery [50]. More information can be found in [48,50]. The image collections of Sentinel-2
(Level-2A) were compiled for the growing seasons (1 May to 31 September) of the years 2017, 2018
and 2019 taking all images into account with a cloud cover of < 25%. The time frame (2017 to 2019)
was chosen due to the availability of Sentinel-2 (Level-2A) data, which have been available since 2017.
The time gap between both NFI data and aerial images to the Sentinel-2 data was not expected to
have much influence on the resulting forest cover map, as the vegetation layers were mainly used to
remove buildings. The forest cover map is mainly determined by vegetation height derived via nDSM.
To cover Baden-Württemberg, 9 Sentinel-2 granules were required. The used granules and the number
of scenes per year are shown in Table 1. Since the date of recording and cloud cover varied between
the Sentinel-2 granules, the number of the used scenes per granule and year differed.

Table 1. Number of Sentinel-2 granules used to calculate a vegetation mask.

Sentinel-2 Granules 2017 2018 2019
∑

32UMU 3 4 6 13
32UMV 4 5 7 16
32UNA 8 8 9 25
32UNV 10 5 11 26
32UNU 5 1 7 13
32TMT 9 5 15 29
32TLT 14 19 36 69
32TNT 6 1 6 13
32ULU 7 19 34 60

2.3. NFI Data

The German NFI records a forest in its size and structure and thus provides information on the
state of the forest and its development. In Germany, the first NFI was carried out in the years 1986 to
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1988. The second NFI followed from 2001 to 2002 and the third NFI was from 2011 to 2012. Since 2010,
a ten-year cycle has been in force for the NFI [41].

The present study used plot data of the latest NFI (2011–2012). The sampling design of the
inventory utilizes a 2 × 2 km grid aligned on a systematic, national sampling grid. Grid points define
the lower left corners of a square inventory tract of 150 × 150 m, whereas corner points of the tracts
mark the centers of the NFI sampling plots [51]. Plots located in the forest were geolocalized with the
Global Navigation Satellite System (GNSS) device MXbox of GEOSat GmbH [52] including a correction
signal. At each tract corner point located in the forest, nested circular sub-plots of 5 different radii and
a Bitterlich sub-plot [53], so-called angle count sampling (ACS), were established to record the set of
inventory variables regarding trees, stand structure and site characteristics. With ACS, sample trees
are selected with a probability proportional to their basal area, meaning that the range of each plot
differs [54].

With the help of administrative forest cover maps and aerial photographs, new, previously
non-forest tract corners in forests are identified (“preclarification”). Whether a tract corner is declared
as being inside or outside of the forest is finally decided in the field (“forest decision”, see Figure 3).
The coordinates of the visited forest plots were corrected after the best attempt at reaching the point,
whereas the non-forest plots have a tentative plot location. Out of the latest NFI, 35,744 NFI plots were
available, while 13,299 were covered by forest, 425 were temporary or permanent unstocked areas and
22,020 were outside of the forest areas. Amongst other variables, tree heights were measured for a
subset of sample trees. Subsequently, the tree heights of the remaining sample trees were modeled.
Furthermore, information about land use, forest edges and accessibility was recorded.

Figure 3. In Baden-Württemberg, the NFI tracts are aligned on a systematic, national sampling grid of
2 × 2 km. For each NFI tract corner, the presence/absence of forest is recorded (“forest decision”).

To analyze forest cover within an NFI plot, the NFI tract corners were buffered with a radius
of 10 m. This corresponds to the median distance between the NFI plot center and the maximum
measured distance of all corresponding sample trees. The authors of [54] considered this approach as
reasonable. In a further step, the percentage of forest cover within each plot was calculated. Since forest
cover layer refers to land cover and NFI data to land use, the NFI data were filtered based on the
available NFI plot information. For this purpose, only those NFI plots which were located in a forest
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with trees higher than 5 m or outside the forest area were evaluated. As a consequence, the following
NFI plots were removed subsequently:

1. NFI plots at non-wood areas (n = 425);
2. NFI plots where the forest cover map could not be calculated due to clouds or artefacts (n = 153);
3. NFI plots which were not accessible (n = 78) and therefore no forest inventory was conducted;
4. NFI plots with maximum tree heights of < 5 m (n = 381);
5. NFI plots with stock per hectare = 0 (only calculated for trees with a diameter at breast height

(dbh) of > 7 cm; n = 278).

In total, 1315 NFI plots were removed, equivalent to 3.68% of all plots. Subsequently, the NFI
forest decision was compared to the forest cover map including 34,429 NFI plots (12,491 inside and
21,938 outside of the forest area).

2.4. Workflow

To calculate the forest cover, orthoimages and nDSMs as well as Sentinel-2 time series were
used (see Figure 4). The challenge was to develop a method which could be flexibly adapted to the
various aerial photographs and Sentinel-2 granules. Depending on the aerial image or satellite imagery,
the spectral composition and lighting conditions varied.

Figure 4. Calculation of the forest cover map. From both orthoimages and Sentinel-2 time series,
a vegetation layer was built. By combining vegetation layers with nDSM, the tree cover layer was
created. Forest cover is defined by the German NFI forest definition.
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To derive a vegetation mask from the orthoimages, 5000 pixels inside and 5000 pixels outside the
forest area were selected from 200 randomly chosen orthoimages for each mission. Administrative
data about forest ownership types served as a forest mask. Based on the specific reflective properties
of vital vegetation, parameters can be derived that serve to differentiate between inhabited surfaces
and living or dead vegetation. The best known of these parameters is the normalized difference
vegetation index (NDVI), which is calculated from the ratio of the values of the red (R) and near
infrared (NIR) spectral range [39]. Besides NDVI, greenness and brightness were calculated for each
pixel (see Formulae (1)–(3)).

NDVI =
NIR − Red
NIR + Red

(1)

Greenness =
Green

Blue + Red
(2)

Brightness =

√
Blue2 + Green2 + Red2 (3)

Since the absolute values for these parameters differed greatly between the flight missions,
we used a Gaussian mixture model (GMM) to select the parameters corresponding to vegetation.
The parametrization of a GMM is based on the expectation–maximization (EM) algorithm for fitting
the Gaussian distributions [55]. The EM algorithm iteratively approximates the ideal model of
Gaussian distributions underlying the observed data. For initializing the EM approach, we assumed
five components as land cover classes to be present inside the forest areas of Baden-Württemberg:
coniferous trees, broad-leaved trees, vegetated non-wood areas, non-wood areas without vegetation
(i.e., bare soil, bedrock, paved forest roads) and shadow. The basic parameters of the GMM were the
number of components (n = 5), covariance type (“full”) as the correlation of the used indices was in an
acceptable range, maximum number of iterations (n = 100) and random state (n = 3) for reproducible
results. The results of the GMM were 5 classes, which differed in terms of their value range of NDVI,
greenness and brightness. The classes corresponding to vegetation were characterized by a high
NDVI and greenness and were selected accordingly. The selection was visually verified by means of
the orthoimages.

The second vegetation mask was derived from Sentinel-2 data. In order to eliminate all clouds
and to obtain a homogeneous spectral composition for all granules, a time series was applied.
From all Sentinel-2 scenes, the NDVI and subsequently the median NDVI of all scenes were calculated.
The vegetation layer was created by setting a threshold value. This was possible due to the time
series that achieved consistent NDVI values across Baden-Württemberg. By defining a threshold
value (>0.7) for vegetation by visual interpretation of the orthoimages, a generalized vegetation layer
of Baden-Württemberg was created covering forests along with shadow areas as well as meadows
and green agricultural fields, without including settlement areas such as paved areas or rooftops.
To generate a tree layer, the two vegetation layers were combined and compared with heights from the
nDSM. Consequently, the tree layer consists of pixels, which were classified as vegetation based on
orthoimages or Sentinel-2 data and have a minimum height of 3, 5 and 8 m determined by the nDSM.
The forest cover map was calculated on the basis of this tree layer according to the forest definition by
the German NFI, whereby the criteria canopy closure (>50%), minimum width (10 m), minimum size
(0.1 ha) and minimum height (5 m) were considered.

The median of the NDVI time series of Sentinel-2 (Level2A) data was processed using the Google
Earth Engine (GEE). The GEE computing platform offers a catalog of satellite imagery, geospatial
datasets and planetary-scale analysis capabilities [56]. All further calculations were performed using a
set of Python libraries for raster processing and analysis, GIS and scientific computing.

2.5. Comparison of Forest Cover Map and NFI Data

The forest cover map was compared to the forest decision (presence/absence of forest) of the NFI
plot data (see Figure 5). To meet this objective, the confusion matrix, Kappa value and overall accuracy
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were calculated. NFI plot data served as reference data, whereas the forest cover map was used as
a prediction. The threshold for forest presence was set to 50% forest cover, meaning that NFI plots
with a forest cover of > 50% were classified as forest. Although the NFI plot data were filtered for
this purpose, the remaining NFI plots do not completely correspond to forest cover. In the German
NFI, minimum tree height is not defined, whereas it was an essential parameter for the derivation of
the forest cover map. Furthermore, NFI data show land use, while the forest cover map represents
land cover.

 

Figure 5. Comparison of NFI forest decision with forest cover map. Differences are outlined in red.

Based on the confusion matrix, differences between the forest cover map and NFI forest decision
were identified and quantified. Therefore, the following data were used:

• Median nDSM heights within NFI plots: identification of forest plots < 5 m;
• Forest cover (%) of each plot: identification of plots at forest borders;
• Land use from the administrative layer: information about land use for each plot;
• Orthoimages: by visual interpretation, reasons for differences between the two datasets were

identified and categorized.

3. Results

3.1. Forest Cover Map

As a result of this study, a wall-to-wall forest cover map for 99.71% of Baden-Württemberg was
developed. It covers a total forest area of 13,222.1 km2 with a spatial resolution of 1 m (see Figure 6).
For 103.2 km2 of the area (0.29% of Baden-Württemberg), no information (NoData) about forest cover
could be generated due to missing aerial images, as described in Section 2.2.1. The final outcome
of this study represents the first forest cover map of Baden-Württemberg in this very high level of
detail. The distribution of forest cover appears to be reasonable. In particular, the high percentages of
forest in the Odenwald, Black Forest and Swabian Alps as well as non-forested valleys in the Black
Forest are clearly visible (see Figure 6). According to the forest cover map, approximately 13,222.1 km2

(37.12%) of Baden-Württemberg is covered by forest. This is highly consistent with the results of the
latest NFI [41], which reported a forest cover of approximately 13,319.6 km2 (±157.8 km2), equal to
37.26% (±0.44%).
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Figure 6. Forest cover map of Baden-Württemberg. The detailed map illustrates the forest cover in and
around the city of Freiburg.

3.2. Comparison of NFI Plot Data and Forest Cover Map

The spatial agreement between the NFI data (based on a visual interpretation of forest
presence/absence) and the forest cover map (based on remote sensing data) was 95.21% overall.
The Kappa value showed an almost perfect agreement with a value of 0.90. The confusion matrix
is shown in Table 2. The producer’s and user’s accuracies for both forest and non-forest were very
similar. Non-forest achieved, with 96.06–96.41%, a slightly higher producer’s and user’s accuracy than
the forest class with a producer’s and user’s accuracy of 93.12–93.73%.

Table 2. Confusion matrix of NFI plot data and forest cover map (fcm). OA = overall accuracy,
UA = user’s accuracy, PA = producer’s accuracy, κ = Kappa value.

NFI Plot Data

Non-Forest Forest UA (%)

fcm
non-forest 21073 783 96.41

forest 865 11708 93.12
PA [%] 96.06 93.73

OA [%] 95.21
κ 0.90

3.3. Analysis of the Differences between NFI Plot Data and Forest Cover Map

The forest cover map based on remote sensing and the NFI forest decision differed by 4.79%,
which is 1648 NFI plots in total. Each NFI plot, where the NFI forest decision was not corresponding with
the forest cover layer (= “incongruent NFI plot”), was analyzed on the basis of median nDSM height,
forest cover percentage and land use data. In combination with visual interpretation, the following
reasons for the incongruence between the two datasets could be categorized (see Figure 7):
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• Edge effects: Incongruences occurring at forest borders. Plots at forest borders were determined
to have a forest cover of 1–99%.

• Forest definition: The NFI forest definition does not include a minimum tree height. For this
reason, during the NFI, all stocked areas were classified as forest, regardless of tree height.
In contrast, the forest cover layer defines areas with a height of < 5 m as non-stocked.

• Land use: Actual land cover does not correspond to land use. There can be non-stocked forest
areas (e.g., storm damages) or stocked non-forest areas (e.g., orchards).

• Layer errors: differences due to errors in the remote sensing-based forest cover layer (e.g., errors
in image matching lead to wrong nDSM heights).

Figure 7. Categories of reasons for different forest decisions in the NFI plot data and forest cover map:
(a) edge effects, (b) different forest definition (NFI does not define minimum height of trees), (c) land
use not equal to land cover, (d) errors in forest cover layer. Differences are outlined in red.

Based on the defined categories, each incongruent NFI plot was assigned to a specific category.
The distribution of these NFI plots is illustrated in Figure 8. It can be observed that edge effects
are evenly distributed all across the study site. The category forest definition occurs most often in
the northern Black Forest which is characterized, partly, by a high proportion of openings in forests.
In contrast to the category forest definition, the category land use is slightly stronger when represented
outside of forest-dominated regions. Only three errors in the forest cover layer were identified.

Statistically, the categories edge effect and forest definition are the most common, with 2.08%
and 2.04% of all NFI plots, respectively. The category land use represents 0.66% overall, whereas
layer errors occur only in three cases, yielding a presence of 0.01%. To analyze the proportion of
forest presence/absence within the categories, the NFI forest decision served as a reference. Forest
presence/absence is distributed unevenly within the categories. Edge effects occurred in 1.85% of the
NFI-based non-forest plots and only in 0.23% of the forest plots, whereas all NFI plots categorized to
the class forest definition were situated in the forest. From the category land use, 0.65% of the NFI plots
were located outside the forest. All errors in the forest cover map (n = 3) occurred outside the forest
areas (see Figure 9). The NFI plots categorized as errors in the forest cover map are shown in Figure 10.
Two of them are lying in agricultural fields, whereas one plot is located on a rooftop of a building.
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Figure 8. Spatial distribution of the incongruent NFI plots.

Figure 9. Statistical distribution of the incongruent NFI plots. The number of NFI tract corners is
related to the total number of NFI tract corners evaluated.
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Figure 10. NFI plots with different forest decisions in the NFI plot data and forest cover layer caused
by errors in the forest cover layer. (a,b) Differences in agricultural fields, and (c) NFI plot located on
arooftop. Differences are outlined in red.

4. Discussion

4.1. Forest Cover Map

In the present study, the first wall-to-wall forest map of Baden-Württemberg was produced.
We agree with the statement of the authors of [1], who argued that the remotely sensed forest area
mapping within the inventory cycles of an NFI provides information that extends the sample-based
NFI information content and improves the reporting capacity. The derivation of the forest cover map
is almost completely automated, meaning that the applied methods are suitable for area-wide forest
mapping. Only for the creation of the vegetation layer is a selection of GMM classes representing
vegetation necessary. Sentinel-2-derived time series together with aerial images enabled spatially
and temporally explicit depictions of the forest area. By picking the median NDVI of the Sentinel-2
time series, clouds as well as cloud shadows could be removed. Variations in illumination as well
as differences in the reflection of vegetation due to different acquisition times were minimized.
The multisensory approach combined the advantages of both sensors: Sentinel-2 data performed better
inside of forests due to less shadow effects compared to aerial images; orthoimages complemented
the Sentinel-2 data by their high resolution. Thereby, single trees outside the forest area and very
small forest patches could be detected. Similar to [7], the spatial resolution of the forest cover map
is 1 m. As described in [30], spatially detailed data are preferred due to the following reasons: First,
applying coarse-resolution data results in a local overestimation of the dominant land cover class
and consequently in lower fragmentation rates [57]. For example, road corridors as an important
contributor to forest fragmentation [58] can only be detected if the images have a sufficiently fine
spatial resolution. Second, due to the average size of forest patches in Europe, an accurate analysis of
forest patches requires data with a spatial resolution finer than 100 m [30]. Aerial images are affected
by changing illumination conditions both between and within images [54]. This affects the reliability
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and robustness of spectral metrics derived from aerial images. We managed to compensate the effect
of changing illumination as well as the influence of the different settings between the flight missions
(see Appendix A) by introducing the GMM and selecting the resulting GMM classes corresponding to
vegetation. With the developed methodology, it was possible to map the forest cover in a consistently
high quality over the entire area of Baden-Württemberg. The results of this study show that a forest
cover map can be derived by aerial images acquired in numerous photogrammetric image flights with
varying times of flight and camera types as well as different flight and camera settings. Across the
forest cover map, errors are equally distributed, indicating that they are unaffected by the differences
between the aerial image flights or the Sentinel-2 granules.

As the methodology is entirely based on the analysis of the spectral properties of land cover,
the resulting map represents a forest cover map rather than a forest (land use) map. Furthermore,
the combination of spectral and height information basically only captures the visible canopy. Objects
below cannot be considered (e.g., parking lots or camping sites in the forest). Furthermore, the forest
cover map contains also, for example, field shrubs, hedges, parks, orchards, short-rotation plantations
and energy wood areas. On the other hand, temporary or permanently unstocked areas (e.g., timber
stockyards, forest roads), which by definition are forest, are not recorded. Depending on the applicable
forest definition and task, these areas must be added or subtracted [39].

4.2. Comparison NFI Plot Data and Forest Cover Map

With a few exceptions, the present forest cover map agrees well with the NFI data. The high
overall accuracy of 95.21% of the forest cover layer indicates that the applied methods and results are
promising. However, it should be considered that this kind of accuracy assessment takes into account
all plots including plots at forest edges, plots with a canopy height of <5 m and plots where land cover
does not match the actual land use. Since the forest cover layer only has the claim to cover forest
without considering land use, the accuracy of the forest cover layer is much higher than the calculated
overall accuracy. This is also evident in the small number of incongruences caused by layer errors.
As mentioned in [7], a comparison with other studies is difficult. Studies, e.g., mapped forest with
different input data types, had substantially smaller study areas or used varying forest definitions.
To compare the results with other studies on forest cover, the studies mentioned in the Introduction
can be reconsidered. In the following, a brief comparison is drawn with studies that also used NFI
data as a reference: Ref. [7] obtained, with DSMs from image-based point clouds, an overall accuracy
of 97% for the forest cover map of Switzerland taking the land use criterion into account; Ref. [18] used
Sentinel-2 data for tree cover mapping for two study sites in Europe and achieved an overall accuracy
of up to 90%; Ref. [1] used Landsat data to map the forests of Canada and achieved an overall spatial
agreement of 84%.

Mapping of forest areas is affected by the categorical, spatial and temporal elements involved [1].
Different forest definitions as well as data processing and analysis methods lead to different mapping
results [59]. In our study, we identified four reasons for incongruences between the NFI forest decision
and forest cover layer: (a) edge effects, (b) different forest definitions, (c) land cover does not match
land use and (d) layer errors.

The authors of [7] identified forest borders as one of the main reasons for mismatches between
the remotly sensed forest cover map and NFI data. They revealed that in densely forested or entirely
non-forested areas, the forest cover map has a higher accuracy than at forest borders. Similar to the
aforementioned study, forest borders explained 2.08% of all incongruences. If an NFI tract corner
was placed onto a road, no inventory was performed. Therefore, the category edge effect includes
not only NFI plots on forest borders but also NFI plots on roads intersecting forests. Furthermore,
the co-registration of field data with remote sensing data causes information uncertainties due to
position inaccuracies. The NFI plots have an unknown positioning error due to inaccuracies of the
GNSS signals below the forest canopy. This can lead to a shift between the observations in the field
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and in the remote sensing data [46]. Consequently, the category edge effects may also contain NFI
plots with position errors.

In addition, the NFI does not define minimum tree height, which led to incongruences between
the NFI forest decision and forest cover map. Forest definition is basically a subcategory of the category
land use. The categories might overlap, since the assignment of non-stocked areas such as forest gaps
to the category forest definition is based on the fact that land use is forest. If tree height is too low,
but the plot is categorized by the NFI as forest, land use is forest, but land cover is not. That is the
reason why these incongruent plots are all inside the forest. Based on the nDSM, a minimum vegetation
height can be identified, which was applied in the form of a threshold value eliminating all objects
that lie below this minimum height. When setting such a threshold value, it should be noted that the
lower it is set, the more difficult it is to separate forest vegetation from other forms of vegetation. If the
minimum height is set low, the likelihood of confusing forest vegetation with high-growing herbaceous
vegetation, e.g., corn fields, large grasses and tall perennials, increases. Small trees in plantations and
natural regeneration are not shown in the forest cover map due to their small size [39].

Generally, leisure facilities such as parks and sports fields, infrastructure such as roads (avenues)
and cemeteries and agricultural areas such as green strips or orchard meadows are not considered as
forests. Furthermore, in the category land use, there are 53 NFI plots where the forest decision is not
verifiable. This might be explained by errors during preclarification. New, previous non-forest tracts,
which are located with at least one corner in the forest, were overseen.

In addition, the defined minimum forest area of 0.1 ha takes also very small forests into account.
Most of these areas are not determined as forest in terms of land use, but in the forest cover map,
they are declared to be stocked.

The results show that there are almost no errors in the forest cover layer (n = 3). If the land surface
depicted in aerial images is too homogeneous, image matching may be incorrect, resulting in artifacts
in the orthoimages and wrong heights in the elevation models. Depending on the selected class of
the Gaussian mixture model, it is possible that green, gray or light roofs in the orthoimages will be
classified as vegetation. Most of the invalid areas are discarded as soon as the minimum height is
considered using the nDSM. However, in the case of high-non-vegetation objects such as houses or
high-voltage lines, non-vegetation may be included in the forest layer. Due to the Sentinel-2 pixel size
of 10 × 10 m, parts of non-vegetation areas such as corners of rooftops can be included in the forest
cover map.

The comparison of the remote sensing-based forest cover and the percentage forest cover of
Baden-Württemberg reported by the latest NFI [41] shows a high correspondence with a slight difference
of 0.14 percent points. Mismatches can be explained with the categories analyzed in Section 3.3.
The fact that the reported forest area is higher than the calculated forest cover leads to the assumption
that, in Baden-Württemberg, there are more forest areas with tree heights of <5 m than stocked areas
outside of forests. This might be explained partially by the high proportion of openings in the northern
Black Forest (see Figure 8).

5. Conclusions

Our study developed the first forest cover map of Baden-Württemberg using remote sensing
data. The comparison with the NFI data showed that the applied methods and results are promising.
Satellite-derived time series in combination with aerial images enable spatially and temporally explicit
depictions of stocked areas in a high level of detail. Due to the free availability of the Sentinel-2
products as well as the regular image flights of the LGL, data availability is guaranteed on a long-term
basis. The tree and forest cover maps are currently available for the years from 2011 to 2019 and will
be updated regularly. In the near future, this will enable the elaboration of time series analysis and
thus will allow long-term and area-wide monitoring of tree and forest cover over Baden-Württemberg.
Not only in the future but already now, forest cover maps provide valuable information for multiple
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research questions in biodiversity studies, forest resource analysis, climate change research and other
forest-related studies.
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Appendix A

Table A1. Settings of the image flights.

Year Mission
Date of

Acquisition
Overlap [%] Camera SURE Version GSD [m]

2013

1 12 July 2013 60/33 UltraCam Eagle 1.3.1.132 0.4

2 13 July 2013
14 July 2013 62/37 UltraCam Eagle 1.3.1.336 0.5

3 17 June 2013 64/38 UltraCam Xp 1.3.1.336 0.5

4 19 June 2013 59/28 UltraCam Xp 2.2.1.1189 0.5

5 17 June 2013 63/46 UltraCam Eagle 1.2.1.209 0.4

6 18 June 2013
14 July 2013 62/40 UltraCam Xp 1.2.1.209 0.4

7 13 July 2013
16 July 2013 64/38 UltraCam Xp 2.2.1.1189 0.5

8
6 June 2013
7 June 2013
8 June 2013

63/34 UltraCam Eagle 2.2.1.1189 0.5

9 19 June 2013
12 July 2013 59/31 UltraCam Xp 2.2.1.1189 0.5

2012

1 24 June 2012
30 June 2012 59/29 UltraCam Xp 3.0.0.0 0.5

2 25 May 2012
23 July 2012 59/32 UltraCam Eagle 2.3.1.66 0.5

3 23 July 2012 60/30 UltraCam Eagle 3.0.0.0 0.5

4 15 April 2012 59/33 UltraCam Xp 2.3.1.66 0.5

5 1 August 2012 61/40 DMC II 2.2.1.1212 0.5

6

26 May 2012
25 July 2012
27 July 2012

1 August 2012
19 October 2012

61/39 DMC II 2.3.1.66 0.5

7 23 July 2012 59/34 DMC 01 2.3.0.38 0.5

8 25 July 2012 61/43 UltraCam Xp 1.3.1.336 0.4
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Table A1. Cont.

Year Mission
Date of

Acquisition
Overlap [%] Camera SURE Version GSD [m]

2011

1 5 May 2011
6 May 2011 66/34 DMC 01 3.0.0.0 0.5

2 6 May 2011 62/32 UltraCam Xp 3.0.0.0 0.5

3
6 September 2011

10 September 2011
16 September 2011

61/32 UltraCam Xp 3.0.0.0 0.5

4 3 September 2011 62/31 UltraCam Xp 3.0.0.0 0.5

5 5 May 2011 64/31 UltraCam Xp 2.3.0.38 0.5

2014

5 26 September 2014 61/34 UltraCam Xp 1.3.1.284 0.4

6 22 June 2014
26 June 2014 70/45 UltraCam Eagle 1.3.1.284 0.5

7 6 June 2014 60/31 UltraCam Xp 1.3.1.392 0.5
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Abstract: Globally, forests are a crucial natural resource, and their sound management is critical for
human and ecosystem health and well-being. Efforts to manage forests depend upon reliable data on
the status of and trends in forest resources. When these data come from well-designed natural resource
monitoring (NRM) systems, decision makers can make science-informed decisions. National forest
inventories (NFIs) are a cornerstone of NRM systems, but require capacity and skills to implement.
Efficiencies can be gained by incorporating auxiliary information derived from remote sensing (RS)
into ground-based forest inventories. However, it can be difficult for countries embarking on NFI
development to choose among the various RS integration options, and to develop a harmonized
vision of how NFI and RS data can work together to meet monitoring needs. The NFI of the United
States, which has been conducted by the USDA Forest Service’s (USFS) Forest Inventory and Analysis
(FIA) program for nearly a century, uses RS technology extensively. Here we review the history of the
use of RS in FIA, beginning with general background on NFI, FIA, and sampling statistics, followed
by a description of the evolution of RS technology usage, beginning with paper aerial photography
and ending with present day applications and future directions. The goal of this review is to offer
FIA’s experience with NFI-RS integration as a case study for other countries wishing to improve the
efficiency of their NFI programs.

Keywords: national forest inventory; forest monitoring; remote sensing; forest sampling; inventory
efficiency; Forest Inventory and Analysis

1. Introduction

1.1. Value of National Forest Inventory (NFI) Data: Management, Research, Policy Decisions

Many nations consider natural resource monitoring (NRM) systems to be critical sources of
information for making decisions on natural resource management, planning, and policy. The value

Forests 2020, 11, 1364; doi:10.3390/f11121364 www.mdpi.com/journal/forests77
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of NRM results lays in their usefulness for answering key monitoring or other science questions and
making decisions. Without reliable information, management decisions can be ill-informed, leading to
poor outcomes for ecosystem health and human well-being. The advancement of science also depends
on NRM data; they can serve as the foundation for a diversity of both basic and applied science
applications. To make investments in NRM cost-effective, it is vital that nations design highly-efficient,
long-term NRM systems.

Forests cover 31%, or 4.06 billion ha, of the world’s total land area [1]. An efficient National Forest
Inventory (NFI) can therefore be a key component of a nation’s NRM system. NFIs typically consist of
a statistical sample-based system in which data on attributes relevant to stakeholders are collected
on a set of NFI sampling units distributed within an area referred to as a population [2,3]. Key NFI
attributes often include variables associated with trees (e.g., species, diameter, height, health status),
wildlife habitat (e.g., vertical structure, standing dead trees), and the land on which the forest grows
(e.g., land cover, land use, ownership, management type) [4]. It is common for NFIs to use observations
based on remote sensing (RS) throughout the system, such as in data collection, estimation, and analysis
and reporting [5–7].

Many countries’ governments, such as that of the United States [8], mandate NFI information
or otherwise provide NFI program direction. For example, recent legislation in the United States
(the Agriculture Improvement Act of 2018 (P.L. 115-334, section 8632), commonly referred to as the
2018 Farm Bill), explicitly directs the USDA Forest Service (USFS) to find efficiencies in its NFI program
through the use of advanced technologies such as RS and to engage other stakeholders in these efforts.
The Forest Inventory and Analysis (FIA) program, which executes the NFI, has gained efficiencies and
created new products for decades through careful investments in technologies like RS [9–11].

For the purposes of this review, we define RS data as those which are collected by instruments,
typically mounted on an aerial or space-borne platform, that are not in direct contact with the subject
of the observation. These data are often stored in the form of images or other spatially-referenced data
types, and are typically produced when light or other radiation interacts with a target object and is
received by a sensor mounted on the instrument. We discuss many types of RS data, including those
from satellite, airborne and ground-based platforms employing passive optical sensors, as well as those
from active sensors such as radio detection and ranging (radar) and light detection and ranging (lidar).

The goal of this review is to, using the FIA program’s experience as a case study, provide examples
of RS integration strategies for countries seeking to improve efficiency and add value to their inventories.
It is not intended to be an exhaustive listing of RS activities in FIA; rather, it focuses on key work that
is based on either FIA data or institutional knowledge generated by the program. Our aim is to offer
FIA as a model for other NFIs by describing the statistical theory that supports efficiency gains with
RS, the progression of FIA’s use of RS data from its inception to modern times, and potential future
directions. Our objective is to provide a better understanding of how RS technology has been and
currently is integral to forest inventory science and forest management.

1.2. Value and Uses of FIA Data

The NFI of the United States is a well-documented case study of a multi-resource inventory
that offers benefits to many types of stakeholders. Conducted by the USFS FIA Program, it has
been in operation in various forms for nearly a century. It serves as the definitive source for forest
resource information at the national and state scales [8,12,13]. The inventory consists of approximately
326,000 permanent, remeasured plots distributed across both forest and nonforest areas of the United
States, its territories, and affiliated islands. Forest trees and certain land-type variables such as forest
type and site index are only measured in portions of plots considered to be forest based on FIA’s
definition, and other land-type variables, such as land cover, use and, in some areas, ownership,
are measured on all plots. In some urban and other areas, trees outside forest are measured on nonforest
portions of plots, and on a subset of plots, additional forest health variables are measured. The base
intensity is approximately one plot per 2400 ha in most areas, with plots assigned to random locations
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within hexagonal cells formed from a tessellation of the population area. Varying by portion of the
country, between 10 and 20% of the plots are generally sampled each year with a spatially-balanced
(panelized) design. Estimates are produced using post-stratified estimation, with RS-based maps used
to create strata [14,15].

The inventory is foundational for annual and 5 year reports [16,17], Renewable Resource Planning
Act Assessments [13,18,19], and the U.S. Report on Sustainable Forests [20,21]. In addition, the data
collected by the FIA program are used for many scientific studies. In a review of literature published or
in-press between 1976 and 2001, Rudis [22,23] found over 1400 research publications that relied at least
in part on FIA data. Tinkham et al. [24] reviewed a subsample of more recent (1991–2017) research
publications that used FIA data. Both studies reported that FIA data contributed to a large number of
science applications, including the carbon cycle, forest products and growth, climate, forest health,
biological diversity, and inventory statistics [24].

In addition to science applications, FIA data have been used extensively for both local and
regional land management. Hoover et al. [25] reviewed several ways that they have been used by the
USFS National Forest System (NFS) for forest management, including informing land management
plan revisions, assessing progress toward management plan goals, monitoring wildlife habitat,
and characterizing the status of key resources. In a similar study, Wurtzebach et al. [26] identified ways
FIA data are used to satisfy NFS monitoring requirements, including providing information on structure,
function, composition, watershed condition and trends, carbon stocks, insect and disease mortality,
wildfire effects, at-risk species, timber suitability, and other required data elements. Dugan et al. [27]
and Birdsey et al. [28] used FIA data and satellite imagery and its derivatives to model the impact of
various types of forest disturbance on the carbon dynamics of NFS lands. Finally, Randolph et al. [29]
and Vogt and Koch [30] identified both potential and demonstrated uses of FIA data for forest health
and invasive pest studies, such as research on invasive plant species, risk assessment and mapping,
and monitoring impacts of invasive pests.

Other important uses of FIA data abound, and include use by the forest products industry for
economic projections and processing facility siting, by non-governmental organizations for supporting
their advocacy activities, and by the general public for satisfying various information and educational
needs. These examples are a subset of the large number of basic and applied science applications to
which FIA data and expertise have contributed [31].

1.3. Background on Efficiency

In the following section, we introduce background needed to help explain how FIA has traditionally
used RS data to improve efficiency. Survey sampling statistical concepts and statistical efficiency
are first described. This is followed by a description of ways to consider how improving statistical
efficiency through RS data integration improves economic efficiency of the NFI.

1.4. Improvement of Statistical Efficiency—Statistical Inference

NFIs generally subscribe to the basic principles of statistical inference whereby they express their
estimates in probabilistic terms [32], primarily using confidence intervals. The confidence interval
width is closely related to the precision of an estimate, i.e., the shorter the confidence interval, the greater
the precision. Additional expressions of precision include variances and standard errors of estimates,
margins of error, sampling errors, or simply uncertainty, all of which serve as metrics that a data user
will consider when making judgments or taking actions based on FIA estimates. These precision
metrics are, therefore, fundamental barometers of the usefulness of FIA data and estimates. Forestry
professionals have developed a comfort level associated with using precision metrics when evaluating
inventory results for making decisions, making their inclusion with FIA estimates critical. The primary
factors that affect precision, confidence interval widths and, therefore, the efficiency of the estimation,
are the sampling design, the sample size, the statistical estimator, and the mode of inference of which
we consider two, design-based inference, and model-based inference [33].
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1.5. Design-Based Inference

The key features of design-based inference are that each population unit is assumed to only
one possible observation, and inferential validity derives from a probability sampling design as the
source of randomization. Further, design-based estimators are generally unbiased or nearly unbiased,
meaning that the mean of estimates over all possible samples obtained using the same sampling design
and sample size equals the true value [33]. However, even with an unbiased estimator, the estimate for
any particular sample may still deviate substantially from the true value. NFIs typically use one or more
of three design-based statistical estimators: Simple expansion estimators, post-stratified estimators,
and model-assisted estimators [34].

1.5.1. Simple Expansion Estimators

The simple expansion estimators are the most familiar, are used with simple random and systematic
samples, and incorporate no RS or other auxiliary data. These estimators are often used to illustrate
the relationship between inventory design and statistical efficiency via a fundamental precision metric,
the variance of the mean. For a simple random sample, the simple expansion estimator of the mean is
expressed as

μ̂ =

∑n
i yi

n
(1)

where yi is the observation of the attribute of interest on plot i, typically expressed on a per unit
area (hectare) basis, and n is the sample size. The variance estimator for the estimate of the mean is
expressed as

v̂(μ̂) =
s2

n
=

∑n
i (yi − μ̂) 2

n(n− 1)
(2)

where s2 is the sample variance. The half width of the confidence interval (CIhw) of the mean, which is
based on the variance of the mean, is a commonly used precision index, and is defined as

CIhw = t1− α2 ,n−1

√
v̂(μ̂) (3)

where t1− α2 ,n−1 is the 100·(1− α
2 )th percentile of the t distribution with n−1 degrees of freedom.

Using survey sampling theory, a user evaluating an estimate of a mean obtained from an NFI in the
context of its confidence interval knows that, had the survey been performed a very large number of
times with identical methodology, 100·(1−α)% of the confidence intervals generated would contain the
true, albeit unknown, value of the population mean [35]. For example, FIA’s state reports typically
report uncertainty in terms of relative standard errors, which are approximately equivalent to 68%
CIs. Uncertainty reporting helps the user make informed decisions by taking into account uncertainty
in the estimate caused by some combination of the sampling protocol (sample size or plot design
characteristics) and variability of the attribute in the population.

1.5.2. Post-Stratified Estimators

If the intent is to increase the precision of estimates and, thereby, reduce confidence interval widths,
additional information must be acquired. Multiple approaches for acquiring and using additional
information are possible. As per Equation (2), variances can be decreased and precision can be increased
by increasing the sample size, n. However, doing so incurs additional costs. Preferable options are
to acquire the additional information with minimal additional cost. One option is to revise the plot
configuration so that each plot captures more landscape information. This option typically entails
increasing the plot area or using a cluster design wherein plots are divided into spatially separated
subplots with the same aggregated area as a large single plot. However, depending on the spatial
correlation of the attribute of interest, the additional information acquired may be less proportionally
than the additional area inventoried.
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Another option is to use auxiliary information in the form of strata that are related to the attribute
of interest. Stratified random sampling can then be used to optimize the spatial allocation of plots
relative to a criterion such as variance. The stratified estimator of the mean takes the form

μ̂ =
H∑

h=1

whμ̂h (4)

where h indexes the strata, wh is a weight proportional to the area of the stratum, and μ̂h is the
within-stratum mean. The variance estimator is

v̂(μ̂) =
H∑

h=1

w2
h

σ̂2
h

nh
(5)

where nh is the within-stratum sample size and σ̂2
h is the within-stratum variance of observations

around the stratum mean.
Because most NFIs use at least a large proportion of permanent plots and have a long history of

measurements for those same plots, they are reluctant to interrupt or lose those histories. As a result,
NFIs seldom use stratified sampling designs because stratifications based on landscape or land cover
features change over time and would require re-allocation of plots to strata with each new inventory
cycle, thereby producing a loss of historical continuity for at least some plots.

However, for simple random and systematic sampling designs, a large proportion of the benefits
of the additional information in strata can still be realized by assigning plots to strata independently of
or subsequent to the sampling and then using the stratified estimator in Equation (4) and a variance
estimator similar to Equation (5). This technique, characterized as post-stratification, has a long FIA
history beginning with double sampling for post-stratification using RS data in the form of aerial
photography as the source of stratification data in the 1980s [36], and more recently using satellite
data as the source of stratification data [37,38]. FIA currently uses post-stratified estimation as its
standard tool for calculating estimates of status of and trends in forest attributes [39]. The advantage
of stratified approaches is that they use the additional auxiliary information to increase precision,
but a disadvantage is that the rather coarse level at which the auxiliary information is aggregated does
not fully exploit its potential.

1.5.3. Model-Assisted Estimators

The model-assisted regression estimators use the additional auxiliary information at the plot level,
which represents a finer scale of aggregation than do strata. With these estimators, the attribute of
interest is predicted for each plot using a parametric prediction technique such as linear or nonlinear
regression, a non-parametric technique such as k-nearest neighbors, or a machine learning technique
such as random forests. The model-assisted estimator of the mean has the form

μ̂ =
1
N

N∑
i=1

ŷi +
1
n

n∑
i=1

(yi − ŷi) (6)

where N is the population size, n is the sample size, and ŷi is the prediction for the ith plot.
The unbiasedness or near unbiasedness of the model-assisted regression estimator derives from
the second term of Equation (6), which compensates for prediction error. Model-assisted variance
estimators are based on deviations between observations and their predictions and take the form

v̂(μ̂) =
1

n(n− 1)

n∑
i=1

(εi − ε)2 (7)
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where εi = yi − ŷi and ε = 1
n

n∑
i=1
εi. If the predictions are sufficiently accurate, deviations between

observations and their predictions should be smaller than deviations between observations and strata
means as is the case with the stratified and post-stratified estimators or between observations and
overall means as is the case with the simple expansion estimators. The result is that model-assisted
regression variances and associated confidence interval widths are often smaller than corresponding
variance and confidence interval widths for stratified and simple expansion estimators.

McRoberts et al. [40–42] demonstrated the superiority of model-assisted inference and post-
stratification for estimates of FIA attributes compared to methods not using RS observations.
Magnussen et al. [43], in their own work and a review of several other similar studies, also provide
strong support for the use of RS data in a model-assisted context as a way to improve statistical
efficiency. The specific mathematical linkages between post-stratified and regression estimation can
be seen in Bethlehem and Keller [44], Breidt and Opsomer [45], and Stehman [46]. In addition,
McConville et al. [11] provide a tutorial on model-assisted inference for forest inventory that presents
post-stratification as a special case of a generalized regression estimator.

1.6. Model-Based Inference

The assumptions underlying model-based inference differ considerably from those for design-
based inference [47]. First, each population unit has an entire distribution of possible values for
an attribute, unlike design-based inference for which there is only a single value. Randomization
with model-based inference is realized in the particular value that is observed for each population
unit, not via selection of the sample. Finally, the validity of model-based inference is not based
on probability samples but rather on the model of the relationship between the attribute of interest
and the auxiliary information. An important consequence is that model-based inference can use,
but does not require, probability samples. Therefore, model-based inference can be used for small
areas for which probability samples are too small for reliable design-based inference and for remote
and inaccessible areas for which no probability samples are possible [48]. However, the price to be
paid for this greater applicability is that the model-based estimator of the mean is not necessarily
unbiased. McRoberts et al. [49] provide the model-based estimator of the mean and estimator of the
corresponding variance.

Naturally, the field of model-based inference is very large, and models may take many different
forms and operate at different scales of resolution. As an example, there is a growing need for FIA
estimates and information over smaller geographic areas, for shorter time periods, and for specific
thematic groups. Efforts are underway to expand FIA’s capacity to produce estimates for these smaller
domains where there are too few plots to use design-based estimators that rely only on data within
the domains of interest. Small area estimation (SAE) has been studied extensively in the statistical
literature [50]. It relies on indirect methods that borrow strength from outside the domains of interest,
integrating both plots and auxiliary RS data through models. There have been numerous examples
in U.S. forest inventory history of using SAE methods to essentially increase the effective sample
size within small domains. In particular, Moisen et al. [51] applied empirical best linear unbiased
predictors (EBLUPs) to estimate forest area and biomass within burned perimeters in the Interior West.
Lemay and Temesgen [52] compared imputation methods for modeling basal area and stem density.
Goerndt et al. [53] compared synthetic, composite, EBLUP, and most similar neighbor approaches for
estimating tree density, diameter, basal area, height, and cubic stem volume using lidar in Oregon.
Mauro et al. [54] compared unit and area-level EBLUPs for constructing small area estimates of
stand density, volume, basal area, quadratic mean diameter, and height in a western coastal area.
Goerndt et al. [55] applied composite estimators to estimate values of FIA attributes relevant to
bioenergy production over parts of a 20-state region in the northern US. These are just a few examples,
and the field is growing rapidly.
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Advantages of model-based inference include its ability to produce defensible estimates for
smaller domains and the lack of reliance on probability samples. Disadvantages include its dependence
on the assumed model and the consequent potential for bias [33]. Furthermore, those familiar with
estimates based on traditional survey samples might prefer them over less familiar uncertainty metrics.

1.7. Hybrid Inference

Hybrid inference combines features of both design-based and model-based inference [56,57].
Hybrid inference is used when probability samples are available, but data for the sample units are
model predictions with non-negligible uncertainty rather than observations subject to at most negligible
measurement error. Hybrid inference incorporates uncertainty from both sources: The model-based
prediction uncertainty for the individual sample units and the design-based sampling variability [58,59].
Hybrid inference is more applicable than is generally recognized. For example, FIA plot-level volume
data are generally considered “observations” when, in fact, they are really aggregations of tree-level
allometric model predictions. Incorporating the effects of this allometric model prediction uncertainty
into the uncertainty of large area estimates of mean volume requires techniques such as hybrid
inference [58]. Saarela et al. [60] and Ståhl et al. [59] document the utility of hybrid inference for
inventory problems for which the model predictions are based on RS data.

1.8. Improvement of Economic Efficiency

There are two ways to look at how improving statistical efficiency through RS data integration
could improve economic efficiency of the FIA survey. The first is by allowing FIA to meet NFI precision
requirements with fewer field plots. For example, the precision targets for the FIA attributes total
timberland area and total volume of timberland growing stock trees in the Eastern United States are 3%
sampling error per 404,686 ha of timberland and 5% sampling error per 28,316,847 m3 of wood volume,
respectively [61]. The FIA sample was designed with these targets in mind, but through integration of
RS as described in the discussion surrounding Equations (1)–(7), targets could be met in principle with
fewer plots. McRoberts and Tomppo [5] give an example of this principle from FIA; they found that in
Minnesota, USA, integrating RS data through stratification led to meaningful cost reductions compared
to what would have been achieved using a simple random sample. Brooks et al. [62] found that
post-stratification for change and forest status variables increased precision by over 100% compared
to estimation without using RS data. In the states under the purview of the USFS Rocky Mountain
Research Station, it was estimated that there would be an average saving of $300,000 (USD) per state
per inventory cycle by transitioning from acquisition and manual interpretation of paper photographs
to using RS imagery to perform stratification [63]. The same types of improvements can be shown
to occur as the correlation between the attribute of interest and the RS data source increase through
improvements in technology. For example, Köhl et al. [64] found that in a study in which a simulated
lidar covariate was used to construct regression models for aboveground biomass, more than 800%
more plots would be required to achieve 10% sampling error using a model with a coefficient of
determination (R2) of 0.3 compared to using one with an R2 of 0.9.

The number of plots needed to meet precision requirements depends on the variable of interest,
with attributes with highly variable values requiring more plots. Therefore, for the same number of
plots, different attributes will have different precision estimates. A decision to reduce the number of
field plots collected is therefore complicated, and entails costs associated with administrative overhead,
loss of historical continuity, and disappointment of stakeholders who are using the data for a multitude
of purposes including calibrating or validating RS-based models. However, in the event of budget
reductions, RS integration and resulting precision improvement may help offset the negative impacts
of forced cuts in field work. Perhaps more importantly, RS can add value by exceeding the precision
targets that were initially set for the key attributes, and improving precision estimates for all other
attributes that, without RS integration, would not have been as useful for making decisions.
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The second economic benefit of RS data integration is also related to adding value to the program,
through investment in products that go beyond traditional inventory summaries and analyses.
Cost savings from reductions in required sample size can be invested in the production of geospatial
products such as wall-to-wall maps and models that are used in myriad ways, examples of which
are described above [9]. Maps are now part of the currency used for making decisions—they not
only provide a synoptic depiction of the resource being reported, but they also provide tools that can
be used by others through Geographic Information System (GIS) analyses. It is the pursuit of these
efficiencies (statistical and economic) that have led to many of FIA’s technological advances in RS,
and will lead to further innovation.

A third benefit of RS data integration comes in the form of avoiding unnecessary field work.
For example, FIA already makes substantive use of aerial photographs to collect observations on
nonforested locations, reducing substantial travel costs to places where no physical measurements are
required. Furthermore, RS offers promise for measuring forest attribute data that lend themselves to
remote observation, such as land use and land cover change. Examples of these types of processes are
given in the following sections.

It should be noted that integrating RS data also can incur costs. If imagery needs to be purchased
(as was the case with Landsat satellite imagery in the past), it is especially costly. New computer
software and hardware, additional computing requirements, and capacity building may also be
required to implement the RS integration. However, in modern times, data sharing policies often result
in imagery at no cost to the user, and sufficiently-powerful and ubiquitous software and hardware
make RS integration costs relatively small.

2. Progression of FIA’s Use of RS Data: Inception to Modern Times

2.1. Early Use of RS Data in FIA

FIA and other inventory programs have used RS observations operationally for decades. As RS
technology has evolved, technologies to take advantage of new, higher quality, and more voluminous
data have emerged. In this section, we first discuss the use of photointerpretation from analog sketch
maps to aerial photography. Digital imagery from a variety of satellites allowed for improvements;
we focus the discussion in this section on research activities and operational products from AVHRR,
Landsat, and MODIS.

2.2. Photointerpretation (PI)

The earliest maps of forests in the United States were manually drawn from a combination of field
reconnaissance and a primitive form of ocular RS by early census takers and cartographers in the late
1800s [65]. After World War 2, however, aerial photography became widespread and its use in forestry
expanded greatly [66]. Although it was used for field work planning and other logistics, its principle
use in FIA was as the first phase of what is termed two phase or double sampling [34,67,68]. In this
statistical method, a set of points located on a dense grid were interpreted and assigned an attribute
class, such as a land use or tree volume class. These classes were aggregated into strata that were useful
for allocating plots to the landscape in ways that were more economical than would occur without
using the technique. Most of the state-level inventories associated with what was to become the FIA
program were performed using variations of this principle [69].

A noteworthy, value-added analysis produced with aerial imagery was conducted in the
Northeastern FIA region by Riemann and Tillman [70]. In this unique study, PI points were assigned
values for forest fragmentation metrics, and the fragmentation status of several Northeastern states
was characterized. In the late 1990’s, high resolution digital aerial orthophotos from the USGS became
widely available for download or ordering on compact discs (CDs) or digital versatile discs (DVDs) [71];
this innovation made FIA pre-field logistical work and research studies that rely on aerial imagery
much easier by allowing for analyses such as double sampling or PI of fragmentation to be conducted
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in a GIS. In the early 2000’s, the USDA National Agriculture Imagery Program (NAIP) began to produce
nationwide, high resolution digital aerial imagery on a recurring basis, opening up many new research
and applications opportunities for FIA [72].

2.3. AVHRR

The cost of PI was large; in order for FIA’s double sampling estimation approach to work, hundreds
of thousands of points needed to be interpreted on thousands of paper photographs by large teams of
full time interpreters. Peterson et al. [63], Reams and Van Deusen [73], and Wynne et al. [74] discussed
the benefits of transitioning away from aerial photography toward operational use of digital satellite
imagery in forest inventory; these included cost improvements, avoidance of reliance on national
aerial imagery programs, and the superior temporal, spatial and spectral coverage of satellite RS data.
However, Teuber [75] identified a major challenge associated with the operational use of RS imagery over
large areas like those covered by FIA: data volume. To mitigate this concern, Teuber [75] proposed large
area mapping with 1 km pixel data from the Advanced Very High Resolution Radiometer (AVHRR),
which was carried on National Oceanic and Atmospheric Administration (NOAA) polar-orbiting
weather satellites [76,77]. Software and hardware tools to process AVHRR data had been extensively
used during the 1980s to make regional maps of forest attributes [78], with the goal of operationalizing
the procedures. Teuber [75] found that AVHRR-derived forest area estimates were similar to those
from the FIA program for several southeastern states, a promising finding that gave momentum to
efforts to move toward implementing satellite RS data usage in FIA.

Research began to show how FIA could operationalize the use of AVHRR. For example, Zhu [79]
found that model-based estimates of forest area from AVHRR data compared well with traditional
FIA-based estimates for parts of the southern U.S. Roesch et al. [80] successfully used model-assisted
inference with AVHRR imagery and FIA data to update county-level estimates of forest area between
inventory cycles in Alabama. Moisen and Edwards [81] found that using AVHRR-based maps for
stratifying FIA plots to improve estimates was only marginally less efficient than using more costly
methods. Several studies employing model-based mapping with FIA and AVHRR data ensued,
most notably, that of Zhu and Evans [82], which combined FIA and AVHRR data to produce the first
1 km pixel, nation-wide map of forest type. Cooke [83] built upon the Zhu and Evans [82] approach to
refine the AVHRR-based models for parts of Texas and Oklahoma, compared results to FIA estimates,
and proposed a forest mapping system that could be operationalized for use in FIA.

2.4. Landsat

Data from the Landsat satellites became more heavily used by FIA during the 1980s and 1990s,
as well. Landsat 4, carrying the Landsat Thematic Mapper (TM) sensor, was launched in 1982, offering
the 30 m × 30 m pixel size spatial resolution that aligns more closely with phenomena of interest to
foresters than did most alternatives [84]. There were two problems with operational use of Landsat in
FIA: cost and processing capabilities. In terms of cost, The Landsat Remote Sensing Commercialization
Act of 1984 led to the privatization of Landsat data, and thus costs became an impediment, as scenes
could cost hundreds of dollars each. Lister [85] describes a typical workflow for going from raw
Landsat scenes to a finished large area map of forest cover; this includes obtaining multiple scenes from
the same time period to deal with cloud cover, and from different time periods to exploit phenological
information. Even with government-wide cost sharing agreements, the cost to purchase this large
quantity of scenes impeded widespread adoption of the technology beyond small study areas for many
government users, including FIA [84].

None-the-less, several state- and region-scale projects using Landsat data were conducted by
FIA or partners. Cooke and Hartsell [86], in preparation for transitioning to the use of Landsat data
for FIA estimates of forest area in Georgia, explored the relationships between FIA plot geometry
and spectral properties of the Landsat data. McRoberts et al. [37,87,88] described an approach to
using classified Landsat imagery for improving FIA estimates through stratification. A series of
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tests based on assigning FIA plots, under a post-stratified design, to strata constructed with Landsat
data were performed around the country by, for example, Hansen and Wendt [36] for the states of
Indiana and Illinois, Hoppus et al. [89] for the state of Connecticut, Moisen et al. [90] for parts of FIA’s
Intermountain West region, Dunham et al. [91] in the Pacific Northwest, and Cooke and Jacobs [92] in
Georgia. These tests showed that it was feasible to operationalize the use of Landsat and other RS
data-based maps in a variety of forest ecosystems to improve precision via stratification.

Other mapping agencies saw the value of partnering with FIA to help calibrate and validate their
Landsat-based maps, and FIA saw the benefits of leveraging these partnerships to obtain maps that met
its needs. For example, the Multi-Resolution Land Characterization (MRLC) Consortium was tasked
with producing a National Land Cover Database (NLCD) consisting of maps and other products that
characterize the nation’s land cover [93,94]. For the 2001 NLCD products, MRLC prepared Landsat
and other data, and FIA provided plot data for both calibration and validation of maps [95]. While FIA
scientists had previously demonstrated their ability to produce their own maps, it became evident
that leveraging NLCD maps, and partnering with the MRLC so that FIA needs were more likely to
be met, was more efficient economically. The knowledge base associated with using NLCD in FIA
workflows grew to the point where NLCD maps were adopted as the foundational layer for FIA’s use
of post-stratification for most of the country during the first decades of the 2000’s [37,69,89,91,96].

Other, later examples of how FIA partners combined FIA data with Landsat imagery for national
scale mapping include the multi-agency Monitoring Trends in Burn Severity (MTBS) project [97] and
the Landscape Fire and Resource Management Planning Tools (LANDFIRE) program [98,99]. The goal
of MTBS is to map fire severity and extent of fires in the U.S. since 1984, using information derived
from Landsat imagery. LANDFIRE, which completed its first national product in 2009 and uses MTBS
data, produces national-scale geospatial data for use in fire planning, management, and operations.
LANDFIRE is an invaluable resource to the fire community, and is heavily based on FIA data for
calibration and validation [100,101]. FIA scientists have likewise used LANDFIRE and MTBS products
in their research. For example, Whittier and Gray [102] and Shaw et al. [103] intersected FIA plot data
with MTBS maps in order to characterize the effects of fire on forests. Dugan et al. [27] used FIA data,
Landsat imagery, MTBS, and other data to characterize the disturbances associated with carbon loss on
USFS NFS land. All of these applications provide evidence for the value of partnerships with agencies
outside of FIA to both acquire expertise and gain access to data products that would otherwise be
unavailable, and of the value of using FIA field plot data with RS data.

2.5. MODIS

The 1999 launch of the Moderate Resolution Imaging Spectroradiometer (MODIS) on NASA’s
Terra satellite spurred further innovation into RS integration with FIA. MODIS imagery had several
advantages over Landsat data at that time: It was free, it had a near-daily revisit cycle, and it had large
swath widths. However, its disadvantage was its spatial resolution—the pixel sizes in wavelengths
relevant to vegetation monitoring are 250 and 500 m [104], which, though better than AVHRR, are still
quite large. None-the-less, trials of synergistic uses of MODIS with FIA data were begun in the early
2000s. Initial work focused on comparisons of FIA estimates with those derived from MODIS products.
For example, White et al. [105] conducted an accuracy assessment of a 500 m pixel MODIS tree cover
product (Vegetation Continuous Fields, or VCF) using over a thousand FIA plots. This study, and that of
Nelson et al. [106], which also compared FIA to VCF estimates of forest area, found a linear relationship
between FIA-based estimates and those from classified VCF products, but that VCF overestimated tree
cover for low values of FIA forest cover and underestimated for large values. This was likely due to the
effects of spatial resolution on map-based estimates [107] or the spatial mismatch between FIA plots
(which consist of triangular clusters of four 0.017 ha subplots distributed within a 44 m radius circular
area) and the MODIS pixels (which, were, for these studies, square areas 500 m on a side) [105].

Interest in issues surrounding geometric misalignment between plots and pixels was particularly
relevant for MODIS imagery, as its resolution was much closer to the scale of forest patches and
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FIA plots than that of the unwieldy 1 km AVHRR pixels. This observation motivated research by
Nelson et al. [107] into relationships between pixel size and correlations with FIA estimates; they found
that the finest resolution tested (30 m pixels) led to estimates that aligned closest with those of FIA,
whereas, surprisingly, larger pixel sizes (90–150 m) led to better estimates overall. That finding aligns
with the recommendations of Hoppus et al. [89], who suggested that a 90–150 m pixel aggregation
area is most appropriate for intersection of FIA plots with pixels; it also suggests that, despite the
geometric incongruence, it was potentially feasible to use 250 m MODIS products with FIA data to
meet business needs.

More research into the use of MODIS data for FIA business processes ensued. For example,
Liknes et al. [108] assessed the value of MODIS for post-stratification of FIA plots to improve precision of
forest area estimates, and found that MODIS imagery performed similarly to that of Landsat. However,
Holden et al. [109] assessed the use of a 250 m pixel MODIS-based biomass map for stratification in the
North Central FIA region and found little benefit compared to a simple random sampling approach
with no stratification. Goeking and Patterson [110] describe the operational use of MODIS imagery
for post-stratification of FIA data in the Rocky Mountain region. It is noteworthy that many of the
above-mentioned studies show stronger benefits of RS integration for improving precision of forest
area estimates, but smaller precision benefits for estimates of attributes like volume or biomass. FIA has
traditionally used one stratification layer for both types of estimates, and further research is needed to
determine the value of using different stratification layers for different attribute types.

2.6. Growth of Machine Learning

During this period of rapid increase in the availability of data from Landsat, MODIS and
other sensors, a concurrent blossoming of computer storage and processing power was underway.
These increased capabilities brought software tools from the field of what came to be called machine
learning to the forefront in the RS community; model building and application with complex, nonlinear
algorithms became accessible to the RS practitioner like never before. Previously, relatively simple
classifiers, such as rudimentary supervised (based on multivariable nearest neighbor analysis) and
unsupervised (based on automated cluster analysis) classification algorithms were commonly used,
mostly because their implementation requirements were met by computing capabilities of the time [85].
The expansion of computer storage and processing power made more complex algorithms accessible to
RS scientists, and as interest grew in improving environmental monitoring, scientists and statisticians
from other fields were drawn to study RS and began to develop and apply techniques and algorithms
such as those from the field of data mining and ecology [111].

FIA began to invest heavily in machine learning during the early 2000’s. For example, Moisen
and Frescino [112] integrated much of the institutional RS knowledge that FIA had accumulated
up to that point in a study that combined FIA plots with AVHRR, TM, and digital topographic
data to test the ability of several machine learning algorithms to produce maps of various forest
characteristics for several states in the Western US. This research demonstrated the feasibility of
applying previously-inaccessible algorithms to FIA data, and again highlighted that even after the
turn of the 21st century, one of the main impediments to operationalizing these mapping techniques
was computer processing speed.

One way these processing speed limitations were overcome was to use simpler algorithms and
leverage existing software. For example, McRoberts et al. [113] implemented a k-nearest neighbor
algorithm (k-nn), which is a machine learning technique based on multivariate similarity between
pixel values associated with FIA plots and those without plots, to produce maps of FIA attributes.
Implementing this technique is relatively straightforward in computer languages well-suited for
matrix calculations, or through the adaptation of existing software packages such as Erdas or ArcGIS,
as was done by Lister et al. [114] to produce k-nn-derived maps for New Hampshire. Ohmann and
Gregory [115] used a k-nn-like approach with FIA data and Landsat to create maps of imputed estimates
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of forest attributes in Oregon. Nelson et al. [116] compared the stratification efficacy of forest/nonforest
maps derived from NLCD with those from several machine-learning approaches, including k-nn.

New data processing tools and scripts streamlined workflows for combining plots and pixels
and applying machine learning models to RS data. This included the development of freeware,
such as spatial analysis functions for the R statistical software [117], as well as the adaptation
of various commercial packages to work with RS data [118]; several of these were reviewed by
Ruefenacht et al. [119]. These advances allowed for the achievement of a milestone for the FIA RS
community: the production of the first national-scale map of forest biomass [120] and forest type [121].
The production of these maps demonstrated that it was feasible for FIA scientists and partners, working
together, to achieve the production of national-scale maps integrating FIA data and RS observations.

A second major milestone for FIA was achieved by Wilson et al. [122], who produced national-scale
maps of forest tree basal area by species using MODIS and other GIS data, and by Wilson et al. [123],
in which nationwide maps of carbon stocks were produced. As with the work by Moisen and
Frescino [112], these achievements were built using institutional knowledge acquired over the previous
decades. The study built upon machine learning work done with FIA plots [113–115], accumulated
experience with MODIS [107,120,121], and a series of past workflow development strategies for linking
FIA plots, RS imagery, and various software platforms for GIS-based modelling. A similar effort was
conducted by the USFS Forest Health Technology Enterprise Team (FHTET) [124]; the FHTET product
was used in the production of the National Insect and Disease Risk Map [125], which is used by forest
managers and policy makers to understand the potential impacts of forest pests. The role of FIA data
in the production of the Blackard et al. [120], Ruefenacht et al. [121], Wilson et al. [122], and Ellenwood
et al. [124] maps not only showed what could be done, but showed that these new techniques could be
operationalized and made part of a suite of standard, FIA-based products.

2.7. Advanced Uses of Landsat

2.7.1. Opening of the Landsat Archive

The most important stimulus of research and development of Landsat-based science was the 2008
change in the U.S. government’s Landsat Data Distribution Policy to allow for the release and download
of the entire Landsat archive [126,127] at no cost to users. Coupled with enhancements in web-based
RS data discovery and bulk ordering and download tools like USGS’s Earth Explorer [128], obtaining
Landsat data, which had previously been expensive and often irksome, had become nearly effortless.
Similar mechanisms were developed by the European Union’s Copernicus program [129], and nascent
attempts to provide analysis-ready data, such as the Web-Enabled Landsat Data (WELD) [130],
facilitated use and research of mosaicked, cloud-corrected, normalized imagery. Along these same
lines, the Landsat archive was being pre-processed with various high-level algorithms like the Landsat
Ecosystem Disturbance Adaptive Processing System (LEDAPS) to make data easier to use and facilitate
retrospective analyses and monitoring studies [131,132].

2.7.2. Vegetation Change Tracker and the North American Forest Dynamics Project

The theoretical ability to obtain the entire Landsat record, pre-processed in useful ways, led to
some ground-breaking research into what have become known as Landsat time series (LTS) for forest
monitoring [133]. LTS consist of stacks of Landsat scenes, collected at a regular time interval over
a long period, allowing for the tracking of the value of some image characteristic like a spectral
index for each pixel and scene in the stack [134] (Figure 1). FIA became involved in nationwide
use of LTS data for forest monitoring through participation in the North American Forest Dynamics
(NAFD) project as a way to reduce spatial and temporal uncertainty in carbon estimates related to
forest dynamics [135–138]. FIA data were used throughout the decade-long NAFD project to validate
year of disturbance estimates from the LTS-based models [139], to refine spectral thresholds to detect
trees in xeric systems [140], to interpret ratios of forest disturbance area to removal volumes across
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regions [137], to investigate annualized timber product outputs [141], to annually map the magnitude
of harvests using repeat FIA basal area measurements [142], and to help attribute causal process to
disturbance events [139,143].

Figure 1. Conceptual diagram of the creation of Landsat time series (LTS) analysis inputs. For each
pixel, brightness values for a user-specified combination of layers is measured for each scene in the
record (for Landsat 8, a new image is acquired every 16 days). Normalized Difference Vegetation Index
(NDVI), a commonly-used vegetation index, can be calculated for each scene from Landsat 8’s bands 4
and 5, and plotted against time. The properties of the resulting time series can be assessed to identify
changes through time.

The Vegetation Change Tracker (VCT) algorithm [134,144], used to generate the NAFD LTS and
annual change maps, was the first algorithm with nationwide application to reliably identify moderate
through severe forest canopy loss events by detecting statistical anomalies in the LTS spectral signatures.
These NAFD products, now archived at the Oakridge National Laboratory [136], allowed FIA projects
to capitalize on annual LTS and change maps. For example, Stueve et al. [145], in order to improve
annual estimates of forest change, adapted VCT by using information from snow-covered areas in
the Lake Superior and Lake Michigan basins. For the same area, Garner et al. [146,147] then used the
modified VCT data to improve the NLCD forest cover classes by subdividing them into successional
stages, and Tavernia et al. [148] used these modified maps to characterize early successional habitat
using FIA data. In a similar study, Nelson et al. [149] used VCT products to identify and characterize
young forests in Wisconsin. Powell et al. [150] used NAFD and FIA data to quantify time series of live
aboveground forest biomass dynamics. Brown et al. [151] used VCT products to assess impacts of
surface coal mining on forest distribution in West Virginia. Schroeder et al. [152] investigated using FIA
plot data, time series observations, and annual change maps to improve estimates of forest disturbance
using model assisted post-stratified estimation. Moisen et al. [153] modified a statistical technique
using constrained spline fitting and temporal shapes building off of NAFD data to model, map and
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monitor forest dynamics over three decades. A methodology for forest change process attribution,
building off of NAFD LTS and an ensemble of change detection algorithms, was described and piloted
in Schroeder et al. [143]. Dugan et al. [27] and Birdsey et al. [28] combined FIA data with VCT and
similar outputs to characterize carbon dynamics by disturbance type for U.S. National Forests. In 2020,
Schleeweis et al. [139] delivered nationwide maps attributing forest disturbance type.

2.7.3. TimeSync and LandTrendr

Two other tools were being developed by the LTS research community around the same time
VCT was created: LandTrendr [154] and TimeSync [155]. LandTrendr (Landsat-based detection of
Trends in Disturbance and Recovery) uses the then novel principles of exploiting LTS data to model
trajectories of change, capitalizing on breaks in the trajectory trends (rather than statistical anomalies),
which allow segments and vertices to capture and characterize long slow declines as well as abrupt
losses. TimeSync is a visualization and database tool aimed at providing image interpreters with
an environment and suite of tools to visually assess multi-band spectral signatures through time and
record labels of land cover and land use for individual breaks (vertices) and trends (segments) over
decades of imagery (radiometrically calibrating, cloud and shadow filling and chipping images along
the way). FIA quickly saw the value of these tools, and the potential benefits of conducting LTS analyses
on FIA plots to relate forest attribute data with temporal and spectral signatures from LTS. For example,
Ohmann et al. [156] used LandTrendr to radiometrically correct Landsat scenes and to identify forest
change as part of an old-growth forest change mapping effort. Schroeder et al. [152] demonstrated how
manual interpretation of LTS imagery improved estimates of area and type of forest canopy disturbance
in the Uinta Mountains of Utah; they collected a new variable (evidence of past disturbance) from the
LTS using an approach modeled on TimeSync, and used maps derived partially from LandTrendr for
post-stratification for variance reduction. Bright et al. [157] used LandTrendr to estimate characteristics
of forests affected by bark beetle in five western states. Bell et al. [158] used an improved version of
TimeSync [159] to study historic drought effects on forest canopy decline. Zhao et al. [140] used FIA data
with the TimeSync tool to assess historic forest cover changes and their causes. Schroeder et al. [143]
used TimeSync data, FIA plots, and outputs from VCT to classify forest disturbance causality in ten
Landsat scenes distributed across the United States. Gray et al. [160] used TimeSync to identify and
model historical changes in aboveground woody carbon on FIA plots. Filippelli et al. [161] used
LandTrendr data with FIA plots to assess historical trends in pinyon-juniper biomass across parts of
several western states. Research into the use of these technologies, as well as into the use of time series
data from the Sentinel-2 mission for tracking forest change [162], is continuously evolving.

2.7.4. Landscape Change Monitoring System

The Landscape Change Monitoring System (LCMS) project, which grew out of the multi-agency
Monitoring Trends in Burn Severity (MTBS) project [97], was a USFS-led initiative to exploit the LTS
record by using machine learning algorithms to map landscape change. One of the main premises behind
LCMS was that although different image classification algorithms will lead to slightly different maps,
each with their own strengths and weaknesses, the ensemble of maps made from these algorithms can
be summarized to improve upon any of the individual maps that constitute the ensemble. Schroeder
et al. [143] and Cohen et al. [163] showed how using ensemble approaches for change detection
improved upon algorithms that used individual algorithms and/or spectral indices; they combined
several LandTrendr outputs in order to assess the impacts of various band and spectral index choices
on classification accuracy. Schleeweis et al. [139] used an ensemble approach exploiting different
algorithms for detection and classification of the type of disturbance processes occurring nationally,
based on LTS analysis. Healey et al. [164] used an ensemble approach that leveraged the strengths
and weaknesses of multiple algorithms, balancing their omission and commission errors, to create
an improved overall model and map of forest change locations through time. Based on this initial work,
an operational, cloud-based LCMS Data Explorer web application (http://lcms.forestry.oregonstate.edu/)
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was created by the Forest Service. This tool was designed as a way to analyze, subset, and download
LCMS data products, which include forest cover loss by year since 1984.

2.7.5. Use of LTS-Derived Covariates for Mapping of FIA Attributes

Additional exploration of the fusion of LTS and FIA data for FIA attribute mapping includes work
by Wilson et al. [165], who used harmonic regression on LTS and FIA data for the state of Minnesota to
map several FIA attributes; they found that the regression coefficients derived from Fourier analysis on
LTS data improved mapping accuracy in important ways compared to alternatives. Brooks et al. [62]
found that LTS-derived maps performed well as the source of strata for post-stratified estimation
of FIA attributes. Derwin et al. [166] used harmonic regression coefficients from LTS in a canopy
cover estimation approach, and found that they performed better than other LTS approaches when
compared to FIA data. Research into creative uses of LTS for improving FIA business processes is in its
early stages.

2.8. Cloud Computing

2.8.1. Cloud-Based Data Processing

One of the most significant advances in RS data analysis over the last several decades is the
development of a cloud-based image processing and storage system called Google Earth Engine
(GEE) [167]. GEE takes advantage of high-performance, parallel computing systems and the petabytes
of RS data from several archives to create a cloud-computing environment for image storage and
analysis. Previous workflows for large area mapping involved ordering, downloading (or mail
ordering CDs or DVDs), pre-processing, mosaicking, and applying algorithms to often dozens of
images on personal computers or local servers [85] (Figure 2). GEE removes several of these steps by
hosting analysis-ready, mosaicked RS imagery data on distributed servers, and providing access to
tools for pre-and post-processing, building models, and applying the models to the imagery. This has
made large area mapping on a repeated basis accessible to a broad user community. Before FIA
actively began using cloud computing, Hansen et al. [168] used GEE for forest mapping, creating
yearly, global, LTS-based tree cover change maps between the years of 2000 and 2012 using machine
learning algorithms applied to more than 650,000 Landsat scenes (20 terapixels of data processed using
one million CPU-core hours). Since then, this approach has been operationalized and incorporated
into an annual tree cover monitoring system called Global Forest Watch (GFW) [168,169]. GFW is
particularly well-suited to detect change in tree cover in areas with continuous canopy cover.

Figure 2. Description of two processes for conducting remote sensing. (a) Traditional approach, prior to
era of cloud computing; (b) Workflow that is used during the era of cloud computing.
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The trend of operationalizing change detection algorithms with GEE continued with subsequent
conversions of TimeSync [155], LandTrendr [170], and LCMS ensemble model [164] code and workflows
to GEE code, along with those of another algorithm, Continuous Change Detection and Classification
(CCDC) [171]. CCDC uses a two-step cloud, shadow, and snow-masking algorithm, along with various
metrics of spectral change from LTS data, to continuously detect change as new scenes are acquired.
The use of CCDC algorithms on cloud computing platforms and supercomputers allowed for the full
implementation of the U.S. Geological Survey Land Change Monitoring, Assessment and Projection
(USGS LCMAP) initiative [172,173]. LCMAP, like the LCMS ensemble-based maps, seeks to provide
an operational landscape change monitoring system; the approaches differ based on differences in the
algorithms employed, the classification systems, and the fact that LCMS focuses mostly on forests.

2.8.2. Cloud-Based Data Hosting and Serving

The NAIP program’s transition of CD- or DVD-based digital aerial imagery to online imagery
was the harbinger of a paradigm shift toward serving massive datasets to users through web services.
The most commonly-used web map services protocols are the Web Map Service (WMS), Web Feature
Service (WFS), and Web Coverage Service (WCS) [174]. These types of map services allow client
software, like a user’s GIS, to interact with either pre-rendered images of the geographic entities,
or the data associated with the geographic entities themselves. For example, if a user loads a local
GIS data file of FIA plot locations, NAIP imagery from an Internet-based server such as the National
Map (https://viewer.nationalmap.gov/services/) can be loaded beneath the plots so an interpreter
can examine the imagery associated with each plot location. A WFS could also be used to load
a vector-based watershed layer as well, so the user can assign attributes associated with each watershed
to each plot. Finally, a WCS can be used to load Landsat imagery, and the pixel values of the imagery
could be attached to the FIA plots and used for model building or validation. The map services are
designed to optimize streaming of the GIS data to the client computer by returning only what is needed
(the area and resolution) based on the context of the client GIS field of view; this minimizes latency and
consumption of Internet bandwidth. Popular commercial Internet map services that rely on similar
principles include Google (Google Maps and Google Earth) and Microsoft (Bing maps), and there are
many open-source providers of map services [174] as well.

2.9. Increased Use of NAIP

2.9.1. Image-Based Change Estimation (ICE) and Logistical Planning Prior to Fieldwork (Pre-Field)

Map service technology allowed for several innovations within FIA and the broader Forest Service,
particularly through the enhanced use of the NAIP imagery, which is often served through a WMS [72].
NAIP imagery generally consists of frequently-reacquired, nationwide, 3 or 4 band digital imagery
with pixels with 1 m resolution [72]. Using NAIP, pre-field preparatory work became streamlined,
with field crews being able to easily access recent imagery of plots online to determine if field visits are
necessary and to obtain navigation and context information [175].

Efficient, rapid PI of high-resolution imagery in a GIS also became feasible. Toney et al. [176]
compared results from PI vs. field-derived canopy cover estimates and found that the PI estimates were
10–20% larger than those in the field. Rapid PI was exploited by Lister et al. [177] for a trees outside forest
(TOF) inventory for the states of North Dakota, South Dakota, Kansas and Nebraska, in which tens of
thousands of photo plots were interpreted with respect to the presence or absence of TOF, and the plot
labels were used to conduct prestratification to improve the efficiency of a ground survey. In a double
sampling for post-stratification context, Westfall et al. [178] demonstrated the value of PI of WMS-based
NAIP imagery for improving inventory efficiency in three counties of Pennsylvania. Frescino et al. [179]
used digital photographs to conduct an inventory of TOF in Nevada. Lister et al. [180] used a rapid
PI approach to monitor land use change in Maryland, and Lister et al. [181] used a similar method
to characterize forest degradation in Maryland and Pennsylvania. Nowak and Greenfield [182–184]
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characterized land cover and urban tree dynamics at the national scale using rapid PI in Google Earth,
and Nowak et al. [185] developed a tool called i-Tree canopy that allows users to create PI projects
online using Google imagery as a backdrop. Based on similar principles, the FIA program developed
a GIS tool using WMS-based imagery in order to collect canopy cover information for updates to the
NLCD canopy cover project and other FIA business processes [186], and Lister et al. [180] developed
a software tool for rapidly interpreting land cover on digital photo plots.

Building upon lessons learned from these and similar research efforts, the FIA program
operationalized this technology for forest monitoring with the Image-based Change Estimation
(ICE) project [187]. ICE was developed partly as a response to a 2009 resolution by the National
Association of State Foresters that encourages FIA to increase the use of RS data for monitoring forest
cover dynamics [188]. Furthermore, there was a perception among FIA partners that the FIA cycle
length, which ranges between 5 and 10 years, was too great to identify important forest cover changes
in a timely way. The ICE project addressed this by interpreting imagery associated with each new
NAIP cycle, which is generally 3 years long [72]. Estimates include area by land cover, land use,
and change category and agent, and are being used to address 2018 Farm Bill objectives of more timely
production of estimates of forest trends and increased use of RS technology in monitoring.

2.9.2. Pixel-Based Mapping Using NAIP

Automated image classification of high resolution satellite imagery has been of interest in FIA
for decades, but issues surrounding its large cost have limited its use. NAIP, on the other hand,
is supplied by the USDA at no cost to users, and is therefore an appealing option [189]. Various attempts
have been made to combine NAIP imagery with FIA plot information for pixel-based mapping.
For example, Meneguzzo et al. [190] compared pixel-based and other classification methods using
NAIP, and found that pixel-based classification performed similarly to an ocular photointerpretation
method in Minnesota. Hogland et al. [191] used FIA plots as training data for classification of NAIP
using a machine learning algorithm, and found that using the NAIP-based map improved estimates
of various FIA attributes compared to using plots alone. Hogland et al. [192] used NAIP and its
derivatives with FIA data to tree density and basal area for portions of Georgia, Alabama and Florida,
and cited the need to download NAIP imagery for local processing as being one time-consuming
element of the project. To circumvent this challenge, Chang et al. [193] streamlined pre-processing
and acquisition of NAIP imagery by using the cloud-based GEE platform in a project that relied on
machine learning to map several FIA attributes in California and Nevada.

2.9.3. Object-Based Image Analysis Using NAIP

In addition to manual PI, FIA has used NAIP imagery for semi-automated land cover class mapping
using object-based image analysis (OBIA) [194,195] (Figure 3). OBIA works by using algorithms that
assign each pixel in an image to a spatially-contiguous cluster, typically a polygonal area that meets
a homogeneity criterion used as a parameter in the algorithm. This in effect creates a map of land cover
polygons that can then be classified using machine learning approaches. Frescino et al. [189] compared
OBIA-based maps produced using NAIP and FIA data with those produced with other high resolution
imagery and found that it performed nearly as well as the more costly imagery. Lister et al. [196] fused
Landsat and NAIP imagery and performed OBIA to impute forest inventory information to stands
in a forest in Maryland. Liknes et al. [197] used NAIP OBIA-based machine learning algorithms to
classify tree cover in agricultural areas in North Dakota. Riemann et al. [198,199] assessed the value of
using OBIA-based canopy detection products, which partly-relied on NAIP, for estimating canopy
cover in several states. Meneguzzo et al. [190] and Meneguzzo [200] found that image segmentation
compared favorably with or improved upon pixel-based classification of NAIP imagery to map trees
outside of forest. Liknes et al. [201] used a NAIP OBIA-derived map of tree cover patches and
a patch shape detection algorithm to identify windbreaks in Nebraska, and Paull et al. [202,203]
and Kellerman et al. [204], produced statewide, NAIP-based maps of tree canopy for both Kansas
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and Nebraska. These studies show the potential for using the spectral information contained in the
multi-band NAIP imagery, but do not fully exploit the structural information that could be obtained
from stereo photogrammetric analysis of overlapping NAIP images.

 

Figure 3. Comparison of different uses of National Agriculture Imagery Program (NAIP) for forest
resource measurement and mapping with Landsat-based classification. (a) A NAIP image with an image
segmentation applied (blue polygonal areas) and an object-based image analysis (OBIA) classification
algorithm applied to the polygons (yellow is nonforest, green is forest); (b) a pixel-based tree height
classification of NAIP imagery; (c) A Landsat-based forest/nonforest classification.

2.9.4. 3-D Processing of NAIP for Structure

New technology in software and processing allows for the development of optical 3-d models
from stereo NAIP imagery [205]. The approach works by using advanced software to process digital
aerial photography of the same location taken from different angles to create 3-d point clouds that
represent the height of objects (such as tree canopies). The advantage of this approach over active
RS technology like Light Detection and Ranging (lidar, described in the next section) is that it can
be over an order of magnitude smaller in cost [206]. A disadvantage over lidar is that the quality
of the information from a NAIP-derived point cloud is typically lower. FIA therefore performed
several tests to determine whether derivatives of 3-d NAIP imagery are of value to enhance forest
inventory. For example, Gatziolis [207] obtained promising results when using texture metrics from
digital aerial photography for estimating canopy structure parameters in a range of forest types in
Michigan. Webb et al. [205] investigated the value of NAIP point clouds compared to those from lidar
for vegetation mapping and found that they were comparable in certain conditions, but that NAIP in
general was not as accurate as lidar. Strunk et al. [206] created NAIP-based canopy height models
under different processing scenarios and determined that using the height maps in FIA estimation
process for stratification led to a 400% increase in precision of volume estimates over models without
RS-based strata.
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2.10. Airborne Light Detection and Ranging (Lidar)

Lidar methods have revolutionized several aspects of forest inventory over the past several decades.
In a lidar system, a laser, typically mounted on an airplane, emits a beam of light, the transmission
time between emission of the light, reflection of the light from an object of interest, and its return to
the receiving sensor is recorded, and the time data are converted to information about the structural
characteristics of the object that reflected the light [208]. There are various types of lidar data types,
and they have been used with FIA data for wall-to-wall mapping, sample-based estimation, and field
measurement of forest characteristics.

2.10.1. Airborne Lidar for Wall-to-Wall Mapping

FIA data have been used in concert with airborne lidar in various ways for many years.
Relationships between the two data sources have been explored by Gatziolis [209,210] and
Schrader-Patton [211], who demonstrated that lidar can be used to refine the locations of FIA plots by
matching individual tree locations. Gatziolis [212] used lidar to create maps of Site Index (an index
related to tree growth potential) and later [210] compared canopy cover estimates from an FIA PI
approach with those from lidar and found systematic overestimation for small canopy cover values
and underestimation for large canopy cover values. Riemann et al. [198,199] assessed the utility of lidar
for replacing PI as a way to estimate canopy cover, and found that there were important differences
between PI, field-mapped, and OBIA-based, lidar-dependent estimates, particularly in areas with small
amounts of canopy cover. Andersen et al. [213] evaluated the error budgets in lidar-derived estimates
of tree height for deciduous species and conifers, while Li [214] and Gopalakrishnan et al. [215] found
that the correlation between lidar-derived tree heights and those measured by FIA was high. However,
Gatziolis et al. [216] documented discrepancies between lidar-derived and field inventory estimates of
tree height in challenging U.S. Pacific Northwest conditions. Possible reasons for the discrepancies
found in these studies include field-lidar georeferencing mismatch, variable lidar quality, and field
crew method inconsistency.

Due to the correlation of lidar-derived information with forestry attributes of interest, lidar data
have often been used as a covariate in predictive modeling studies. The structural information
contained in the lidar data can help inform models of forest volume or biomass, canopy cover, and land
cover class. One approach to this is to use wall-to-wall maps of lidar as the main input to models.
For example, Skowronski et al. [217] used FIA data and lidar in New Jersey to map forest structure and
fire fuel loads. Johnson et al. [218,219] used lidar in concert with FIA plots to make high-resolution
maps of forest carbon in Maryland. Sheridan et al. [220] summarized lidar data on and in the vicinity
of FIA plots and modeled and mapped tree volume and biomass in Oregon. For a study site in Hawaii,
Hughes et al. [221] conducted the first study to map aboveground carbon across a tropical landscape
with lidar and FIA information. Joyce et al. [222] installed and measured FIA-like plots for producing
lidar-based models of coarse woody debris in Minnesota.

Studies over large areas, such as U.S. states, where lidar data are the sole predictor used in models
of FIA attributes are relatively rare because lidar data are massive, and significant pre-processing is
required to generate an analysis-ready dataset for spatial modelling over these large areas. Airborne
lidar data have traditionally been more expensive than optical imagery, and repeat acquisitions
supporting assessment of forest dynamics or other forest characteristics that are linked to phenology
are infrequent. It is therefore much more common for lidar to be used in concert with other data
sources such as Landsat when mapping over large areas. For example, Lefsky et al. [223] combined FIA
plot data, lidar, and Landsat to map forest biomass in Oregon and Washington. In a study combining
various RS data types and FIA data, Chopping et al. [224] fused MODIS and data from NASA’s
Multiangle Imaging Spectroradiometer (MISR) to produce maps of biomass and forest structure in
the southwestern U.S., and used FIA-based maps and lidar data to assess results. Deo et al. [225]
compared LTS, lidar and fused LTS-lidar datasets for back-projecting biomass to a baseline year of 1990,
and found that fusion of LTS and lidar improved results over alternative models. In similar studies
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that fused lidar, Landsat, and FIA data in four states in the eastern U.S., Deo et al. [226] assessed the
advantages of using site-specific models vs. generic models of forest biomass, Deo et al. [227] assessed
the impacts of spatial resolution of RS data on predictive accuracy, and Ma et al. [228] compared the
performance of models using various combinations of the LTS, lidar, and FIA inputs. Bell et al. [229]
used FIA data to compare lidar and LTS maps of aboveground biomass in 3 regions in Oregon and
Washington, and found that lidar performed better than LTS. Gopalakrishnan et al. [230] also used LTS
and lidar data, but fused them to impute site index estimates to loblolly pine stands over large areas in
the southeastern U.S.

2.10.2. Airborne Lidar for Sample-Based Estimation

FIA’s main source of estimates for reporting is currently not maps of forest attributes (what is
colloquially referred to as “pixel counting”), but rather the information from its large network of
ground plots. This is due partly to its legislative mandate, historical reliance on traditional survey
sampling, and need for consistently reliable long-term data, and partly to the lack of practical ways
to quantify systematic error (bias) in ways that are agreed upon by the scientific community [5,33].
However, lidar can also be collected in a sampling mode and be used practically for model-assisted
inference, as described above. For example, Andersen et al. [231] used structural measurements
from airborne lidar strip sample-based maps made from model-assisted regression as the second
stage in a two stage estimation procedure in Alaska. Alonzo et al. [232] demonstrated an application
of repeated measurements of airborne lidar samples to assess fire effects over FIA plots in Alaska.
Strunk et al. [233,234] demonstrated a regression estimation approach using inventory data and lidar
from a study site in Washington. McRoberts et al. [42] employed lidar-assisted regression estimators
with FIA data as part of a comparison of different approaches at a study site in Minnesota. In a similar
study over the same area, McRoberts et al. [235] assessed the “shelf life” (applicability through
time) of lidar data that were not collected contemporaneously with inventory data when conducting
model-assisted estimation. All of the applications mentioned in this section so far are based on airborne
lidar; however, spaceborne lidar systems can be used in forest inventory applications as well.

2.11. Spaceborne Lidar for Sample-Based Estimation

2.11.1. GLAS

One of the objectives of the Ice, Cloud, and land Elevation Satellite (ICESat), which carries
the Geoscience Laser Altimeter System (GLAS), is to measure vegetation canopy height [236,237].
GLAS data consist of sets of crossing transects that cover much of the Earth, with detailed laser
height measurements taken on points distributed along these transects. Lefsky et al. [238] found
good agreement between canopy height measurements from GLAS and field-measured heights from
modified FIA plots in Tennessee and Oregon, and Pang et al. [239] found strong relationships between
canopy height estimates from GLAS, airborne lidar and field measurements on modified FIA plots.
Plugmacher et al. [240] found a somewhat weak relationship between FIA and GLAS-based height
data in the Appalachian mountains, as did Li et al. [241], who used a GLAS-Landsat fusion approach
in young forests in Mississippi. None-the-less, GLAS data have been shown to be useful for measuring
not only height, but also forest biomass relative to estimates from FIA data in boreal forest regions
of Alaska [242], and, in a unique fusion of FIA and other inventory data, airborne lidar, and GLAS,
for the conterminous U.S. and Mexico [243].

2.11.2. GEDI

A problem identified by Nelson et al. [243] with the GLAS approach for estimating biomass or
other attributes regionally is that calculating confidence intervals is not straightforward due to the
combination of models used in the estimation procedure. In anticipation of this challenge, Healey
et al. [244] proposed a sampling design that allows for the use of FIA data and nearby GLAS data
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for biomass estimation, using the state of California as a pilot study. Other approaches were also
developed in anticipation of the GLAS-like data provided by NASA Global Ecosystem Dynamics
Investigation (GEDI) mission, which includes a full-waveform lidar instrument that was mounted on
the International Space Station (ISS) and was launched in 2018 [245]. For example, Ståhl et al. [59],
McRoberts et al. [58], Saarela et al. [246], and Patterson et al. [247] discuss estimators that combine
FIA and GEDI data. They use various combinations of wall-to-wall optical data (typically Landsat),
a sample of more highly-correlated data (such as GLAS or GEDI), and sparse ground plots (FIA) to
produce estimates and confidence intervals that are interpretable through the lens of sampling theory.
Similarly, Nelson et al. [243] use a multi-phase sample that combines ground, airborne lidar and
spaceborne lidar to generate estimates of biomass that are compatible with those from survey sampling.
GEDI and similar datasets like those from the next generation of the ICESat mission (launched in 2018)
offer opportunities to enhance or replace certain monitoring activities currently conducted with ground
inventory plots, due to the lower overhead of sample-based methods and frequent reacquisition of data.

2.12. Unmanned Aerial Systems and Terrestrial Lidar

FIA is currently in the early investigatory phase of research into operational use of Unmanned
Aerial Systems (UAS), which consist of aircraft such as drones that carry some combination of active
and passive sensor systems for imaging forests at the local scale. For example, Gatziolis et al. [248]
used a UAS to develop 3-d models of individual trees and found that photo-based models compared
well to more detailed lidar-based 3-d models developed separately. Fankhauser et al. [249] concluded
that their use of UAS to measure tree heights and counts showed promise for supporting traditional
forest inventories. The largest potential for future use of UAS operationally in FIA is likely their use
in remote or inaccessible areas, such as was done by Alonzo et al. [250], who flew drones over FIA
plots in Alaska and found that they were moderately effective at estimating forest type, basal area,
tree density, and biomass.

Terrestrial lidar is another new technology in its early stages of exploration by FIA.
Gatziolis et al. [248] and Strigul et al. [251] compared terrestrial lidar-based tree structure measurements
with those from other sensors for testing 3-d tree imaging technologies, and Gatziolis et al. [252] and
Klockow et al. [253] used it to gather data related to live and dead tree allometry, respectively. Both found
that it offered important improvements over standard FIA methods, and showed potential for improving
fieldwork efficiency. Once algorithms are refined and processing software and hardware are adequate,
terrestrial lidar and UAS technology will have the potential to improve FIA’s plot-based data collection
efforts by collecting new structure attributes and eliminating certain manual measurements.

3. General Observations on RS Data Integration in FIA and Other NFIs

General Characteristics of FIA’s Use of RS

There are several instructive principles that emerge when examining the evolution of FIA’s use of
RS technology:

◦ NFI data are invaluable to creating RS products. They provide a standardized source of
training data for models, and their use raises the likelihood that RS-based estimates will align with
NFI-based estimates. They also provide valuable validation data for users interested in conducting
map accuracy assessments at both the plot-pixel scale, as well as over larger geographic areas like
U.S. counties, for which NFI-based estimates and confidence intervals can be generated.

◦ A successful RS program has access to RS data inputs, software, and hardware, including

affordable high performance computing systems. There was a strong correlation between
advances in FIA’s use of RS and improvements in Internet and personal computer technology,
and, more recently, a similar increase in RS technology usage with the opening of the Landsat
archive, the advent of other free RS data input sources, and the advent of cloud computing
systems. It cannot be understated how the democratization of RS data acquisition and processing
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technologies have led to improvements in our ability to monitor forest resources, and how FIA
scientists are contributing more and more to both basic and applied research aimed at advancing
forest science in these areas.

◦ Advances in RS usage require nimbleness and outlets for creative investigation. Support for
intellectual fora such as program meetings and scientific conference attendance advances what
McRoberts [254], citing Reichenbach [255], calls the “discovery” component of science, i.e.,
the exploratory and creative part of the scientific method that focuses on identifying research
questions, forming hypotheses, and developing models. Mechanisms for scientists and technical
staff to conduct research and share preliminary results in a less-formal way furthers advancements.

◦ Advances in RS are incremental, beginning with discovery and leading to operationalization.
Figure 4 is a conceptual model showing the process that FIA RS research has typically gone
through over the last several decades, beginning with knowledge discovery and ending in
operationalization. It is noteworthy that some of the studies described in this review have not
yet, or never will, become operational; Figure 4 identifies several points in the research and
development process where operationalization can be impeded:

(a) After research into methods for application is conducted, it becomes clear that it is not
feasible, or results are not as expected due to poorly-conceived research ideas that attempt
to integrate components of many studies and stakeholder needs.

(b) After prototype development, large costs of operationalization or a lack of research
maturity may limit adoption likelihood.

(c) After operationalization of the technology, it becomes clear that the user community
does not yet have the capacity to use the results of the new technology. Strategies to
address this include continuous capacity building among the user community, continuous
improvement of the technology, and technology transfer.
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Figure 4. Conceptual graphic depicting the steps in a process in which the use of a new technology
becomes institutionalized in Forest Inventory and Analysis (FIA). There are several points at which
adoption of the technology might fail, including after applied research has been attempted (a),
after prototype development (b), or after operationalization (c).
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This case study reveals that FIA has created an environment where the competition of ideas and
a culture of collegiality has led to creative thought and improvements in program efficiency, as well as
a strong foundation of institutional knowledge that serves as a platform from which future research
will advance.

4. Future Directions of RS Technology in FIA

In this section, several likely uses of new RS technology that could lead to increased operational
efficiency in FIA or contribute to other advancements in forest monitoring are described.

4.1. RS Imagery Time Series

Use of FIA data in NAFD, LCMS, LCMAP, and more foundational work in LTS has set a clear
course toward its future operationalization in FIA. Enhanced and novel LTS-based change detection
algorithms are being explored in the FIA RS community (e.g., [256]), and opportunities for using
data from other sensors, such as those from the European Union’s Sentinel mission, with FIA data
are in the knowledge discovery phase [162]. Analysis-ready LTS data are being created with new
processing tools, making them more usable for operational monitoring [257]. It is likely that adopting
LTS products will result in an increase of time series data use in mapping not only of change, but also
of other FIA attributes (e.g., Wilson et al. [165]), and this will only become easier as more cloud-based
options for computing and storage emerge.

Finally, in addition to LTS mapping applications, sample-based LTS approaches will be important
in the future. For example, the current version of TimeSync [155] generates LTS graphics to aid staff
performing sample-based PI, and Lister and Leites [162] showed how time series data associated with
sample points can be used with machine learning to accurately identify forest cover change. Adopting
a sample-based paradigm paves the way for its use to pre-screen inventory plots, which especially
makes FIA’s ICE project more efficient by identifying only the subset of FIA plots that need interpreting
between ground visits. Moisen et al. [258] found that in order to report on land use and land cover
trends in north central Georgia with adequate precision and temporal coherence, data needed to be
collected on all the FIA plots each year over a long time series and broadly collapsed LULC classes.
Relying heavily on TimeSync concepts, they call for a new, harmonized data collection approach
that integrates ground, Landsat, and aerial imagery via a single enhanced plot interpretation process.
Other FIA applications of sample-based LTS data include its potential for use to impute missing data
at FIA plot locations that are unable to be measured in the field [259].

There are inherent advantages to using time series data as a sampling tool as opposed to
a wall-to-wall mapping tool; maps require large amounts of additional resources in terms of storage,
processing, and time spent on cartography and correcting visual discontinuities associated with image
seamlines, clouds, and shadows. However, LTS data associated with sample points are more flexible,
manageable, and can be linked to FIA plots for near real-time updates without the overhead of
producing maps. Many natural resource monitoring programs around the world are turning to manual
sample-based methods for estimating forest cover change, and many new efficient ocular PI tools have
been developed [260].

4.2. Cloud Computing and Storage

Cloud and super-computing will clearly play a stronger role in the future of RS image processing,
particularly when working with LTS or large volumes of high resolution imagery. As experienced
with LandTrendR [170] and LCMS [261], transitioning to cloud computing in GEE opened possibilities
for large area mapping that were previously not feasible. Similarly, supercomputers helped produce
NAFD products [139]. GEE-based LTS advances include methods coming out of the Global Land Cover
mapping and Estimation (GLanCE) project, which seeks to use GEE with the CCDC algorithm [171] to
map land cover and land cover change annually at the global scale [262], as well as the recent addition
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of NAIP to GEE, which will open up the potential for large area, high resolution pixel- or OBIA-based
mapping using NAIP imagery every few years.

There are several new open source and commercial cloud-based RS environments and software
tools being developed in addition to GEE [263]. For example, FIA’s BIGMAP project [264] is based
on a cloud architecture that includes Amazon Web Services, Esri’s ArcGIS Enterprise Image Services,
and ArcGIS applications, and seeks to leverage imagery and FIA plot data for improved estimation,
mapping, data analysis and data distribution to FIA staff and clientele. The advantage of the BIGMAP
project is that it is integrated with the Esri software ecosystem, in principle making it easier for GIS
specialists to use. It also allows for the use of FIA’s plot coordinate data in a corporate environment
while keeping private information protected, exploitation of cloud-computing, and integration with
various statistical applications and data types.

4.3. Exploitation of the Z-Dimension

The “Z-dimension” is a colloquial term that refers to data that confer information on structure
above the ground, as opposed to that from the X-Y plane, which is typically associated with optical RS
data. Airborne and spaceborne lidar, and advances in the use of radar, will provide new opportunities
to increase FIA’s efficiency and improve mapping quality.

4.3.1. Airborne Lidar

Airborne lidar will likely occupy a growing role in FIA. Its unique value to FIA for work in
remote areas of Alaska has been demonstrated [265], and as with LTS, it will become feasible for
large area mapping as cloud-based technology improves and data discovery and distribution are
standardized [215,266]. Furthermore, the USFS is currently conducting tests on lidar sensor systems
that are combined with camera systems that could be used on future NAIP missions [267]; this would
bring costs down, increase standardization, and shorten lidar revisit cycles, which at current use
do not meet FIA’s monitoring requirements. Large area lidar datasets could serve as covariates in
predictive models of FIA attributes and forest cover change, and could serve as a means by which to
help better-identify trees outside of forest and expand FIA tree data collection across all land types.

4.3.2. Spaceborne Lidar

Structural information from ICESat and GEDI lidar systems could take on added importance as
data become available and FIA’s understanding of the data grows. However, a barrier to its adoption is
the lack of understanding of how to integrate sample-based lidar that only has limited spatial overlap
with FIA plots. New estimation approaches that combine field plots, lidar point sample locations,
and wall-to-wall lidar or other RS data will be needed, along with appropriate estimators that produce
results compatible with FIA estimates [246,247]. Efforts are currently underway to create a web-based
estimation system that does just that: The Online Biomass Inference Using Waveforms and Inventory
(OBI-WAN) project, which seeks to provide a carbon reporting system that uses GEDI, FIA data,
and novel estimators [246] to produce reports for user-specified areas. Similar approaches could be
adopted with the ICESat2 data that became available in 2020 [268]; however, it should be noted that
both GEDI and ICESat2 have finite mission lives, and there is no guarantee of data stream continuity
into the future.

4.3.3. Radar

FIA has not conducted much research using radar data. A notable early application of radar
exploits the InSAR (Interferometric Synthetic Aperture Radar) system carried on the Shuttle Radar
Topography Mission (SRTM). With data from FIA plots, inSAR, and other imagery and GIS layers,
Walker et al. [269] and Kellndorfer et al. [270] produced vegetation height maps for large sections
of Utah and several northeastern states, respectively. Using FIA plot data, InSAR, and data from
other sensors, Yu et al. [271] produced not only forest height but also biomass maps for the state of
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Maine. Kellndorfer et al. [272] describe various realized and potential applications of using radar
for large area mapping. Future work with SAR data for large area mapping will likely be conducted
using cloud-based processing. For example, Google Earth Engine now hosts a long time series of
Sentinel-1 SAR data, as well as algorithms for conducting change analyses with these [273]. As radar
processing becomes more streamlined, such as in ways identified by resources such as Flores et al. [274],
FIA scientists will be more likely to more fully adopt this promising technology.

4.4. Improved Estimation

A primitive, though unrealized vision for operationalization of a nascent form of SAE was presented
by McRoberts and Wendt [275]. They advocated an approach where FIA clientele could identify
arbitrary polygonal areas within-which FIA estimates could be generated using post-stratification
information aggregated to cells in a tessellation of the country. In an unrelated effort, Proctor et al. [276]
describe a well-known carbon tool, the Carbon OnLine Estimator (COLE), which did allow users to
identify custom areas for which FIA-based carbon estimates were produced (also see Van Deusen
and Heath [277]. After running for over 15 years, the COLE tool is currently not available as it is
being updated for a cloud computing environment. More recently, new RS technology and increased
computing resources allow FIA the opportunity to greatly improve estimation efficiency moving
forward. A significant step toward operationalizing the use of alternative model-assisted inference is
the development of the Forest Inventory Estimation for Analysis (FIESTA) software (Frescino et al.,
2012), which currently has a model-assisted module that accesses the seven model-assisted estimators
used in the statistical package mase [278]. FIESTA allows for not only the use of traditional FIA
estimators that are compatible with corporate systems, but also the integration of estimators and data
from machine learning for comparison with standard methods.

Moving beyond model-assisted inference, there is an increased need for small area estimates
to characterize forest attributes within small domains such as counties, ecological boundaries,
disturbance events, and shortened time intervals (i.e., SAE). Efforts to operationalize SAE have
generally been hindered by a combination of technical challenges and reconciliation with FIA’s
standardized, peer-reviewed estimation system [14]. However, recently software developments
and improvements in knowledge of machine learning and model-based inference have led to the
development of new tools and demonstration projects. For example, the FIESTA software mentioned
above also takes a step toward operationalizing the use of SAE methods by offering a module that
easily links FIA and remotely sensed data through packages in the R software [279], including sae [280]
and JoSAE [281]. Future developments in this area include a revision of FIA’s estimation procedure
handbook [14] to include SAE, improved model-based inference (e.g., Saarela et al. [246]), and tool
creation to streamline adoption of novel techniques as they are developed and their value as part of
FIA’s standard operating procedures is established.

One possible step toward improving estimation in a way similar to the functionality of the
COLE tool is the creation, through advanced k-nn techniques, of a national, pixel-based map of FIA
plot identifier in the aforementioned BIGMAP platform that is under development. This national
map, which would be driven in part by LTS data that are constantly refreshed, would serve as
the foundation for summarization of FIA plot data at the pixel-level, allowing for the drawing of
arbitrary polygonal areas and the calculation of estimates using either model-assisted or model-based
inference [42]. A similar approach to this was already implemented by Wilson et al. [122] using MODIS
data, and a Landsat-based FIA plot identifier map has been produced for the entire country for one time
period using the technique described in Riley et al. [282]. The BIGMAP platform has the advantage
that it can easily integrate with other FIA estimation infrastructure and databases, and thus potentially
serve as a foundational platform for FIA’s future operational use of SAE. Another possible step forward
is to integrate FIESTA’s statistical estimation capabilities with BIGMAP’s powerful spatial toolsets to
access a multitude of SAE tools already available on the Comprehensive R Archival Network (CRAN).
Investigations are currently underway to identify best models and delivery systems.
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5. Conclusions

FIA has a long history of using RS imagery and technology to improve efficiency. Beginning
with hand-drawn maps, paper aerial photos, and coarse-resolution satellite imagery, FIA’s use of RS
has tracked advancements in technology, as it has tracked the progression of inventory data needs
from solely-timber focused to more broadly ecological and social. It has evolved to exploit time series
of satellite data such as Landsat, MODIS and Sentinel, and has been turning toward technologies
that are linked to Z-dimensional structural information (height), such as lidar, stereo NAIP-derived
point clouds, and radar. Technology advancements, including software, hardware, and networking
capabilities, have made machine learning and cloud computing foundational for FIA’s future RS
advances, and led to a blossoming of efficiency-creating methods.

Barriers to operationalizing new technologies still exist, and include balancing research and core
production functions, limited capacity and high costs to use new tools and data types, the need
to maintain long-term continuity of results even as methods and outputs evolve, and use of
production workflows that are difficult to change due to their complexity. However, expectations
from stakeholders continue to encourage increased RS technology development. In addition, FIA has
created an environment where the competition of ideas and a culture of collegiality has led to creative
thought and improvements in program efficiency, as well as a strong foundation of institutional
knowledge that serves as a platform from which future research will advance. NFIs such as FIA
require a commitment to science, public service, and stewardship of institutional knowledge to evolve
along with advancements in RS and natural resource monitoring science, while ensuring long-term
comparable results.
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Abstract: Improvements in computer vision combined with current structure-from-motion
photogrammetric methods (SfM) have provided users with the ability to generate very high resolution
structural (3D) and spectral data of the forest from imagery collected by unmanned aerial systems
(UAS). The products derived by this process are capable of assessing and measuring forest structure
at the individual tree level for a significantly lower cost compared to traditional sources such as
LiDAR, satellite, or aerial imagery. Locating and delineating individual tree crowns is a common
use of remotely sensed data and can be accomplished using either UAS-based structural or spectral
data. However, no study has extensively compared these products for this purpose, nor have they
been compared under varying spatial resolution, tree crown sizes, or general forest stand type.
This research compared the accuracy of individual tree crown segmentation using two UAS-based
products, canopy height models (CHM) and spectral lightness information obtained from natural
color orthomosaics, using maker-controlled watershed segmentation. The results show that single
tree crowns segmented using the spectral lightness were more accurate compared to a CHM approach.
The optimal spatial resolution for using lightness information and CHM were found to be 30 and
75 cm, respectively. In addition, the size of tree crowns being segmented also had an impact on the
optimal resolution. The density of the forest type, whether predominately deciduous or coniferous,
was not found to have an impact on the accuracy of the segmentation.

Keywords: unmanned aerial systems; canopy height model; individual tree crown; segmentation

1. Introduction

Forests not only mitigate global climate change, sustain biodiversity, and prevent soil erosion;
they also provide raw materials and resources such as timber, fresh food, and herbal medicines [1–3].
Maintaining the diversity of these products and services involves the development and implementation
of forest management practices, which requires detailed forest inventory information at varying scales,
such as stand-level basal area and diameter at breast height (DBH), and/or crown size and tree height
at the single tree level [4–6].

The conventional way to gather this forest inventory information is to carry out periodic field
surveys based on statistical sampling [7,8]. Nevertheless, the high cost in time and expense, as well as
the difficulties in accessing specific sampling locations, make it an inefficient and often impractical
approach [9,10]. Furthermore, data collected from in situ measurements, as shown in recent studies,
is not as reliable due to many uncertainties such as sampling and observational errors [11–13]. Over the
last few years, unmanned aerial systems (UAS), carrying a variety of sensors ranging from standard
consumer-grade cameras to more expensive and complex multispectral or light detection and ranging
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(LiDAR) sensors, have offered a potential solution to extend or replace field observations because
of its ability to provide higher spatial resolution imagery and/or 3D data to quantify structural and
compositional information at the single tree level [10]. This ability, combined with the tremendous
progress in the techniques of digital image processing, has led to a sharp increase of these applications
to precision forestry [14–16].

Individual tree locations and their crowns are the building blocks on which other parameters such
as tree height, diameter at breast height (DBH), or biomass are estimated [17–19]. Treetops mark the tree
locations and typical algorithms to detect them include local maximum filtering, image binarization,
multiscale analysis, and template matching [12]. Methods to delineate tree crowns consist of three
categories: valley following, watershed segmentation, and region growing [9,12]. The watershed
algorithm, because of its intuitive and computationally efficient features, is one of the most commonly
used segmentation algorithms for tree crown delineation. The algorithm metaphorically regards
the whole grayscale image or model as a topographic surface where the watershed lines are the
boundaries of trees [20,21]. However, due to its high sensitivity to noise and spectral variation, it is
prone to oversegmentation, a situation where multiple segments fall within what should be a single
tree crown [22]. Many improved watershed algorithms such as edge-embedded, marker-controlled,
or multiscale approaches were developed to overcome this problem [23,24]. The marker-controlled
watershed algorithm, which adds marker regions or points corresponding to one segmented object,
was shown to be robust and flexible [20,25,26]. Many studies successfully applied a marker-controlled
watershed to delineate tree crowns and achieved accuracies over 85% [22,27].

The data for detecting treetops or segmenting individual tree crowns could be derived either
photogrammetrically or from LiDAR [12,28,29]. Digital photogrammetry is favored by many researchers
to calculate forest inventory metrics because of its ability to provide orthometrically corrected
imagery (orthoimagery) in addition to 3D point clouds for a much lower price compared to a LiDAR
system. The point clouds derived from photogrammetry are extracted from stereo images based on
structure-from-motion (SfM) and multiview stereopsis (MVS) techniques [30–32]. However, unlike the
LiDAR-based point cloud, because of its inability to penetrate the foliage to achieve the ground
information, it can only generate a digital surface model (DSM) for dense forests [33]. An external
digital terrain model (DTM) is usually needed to create the canopy height model (CHM) representing
the height of objects above the ground. Either the orthoimagery or CHM can then be used for
tree segmentation [28,34]. Most research developed algorithms assuming that tree canopies possess
mountainous shape, where treetops are the locally brightest in the image or the locally highest in the
CHM data, while tree edges are darker or lower in elevation [12,35]. Very little research has examined
and compared the accuracies of tree crowns segmented from UAS and photogrammetrically-based
imagery and CHMs, especially within dense coniferous and deciduous forest stands.

Data that are photogrammetrically generated are of exceptionally high spatial resolution (e.g.,
pixel size of a few centimeters) but often provide too much detail. For example, tree branches and
gaps between leaves increases the spectral or height variation within the tree crown, adding to the
uncertainty for tree crown segmentation [22,36]. Upscaling, decreasing the spatial resolution of the
original data, is one way to reduce this noise, but it can also weaken the distinction between tree
crowns [12,22]. Additionally, canopies of different sizes may have varying degrees of sensitivity to the
chosen spatial resolution. Intuitively, as the spatial resolution decreases, the segmentation accuracy
of the larger crowns may increase because potential noise within the crown is reduced. In contrast,
the accuracy of smaller crowns declines because they may disappear in coarser images [12]. Therefore,
a tradeoff exists between the tree size and spatial resolution; thus, it would benefit users to find the
best spatial resolution for specific tree crown sizes.

The objectives of this study are to (1) compare the accuracies of individual tree crowns
delineated from UAS-based CHMs and natural color orthoimagery using maker-controlled watershed
segmentation, (2) provide insight into how accuracies change with spatial resolution, crown size, and
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forest type (coniferous or deciduous), and (3) facilitate the consideration of choosing the right data and
scale for individual tree delineation in the future.

2. Data and Methodology

2.1. Study Site and Data Collection

This research took place within the College Woods Natural Area (CWNA, Figure 1), 70◦56′51.339” W
and 43◦8′7.935′ N, in Durham, NH, USA. The CWNA is owned and managed by the University of
New Hampshire. The annual average precipitation for the region is 119.38 cm with a yearly average
temperature of 8.84 ◦C. Two soil types, Buxton and Hollis–Charlton, dominate this area. White pine
(Pinus strobus), eastern hemlock (Tsuga canadensis), American beech (Fagus grandifolia), and several
species of oak (Quercus spp.) are the primary tree species/genera. Two study sites, each covering a
400 × 400 m area, were chosen within the CWNA. Both study sites are a mixed forest type; however,
the coniferous tree species are most prevalent in study site #1, while the deciduous tree species are
dominant in study site #2.

Figure 1. Study sites at College Woods, New Hampshire, USA

The raw UAS images were collected on 11 July 2018, with a fixed-winged SenseFly eBee Plus
carrying a SODA (sensor optimized for digital acquisition) camera that captures natural color imagery.
The flight was 120 m above the ground with a forward and side overlap of 85%. A total of 1961 photos,
covering all of the CWNA, were collected.

2.2. Data Preprocessing

The first step of preprocessing was to create an orthomosaic and DSM from the UAS imagery.
All the raw images were processed with Sensefly’s Flight Data Manager built into the eMotion
software [37]. First, the geotags for all the images collected during the mission were extracted from
the mission flight log and Post-Processed Kinematic (PPK) processed using a nearby Continuously
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Operating Reference Station (CORS) (site ID: NHUN). The images were then geotagged with the
PPK corrected positions. Due to the density of the canopy cover, ground control points could not be
collected across the CWNA. The images were further processed by Agisoft Metashape Pro (v.1.6.2) [38]
to create a natural orthomosaic and DSM. The Agisoft workflow comprises five basic steps: align
photos, build dense cloud, build mesh, build digital elevation model, and build orthomosaic [39].
We followed the suggestions provided by [40] to set the parameters for data processing. The spatial
resolution of the orthomosaic and DSM was 2.31 and 12.10 cm, respectively.

The second step was to create a series of data sets with different spatial resolutions from the
orthomosaic and CHM to test the effects of spatial resolution. The orthomosaic was converted from an
RGB model into an HSL model, where the lightness band (L) represents pixel brightness. The lightness
band is widely utilized for object segmentation [41,42]. The CHM model was created by subtracting
a DTM from the UAS-based DSM. The DTM was made from LiDAR data collected for coastal New
Hampshire in the winter and spring of 2011, and downloaded from the GRANIT LiDAR distribution
site [43]. The 2-meter gridded raster DTM files, generated from ground-classified LiDAR returns,
were provided as part of the project deliverables. Based on the size and land-use history of two study
sites, the age of the DTM relative to the UAS missions would introduce little, if any, error. The DTM was
reprojected to match the projection, coordinate system, and horizontal and vertical datum of the DSM.
A series of datasets with different spatial resolutions were created by resampling the lightness band
and CHM using cubic convolution in ArcGIS Pro 2.4.2 [44]. For the lightness band, the resampling
started at 2 cm and was incrementally increased by 2 cm until a resolution of 100 cm was reached,
resulting in 50 lightness datasets. The same process was performed on the CHM; however, the initial
resolution was 12 cm, resulting in 44 CHMs.

2.3. Reference Tree Crown Data Collection

The reference data (i.e., individual reference tree crowns) were randomly collected from each
study site and then manually interpreted by combining the natural color orthomosaic and CHM
data. The workflow follows. First, 800 random sampling points were generated over each study site.
Then, a trained undergraduate student manually digitized a tree if a point fell within the tree’s crown.
If more than two points were situated within the same tree crown, only one tree crown was counted in.
Any point that hit the background (not a tree) was removed. However, the edges of the canopy are
highly curved, making digitizing work extremely arduous. In order to reduce the workload without
losing the accuracy of reference data, an extremely oversegmented result was created by applying the
multiresolution segmentation algorithm in eCognition 9.5.1 [45]. The scale, compactness, and shape
parameters for the algorithm were set to 40, 0.5, and 0.5, respectively. Finally, the interpreter digitized
the tree crown by merging the crowns’ oversegmented polygons into a single crown polygon. A few
polygons may have still needed a splitting operation before merging, but this workflow improved the
processing of delineating the reference data.

Another experienced researcher further examined the interpreted result, and all controversial
objects were removed after discussion. The final reference tree crown polygons for a study site were
divided into three groups, large, medium, and small trees, based on the crown area using natural
division. For study site #1, the criteria of separation were: large (≥42.06 m2), medium (18.42–42.06 m2),
and small (<18.42 m2). For study site #2, the criteria of separation were: large (≥51.20 m2), medium
(21.74–51.20 m2), and small (<21.74 m2). The sample size in each group was uneven. To make all
groups comparable, we randomly resampled all other groups without replacement using a sample size
based on the group with the least number of samples across both study sites. That group was the large
trees in Site #1 with only 174 reference trees.
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2.4. Treetops Detection

This research applied a local maximum filter to detect the treetops which is highly dependent on
crown size [46]. The window size was determined by calculating the average size of the tree crowns in
the reference samples. The window size was set to 4.58 and 4.51 m for study site #1 and #2, respectively.

2.5. Marker-Controlled Watershed Segmentation

The watershed algorithm is a classical algorithm for segmentation, which was developed from
mathematical morphology [47]. The marker-controlled watershed algorithm requires two inputs: (1) a
gray scale image to represent the “topography” or highs and lows of the area, and (2) the point locations
(i.e., markers) that define either local minimums or maximums within the gray scale image [48].
When the markers represent local minimums, the algorithm delineates a polygon around each marker
containing higher gradient (i.e., spectrally brighter or topographically higher) pixels than that of the
marker. In this research, local maximums representing treetops were used as the markers, inverting the
processes so the delineated areas represent a decreasing gradient of values around the treetop. The area
delineated around the marker in this case was assumed to represent that tree’s crown. The markers
act as seed locations for the algorithm and, unlike traditional watershed segmentation, restricts the
creation of basins to just those markers. This creates a one-to-one relationship between markers and
segments or trees and crowns. Details of the marker-controlled watershed algorithm can be found
in [20,49,50].

A Sobel filter, a widely used algorithm, was applied to each dataset to calculate gradients [51].
The marker-controlled watershed segmentation was applied to all the lightness bands and CHMs using
scikit-image, an open source image processing library for the Python programming language [52]. It is
worth noting that during the workflow, smoothing filters such as the Gaussian filter were not applied
across the data to reduce noise because these filters are regarded as having a similar effect as reducing
the spatial resolution. The combined operations would weaken the purpose of this research to explore
the best scale for segmentation.

2.6. Accuracy Assessment

The accuracy assessment for segmentation is different from the one for traditional thematic
classification [53]. The purpose of individual tree crown delineation is to represent each crown with a
single polygon [12]. Therefore, before calculating the accuracy measures for each reference polygon,
the best-matching segment from each segmentation result must be chosen to build a one-to-one
relationship. The overlap index (OI) proposed by [54] was utilized in this research to find the single
best candidate for each reference polygon.

OI =
area (ri ∩ sj)

area (ri)
× area (ri ∩ sj)

area
(
sj
) (1)

In Equation (1), ri represents ith reference polygon and sj represents the jth candidate segmented
polygon that intersects with ri. The symbol ∩ represents the intersection of ri and sj. OI ranges from 0
to 1, where a higher value indicates a better match.

This research employed oversegmentation accuracy (Oa), undersegmentation accuracy (Ua),
and quality rate (QR) to quantitatively validate the segmentation results [55,56].

Oa =
1
n

n∑
i=1

(
area (ri ∩ si)

area (ri)

)
(2)

Ua =
1
n

n∑
i=1

(
area (ri ∩ si)

area (si)

)
(3)
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In Equations (2) and (3), the si indicates the best corresponding candidate. The sampling size is
represented by n. A higher Oa or Ua means greater accuracy. The QR proposed by [57] defines the
accuracy between a reference polygon and its candidate by combining the overlapped and union
region. It also considers the geometrical similarity. If a segmented object entirely coincides with its
reference object, the QR reaches the minimum [56].

QR =
1
n

n∑
i=1

(
1− area (ri ∩ si)

area (ri ∪ si)

)
(4)

In Equation (4), the ∪ denotes a union. Higher QR indicates a less accurate segmentation.

3. Results

Figure 2 presents the Oa, Ua, and QR of all segmentations using the lightness band as the data
source for study site #1. The accuracies are displayed for four groups: large, medium, small, and all
crowns, as follows:

(1) For large crowns, the Ua is higher than the Oa. Overall, the gap between Ua and Oa is narrower
when the spatial resolution reaches between 16 and 72 cm. The Ua shows a downward trend while
the Oa demonstrates an upward trend before the spatial resolution approaches 74 cm. Both the
lines of Ua and Oa become stable when the spatial resolution is between 16 and 48 cm. The highest
Ua is approximately 0.81 when the spatial resolution is 2 cm. The Oa reaches a maximum value
of 0.62 when spatial resolution is 68 cm. The QR shows a general downward trend before the
spatial resolution of 74 cm. The QR lies under 0.6 for spatial resolutions between 26 and 48 cm,
and‘between 58 and 72 cm. As indicated by the minimum of QR, the best segmentation is
achieved when the spatial resolution is 46 cm.

(2) The lines of Oa and Ua for medium crowns intertwine, and the gap between them becomes
narrower in contrast to the one in the large group. It results in a stable QR around 0.60. The lowest
QR appears when spatial resolution is 54 cm.

(3) The three accuracy measures for the small group are quite different. The line for Oa is much
higher than the one for Ua. The gap between them becomes narrower after the spatial resolution
reaches 74 cm. All Ua values are under 0.50. Most QR values are higher than 0.70, which is higher
than the ones in either the large or medium groups.

(4) Both the shape and values of Oa and Ua for all crowns parallel the medium crowns. The QR value
varies between 0.60 and 0.70. The relative lower QR values appear when the spatial resolution
lies between 30 and 62 cm.

Figure 3 presents the accuracies after segmenting the CHM and exhibits a clear difference from
Figure 2. First, the lines of Oa, Ua, and QR are highly stable for all crown sizes. Most values of Ua
and Oa are lower than the ones in Figure 2, resulting in higher QR values. Second, within each group,
the line of Oa is higher than the Ua except in the case of large crowns. The Ua reduces, and the Oa
increases as the crown size grows. According to QR, the best spatial resolution for segmentation is 86,
78, 74, and 76 cm for the large, medium, small, and all groups, respectively.

Figure 4 demonstrates the results from study site #2 using the lightness band as the segmenting
data. A similar trend is shown as in Figure 2. The minor difference is that the values of Oa are
lower with higher Ua, resulting in a broader gap in the large group. The best spatial resolution for
segmentation is 68, 58, 2, and 30 cm for the large, medium, small, and all groups, respectively.

The results in Figure 5 resemble those in Figure 3, and the differences between Figures 4 and 5 are
similar to those between Figures 2 and 3. The best spatial resolution for segmentation is 100, 74, 74,
and 74 cm for the large, medium, small, and all groups, respectively.

Table 1 further shows the average accuracy measures for all spatial resolutions. Regardless of the
study sites and groups, the mean QR value is lower with a higher Ua using the lightness band as a data
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source compared to using CHM, although mean Oa in the small group is slightly lower. When using
the lightness band, the Oa is higher with lower Ua and QR if comparing study site #1 to study #2.
However, there is little difference between them in each group using CHM.

Figure 2. Impact of spatial resolution and crown size on Oa, Ua, and QR using the lightness band in
study site #1.
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Figure 3. Impact of spatial resolution and crown size on Oa, Ua, and QR using the canopy height
model (CHM) in study site #1.
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Figure 4. Impact of spatial resolution and crown size on Oa, Ua, and QR using the lightness band in
study site #2.
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Figure 5. Impact of spatial resolution and crown size on Oa, Ua, and QR using the CHM in study
site #2.

Table 1. Average accuracy measures of all spatial resolutions using lightness or CHM from each
study site.

Group Study Site #1 Study Site #2

Lightness CHM Lightness CHM

Oa Ua QR Oa Ua QR Oa Ua QR Oa Ua QR

Large 0.51 0.73 0.61 0.48 0.62 0.70 0.46 0.76 0.63 0.47 0.62 0.70

Medium 0.63 0.59 0.62 0.58 0.41 0.76 0.58 0.63 0.62 0.56 0.46 0.75

Small 0.70 0.40 0.73 0.71 0.22 0.86 0.67 0.41 0.74 0.70 0.21 0.87

All 0.62 0.57 0.65 0.59 0.42 0.78 0.57 0.60 0.66 0.57 0.43 0.77
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4. Discussion

This research examined and compared the accuracy of segmenting individual tree crowns from
CHMs and spectral lightness bands using maker-controlled watershed segmentation. Additionally,
the effects of spatial resolution, crown size, and forest type on delineation accuracy were also
investigated. The Ua, Oa, and QR are widely accepted for validating segmentation and were reported
as accuracy measures in this study.

This research demonstrates that single tree crowns segmented from the lightness band are more
accurate than those segmented from the CHM if both data were derived from digital photogrammetry
(Figures 2–5 and Table 1)). The underlying reason is the low quality of the CHM impacted by,
for example, data source or geoprocessing [30]. First, the point cloud produced through the SfM
algorithm has limited ability to detect the small gaps and peaks in the crown, which gives rise to an
underestimation of the upper layers of the canopy but an overestimation of the lower layers [58,59].
Second, the edges of crowns are usually darker, lower, and often obscured by surrounding trees and are,
therefore, less visible in the imagery compared to higher parts of the crowns, including the treetops [32].
The SfM–MVS process relies on the computer being able to “see” features in the imagery in order
to generate a 3D position (point) [60]. Fewer points would be created at the edges, which results in
a relatively smoothed and underestimated DSM based on interpolation. Both these factors would
lead to an undersegmented result, which is confirmed by the fact that differences between lightness
band–Ua and CHM–Ua are higher than the ones between lightness band–Oa and CHM–Oa in each
study site. Third, due to the characteristics of dense forest in both study sites, digital photogrammetry
can only produce the point cloud from the canopy surface visible to the camera [61]. An external
DTM is needed to calculate the CHM; however, the inconsistency of the spatial resolution becomes a
factor [39]. Previous research focused on comparing the CHM from the LiDAR to the one derived
from digital photogrammetry based on SfM [58]. This research complements the comparison between
lightness and CHM, with both from digital photogrammetry. We prove that watershed segmentation
using a CHM is less accurate for a dense forest than using the natural color images and suggest that a
systematic error budget analysis of CHMs derived from photogrammetry based on SfM is necessary.

Results show that spatial resolution alters the accuracy of segmentation. It is worth noting that the
spectral properties of the downscaled images will not be the same as an image captured with a native
spatial resolution matching that of the downscaled image (i.e., an image downscaled from 2 to 30 cm is
not the same as an image captured at 30 cm to begin with). However, small UAS in the United States are
not legally allowed to fly higher than 122 m (legally 400 feet) above the ground and thus the maximum
pixel size that can be achieved is restricted by flying height and the sensor’s properties. The best spatial
resolution both for study site #1 and #2 using lightness is located at 30 cm. Comparable accuracies
lie between 30 and 62 cm, and between 26 and 42 cm, respectively. The best spatial resolution for
segmentation using CHM for study site #1 and #2 is 76 and 74 cm, respectively; however, the variation
of accuracies due to spatial resolution is more stable. These results provide a basis for how to adopt
the best spatial resolution or kernel size for smoothing filters in the future. This research also confirms
that as the spatial resolution decreases, the segmentation of the large, medium, and small crowns
reaches its best accuracy at various scales, which provides the implications for segmenting trees of
particular interest (e.g., large trees). However, this conclusion is limited by defining the size of trees,
which is usually determined by the diameter at breast height (DBH). Although the allometric function
to estimate DBH from canopy width was explored in Japan by Iizuka, Yonehara, Itoh, and Kosugi [39],
such a local equation does not exist for the study area.

Based on the average QR, the segmentation accuracy does not differ much between study site #1
and #2, although study site #1 has higher Oa but lower Ua. Unlike the coniferous trees, which typically
follow a distinct mountainous shape, the canopies of deciduous trees are usually much flatter [12].
Multiple treetops are prone to be detected within the deciduous crown, resulting in an oversegmentation
problem, which is very obvious in the large and medium crowns using lightness as the data source
(Figures 4 and 5, and Table 1). The minor difference in QR between study site #1 and #2 implies that
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the density of the forest exerts more influence on the segmentation accuracy rather than the forest
type. Besides, the reconstruction of the point cloud is limited by the smoothing in the dense matching
process, creating abrupt and discontinuous vertical changes in the CHM, especially for the coniferous
trees in the mixed forest [30,58]. Although research on detection and segmentation of deciduous trees
has increased [62–64], segmenting deciduous trees in high density stands based on UAS imagery is
still under development.

This research also implies that the size of the sampling reference objects impacts segmentation
accuracy assessment (Figures 2 and 4). Previous research favored the stratified random sampling
for traditional thematic classification [53,65], but the sampling design for segmentation accuracy
remains unresolved [66] and which attributes (e.g., size or shape) are best for stratified sampling needs
further study.

5. Conclusions

This research compared the use of a CHM with the lightness band for the delineation of individual
tree crowns based on the maker-controlled watershed algorithm. It also examined how segmentation
accuracy varies due to spatial resolution, crown size, and forest type. The study highlights the following
conclusions. The single tree crowns segmented from the lightness band based on the marker-control
watershed algorithm are more accurate than those using the CHM if both data are derived from digital
photogrammetry. The best spatial resolution using lightness is 30 cm, with comparable scales between
26 and 62 cm. The best spatial resolution for segmentation using a CHM is around 75 cm. The large
trees are prone to be oversegmented, while the small trees are prone to be undersegmented. The best
spatial resolution for segmenting trees of different size varies. Mixed forest type dominated by either
deciduous or coniferous does not show much difference in accuracy. Finally, this research suggests
that the size of the reference polygons impacts segmentation accuracy assessment, which deserves
more investigation in the future.
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