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It is now increasingly evident that a large fraction of the human proteome comprises proteins that,
under physiological conditions, lack fixed, ordered 3D structures as a whole or have segments that are
not likely to form a defined 3D structure [1–7]. These proteins and regions are referred to as intrinsically
disordered proteins (IDPs) and intrinsically disordered protein regions (IDPRs), respectively. Despite
their lack of a stable structure, IDPs/IDPRs are involved in a multitude of crucial biological functions
related to regulation, recognition, signaling, and control, where binding to multiple partners and
high-specificity/low-affinity interactions plays a crucial role [8–14]. Furthermore, intrinsic disorder is a
unique structural feature that enables IDPs/IDPRs to participate in both one-to-many and many-to-one
signaling [9,10]. Since they serve as general regulators of various cellular processes, IDPs/IDPRs
themselves are tightly controlled [15,16]. However, when misexpressed, misprocessed, mismodified,
or dysregulated, IDPs/IDPRs are prone to engage in promiscuous, often unwanted interactions and,
thus, are associated with the development of various pathological states. In fact, the majority of
human cancer-related proteins [8], as well as many proteins associated with neurodegeneration [17,18],
diabetes [19], cardiovascular disease [20], amyloidosis [21], and genetic diseases [22], are either
intrinsically disordered or contain long IDPRs. This broad involvement of misbehaving IDPs/IDPRs in
human diseases is known as “disorder in disorders” (or D2) concept [23,24].

It is generally believed that IDPs/IDPRs stochastically sample all possible configurations driven
by thermal fluctuations. While this may be true for many extended IDPs, which behave as “random”
coils, it is likely that due to the variability in interaction energy between different amino acid sequences,
some configurations may be strongly preferred while others are forbidden. Furthermore, unlike
folded proteins that exhibit a high degree of structural order and undergo collective motions, albeit
fairly constrained, IDPs/IDPRs also exhibit some structural and dynamical ordering, being much
less constrained in their motions than folded proteins. Thus, the larger structural plasticity of
IDPs emphasizes the importance of entropically driven motions. Because of their simplified spatial
organization and globally reduced structural content, IDPs/IDPRs are characterized by the exceptional
spatiotemporal heterogeneity, where different parts of a protein are ordered (or disordered) to a different
degree, and this distribution is constantly changing over time [25,26]. Therefore, IDPs/IDPRs are not
homogeneous, but have a very complex mosaic architecture reflecting their highly heterogeneous
spatiotemporal structural organization that includes foldons (independently foldable units of a protein),
inducible foldons (disordered regions that can fold at least in part due to their interaction with binding
partners), non-foldons (non-foldable protein regions), semi-foldons (regions that are always in a
semi-folded form), and unfoldons (ordered regions that have to undergo an order-to-disorder transition
to become functional) [25,26]. Since these differently (dis)ordered structural elements might have
well-defined and specific functions, an IDP/IDPR can be multifunctional, being involved in interaction
with, regulation of, and be controlled by a multitude of structurally unrelated partners [27].

Biomolecules 2019, 9, 147; doi:10.3390/biom9040147 www.mdpi.com/journal/biomolecules1
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Although high-specificity/low-affinity interactions are considered a functional hallmark of
IDPs/IDPRs, these proteins can also interact with ultrahigh (picomolar) affinity, but fully retain
their structural disorder, long-range flexibility, and highly dynamic character [28]. Such structures,
wherein bound IDPs/IDPRs retain structural plasticity, have been defined as fuzzy complexes [29,30].
While a large number of fuzzy complexes have been characterized, many of such interactions are
between an IDP/IDPR and a structured protein. There are also examples of direct interactions between
IDPs/IDPRs leading to the formation of a fuzzy complex without disorder-to-order transition [31–33].
With recent advances in experimental techniques and better integration with computational simulations,
the picture that is emerging suggests that the modest structural ordering and large amplitude collective
motions of IDPs/IDPRs enable them to mediate multiple interactions with different partners in the cell.

This Special Issue of Biomolecules is dedicated to elucidating how conformational dynamics affects
interactions of IDP/IDPR with partner proteins, especially in those IDPs that are implicated in chronic
diseases. Because of the unique properties they possess, and also because they are not amenable to
classical tools and methods used to study ordered proteins, the IDPs/IDPRs have attracted attention
across disciplines and scales. In fact, increasing curiosity in understanding how these fascinating
molecules that lack unique structure but carry out the myriad functions resulted in an explosive
expansion of the disorder-related literature, and scientists from various backgrounds as diverse as
protein biochemists, classical physics, polymer physics, biophysics, theoretical physics, bioengineering,
and computational and information science have begun to unravel many mysteries of IDPs/IDPRs.
Technological advances, and the availability of more and more sophisticated computational tools,
have further contributed to a deeper understanding of how IDPs are able carry out their functions.
Therefore, it is not surprising that the various contributions to this Special Issue are from experts in
biology, bioinformatics, biochemistry, biophysics, structural biology, and computational physics.

The contributions by Bignon et al. ‘Modulation of measles virus NTAIL interactions through
fuzziness and sequence features of disordered binding sites’ [34], and by Kumar and Thompson ‘Role
of phosphorylation in the modulation of glucocorticoid receptor’s intrinsically disordered domain’ [35]
provide an overview of the disorder-based functionality mostly from a biochemical perspective. Bignon
et al. review recent findings on the different interaction mechanisms of the C-terminal domain of
the intrinsically disordered nucleoprotein (N) of measles virus (MeV) NTAIL, with two of its known
binding partners, namely, the C-terminal X domain of the phosphoprotein of MeV XD (a globular viral
protein) and the heat-shock protein 70 (hsp70, a globular cellular protein). Kumar and Thompson, on
the other hand, delve in the important role of phosphorylation in gene regulation by glucocorticoid
receptor (GR) [34]. The GR N-terminal domain is highly disordered and undergoes disorder-to-order
transition following site-specific phosphorylation. And this transition from disorder to order is critical
for AF1′s efficient interaction with several coregulatory proteins and subsequent AF1-mediated GR
activity [35].

Three articles comprise the structural biology section. Of course, protein NMR remains the
work horse for gaining insight into IDP/IDPR (un)structure/function relationships. Levy et al.,
in their article ‘p53 phosphomimetics preserve transient secondary structure but reduce binding
to Mdm2 and MdmX’ [36], examined the disordered p53 transactivation domain (p53TAD) using
a combination of biophysical techniques including NMR. The p53TAD contains transient helical
structures that are necessary for its binding to the negative regulators, mouse double minute 2 (Mdm2)
and MdmX. The second paper in this section, ‘Conserved glycines control disorder and function in
the Cold-Regulated Protein, COR15A’ by Sowemimo et al. [37], analyzes the plant cold-regulated
protein COR15A from Arabidopsis that is important for freeze tolerance. During freezing-induced
cellular dehydration, COR15A transitions from a disordered to mostly α-helical structure. The authors
tested whether mutations that increase the helicity of COR15A also increase its protective function
using a combination of NMR, circular dichroism, and fluorescence spectroscopy. The results of these
experiments showed that the mutants with higher content of α-helical structure were characterized by
an increased membrane stabilization potential during freezing [37]. Finally, the paper by Melková
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et al. ‘Structure and functions of microtubule associated proteins tau and MAP2c: similarities and
differences’ [38] used a combination of NMR and cryo-electron microscopy to examine the propensities
of MAPs, tau40 and MAP2, to form transient local structures and long-range contacts in the free state,
and conformations adopted by these proteins in complexes with microtubules and filamentous actin,
as well as in pathological aggregates. For both molecules, the authors identified transient structural
motifs by conformational analysis of the experimental data and observed that many of the short
sequence motifs that exhibit transient structural features are linked to functional properties, manifested
by specific interactions. Therefore, this detailed structure–function analysis may help in explaining the
observed differences between biological activities of tau40 and MAP2c [38].

Single-molecule fluorescence resonance energy transfer (or smFRET) is yet another powerful
tool used to study IDPs/IDPRs. It is one of the few approaches that are sensitive to transient
populations of substrates within molecular ensembles, and therefore, is ideally suited to discern
conformational preferences of IDP/IDPR ensembles. The first paper in the section, ‘Spontaneous
switching among conformational ensembles in intrinsically disordered proteins’, by Choi et al. [39]
describes a growing number of proteins that appear intrinsically disordered by biochemical and
bioinformatics characterization but switch between restricted regions of conformational space. Such
switching between disparate corners of conformational space could bias ligand binding and regulate
the volume of IDPs acting as structural or entropic elements. Therefore, mapping the accessible energy
landscape and capturing dynamics across a wide range of timescales are essential for recognition of
when an IDP/IDPR is acting as such a switch [39]. In the paper entitled ‘Extreme fuzziness: Direct
interactions between two IDPs’, Wang and Wang [40] examined whether two IDPs can interact directly
to form a fuzzy complex without disorder-to-order transition. Using a combination of smFRET, NMR,
and molecular dynamics (MD) simulation, the authors demonstrate that direct interactions between
the two pairs of IDPs, 4.1G-CTD/NuMA and H1/ProTα, do form fuzzy complexes while retaining
high conformational dynamics of the isolated proteins, which they name as the extremely fuzzy
complexes. Therefore, extreme fuzziness completes the full spectrum of protein–protein interaction
modes, suggesting that a more generalized model beyond existing binding mechanisms is required [40].

Using a different biophysical approach, confocal fluorescence microscopy, Kaur et al. [41] in their
paper entitled ‘Molecular crowding tunes material states of ribonucleoprotein condensates’, study
how molecular crowding impacts ribonucleoprotein (RNP) liquid condensation using an archetypal
disordered RNP, called fused in sarcoma (FUS), as an example. RNP condensation is largely governed
by promiscuous attractive inter-chain interactions mediated by low-complexity domains (LCDs).
The authors demonstrate that the liquid–liquid coexistence boundary of FUS is lowered by polymer
crowders, consistent with an excluded volume model. With increasing bulk crowder concentration,
the RNP partition increases and the diffusion rate decreases in the condensed phase. These results
reveal that the impact of crowding is largely independent of LCD charge and sequence patterns. These
results are consistent with a thermodynamic model of crowder-mediated depletion interaction, which
suggests that inter-RNP attraction is enhanced by molecular crowding [41].

Characterizing the structure–function relationship of IDPs/IDPRs is no doubt an essential but
daunting task as they can adapt transient structure. Molecular dynamics simulations (MDS) has
emerged as a natural complement to various experimental approaches for atomic-level characterizations
and mechanistic investigations of this intriguing class of proteins. This SI includes three interesting
papers that have exploited this computational technique in conjunction with experimental data to
gain new insight into the IDP/IDPR structure/function paradigm. In the first article in this section,
‘Electrostatics of Tau protein by molecular dynamics’, Castro et al. [42] employed MDS to study the
structure of a microtubule associated protein Tau that promotes microtubule assembly and stability.
To date, the 3D structure of Tau has not been fully solved, experimentally. This is the first MDS
study of full-length Tau in conjunction with a region from the microtubule tubulin with which it
interacts. The results bring a new insight into Tau and tubulin proteins, their characteristics and
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structure-function relationship, and highlights the fact that Tau is a disordered protein with discrete
portions of well-defined secondary structure mostly at the microtubule binding region [42].

The second paper, ‘Structural and dynamical order of a disordered protein: Molecular insights
into conformational switching of PAGE4 at the systems level’, describes another MDS study by Lin
et al. [43]. Using prostate-associated gene 4 (PAGE4), an IDP implicated in prostate cancer (PCa), as
an example, the authors describe the quantitative reproduction of experimental observations and
reveal how structural and dynamic ordering are encoded in the sequence of PAGE4, and how these
features can be modulated by different extents of phosphorylation by different kinases. This ordering is
reflected in changing populations of certain secondary structural elements, as well as in the regularity
of its collective motions, and correlate with the functional interactions of the different conformational
ensembles of PAGE4 to give rise to repeated transitions between cellular phenotypes with important
physiological consequences [43].

The third paper in this section on MDS and biophysical computation, ‘Recent advances in
computational protocols addressing intrinsically disordered proteins’ by Bhattacharya and Lin [44],
argues that to understand the conformational dynamics of IDPs/IDPRs and how their structural
ensembles recognize multiple binding partners and small molecule inhibitors, knowledge-based and
physics-based sampling techniques, guided by the experimental structural data, can be utilized for
the comprehensive and focused in silico analyses. However, efficient sampling of the IDP/IDPR
conformational ensemble requires traversing the numerous degrees of freedom in the IDP/IDPR energy
landscape, as well as force-fields that accurately model the protein and solvent interactions. Therefore,
these authors provide an overview of the current state of computational methods for studying IDP/IDPR
structure and dynamics and discuss the major challenges in this field.

Finally, the paper ‘Functional segments on intrinsically disordered regions in disease-related
proteins’ by Anbo et al. [45] describes a bioinformatics approach to study IDPs/IDPRs. IDPRs, which
are often found in the ordered proteins, are known to play important roles in signaling pathways
and transcriptional regulation. Therefore, the authors performed a bioinformatics analysis and found
more than a thousand potential functional IDPR segments in disease-related proteins, which are
found in cancers, congenital disorders, digestive system diseases, and reproductive system diseases.
A detailed analysis of some of these regions showed that the functional segments are located on
experimentally verified IDPRs. Since IDPs involved in disease pathology tend to have numerous
protein–protein interactors, these data suggest that, by occupying hub positions in the protein–protein
interaction networks, IDPs can have huge impacts on human diseases. This study highlights the utility
of bioinformatics approaches in conjunction with experimental data to in casting new light on the
IDPs/IDPRs [45].

In summary, we trust these articles on the IDPs/IDPRs will not only serve as excellent references,
but will also stimulate a flurry of activity toward gaining a deeper insight into these fascinating
molecules that constitute a large fraction of the proteomes across all three kingdoms of life and
engage in myriad biological activities in ways that seem to challenge conventional wisdom. With new
advances in experimental techniques, theoretical concepts, and computational capabilities that permit
observations across spatiotemporal scales, it is likely that we may have a better understanding of the
IDPs and be able to design strategies to target them for therapeutic purposes.
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Abstract: In this paper we review our recent findings on the different interaction mechanisms of the
C-terminal domain of the nucleoprotein (N) of measles virus (MeV) NTAIL, a model viral intrinsically
disordered protein (IDP), with two of its known binding partners, i.e., the C-terminal X domain of the
phosphoprotein of MeV XD (a globular viral protein) and the heat-shock protein 70 hsp70 (a globular
cellular protein). The NTAIL binds both XD and hsp70 via a molecular recognition element (MoRE)
that is flanked by two fuzzy regions. The long (85 residues) N-terminal fuzzy region is a natural
dampener of the interaction with both XD and hsp70. In the case of binding to XD, the N-terminal
fuzzy appendage of NTAIL reduces the rate of α-helical folding of the MoRE. The dampening effect of
the fuzzy appendage on XD and hsp70 binding depends on the length and fuzziness of the N-terminal
region. Despite this similarity, NTAIL binding to XD and hsp70 appears to rely on completely different
requirements. Almost any mutation within the MoRE decreases XD binding, whereas many of them
increase the binding to hsp70. In addition, XD binding is very sensitive to the α-helical state of the
MoRE, whereas hsp70 is not. Thus, contrary to hsp70, XD binding appears to be strictly dependent
on the wild-type primary and secondary structure of the MoRE.

Keywords: IDP; fuzzy interactions; protein complementation assays; split-GFP reassembly; kinetics

1. Structural Properties and Molecular Partnership of NTAIL

The nucleoprotein (N) of measles virus (MeV) consists in a large structured moiety (NCORE, aa
1 to 400) and in a C-terminal domain (NTAIL, aa 401 to 525 of N) that is intrinsically disordered [1]
(Figure 1A). The NTAIL protrudes from the globular core of N and is exposed at the surface of the
viral nucleocapsid [2–6]. The latter is made of a regular array of N monomers wrapping the RNA
genome into a helicoidal arrangement. The exposure of NTAIL at the surface of the nucleocapsid
allows recruitment of the phosphoprotein (P) via interaction with the C-terminal X domain (XD) of the
latter [7–10]. The phosphoprotein (P) is required for both transcription and replication, as it tethers the
viral Large protein (L), which possesses all the enzymatic activities required for RNA synthesis, onto
the nucleocapsid template (for a review see [11]).

Biomolecules 2019, 9, 8; doi:10.3390/biom9010008 www.mdpi.com/journal/biomolecules7
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Structural disorder is known to be a determinant of protein interactivity: the enhanced plasticity
of intrinsically disordered proteins (IDPs) and regions (IDRs) allows for the enlargement of their
molecular partnership [12–14]. In line with this, MeV NTAIL binds to numerous partners. Beyond the
X domain of the P protein, NTAIL also interacts with the viral matrix protein [15]. In addition, it also
interacts with host proteins, such as the major inducible heat shock protein 70 (hsp70) [16–18], a nuclear
export protein [19], the interferon regulatory factor 3 [20,21], a cell receptor involved in MeV-induced
immunosuppression [22,23], peroxiredoxin 1 [24], and proteins of the cell cytoskeleton [25,26].

The NTAIL and XD proteins interact with each other forming a 1:1 stoichiometric complex
with an equilibrium dissociation constant (KD) in the μM range [27,28]. The crystal structure of
MeV XD has revealed that this domain consists of a bundle of three antiparallel α-helices [9,10,29]
(Figure 1B). In solution however, two distinct structural forms differing in their degree of compactness
coexist [30,31].

The structural arrangement of XD in a triple α-helical bundle, as well as the disordered nature of
NTAIL [32], are also conserved in the related Nipah and Hendra viruses, whose NTAIL-XD complexes
are similar to that of MeV [27,33]. Binding to XD triggers α-helical folding of a short NTAIL region
(Box2, aa 486 to 504 of MeV N, and Box3, aa 473 to 493 of Henipavirus N), referred to as a Molecular
Recognition Element or MoRE [7,9,10,27] (Figure 1A). The MoREs are short, transiently populated
secondary structures within IDRs that are often structurally biased towards their bound state [34].
The crystal structure of a MeV chimeric construct in which XD is covalently attached to the MoRE of
NTAIL (aa 486 to 504) was solved at 1.8 Å [10]. The structure consists of a pseudo-four helix complex in
which the MoRE of NTAIL adopts a parallel orientation with respect to XD and is embedded in a large
hydrophobic cleft delimited by XD helices α2 and α3 [10] (Figure 1C).

The MoRE is partly preconfigured as an α-helix in the absence of XD in both MeV and
henipaviruses [5,29,33,35–38]. This partial pre-configuration facilitates the folding-upon-binding
process by rendering the structural transition to the (partially) folded conformation energetically
less demanding [34]. In spite of this pre-configuration, NTAIL was shown to fold according to a
folding-after-binding mechanism [28,33,39,40].

Mutational studies coupled to Φ-value analysis led to a detailed structural description of the
folding and binding events occurring in the recognition between MeV NTAIL and XD [41]. Analysis
of the impact of single-amino acid substitutions in NTAIL on the reaction mechanism allowed the
identification of key residues involved in the initial recognition between NTAIL and XD, and enabled
unraveling of the general features of the folding pathway of NTAIL. In addition, analysis of the changes
in stability of all the variants revealed that a few substitutions favor the folding step, which highlighted
the inherent poor folding efficiency of NTAIL, a property that we proposed that could arise from the
weakly funneled nature of the energy landscape of IDPs in their unbound state that might dictate a
considerable structural heterogeneity (or structural frustration) of the bound state [41].

In both MeV and henipaviruses, following binding to XD, most of NTAIL remains disordered and
does not establish stable contacts with XD [8,27,29,33,35–38,42–44]. These NTAIL-XD complexes are
therefore illustrative examples of fuzziness [45]. Fuzziness may confer various functional advantages,
such as the ability to interact with alternative partners and/or to establish simultaneous interactions
with different partners. Fuzziness also provides a way to reduce the entropic penalty that accompanies
the disorder-to-order transition, thereby leading to enhanced affinity. Tuning fuzziness therefore
constitutes an additional manner by which IDPs can modulate the interaction strength with their
partners. Furthermore, disordered appendages can harbor regulatory post-translational modification
sites, can serve for partner fishing via non-specific, transient contacts, and can accommodate binding
sites for additional partners [46–48].
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Figure 1. (A) Schematic representation of the C-terminal domain of the nucleoprotein (N) of measles
virus (MeV) NTAIL (upper panel) and cartoon representation of an NTAIL conformer generated using
Flexible-Mecano [49]. (B) Ribbon representation of the crystal structure of the C-terminal X domain
of the phosphoprotein of MeV XD (PDB code 1OKS). (C) The structure of the chimeric construct
made of MeV XD (blue) and of the molecular recognition element MoRE of NTAIL (red) (PDB code
1T6O). (D) Cartoon representation of the crystal structure of hsp70 based on PDB codes 1HJO and
4JNF. The relative orientation of the two hsp70 domains (i.e., amino acids 3 to 382 and amino acids
389 to 610) is based on the structure of a form encompassing residues 1 to 554 (PDB code 1YUW).
The three constituent domains of hsp70, i.e., nucleotide binding domain (NBD, aa 1 to 384), peptide
binding domain (PBD, aa 384 to 543) and “lid” (aa 543 to 641) (see [18] and references therein cited)
are highlighted.

In line with these abilities, the C-terminal fuzzy region of MeV NTAIL encompassing residues
517 to 525 was shown to serve as a low-affinity binding site for hsp70 [17,18], a large cellular
protein with a markedly different structural organization (Figure 1D) with respect to XD. The heat
shock protein 70 (hsp 70) was shown to stimulate both viral transcription and replication, with this
ability relying on interaction with NTAIL [16,17,50–55]. Binding experiments showed that the major
hsp70-binding site is however located within Box2 [56]. Since hsp70 was found to competitively inhibit
the binding of XD to NTAIL [17], it has been proposed that hsp70 could enhance viral transcription and
replication by destabilizing the P–NTAIL interaction, thereby promoting successive cycles of binding
and release that are essential for the polymerase to progress along the nucleocapsid template [8,17].
The hsp70-dependent reduction of the stability of P–NTAIL complexes would thus rely on competition
between hsp70 and XD for binding to the α-MoRE of NTAIL, with recruitment of hsp70 being ensured
by both Box2 and Box3 [17]. Although the hsp70-binding site(s) within NTAIL have been mapped, no
structural information on the complex is available.

In the following sections we summarize available data pertaining to the impact of the long,
N-terminal fuzzy appendage of NTAIL on binding to both XD and hsp70. We also summarize the
available molecular information on the sequence and secondary structure requirements for NTAIL-XD
and NTAIL-hsp70 binding. Altogether, these studies contribute to enlarge our knowledge of the
molecular determinants underlying the ability of hsp70 to interact with NTAIL and, more generally, add
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“another brick to the wall” towards the ambitious goal of building up a comprehensive understanding
of the mechanisms by which IDPs recognize their partners.

2. The N-Terminal Fuzzy Region of NTAIL down Regulates the Binding of the MoRE to Both XD
and Hsp70

As recalled in the introduction, the MoRE of NTAIL (aa 486 to 504) is responsible for XD binding
and is preceded by a long, N-terminal fuzzy region (aa 401 to 488). We have investigated the role
of this region by shortening it by ten residue intervals from aa 401 to aa 481 (Figure 2A), and then
assessing the binding ability of each truncation variant using a split-green fluorescent protein (GFP)
complementation assay [57,58]. In this assay, two proteins (X and Y) known to interact with each other
are respectively fused to the C-terminal end of the first seven N-terminal moiety of GFP (NGFP) and
the N-terminal end of the last four β-strands C-terminal moiety of GFP (CGFP) of GFP. Separately,
NGFP-X and Y-CGFP are unable to fluoresce. However, when NGFP-X and Y-CGFP are co-expressed
in E. coli, X and Y bind to each other within the cell, allowing NGFP and CGFP to reconstitute
the full-length fluorescent GFP. Since the fluorescence is proportional to the affinity between X and
Y [59,60], the interaction between different combinations of NGFP-X and Y-CGFP can be compared by
simply measuring the fluorescence of the bacteria co-expressing NGFP-X and Y-CGFP. In our case, X
was NTAIL or its truncation variants and Y was either XD or hsp70.

Results show a non-monotonic fluorescence increase with the truncation, with both XD (Figure 2B)
and hsp70 (Figure 2C). In agreement with the known higher affinity of NTAIL for XD (3 μM) [28]
compared to that for hsp70 (70 μM) [18], the overall fluorescence was found to be higher for XD than
for hsp70 (see the different Y-axis scales between Figure 2B,C). Thus, the fuzzy N-terminal region of
NTAIL negatively regulates the binding of NTAIL to two partners that differ in both size and affinity. We
have obtained similar results when NTAIL and XD from NiV and HeV were used [61] or when another
protein complementation assay based on split-luciferase [62] was used. Thus, the negative effect of
the fuzzy N-terminal region of NTAIL on XD binding is shared by at least three paramyxoviruses and
is maintained irrespective of whether the assay generates reversible (luciferase) or irreversible (GFP)
complexes [61].

We sought possible reasons for this negative effect. The importance of the primary structure
of NTAIL N-terminal region was first assessed. Since this region remains disordered after binding, a
possible reason for its observed negative effect on binding could be its mere fuzziness. If this were
the case, then swapping the wild-type sequence with another unrelated sequence would be expected
to elicit similar effects provided that it is similarly disordered. To test this hypothesis, we replaced
the wild-type N-terminal fuzzy region of NTAIL (aa 401 to 480) with another non-natural sequence.
Compared to its wild-type counterpart, this artificial sequence (i) has the same number of residues,
(ii) is predicted to be slightly more disordered (Figure 2D), (iii) shares only 6% identity. This artificial
sequence was fused to the remaining part (aa 481 to 525) of wild-type NTAIL to reconstitute an artificial
full-length NTAIL (aa 401 to 525) (artNTAIL). We then generated the same series of truncation variants
as those previously generated from the wild-type sequence (wtNTAIL) (Figure 2A) and compared their
effect on the binding to XD. As shown in Figure 2E, wtNTAIL and artNTAIL truncation variants yielded
similar binding patterns, with the binding strength increasing non-monotonically with the truncation.
However, results were not identical. Compared to wtNTAIL, the profile obtained with artNTAIL was
more linear, and each artNTAIL variant displayed a slightly lower interaction strength towards XD
than its wild-type counterpart, a property that could be related to the higher disorder probability of
full-length artNTAIL (Figure 2D). Thus, the negative effect of NTAIL N-terminal fuzzy region (aa 401 to
485) on XD binding was not due to its specific sequence but to a combination of length and fuzziness.
The sequence-independent nature of the effect exerted by the disordered appendage is not unique
to NTAIL, having also been observed in the case of human UDP-α-D-glucose-6-dehydrogenase. This
enzyme possesses a C-terminal disordered region that entropically rectifies the dynamics and structure
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of the enzyme to favor binding of an allosteric inhibitor, with this effect being independent from both
primary structure and chemical composition [63].

k

Figure 2. Effect of the N-terminal fuzzy region of NTAIL on XD and hsp70 binding. (A) NTAIL deletion
variants were generated as described [60]. The N-terminal residue is indicated. The N-terminal
fuzzy region subjected to truncation is shown in grey and the MoRE is shown in green. (B,C) Split-
green fluorescent protein (GFP) complementation assay using XD (B) and hsp70 (C). Shown are
the mean values and standard deviation (SD) of an experiment performed in triplicate. Results are
expressed as percentage with 100% being the fluorescence value provided by full-length NTAIL (401).
For a detailed description of the procedure see Supplementary Information. (D) IUPred [64] disorder
prediction of wtNTAIL (blue) and artNTAIL (red) from residue 401 to residue 480. (E) Fluorescence
values obtained by split-GFP complementation assays using wild type (wt) (blue line) and art (red line)
NTAIL truncation variants and XD. Shown are the mean values and SD of an experiment performed
in triplicate. Results are expressed as percentage with 100% being the fluorescence value provided
by full-length wtNTAIL (401). (F) Binding kinetics of XD (at a constant concentration of 2 μM) with
excess concentrations of either wtNTAIL (black circles) or a peptide mimicking the MoRE (green
circles) in 10 mM sodium phosphate buffer and 150 mM NaCl at pH 7.0. Under all conditions, there
was an at least fivefold difference in concentration between the two proteins to ensure pseudo-first
order conditions. Experiments were carried out using a PTJ-64 capacitor-discharge T-jump apparatus
(Hi-Tech, Salisbury, UK). The temperature was rapidly changed with a jump size of 9 ◦C, from 11 ◦C to
20 ◦C. Data were taken from [60].

We tried to perform the same experiments using hsp70, but got results suffering from low
reproducibility for unknown reasons (not illustrated). We further investigated the molecular
mechanisms by which the fuzzy appendage of MeV NTAIL influences the interaction with XD by
analyzing binding kinetics (Figure 2F). In the case of full-length NTAIL (aa 401–525), a hyperbolic
dependence of kobs (the macroscopic observed rate constant) on ligand concentration was observed,
which accounts for the folding of NTAIL becoming rate-limiting at high reactant concentrations [28].
Conversely, when a MoRE-mimicking peptide (aa 485 to 506) was used, linear kinetics was observed.
Kinetic experiments could not be performed using hsp70 because of the low affinity of the interaction,
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and due to the presence of numerous tryptophan residues that could jeopardize the analysis.
In conclusion, the NTAIL N-terminal region could dampen the NTAIL/XD interaction, at least in part,
by lowering the rate of folding of the MoRE, although the subtle mechanisms underlying this ability
remain elusive and await future studies to be unraveled.

3. The Bindings of XD and Hsp70 to NTAIL MoRE Rely on Different Primary and Secondary
Structure Requirements

We have seen that MeV NTAIL N-terminal region (401 to 485) has comparable negative effects on
the binding of two different NTAIL partners: XD, a small viral protein [9] with a relatively high affinity
(3 μM) [28] and hsp70, a large cellular protein with a lower affinity (70 μM) for NTAIL [18]. Although
the MoRE has been shown to be the major hsp70-binding site [17,18], the structure of NTAIL-hsp70
complex has not been solved yet contrary to the NTAIL-XD complex [10]. As a consequence, we do
not know whether the MoRE folds into an α-helix upon binding to hsp70 as it does upon XD binding
and whether the interaction relies on the same MoRE residues. The relevance of investigating the
molecular mechanisms governing the NTAIL/hsp70 interaction lies in its well-documented impact on
viral transcription and replication [16,17] and on the innate immune response [65].

3.1. Sequence Requirements of NTAIL Molecular Recognition Element for XD and Hsp70 Binding

To gain insights into this biologically relevant question, we first alanine scanned the MoRE, and
assessed the effect of these substitutions by monitoring the binding of each individual variant to XD
and hsp70 using the split-GFP complementation assay [64]. We used NTAIL truncation variant 471 (aa
471 to 525) as backbone to derive single-site variants because it binds XD better than full-length NTAIL

(Figure 2B) [61], and therefore provides higher fluorescence signals in split-GFP complementation
assay that are more appropriate than weak signals to study subtle modulation effects. In the case of
XD binding (Figure 3A), most alanine variants exhibited a decreased binding compared to that of the
wild-type sequence and, in a few cases (residues Ser491, Ala494, Leu495, Met501), the single alanine (or
glycine) substitution essentially abrogates binding [66]. These latter residues can therefore be defined
as critical for XD binding, a conclusion in agreement with the 3D structure of the MeV MoRE-XD
complex in which all these residues point toward XD and not to the solvent [10]. Very different results
were obtained with hsp70 (Figure 3B) [64]. First, several variants exhibited an increased binding
compared to the wild-type sequence. Secondly, no single residue proved to be mandatory for binding
to hsp70. Thus, although NTAIL binding to both XD and hsp70 was down-regulated by the NTAIL

N-terminal fuzzy region (Figure 2), these two proteins bind the MoRE using different residues thereof,
and hence through different mechanisms.

Based on the results provided by the alanine-scanning mutagenesis, we conceived an hsp70 “super
binder” (hsb) that was obtained by collectively introducing all the substitutions that individually
increased the binding to hsp70 (see Figure 4A) in the context of truncated variant 471 (hsb471). This
rationally designed variant displayed a much higher binding strength (2.35 times) towards full-length
hsp70 than wt471 in a split-GFP complementation assay (compare wt471 to hsb471 and wtMoRE
to hsbMoRE in Figure 4B). Because of the dampening effect of the N-terminal fuzzy appendage
(Figure 2C), this enhancement in affinity was even more pronounced when hsbMoRE was used
alone rather than in the context of truncated variant 471 (compare hsb471 and hsbMoRE bindings in
Figure 4B).
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k
Figure 3. Effect of primary and secondary structures of the MoRE on XD and hsp70 binding.
(A,B) Alanine scanning mutagenesis of NTAIL MoRE. MoRE residues (aa 486 to 504) of MeV NTAIL

truncation variant 471 were individually mutated into an alanine (or a glycine when the wild-type
residue was an alanine). The binding ability of each single NTAIL variant was then compared to that of
wild-type NTAIL by split-GFP complementation assay using either XD (A) or hsp70 (B). Ø, negative
control (fluorescence background obtained using an empty vector encoding NGFP alone); wt, positive
control (i.e., wild-type truncation variant 471). Results are expressed as percentage with 100% being
the fluorescence value provided by wt truncation variant 471. The horizontal dotted line indicates
the binding of the positive control. (C) Far-UV circular dichroism spectra of wtMoRE, AlaMoRE, and
GlyMoRE peptides. (D) Fluorescence values obtained by split-GFP complementation assays using
NTAIL MoRE variants with different α-helicities. See A for details; 401, full-length wtNTAIL; wt471, 471
truncated variant with a wtMoRE; Ala471, 471 truncated variant with AlaMoRE; Gly471, 471 truncated
variant with GlyMoRE. (E) Binding kinetics of MoRE peptides to XD. Data shown in panels A, B, and
D are the mean values and SD of an experiment performed in triplicate. Data were taken from [66].

The three-fold increase in binding strength towards hsp70 upon replacement of as many as 13
residues out of 19 (i.e., almost 70%) of the sequence of the wtMoRE with alanine or glycine (Figure 4A) is
puzzling. How can NTAIL binding to hsp70 be specific of the MoRE while being relatively independent
of the sequence of the latter? Conceivably, hsp70 may recognize not a precise amino acid sequence
or motif, but rather a set of few residues with specific chemical features and no strict positional
conservation. While hydrophobicity on its own cannot explain the increased binding strength of
hsbMoRE [64], the enrichment in Ala, Gly, and Leu residues (in this order) and the depletion in Asp
residues of hsbMoRE (Figure 4A) might provide a rational explanation: indeed, previous studies
identified these features as favoring binding of peptides to hsp33, a redox-regulated chaperone [67].
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Figure 4. Binding abilities of hsb towards hsp70. (A) Amino acid sequence of wt and hsbMore.
In the latter, all the residues individually shown to lead to increased NTAIL-hsp70 binding strength
by the alanine scanning mutagenesis were collectively replaced with alanine, or with glycine when
the wild-type residue was alanine. (B) Binding abilities of NTAIL variants as obtained by split-GFP
complementation assays. Y-axis: fluorescence values of each culture divided by the optical density
at 600 nm. X-axis: NTAIL variants-hsp70 pairs. Shown are the mean values and SD of an experiment
performed in triplicate. The scheme of the NTAIL constructs is shown above the graph, with wt and hsb
MoREs being represented in grey and black, respectively, and fuzzy regions in white. Orientation is
from left (N-terminal end) to right (C-terminal end). Data were taken from [66].

3.2. Secondary Structure Requirements of NTAIL Molecular Recognition Element for XD and Hsp70 Binding

Single residue substitutions of the alanine scanning aimed at providing information on the
sequence requirement of XD and hsp70 binding but not at changing the secondary structure of the
MoRE. The latter is known to fold into an α-helix upon XD binding. However, nothing is known about
the conformation it takes upon binding to hsp70. To address this question, we constructed two MoRE
variants with opposite folding properties [66]. Both MoRE variants were generated using truncation
variant 471 as backbone for the reason given above. In the first one (Ala471), all residues the alanine
scanning identified as non-critical for XD binding were replaced with alanine. In the second one
(Gly471), those residues were replaced with glycine. Since alanine promotes α-helix formation whereas
glycine has the opposite effect [68], Ala471 and Gly471 were expected to be more and less α-helical
than wtMoRE, respectively. This assumption, strengthened by disorder prediction and modeling [66],
was experimentally confirmed by circular dichroism (CD) analysis of MoRE peptides (Figure 3C).

The wt471, Ala471, and Gly471 variants were then tested for their ability to bind XD or hsp70
by split-GFP complementation assay. Results (Figure 3D, left panel), indicated that increasing the
α-helicity (Ala471) slightly increased binding to XD compared to wt471, whereas the lack of α-helicity
(Gly471) resulted in a complete loss of binding in spite of the presence of the residues revealed
to be critical for XD binding by alanine scanning [64]. Conversely, Ala471 and Gly471 behaved
similarly when assessed for their binding to hsp70: they both exhibited a moderately decreased
binding compared to wt471 (Figure 3D, right panel) [66]. The lower XD binding ability of Gly471
compared to that of wt471 and Ala471 was also confirmed by kinetics experiments (Figure 3E). While
AlaMoRE and wtMoRE behaved similarly, there was a detectable destabilization of the complex in the
case of GlyMoRE as judged from the lower slope of its binding kinetics [64]. These results definitely
indicate that XD and hsp70 did not rely on the same structural requirements to bind to the MoRE of
NTAIL. More specifically, increasing the α-helicity of the MoRE increased XD binding but decreased
hsp70 binding suggesting that the latter did not trigger α-helical folding of the MoRE, a conclusion
strengthened by the ability of hsp70 to bind a MoRE that is unable to fold into an α-helix.
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In conclusion, in addition to using a different set of NTAIL residues, XD and hsp70 did not induce
the same folding within the MoRE, therefore indicating that they likely interacted with NTAIL through
completely different mechanisms.

4. Conclusions

Deletion studies have shown that the long, N-terminal fuzzy region of NTAIL inhibits the
interaction with XD and hsp70. This raises the question of what could be the possible functional
role of this auto-inhibition. According to the so-called cartwheeling mechanism, the NTAIL-XD
interaction needs to be dynamically made and broken to ensure progression of the polymerase complex
onto the nucleocapsid to allow transcription and replication [69]. A too strong interaction between
NTAIL and XD is therefore predicted to hinder the polymerase processivity. The discovery that the
fuzzy appendage acts as a natural dampener of the interaction provides a conceptual framework to
understand why the MoRE is preceded by such a long arm. It is tempting to speculate that in the
course of evolution, the length of this region has been under selective pressure so as to ensure an
optimal affinity towards XD. This speculation is in agreement with recent studies by the group of
Plemper that showed that a mutated measles virus in which the region preceding the MoRE has been
shortened suffers from an imbalance between transcription and replication [70].

Alanine-scanning mutagenesis of the MoRE unveiled that XD is very sensitive to substitutions,
in line with experimental evidence showing that the MoRE of NTAIL is poorly evolvable in terms of
XD binding [58]. This implies that the sequence of the MoRE has been shaped during evolution to
achieve maximal binding to XD, a finding in striking contrast with the postulated positive selection of
a long fuzzy appendage dampening the interaction. Although apparently contradictory, these effects
of natural selection have in fact resulted in a finely tuned system in which the strongest possible
MoRE-XD interaction is “entropically rectified” [63] by the N-terminal fuzzy region of NTAIL to achieve
a precise NTAIL-XD interaction strength. The latter is in fact required to ensure dynamic anchoring of
the L–P polymerase complex [71] and efficient transcription re-initiation at each intergenic junction of
the MeV genome [72].

By contrast, hsp70 is much more tolerant to substitutions within the MoRE, and the MoRE-hsp70
interaction appears to be highly evolvable. The high evolvability of the NTAIL-hsp70 interaction might
arise from the fact that the two binding partners have not been subjected to an as tight co-evolution
as that of the NTAIL-XD pair due to the multiple functional roles that hsp70 plays in the cell and
that are not exclusively related to MeV infection. In addition, a high affinity between NTAIL and
hsp70 might not be required for the interaction to take place and elicit the known effects on viral
transcription and replication [17,73] and on the innate immune response [65] given the very high
intracellular concentrations of both hsp70 and N in MeV infected cells [53]. A high affinity could
even be deleterious for the viral replication since hsp70 could then fully out compete XD for NTAIL

binding [17].
The discovery that the NTAIL-hsp70 interaction does not rely on the same residues mediating

the NTAIL-XD interaction, and does not imply α-helical folding emphasizes the plasticity and
polymorphism of this IDP. The structure adopted in the bound form seems therefore to be “sculpted”
by the partner, thereby providing an additional example of “templated folding” [41]. This high
extent of malleability with respect to the partner challenges the role of preconfiguration of MoREs
in the recognition process. NTAIL seems indeed to be relatively insensitive to the structure of its
pre-recognition motif, being able to adopt a non α-helical conformation upon binding to hsp70 in spite
of the partial α-helical preconfiguration of its MoRE.

Finally, and from a more applied perspective, the much higher affinity of hsb compared to
wt MoRE towards hsp70 holds promise for future potential therapeutic applications. Since the
NTAIL-hsp70 interaction stimulates viral transcription and replication [16,17], and since hsbMoRE
binds hsp70 three times better than wtMoRE, over-expressing hsbMoRE in MeV-infected cells
might expectedly inhibit MeV replication (provided that hsbMoRE is non-toxic for eukaryotic cells).
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Incidentally, hsbMoRE could also be used as an anti-cancer drug, based on previous studies that have
described the anti-viral [74] and anti-cancer [75,76] effect of 2-phenylethynesulfonamide, a specific
hsp70 inhibitor. Experiments are ongoing in our lab to assess the therapeutic potential of hsbMoRE.
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Abstract: Ribonucleoprotein (RNP) granules are membraneless liquid condensates that dynamically
form, dissolve, and mature into a gel-like state in response to a changing cellular environment. RNP
condensation is largely governed by promiscuous attractive inter-chain interactions mediated by
low-complexity domains (LCDs). Using an archetypal disordered RNP, fused in sarcoma (FUS),
here we study how molecular crowding impacts the RNP liquid condensation. We observe that
the liquid–liquid coexistence boundary of FUS is lowered by polymer crowders, consistent with an
excluded volume model. With increasing bulk crowder concentration, the RNP partition increases and
the diffusion rate decreases in the condensed phase. Furthermore, we show that RNP condensates
undergo substantial hardening wherein protein-dense droplets transition from viscous fluid to
viscoelastic gel-like states in a crowder concentration-dependent manner. Utilizing two distinct
LCDs that broadly represent commonly occurring sequence motifs driving RNP phase transitions,
we reveal that the impact of crowding is largely independent of LCD charge and sequence patterns.
These results are consistent with a thermodynamic model of crowder-mediated depletion interaction,
which suggests that inter-RNP attraction is enhanced by molecular crowding. The depletion force is
likely to play a key role in tuning the physical properties of RNP condensates within the crowded
cellular space.

Keywords: membraneless organelles; optical tweezer; liquid–liquid phase separation; protein
diffusion; depletion interaction; entropic force; low-complexity sequences; intrinsically
disordered proteins

1. Introduction

Ribonucleoprotein (RNP) granules or particles are a diverse group of subcellular compartments
that are utilized by eukaryotic cells to spatiotemporally organize various biomolecular processes.
These non-membranous assemblies, also termed as membraneless organelles (MLOs), dynamically
form, dissolve, and tune their physicochemical microenvironment in response to changing cellular
cues [1–3]. RNP granules are enriched in proteins with low-complexity domains (LCDs) that are
structurally disordered [4–6], and are assumed to be formed by RNP liquid–liquid phase separation
(LLPS) [7]. LLPS is a spontaneous physical process that results in the formation of co-existing liquid
phases of varying densities from a homogeneous solution [2,8]. At the molecular level, low-affinity
multivalent interactions amongst different LCDs and their partner nucleic acids provide the necessary
energetic input to drive the LLPS of RNPs [9]. Furthermore, LCD-mediated promiscuous interactions
can act synergistically with sequence-specific interactions in many RNPs, thereby shaping their global
phase behavior [10]. Experimentally, it was observed that these promiscuous interactions are tuned
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Biomolecules 2019, 9, 71

by several cellular physicochemical perturbations (e.g., pH, salt concentration, and non-specific
interactions with biomacromolecules) [10–14].

Unlike in typically utilized in vitro experimental conditions, in cellulo environments are
crowded by a plethora of macromolecules that are ubiquitous within the cellular milieu [15].
To effectively capture biomolecular dynamics in a crowded cellular environment, in vitro studies
utilizing recombinant proteins employ buffer systems containing inert biocompatible polymers
as crowding agents. One of the most widely used crowders is polyethylene glycol (PEG), a
neutral hydrophilic polymer with numerous applications in crystallography, biotechnology, and
medicine [16–19]. Macromolecular crowding by PEG and similar polymer agents imparts a significant
excluded volume effect (i.e., a space occupied by one molecule cannot be accessed by another) and
results in alterations of molecular and mesoscale properties of biomolecules. For example, molecular
crowding was shown to affect protein conformation [20–23], RNA folding [24], conformational
dynamics of intrinsically disordered proteins [25], energetics of protein self-association [26–28],
molecular recognition [29], and LLPS of globular proteins [30–33]. However, how macromolecular
crowding alters disordered RNP condensation remains underexplored.

The well-established excluded-volume model of colloid–polymer mixtures predicts that the
addition of a polymer chain to a neutral colloidal suspension will trigger inter-colloid attraction [34].
The underlying driving force, known as the depletion interaction, is originated due to a net entropy
gain by the system via maximizing the free volume available to the polymer chains. For globular
protein–crowder mixtures, this depletion interaction can induce various phase transition processes,
including protein crystallization [35]. In a similar vein, for RNP systems containing low-complexity
“sticky” domains, a considerable impact of macromolecular crowding on their phase transition is
expected [36]. This idea is supported by multiple recent observations such as (i) crowding induces
homotypic LLPS of the nucleolar phosphoprotein Npm1 in vitro [37], (ii) PEG induces a robust liquid
phase transition of the Alzheimer’s disease-linked protein Tau [38], and (iii) macromolecular crowding
results in a substantial decrease in protein concentration required for inducing hnRNPA1 phase
separation [39,40]. However, it remains unknown whether molecular crowding impacts the fluid
dynamics of RNP condensates.

The material properties of intracellular RNP granules are important determinants of their function
in intracellular storage and signaling [1,41]. Notably, many RNP condensates are competent to mature
into a fiber-like state, which is implicated in several neurological diseases [11,42–45]. While the roles
of LCD sequence compositions and charge patterns in controlling mesoscale dynamics of the RNP
condensates have been the subject of some recent investigations [46,47], little is known regarding the
effect of generalized thermodynamic forces such as crowding on RNP condensation. Here we conduct
an experimental study to evaluate the impact of macromolecular crowding on the RNP liquid–liquid
coexistence boundary, condensate fluidity in the micron-scale, and transport property by RNP diffusion
in the nano-scale. Utilizing an archetypal RNP, fused in sarcoma (FUS), as well as representatives of
the two commonly occurring LCD sequences in eukaryotic RNPs, we demonstrate an important role
of crowding in modulating the mesoscale fluid dynamics of RNP condensates.

2. Results

2.1. Macromolecular Crowding Facilitates FUS Condensation and Alters Droplet Fluid Properties

Initially, we chose to study the effects of molecular crowding on the phase behavior of FUS
using PEG8000 at concentrations that mimic cellular macromolecular density (≥150 mg/mL) [48].
FUS is a stress-granule-associated RNP that undergoes LLPS in vitro and in cellulo via attractive
inter-protein interactions [49,50]. Persistent FUS condensates also mature into a solid-like state during
aging that is augmented by amyotrophic lateral sclerosis (ALS)-linked mutations [42,51]. Therefore,
FUS serves as an ideal model system for this study. Firstly, we tested the impact of crowding on
the liquid–liquid coexistence boundary of the full-length FUS (FUSFL) in a physiologically-relevant
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buffer (25 mM Tris, 150 mM NaCl; pH 7.5) with variable PEG8000 concentrations. We used
solution turbidity measurements in conjunction with optical microscopy to construct a phase diagram
of FUSFL–PEG8000 mixtures, which is presented in Figure 1a. We observed that FUSFL formed
micron-scale phase-separated droplets in vitro at protein concentrations ≥2 μM without any crowding
agents (Figure 1), consistent with the protein’s ability to undergo LLPS at physiologically relevant
concentrations [47,51]. Increasing PEG8000 concentration in the buffer solution from 0 to 150 mg/mL
decreased FUSFL phase separation concentration to <1 μM (Figure 1a). These results suggest that
crowding by PEG8000 facilitates FUSFL condensation.

Figure 1. Molecular crowding facilitates full-length fused in sarcoma (FUSFL) liquid–liquid phase
separation (LLPS) and tunes protein droplet viscoelastic properties. (a) Isothermal phase diagram
of FUS-polyethylene glycol (PEG) 8000 mixtures. The dotted line indicates the liquid–liquid phase
boundary. (b) Fluorescence recovery after photobleaching (FRAP) plots of FUS (10 μM) condensates at
various concentrations of PEG8000. (c) Confocal fluorescence microscopy images corresponding to the
data in Figure 1b are shown. Scale bar = 4 μm. Negative time implies droplets before bleaching. (d) An
analysis of these FRAP results on the basis of a diffusion model reveals a scaling of apparent diffusion
coefficients (Dapp; left axis, blue line) and the fraction of the mobile phase (right axis, orange line) with
increasing concentration of PEG8000.

The observed effect of PEG on lowering the RNP liquid–liquid coexistence boundary can be
explained by a crowder-mediated depletion force that effectively increases the net inter-RNP attractive
interaction with increasing concentrations of the crowder [52] (also see Note S1). If that is the case,
we expect that the fluidity of RNP droplets will decrease with increasing macromolecular crowding
due to the enhanced inter-molecular network strength within the condensed phase [41]. A similar
phenomenon is known to drive colloidal gel formation in polymer–colloid mixtures [53]. In the
case of the RNP condensates, we expected a considerable alteration in the mesoscale dynamics,
such as the biomolecular diffusion rate, with increasing PEG. Therefore, we next investigated the
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physical properties of the FUSFL condensates as a function of PEG8000 concentration at a fixed protein
concentration (10 μM; Figure 1b–d). We used two complementary methods to probe FUSFL condensate
material states: (a) Fluorescence recovery after photobleaching (FRAP), and (b) controlled fusion of
suspended droplets using a dual-trap optical tweezer. Using FRAP, we measured the half-time of
fluorescence recovery (τFRAP

1
2

) of the fluorescently-tagged RNP (Alexa488-FUS) after photobleaching

a circular region at the center of the droplet (Figure 1b,c and Figure S1). Analysis of the τFRAP
1
2

and effective bleach radius (re) allowed us to estimate an apparent diffusion coefficient (Dapp) of a
fluorescently tagged RNP within the protein-dense phase (see SI methods and Figure S1). The fraction
of the mobile phase was also estimated from FRAP data and was used as a relative measure of the
viscoelastic properties of FUSFL droplets [8]. With increasing PEG8000, our FRAP data revealed
two distinct trends (Figure 1b–d): (i) An increase in the fluorescence recovery half-time and, hence,
a concomitant decrease in molecular diffusivity dynamics; and (ii) a decrease in the fraction of the
mobile phase. The observed molecular diffusion rate decreased nearly fourfold upon increasing the
PEG8000 concentration from 0 to 150 mg/mL. Concurrently, total fluorescence recovery after bleaching
decreased from 100% to ~40% for FUSFL droplets. These data suggest that macromolecular crowding
mediates a progressive transition of FUSFL droplets from a viscous fluid state to a viscoelastic state,
resulting in substantially arrested protein diffusion.

Figure 2. Coalescence dynamics of suspended condensates provide insight into FUSFL droplet
material states. (a) Experimental scheme of RNP condensate fusion using a dual-trap optical tweezer.
(b) Controlled fusion of suspended FUSFL droplets by the optical tweezer in the presence of 0 (top),
25 (middle), and 150 (bottom) mg/mL of PEG8000. The normalized relaxation times are indicated in
each case. For 150 mg/mL PEG samples, droplets did not completely fuse. Scale bar = 5 μm. n.d.: not
determined. Additionally, see Movies S1–3.

24



Biomolecules 2019, 9, 71

To gain further insight into the altered physical properties of FUSFL droplets in the presence of
macromolecular crowders, we performed quantitative droplet fusion experiments using a dual-trap
optical tweezer. In these experiments, we used one laser beam to hold one RNP droplet at a
fixed position while another RNP droplet, trapped by a second laser, was moved towards the first
droplet at a constant velocity (Figure 2a and Figure S2) [47]. As these droplets were brought into
proximity, liquid FUSFL droplets coalesced rapidly in the absence of any crowders with a timescale
of ~200 ms/μm (Figure 2, top panel; movie S1). In the presence of 150 mg/mL PEG8000, the fusion
events of FUSFL droplets were almost arrested (incomplete fusion in Figure 2, bottom panel; movie
S3). Instead, we observed that FUSFL droplets clustered at the optical trap under this condition
(Figure S3). These observations are consistent with our FRAP results (Figure 1b–d). Taken together,
our experimental data suggest that macromolecular crowding by PEG leads to a substantial hardening
of FUSFL droplets. We note that the observed alteration in the material properties of FUSFL condensates
occurred in the presence of crowding without any conclusive evidence for fiber formation (Figure S4).

2.2. The Effect of Macromolecular Crowding on RNP Condensation is Largely Independent of the
LCD Sequence

The phase separation of the FUS family of RNPs is assumed to be driven by enthalpy, that is,
attractive protein–protein interactions, and, therefore, is sensitive to LCD sequence features that
encode essential intermolecular interactions [7]. As such, recent studies focused on elucidating
the sequence determinants of LLPS in RNPs, which revealed two major classes of LCDs [46,47].
These are (i) prion-like LCD (PrD), characterized by an overabundance in polar (S/G/Q) and aromatic
(Y/F) residues but largely devoid of charged amino acids [1,2,7,8,41,54–56]; and (ii) arginine-rich
polycationic LCD (R-rich LCD) [57], such as the disordered RGG-box sequences present in the
RNA-binding domains of many RNPs [58]. In the ribonucleoprotein FUS, both of these LCD types
(FUSPrD and FUSRGG) are present as individual domains in the N- and C-termini of the protein,
respectively (Figure 3a; Supplementary Table S1). To gain a mechanistic understanding of the
impact of crowding on the physical properties of RNP droplets formed by these distinct LCDs,
we next studied the phase behavior and physical properties of FUSPrD and FUSRGG condensates
independently. FUSPrD is intrinsically disordered, as predicted bioinformatically [59] (Figure 3a) and
verified experimentally [49]. FUSPrD is also known to form amyloids in vitro that contain dynamic
β-sheet-rich structures [60,61], the formation of which is assumed to facilitate the droplet aging
process [42]. While FUSPrD has been implicated as the major driver of FUS LLPS [62], the role of FUSRGG

in RNP condensation is only beginning to be explored [47]. Similar disordered RGG-box regions have
previously been shown to form homotypic condensates [63]. Here, to study the effect of crowding,
we first constructed phase diagrams of PEG–LCD mixtures for these two distinct LCDs separately.
Both LCD types underwent concentration-dependent reversible phase separation upon lowering the
solution temperature (Figure S5), suggesting that there exists an upper critical solution temperature
(UCST) for these two disordered domains, above which a homogeneous phase is energetically favored.
The UCST phase behavior for the two LCDs also indicates that their phase separation is driven
predominantly by favorable free energy change during self-association via attractive protein–protein
interactions [7]. In presence of PEG8000, we observed that the phase separation of both FUS LCDs
are facilitated. The isothermal phase diagram (at 22 ± 1 ◦C) analyses for FUSPrD and FUSRGG as
a function of PEG8000 are presented in Figure 3. We observed that PEG decreased the protein
condensation critical concentration by approximately fivefold for FUSPrD in response to an increase
in the PEG concentration from 0 to 100 mg/mL. A similar trend was also observed for FUSRGG,
where the concentration required for the protein to undergo LLPS was decreased by approximately
sevenfold in the presence of 100 mg/mL PEG. These results are consistent with the hypothesis that the
crowder-mediated depletion force acts synergistically with the homotypic LCD–LCD interactions (see
Note S1).
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Figure 3. FUSFL harbors distinct low-complexity disordered domains (LCDs) that individually undergo
crowding-mediated liquid–liquid phase separation (LLPS). (a) Domain architecture of FUS; two distinct
disordered domains are highlighted. The N-terminal FUS LCD has prion-like sequence features
(FUSPrD) and C-terminal LCD is enriched in RGG-repeats (FUSRGG). The disorder prediction scores
(using VSL2 algorithm [60]) are also shown in the bottom panel. (b,c) Effect of PEG on the LLPS of
prion-like LCD and arginine-rich polycationic LCD (R-rich LCD). Shown here are the phase diagrams
of FUSPrD and FUSRGG with PEG8000, respectively. The dotted lines indicate the liquid–liquid
coexistence boundaries.

During the visualization of FUSPrD and FUSRGG condensates using a confocal fluorescence
microscope, we noted that the well-dispersed LCD droplets underwent clustering at higher PEG
concentrations (Figure S6). This observation indicates a crowding-dependent change of condensate
physical properties. Therefore, we next investigated LCD droplet material properties in the presence
of macromolecular crowders. Using Alexa488-labeled LCDs, we quantitatively analyzed fluorescence
recovery after photobleaching in a well-defined region within FUSPrD/FUSRGG droplets (Figure 4).
The recovery of fluorescence was modelled based on the diffusion of LCDs within the respective
condensed phases (Figure S1). For FUSPrD droplets, FRAP analyses revealed that the diffusion
rate decreased significantly with an increase in the PEG8000 from 0 to 175 mg/mL. Only ~20%
fluorescence recovery was observed at ≥150 mg/mL PEG8000 in a timescale of 300 s after bleaching
(Figure 4a–c). The FUSRGG droplets showed a similar arrest in protein mobility at a high concentration
of PEG8000 (Figure 4d–f), although the changes were observed to be more gradual compared to
FUSPrD. We speculate that the differences observed in the FRAP trend between FUSPrD and FUSRGG

as a function of crowder concentration is a manifestation of sequence-encoded distinct molecular
interactions and polypeptide chain dynamics in respective LCDs. We also note that FUSFL FRAP
data (Figure 1b) showed a gradual change with increasing crowder concentration, similar to FUSRGG.
Overall, these data suggest that both FUSPrD and FUSRGG droplets undergo progressive hardening
with increasing PEG, despite their diverse sequence features and charge patterning.
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Figure 4. Macromolecular crowding tunes viscoelastic properties of both prion-like and R-rich LCDs.
(a,b,d,e) Representative FRAP plots and images of FUSPrD/FUSRGG droplets at variable concentrations
of PEG8000, respectively. Scale bar = 8 μm in (b) and = 4 μm in (e). Negative time implies droplets in
pre-bleaching state in (b,e). (c,f) Analyses of the FRAP data estimating apparent diffusion coefficients
(Dapp) of respective LCDs within the condensed phase (left axis, blue) and the mobile phase fraction
(right axis, orange) in respective cases. Due to a very low fraction of recovery, Dapp estimation from the
FRAP data for FUSPrD droplets at 150 and 175 mg/mL PEG was omitted (indicated by the asterisks in
(c)).
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2.3. Crowding Impact on the Material Properties of FUS Condensates Is Observed for a Broad Range
of Crowders

Macromolecular crowding in a cell arises from biopolymers with a plethora of sizes and shapes.
In order to evaluate the excluded volume effect on RNP LLPS, it is necessary to use polymer crowders
with variable chain lengths [25,64]. Therefore, we next considered the impact of crowders with different
molecular weights on the FUSFL condensation. To this end, we employed PEG polymers with molecular
weights ranging from 300 to 35,000 gm/mol. FRAP experiments revealed that FUSFL droplets were
viscoelastic in the presence of all the crowders tested (crowder concentration = 150 mg/mL), with a
significant degree of arrest in the dynamic exchange of the fluorescently tagged RNPs (Figure 5a and
Figure S7b). Dextran, another widely utilized molecular crowder with a different chemical identity,
also showed similar effects on FUSFL condensates (Figure 5c and Figure S7d). These data collectively
suggest that our observed viscoelastic tuning of FUS condensates is generally applicable to a broad
range of polymer crowders and, therefore, represents a common effect of depletion interaction as
induced by macromolecular crowding.

Figure 5. PEG and dextran produce similar effects on FUSFL droplet physical properties.
(a,c) Representative FRAP traces at 150 mg/mL PEG/dextran with a wide range of molecular weights,
as indicated. The corresponding FRAP images and diffusion analyses are shown in Figure S7.
(b) The fraction of the mobile phase decreased with increasing PEG molecular weight. (d) Increased
ribonucleoprotein (RNP) partitioning within the FUSFL droplets with increasing concentration of
PEG8000, as probed by confocal image analysis. * p-value: 0.1–0.01, ** p-value: 0.01–0.001, *** p-value:
0.001–0.0001, **** p-value < 0.0001.

3. Discussion

Intracellular RNP granules are phase-separated bodies that display characteristic dynamics of
complex fluids [2,65]. The mesoscale physical properties of RNP condensates are important modulators
of their functions [3]. Aberrant alterations of the droplet material states, such as age onset loss of
granule fluidity and formation of solid-like assemblies, are implicated in various neurological disorders,
including ALS and frontotemporal dementia (FTD) [42,46,50]. Over the past two years, considerable
efforts have been dedicated to characterizing RNP sequence-encoded molecular interactions that
control the material properties of the RNP condensates [47]. In this study, we considered the role of
molecular crowding—a ubiquitous thermodynamic force in the cellular environment—on the RNP
condensate dynamics. We experimentally showed that crowding, as mimicked by biocompatible
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“inert” polymers, not only lowered the LLPS boundary, but also substantially altered the exchange
dynamics of the RNP within the condensed phase. We observed that the aforementioned effects
of crowding on LCD-driven LLPS, namely facilitating liquid condensation and droplet hardening,
were largely independent of respective disordered domain sequences. In other words, while the
saturation concentration and the condensate physical properties are governed by polypeptide sequence
composition and patterning, their alterations by molecular crowding were observed to be a common
effect in both types of LCDs. To provide a mechanistic picture of the observed effect of crowding
on the RNP condensation, we consider a thermodynamic model that describes the perturbation of
protein–protein interactions by a crowder in light of the well-established excluded volume effect [30,33].
According to this model, the introduction of a polymer crowder in the RNP–buffer solution leads to an
isotropic inter-protein attraction by the depletion force (see Note S1), which acts in tandem with the
intrinsic LCD–LCD homotypic attraction. The physical origin of the depletion attraction is the exclusion
of the center of mass of a crowder molecule from a region surrounding an RNP molecule, which is
typically called the depletion layer (Figure 6). The depletion layer thickness is directly proportional to
the hydrodynamic radius of the polymer crowder [34]. This simple thermodynamic model predicts
that increasing crowder concentration in the solution will increase the overlap of the RNP depletion
layers in order to produce excess free volume available to the polymer crowders (Figure 6). This implies
that the net attractive LCD–LCD attraction is enhanced by macromolecular crowding, which lowers
the critical concentration of RNP LLPS and results in hardening of RNP condensates. Mathematically

speaking, as the concentration of PEG increases, the chemical-potential derivative,
(

∂μprotein
∂cprotein

)
T

, which

provides a thermodynamic basis of inter-protein attraction, decreases monotonically (see Equation
(4) in Note S1). This quantity defines the spinodal curve, which is the boundary between the stable

and unstable regions of the protein–crowder–buffer system (Figure S8). When
(

∂μprotein
∂cprotein

)
T,cpol

> 0,

the system is stable as a homogeneous solution, whereas it phase-separates into two coexisting liquids

if
(

∂μprotein
∂cprotein

)
T,cpol

< 0. Therefore, the net effect of the crowder may be physically interpreted as an

effective increase in FUS–FUS attraction, manifested by depletion interactions. One key prediction
of this model is that RNP partitioning in the dense phase should increase with increasing crowding
(Figure S8). An increase in partitioning theoretically means a longer tie line that causes the volume
fraction of the RNP in the dense phase to increase with a simultaneous decrease in the RNP volume
fraction in the dilute phase. This is directly related to the strength of the inter-protein interaction
parameter which increases the curvature of the free energy surface, pushing the coexisting states further
apart (Figure S8). This was indeed experimentally verified for FUSFL condensates using confocal
fluorescence image analysis, which indicated that the RNP partition increased by about fourfold in
response to an increase in the PEG8000 concentration from 0 to 150 mg/mL (Figure 5d). This observed
increase in partition coefficient suggests that FUSFL droplets become more dense with increasing
crowder concentration. Such an increase in partitioning may also influence the rate at which FUSFL

condensates mature into a solid phase, which has been previously shown to accelerate with increasing
FUSFL concentration [42].

Figure 6. Schematic representation of depletion attraction: Proposed model showing crowder-mediated
overlap of depletion layers as a driving force underlying RNP droplet formation and maturation into a
gel-like phase in a crowded medium.
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In summary, we demonstrated that depletion interaction, as induced by macromolecular
crowding, continuously tunes the physical properties of RNP condensates ranging from purely
viscous fluids to viscoelastic gel-like states. Alteration in the material properties of phase-separated
membraneless compartments inside cells has been previously observed both in normal physiology
and pathology [42,66,67]. Our results suggest that the hardening of RNP condensate is considerably
influenced by the entropic forces in the crowded cellular environment. Several recent reports focused
on identifying key RNP sequence features, post-translational protein modifications, and the role of
RNA/protein partner binding that contribute to the gelation of RNP droplets [11,46,47]. Based on the
data presented here, we postulate that generalized thermodynamic forces that can tune effective RNP
homotypic interactions are likely to influence the rate at which physiological condensates mature into
a viscoelastic gel.

4. Materials and Methods

4.1. Protein Samples

Codon optimized wild-type full-length FUS (FUSFL), prion-like domain of FUS (FUSPrD; AA:
1-173), and the RNA-binding domain of FUS without the zinc-finger domain (FUSRGG:211-526Δ422-453)
were gene synthesized by GenScript USA Inc. (Piscataway, NJ, USA) and cloned into (cloning site:
SspI-BamHI) pET His6 MBP N10 TEV LIC cloning vector (2C-T). The plasmid vector was a gift
from Scott Gradia (Addgene plasmid # 29706). TEV-cleaved proteins contained three exogeneous
amino acids (SNI) at its N-termini. E. coli cells (BL21(DE3)) were transformed with the plasmids
containing FUSFL and its variants in respective cases. Transformed cells were induced with IPTG
(0.5 mM final concentration) at OD = 0.6–0.8 and further grown for an additional 3–5 h at 30 ◦C.
Protein extraction was performed using a french press in lysis buffer (50 mM Tris-HCl, 10 mM
imidazole, 1 M KCl, pH 8.0) containing protease inhibitor cocktail (Roche). Cell debris were removed
by centrifugation. His-tag proteins were purified from the crude cell lysate using Ni-NTA agarose
matrix (Qiagen Inc, Valencia, CA, USA) by gravity-flow chromatography following the manufacturer’s
protocol with the following modifications: the wash buffer included 1.5 M KCl to disrupt nucleic acid
binding to the recombinant protein [68,69], which was eluted with elution buffer containing 250 mM
imidazole and 150 mM NaCl. The purity of the eluted protein samples was checked using A280/A260

measurements (to rule out presence of nucleic acids), and by polyacrylamide gel electrophoresis
(PAGE) and Coomassie blue staining. The eluates (individual or pooled) were dialyzed against 25 mM
Tris-HCl, pH 7.5 buffer containing 10% glycerol. The concentration of the protein samples were
determined by absorbance at 280 nm using the following extinction coefficients: 103,600 M−1.cm−1

for FUSPrD-MBP, 86,750 M−1·cm−1 for FUSRGG-MBP, and 138,000 M−1·cm−1 for FUSFL-MBP (https:
//web.expasy.org/protparam). The protein samples were flash frozen in small aliquotes and stored in
−80 ◦C.

4.2. Fluorescence Labeling

The S86C variant of FUSPrD and A313C variant of the FUSRGG were expressed and purified
using an identical protocol as described above for the WT protein, except one modification: all
buffers contained 2 mM DTT. The protein samples were fluorescently labeled with Alexa488 dye
(C5-maleimide derivative, Molecular Probes) using Cys-maleimide chemistry as described in our
earlier work [23]. The labeling efficiency for all samples were observed to be ≥ 90% (UV-Vis absorption
measurements), and no additional attempt was made to purifiy them further, given that only labeled
protein is observed in the fluorescence experiments.

4.3. Sample Preparation for Phase Separation Measurements

All of the protein samples were buffer exchanged into the phase separation buffer (25 mM
Tris-HCl, pH 7.5) containing 150 mM NaCl unless otherwise noted. Prior to performing phase
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separation measurements, the His6-MBP-N10 tag was removed by the action of TEV protease (1:25 ratio)
(GenScript USA Inc.) for 1 h at 30 ◦C. The completion of the cleavage reaction was judged by
polyacrylamide gel electrophoresis (PAGE) and Coomassie blue staining.

4.4. Phase Diagram Analysis

Phase diagrams were constructed by turbidity measurements at 350 nm using a NanoDrop oneC
UV-Vis spectrophotometer at room temperature (22 ± 1 ◦C). Desired amounts of PEG solutions were
added to the protein solutions from a 35% (w/v) stock in nuclease-free water with appropriate salt
concentrations. Each sample was incubated ~120 s prior to turbidity measurements using a 1 mm
optical path length. Simultaneously, visualization of protein droplets (or lack thereof) was performed
using a Primo-vert inverted iLED microscope (Zeiss), equipped with a Zeiss Axiocam 503 monochrome
camera. A global analysis of the turbidity and microscopy data was performed to construct phase
diagrams in respective cases based on a simple binary criterion that identifies if droplets were present
at a given protein/PEG concentration.

4.5. Confocal Fluorescence Microscopy

The fluorescence and DIC imaging were performed using a Zeiss LSM 710 laser scanning
confocal microscope, equipped with a 63× oil immersion objective (Plan-Apochromat 63×/1.4 oil
DIC M27) and a Zeiss Primovert inverted microscope. Samples were prepared and imaged using
tween-coated (20% v/v) Nunc Lab-Tek Chambered Coverglass (ThermoFisher Scientific Inc.) at room
temperature (22 ± 1 ◦C) unless otherwise noted, with ~ 1% labeled protein samples within the mixture
of unlabeled proteins. All the samples were allowed to equilibrate in the chambered coverglass for
~30–45 min before imaging. For Alexa488-labeled samples, the excitation and emission wavelengths
were 488 nm/503–549 nm; for Alexa594-labeled samples, the excitation and emission wavelengths
were 595 nm/602–632 nm. Fluorescence recovery after photobleaching (FRAP) experiments were
performed using the same confocal set up. The images and data were analyzed using Fiji software [70]
and the FRAP curves were plotted and analyzed using origin software (OriginPro 2018).

4.6. Fluorescence Recovery after Photobleaching

FRAP experiments were performed using Zeiss LSM 710 laser scanning confocal microscope as
described above. A circular region of interest (ROI) was bleached with 2–5 iterations of scanning using
100% laser power for a total time of 2–18 s. Fluorescence intensity changes with time were recorded for
three different ROIs (bleached droplet, reference droplet, and background) for approximately 300 s or
until the bleached ROI recovered and reached an equilibrium state. Data analyses were performed
using Fiji software and MATLAB.

The fluorescence intensities from bleached ROI were corrected for photofading by multiplying
with a correction factor obtained from reference ROI as follows:

Cf =
Ri

R(t)

Icorrected = Cf × Ibleached(t)

Ri: Initial intensity of reference droplet; R(t): Intensity of reference ROI at time t; Cf : Correction factor;
Ibleached(t): Intensity of bleached ROI at time t; Icorrected(t): Intensity of bleached ROI (corrected for
photofading) at time t.

The corrected itensities were shifted to set the immediate post-bleach point to zero.

Ishi f ted(t) = Icorrected−min. value of I(t)
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which were then normalized.

INormalized(t) =
Ishi f ted(t)

max. value of Ishi f ted(t)

This normalized intensity post-bleach was plotted vs. time and fitted with a single exponential
y = A(1 − exp(−t/τ) using MATLAB. Half time of recovery (τ1/2) was obtained from the fitting
parameter. To improve the goodness of the fit, two-exponential fit y = A(1 − exp(−t/τA) + B(1 −
exp(−t/τB) was also used [71]. Half time of recovery (τ1/2) was obtained graphically for the latter
(Figure S1c,d).

To account for diffusion during bleaching, instead of simply using user defined bleach radius (rn)
for diffusion coefficient calculations, an effective radius (re) from the immediate post bleach frame was
calculated by taking a profile across bleached ROI in Fiji. The normalized fluorescence intensities were
plotted with distance and fitted with an exponential of a Gaussian laser profile using MATLAB, as
previously described [72,73].

f (x) = exp(−Kexp

(
−2(x − b)2

re2

)
(1)

re obtained from the fitting is the effective radius which corresponds to half width at 86 % of bleach
depth K (Figure S1a,b).

The apparent diffusion coefficient [72] was calculated using the following equation:

D =
re

2 + rn
2

8τ1/2
(2)

The mobile fraction [72,73] was calculated using the following formula:

Mf =
I∞ − I0

Ii − I0
(3)

I∞: Fluorescence intensity after recovery; I0: Fluorescence intensity immediately after bleach; Ii:
Fluorescence intensity before the bleach.

4.7. Coalescence of Suspended Droplets by Dual-Trap Optical Tweezer

Controlled fusion assays were conducted to investigate changes in the material properties of
the FUSFL condensates as a function of crowder concentration. The samples were injected into a
25 mm × 75 mm × 0.1 mm single chamber custom-made flow cell. Samples at 10 μM protein
concentration were prepared with different PEG8000 concentrations and equlibrated for ~30 min
at room temperature. The trap-induced fusion was done using a dual-trap optical tweezer system
coupled with laser scanning confocal fluorescence microscope (LUMICKSTM C-trap). In a typical
fusion experiment, two droplets were trapped with a 1064 nm laser with minimum power to reduce
heating effect. The trapping of droplets was acheived due to a difference in the refractive index
between the condensate and the dilute phase. After trapping, one droplet is brought into contact with
the other droplet at a constant velocity of 40 nm/s. The trap remains traveling at that velocity until the
fusion is completed and the final droplet relaxes to a spherical shape. The force on the moving trap
was recorded at 78.4 kHz sampling frequency and analyzed using a fusion relaxation model [45]. The
following equation was used to fit the force-time curve:

F = ae(−t/τ) + bt + c (4)

where the parameter τ is the fusion relaxation time. We scaled the fusion time by the average of the
radii of the two droplets for every event. The linear term in the model is added to account for the
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constant trap velocity. First, we did a control experiment on a slow fusion sample and the relaxation
times were obtained both from force curves as well as from aspect ratio analysis using fluorescence
images [74]. The results were in good quantitative agreement (data not shown). For FUSFL samples,
at least 15 droplet fusion events were collected for each PEG concentration and the scaled relaxation
times were averaged. An example of a typical normalized force curve with the fitted model is shown
in Figure S2.

4.8. Partition Analysis

Phase separated samples containing appropriate amount of fluorescently tagged protein were
placed in a single-chambered custom-made flow cell (see Section 4.7). Droplets were imaged at the
surface using laser scanning confocal fluorescence microscope using 60× water-immersion objective
(LUMICKSTM, C-trap). Images were analyzed using Fiji software. To calculate the partition coefficient,
the mean intensity of the entire droplet was divided by mean background intensity for several droplets
per sample for statistical accuracy using Excel. Statistical analysis were carried out using MATLAB.

4.9. Thioflavin T Assay

To probe for amyloid-like structure formation within FUSFL condensates in presence of PEG8000
(150 mg/mL), we used a well-known amyloid reporter dye-Thioflavin T (ThT) [14]. 2–10 μM ThT probe
was premixed with the experimental buffer (25 mM Tris. HCl, pH 7.5, 150 mM NaCl) used for FUSFL

(10 μM) droplet formation in presence of the crowder. Simultaneous fluorescence imaging of FUS
droplets were performed by using Alex594 labeled FUSPrD. Fluorescence imaging was performed using
a Zeiss LSM 710 laser scanning confocal microscope. The excitation and emission wavelengths were 458
nm and 490 nm, respectively, with the exictation laser set at the same power as the Alexa594 channel.

Supplementary Materials: The following are available online at http://www.mdpi.com/2218-273X/9/2/71/s1.
Table S1: Amino acid sequences of various constructs. Figure S1: Determination of biomolecular diffusion by
fluorescence recovery after photobleaching (FRAP), Figure S2: Representative normalized force relaxation curve
during trap-induced coalescence of suspended FUSFL droplets, Figure S3: Aggregation of FUSFL condensates in
the optical trap in presence of 150 mg/mL PEG8000, Figure S4: FUSFL condensates are ThT negative, Figure S5:
FUSLCD condensation is reversible and exhibit upper critical solution temperature (UCST), Figure S6: Clustering
and morphological changes of FUSPrD droplets with increasing concentration of PEG8000, Figure S7: FRAP
analyses of FUS droplets in presence of various crowders, Figure S8: Representation of relative free-energy curves
as a function of increasing crowder concentration showing transition of a stable homogeneous solution of FUS
into a phase separated state, Note S1: A thermodynamic model describing the effect of a polymer crowder on
the LLPS of FUS, Movie S1: Controlled fusion of suspended FUSFL droplets by a dual-trap optical tweezer in
the presence of 0 mg/mL of PEG8000, Movie S2: Controlled fusion of suspended FUSFL droplets by a dual-trap
optical tweezer in the presence of 25 mg/mL of PEG8000, Movie S3: Controlled fusion of suspended FUSFL

droplets by a dual-trap optical tweezer in the presence of 150 mg/mL of PEG8000.
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Abstract: Folded proteins show a high degree of structural order and undergo (fairly constrained)
collective motions related to their functions. On the other hand, intrinsically disordered proteins (IDPs),
while lacking a well-defined three-dimensional structure, do exhibit some structural and dynamical
ordering, but are less constrained in their motions than folded proteins. The larger structural plasticity of
IDPs emphasizes the importance of entropically driven motions. Many IDPs undergo function-related
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disorder-to-order transitions driven by their interaction with specific binding partners. As experimental
techniques become more sensitive and become better integrated with computational simulations, we are
beginning to see how the modest structural ordering and large amplitude collective motions of IDPs
endow them with an ability to mediate multiple interactions with different partners in the cell. To illustrate
these points, here, we use Prostate-associated gene 4 (PAGE4), an IDP implicated in prostate cancer (PCa)
as an example. We first review our previous efforts using molecular dynamics simulations based on
atomistic AWSEM to study the conformational dynamics of PAGE4 and how its motions change in its
different physiologically relevant phosphorylated forms. Our simulations quantitatively reproduced
experimental observations and revealed how structural and dynamical ordering are encoded in the
sequence of PAGE4 and can be modulated by different extents of phosphorylation by the kinases HIPK1
and CLK2. This ordering is reflected in changing populations of certain secondary structural elements
as well as in the regularity of its collective motions. These ordered features are directly correlated with
the functional interactions of WT-PAGE4, HIPK1-PAGE4 and CLK2-PAGE4 with the AP-1 signaling axis.
These interactions give rise to repeated transitions between (high HIPK1-PAGE4, low CLK2-PAGE4)
and (low HIPK1-PAGE4, high CLK2-PAGE4) cell phenotypes, which possess differing sensitivities to
the standard PCa therapies, such as androgen deprivation therapy (ADT). We argue that, although the
structural plasticity of an IDP is important in promoting promiscuous interactions, the modulation of the
structural ordering is important for sculpting its interactions so as to rewire with agility biomolecular
interaction networks with significant functional consequences.

Keywords: PAGE4; intrinsically disordered proteins; conformational plasticity; order–disorder transition;
phosphorylation

1. Introduction

Strictly speaking, both canonically folded proteins and intrinsically disordered proteins (IDPs) lack
unique three-dimensional (3D) structures [1]. Folded proteins undergo structural fluctuations on timescales
ranging from femtoseconds to seconds, while IDPs exhibit dynamics on times ranging up to milliseconds.
Thermal motions explore low-lying states on the energy landscapes of proteins. These low-lying states
are simply more numerous and more structurally diverse in the case of IDPs. Despite their lack of
stable structures, IDPs are indispensable in regulating various cellular functions. The greater structural
plasticity of IDPs facilitates their interactions with multiple binding partners, leading to “one-to-many”
and “many-to-one” binding strategies [2]. This functional plasticity coming from their structural diversity
allows IDPs to function as hubs in protein–protein interaction networks, thereby regulating in a more
complex fashion cellular decision making [3,4].

Although some studies have shown that IDPs can remain structurally disordered even when they
interact with a cognate partner [5], this disorder is far from the complete randomness envisioned in
elementary polymer physics models as self-avoiding random walks in 3D space, without any structural
preferences [6]. In contrast to that elementary picture, many IDPs exhibit both local structural and
dynamical ordering. IDPs undergo transitions among a diversity of metastable states that may be
differentially stabilized by binding to interaction partners [7]. By being shrouded by a relatively high
degree of structural plasticity, this ordering is difficult to discern using standard biophysical techniques.
Furthermore, due to their intrinsically diverse conformational ensembles, IDPs are more susceptible to
perturbation when compared to folded proteins. They therefore undergo larger structural modulation
by the binding of ligands or by post-translational modifications (PTMs) [8,9], which can thereby perturb
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the balance between different functional states. The plasticity of IDPs is reflected by a set of activities
of proteins that are driven by entropy [10–12]. Furthermore, it has recently been recognized that some
IDPs can engage in polyvalent and highly dynamic interactions that drive large-scale liquid–liquid phase
transitions that may be crucial in the generation of membrane-less organelles [13–16].

The existence of plasticity in structural conformations of proteins has long been recognized. It is now
well-established that many proteins are polymorphic, changing from one folded state to another as a part
of their functional repertoire [17]. Conformational switching, as well as the associated allosteric transitions,
enables different functional behaviors that depend on environmental conditions. This conformational
plasticity is especially prominent in metamorphic proteins [18], where multiple conformations with widely
different structures exist for a single encoded sequence [19–21]. Therefore, IDPs do not stand entirely
apart from their folded brethren. However, clearly we must recognize that IDPs have a qualitatively lower
degree of structural order than folded proteins and they are more competent to perform their functions
through frequent disorder-to-order transitions [22–28].

Prostate-associated gene 4 (PAGE4) is an archetypal IDP implicated in human prostate cancer
(PCa) [29,30] (Figure 1). PAGE4 binds to and potentiates the oncoprotein c-Jun, which heterodimerizes
with members of the Fos family to form the Activator Protein-1 (AP-1) transcription factor complex [31,32].
AP-1 is a negative regulator of the androgen receptor (AR) [33]. In PCa cells, the interactions among PAGE4,
AP-1, Fos, and AR comprise a regulatory circuit module. Theoretical studies suggest that the nonlinear
dynamics of this circuit underlie phenotypic switching in PCa cells [34,35]. Bioinformatic algorithms
predict that the PAGE4 protein is expected to be highly disordered [36]. Figure 1 represents results of the
multiparametric analysis of human PAGE4 intrinsic disorder predisposition by four algorithms from the
PONDR family, PONDR® FIT, PONDR® VLXT, PONDR® VSL2, and PONDR® VL3 [37–41], as well as
the IUPred web server for prediction of short and long disordered regions [42]. Furthermore, the outputs
of all these predictors were averaged to generate the mean disorder profile, since averaging usually
increases the predictive performance compared to using any single predictor [43,44]. According to these
analyses, PAGE4, although highly disordered, is expected to possess several regions with somewhat
increased propensity to order (most notably residues 13–19 and 86–92, and to a lesser degree 49–61).
Nuclear magnetic resonance (NMR) experiments also indicate that PAGE4 has metastable secondary
structures (Figure 9 of [45]). Two kinases are found to modulate the structure of the PAGE4 ensemble
by phosphorylation, specifically, the Homeodomain-interacting Protein Kinase 1 (HIPK1) and the
CDC-Like Kinase 2 (CLK2) [34]. The phosphorylated PAGE4 ensembles have different conformational
preferences; the structures are relatively more compact for the wildtype form (WT-PAGE4) and for the
HIPK1-phosphorylated form (HIPK1-PAGE4) but are more expanded in the CLK2-phosphorylated form
(CLK2-PAGE4). PAGE4, although plastic compared to folded proteins, is clearly thus not structurally
random. In order for the phosphorylation-induced conformational shift of the PAGE4 ensemble to
modulate the binding affinity towards its transcriptional partner, the AP-1 complex, there must be some
significant degree of order in the structures and motions of PAGE4 to begin with.

The flexibility of IDPs complicates the detailed characterization of their residual structure and
their dynamics with currently available experimental methods. On the other hand, several biophysical
techniques such as small angle X-ray scattering (SAXS), single-molecule fluorescence resonance energy
transfer (smFRET), and nuclear magnetic resonance (NMR) are able to capture aspects of both the
instantaneous and the ensemble-averaged properties of IDPs [46–49]. Specifically, solution X-ray scattering
(SAXS) data enable us to determine the ensemble averaged radii of gyration (Rgs) of IDPs. The chemical
shifts from NMR experiments give more local information indicating the preferences of parts of IDPs for
different secondary structure elements. NMR paramagnetic relaxation enhancement (PRE) experiments can
provide important information about long-range contacts. Changes in the energy transfer efficiency in the
smFRET measurements encode the changes of distance between the donor and acceptor probes attached
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at different locations of the proteins, and can thus be utilized to measure the time-resolved dynamics of
different domains within IDPs. The information attained from these experiments about the ensembles of
structures of IDPs, and their changes upon post-translational modification, is however somewhat limited
and insufficient for correlating the ensemble characteristics with changes in function. One can observe
the effects on the ensemble arising from a structural change, but one cannot follow the conformational
transition itself in most cases. Therefore, to understand these functionally important structural changes,
it is useful to combine experimental measurements with structurally detailed computational simulations.

Figure 1. The sequence of prostate-associated gene 4 (PAGE4) and the evaluation of its intrinsic disorder
propensity. (A) The sequence of PAGE4. The sites phosphorylated by HIPK1 are highlighted in blue,
and those phosphorylated sites by CLK2 are highlighted in red. All phosphorylated sites were modeled
in the AAWSEM simulation [35]. The N-motif (residues 4–12), Central acidic region (residues 43–62),
transiently helical region (residues 65–73) and C-motif (residues 82–95) are also indicated by square
box. (B) The disorder propensity of PAGE4 was calculated by several per-residue disorder predictors,
such as PONDR® VLXT (black line), PONDR® VL3 (red line), PONDR® VSL2 (green line), IUPred_short
(yellow line), IUPred_long (blue line) and PONDR® FIT (pink line). The dark cyan dashed line shows the
mean disorder propensity calculated by averaging disorder profiles of individual predictors. Light pink
and cyan shadows around the PONDR® FIT and mean curve show the error distribution. In these analyses,
the predicted intrinsic disorder scores above 0.5 were considered to correspond to the disordered regions.
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Molecular dynamics (MD) simulations complement experimental studies and can capture detailed
structural dynamics of IDPs. Conventional all-atom simulations, in principle, enable the simulation of
IDPs in different environmental conditions [50], but the structural plasticity of IDPs requires that a more
substantial part of conformational space be covered by simulations than is needed for well-folded proteins.
Sampling IDP ensembles presents a demanding challenge for all-atom simulations. Coarse-grained
techniques overcome this problem by integrating out some non-backbone degrees of freedom, leading to
much higher computational efficiency [51–53]. Furthermore, coarse-grained models allow for flexibility in
incorporating the effects of post-translational modifications, such as phosphorylation [54,55].

When examining the structural ensembles for IDPs in simulation, one would like to be able to
reproduce experimental observables, sparse as they are. Even though these observables are by themselves
insufficient for full specification of the structural ensembles of IDPs, they are important benchmarks for
reconciling the results of computational modeling with observations. We must bear in mind, however,
that the existence of large conformational fluctuations makes it intrinsically difficult to predict certain
properties of IDPs [53]. Small changes in modeling parameters are amplified due to their high effective
susceptibility to perturbation, an effect that is less pronounced in the case of the less fluctuating class
of folded proteins. Moreover, the majority of the force fields used in protein MD simulations have been
tuned to minimize deviations from the folded crystal structure targets. Therefore, we might expect them
to over-stabilize intra-chain hydrophobic and hydrogen bonding interactions relative to the interactions
with the solvent to keep the molecule folded. These issues are reflected in the over-collapsed nature of the
ensemble for IDPs that have been obtained in all-atom MD simulations when compared to measurements
from SAXS experiments [56]. To correct this problem and to further control these fluctuations, we can
tune the modeling parameters [35,56] or add an external compensatory biasing potential based on the
experimental measurements to better represent the ensemble in the laboratory [53,57].

2. AAWSEM: A Coarse-Grained Modeling Framework to Simulate Intrinsically Disordered Proteins

The associative memory, water-mediated, structure and energy model (AWSEM) is a coarse-grained
model whose parameters have been optimized using the principle of minimal frustration as a machine
learning algorithm [58,59]. AWSEM has been successfully applied to the prediction of protein folding
and protein structures [60–66], mechanisms of protein aggregation [67,68], as well as protein–protein and
protein–DNA interactions [69–71]. AWSEM’s Hamiltonian contains energy terms describing bonded and
non-bonded interactions, and an associative memory term [60]:

Vtotal = Vbackbone + Vnon−backbone + VFM + Velec (1)

The non-bonded interactions of AWSEM, Vnon−backbone, were learned using the principle of minimal
frustration, which provides a quantitative framework for ensuring that the interactions between residue
pairs that are close in the native state are dominant in the process of protein folding [72,73]. The associative
memory term, VFM, motivated by neural network theory [74], modulates the local structures of protein
by using as biases input memories that are structures from the protein database or that have been found
using the clustered structures from explicitly simulated protein trajectories through atomistic AWSEM
(AAWSEM) [63,64]. Since the structures from the protein database are dominated by globular folded
proteins, we use atomistic simulations to generate associative memories for the simulations of IDPs using
the AAWSEM model.

The use of the coarse-grained AAWSEM, including the explicit treatment of electrostatic interactions,
allows us to investigate the dynamics of IDPs where the effect of charges is predominant. Thus, we used
AAWSEM to simulate the WT- and two phospho-forms of PAGE4. The phosphorylated residues are
explicitly patched with phosphoryl groups in all-atom simulations for the generation of associative
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memories, and as far as their long-range interactions are concerned are simulated as hyper-charged
(−2.0e) glutamic acid (Glu) residues in the subsequent coarse-grained simulations [54,55]. The electrostatic
interactions were simulated by using the Debye-Hückel potential [75] in Velec. Details of the simulation
setup can be found in [35].

Similar to the case of explicit-solvent force fields, AWSEM simulation with standard parameters
produce an over-collapsed structural ensemble of IDPs [53]. The AAWSEM can partially remedy this issue
by simulating segments of PAGE4 in an atomistic force field CHARMM36m, which is known to work well
for IDPs [56]. The clustered structures from the all-atom simulations were used as associative memories to
guide the local structure formation of PAGE4 in the coarse-grained AWSEM simulation. Nevertheless,
such a modified all-atom force field can still fail for larger proteins [76], probably due to the failure of the
current functional form of the force field to capture the short-range London dispersion interactions of
water molecules [77]. Therefore, to control the degree of collapse of the PAGE4 system, we shifted the γ

parameters, which define the residue type based non-bonded interactions, in the non-bonded Vnon−backbone
term of the AWSEM potential [35]. The modified parameters ensure that the average radius of gyration Rg

values for WT-PAGE4 from our simulations match those from the SAXS measurements [34]. The AAWSEM
model with these modified parameters then quantitatively predicts the average radii of gyration values for
the two phosphoforms of PAGE4. This parameter tuning approach shares some similarity with the one
in [77] where the dispersion forces of water molecules were tuned by effectively increasing the C6 term of
LJ potential. An alternative approach would be to directly add an explicit biasing potential controlling the
size of the simulated systems [53]. We stress that, even without explicitly controlling collapse in this way,
the model still reproduces qualitatively the major experimental findings, such as the observed expansion
of the size of the CLK2-PAGE4 ensemble upon hyper-phosphorylation [35].

3. AAWSEM-Based Simulations of PAGE4 Reveal Two Different Kinds of Order Underneath Its
Disordered Cloak

3.1. Simulation Reproduces the Expansion of PAGE4 Upon Hyper-Phosphorylation

The free energy profiles generated from the AAWSEM simulations show a shift in the degree of
collapse of PAGE4 upon phosphorylation (Figure 2A). HIPK1-PAGE4 (with an average Rg = 32.1 Å) has a
similar size compared to WT-PAGE4 (with an average Rg = 32.9 Å), while CLK2-PAGE4 (with an average
Rg = 41.8 Å) is greatly expanded in size after hyper-phosphorylation. These combined observations are
in line with the experimental SAXS data (WT-PAGE4: 36.2 Å, HIPK1-PAGE4: 34.7 Å and CLK2-PAGE4:
49.8 Å) [34]. In addition, the simulation quantitatively reproduces the smFRET results that the size
expansion of CLK2-PAGE4 arises from its expanded N-terminal portion [34] (Figure 2B). The ability to
recapitulate experimental results allows one to reliably query the structural details of the WT- and two
phospho-forms of PAGE4.

3.2. Simulations Reveal Structural Order in PAGE4

The simulations uncovered a hidden layer of order underlying the apparent disordered features
of PAGE4. Our simulations indicated a change in the preference for forming turn-like structures
(as determined using the Stride algorithm [78]) in the central acidic region of PAGE4 upon different
levels of phosphorylation (Figure 3A). This structural change is in line with the observations from the
NMR experiments (Figure 5 of [45]). Although the AAWSEM simulations agree with the bioinformatic
predictions that the overall structure of PAGE4 is disordered, they suggest that some regions of PAGE4
exhibit more structural ordering than do others. Such ordering features are reflected by the population
of secondary turn-like structures during simulations. The preference for forming the turn-like structure
changes with differing levels of phosphorylation, and the change of the preference of secondary-structure
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formation suggests an order-to-disorder transition prevalent in the conformational transition of both
globular proteins and IDPs [2,17]. Specifically, the increased presence of turn-like structures in the central
acidic region of PAGE4 (residues 43 to 62) is consistent with the NMR experiments, which showed a
decreased flexibility in the same region upon the phosphorylation of Thr-51 (Figure 9 of [45]). The change
in the element of stable turn-like structure also correlates with the change of stability of the binding
interface between PAGE4 and its transcriptional partner AP-1 complex. It has been hypothesized that
the “transiently helical region” (residues 65–73), a nine-residue region of PAGE4, comprises the binding
site towards the AP-1 complex. The simulations of CLK2-PAGE4 suggest a lesser extent of ordering
in this region, reflected by a reduced propensity for forming turns after being hyper-phosphorylated
(Figure 3A). Therefore, our simulations suggest that there is a hyper-phosphorylation-induced disorder
that is associated with the loss of binding affinity of PAGE4 towards its binding partner AP-1 complex.
Admittedly, the simulations suggest some changes of the turn-like preference in the N and C termini of
PAGE4 upon phosphorylation that were not observed in the NMR experiments. The difference between
the simulations and experiment may be attributed to statistical noise coming from poor sampling during
the all-atom simulations that are used as input to the AAWSEM simulations.

Figure 2. The simulations reproduce the size preference of PAGE4 ensembles at different phosphorylation
states. (A) The free energy profiles as a function of the radius of gyration (Rg) of the simulated ensemble of
PAGE4. The free energy F was calculated as F = −kBTlog(P) where P is the probability for the protein to
have a specific value of the Rg. The CLK2-PAGE4 exhibits a significant size expansion compared with the
HIPK1-PAGE4 and WT-PAGE4. (B) The probability distributions for the distances within the two residue
pairs that were previously measured in the smFRET experiments [34]. Residues 18 and 63 are located in the
N-terminal half while Residues 63 and 102 are in the C-terminal half of PAGE4. The data indicate a more
dramatic size expansion in the N-terminal half of CLK2-PAGE4 compared with that in the C-terminal half.
Reproduced from [35] with permission.

We also observed the formation of a stable N-terminal loop in WT-PAGE4 and HIPK1-PAGE4,
while it disappears in CLK2-PAGE4. The 3D structural ensemble, as well as the constructed average
contact map from our simulations (Figure 3B), both show a preference for the N-terminal motif (N-motif,
residues 4–12) to form a contact with the central acidic region (residues 43–62) of the WT-PAGE4 and
HIPK1-PAGE4 molecules, consistent with the NMR and smFRET experiments (Figure 7 of [45] and Figure 6
of [34]). This stable N-terminal loop formation explains the reduced overall size of PAGE4 in WT-PAGE4
and HIPK1-PAGE4. This loop formation accounts for another level of structural order underlying the
disordered dynamics of this IDP molecule.
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Figure 3. Orderly features behind the disordered PAGE4 ensembles. (A) The probability for each residue of
PAGE4 to adopt a turn-like structure upon different levels of phosphorylation. The central acidic region
and transient helical region are shaded in blue and orange, respectively. The secondary structure was
calculated using the Stride algorithm based on the simulated trajectories [78]. Phosphorylations stabilize
the turn-like structure in the central acidic region of PAGE4, while hyper-phosphorylation decreases the
degree of order in the transiently helical region. (B) (Left) Representative structural snapshots collected
from our simulations generated by AAWSEM. Randomly picked structures are aligned to minimize
the root-mean-square deviations (RMSDs) among their N-motifs [79]. (B) (Right) The average contact
maps generated from the simulated ensembles. Contacts are defined as two residues in close spatial
proximity to each other. The color bar shows the probability of contact formation . There are non-zero
probabilities of contacts formed between the N-motif and the central acidic region in WT-PAGE4 and
HIPK1-PAGE4 (indicated by arrows in plots), indicating a metastable structural loop formation in this
region. Hyper-phosphorylation eradicates this loop formation in the CLK2 form. Reproduced from [35]
with permission.

3.3. Collective Motions of PAGE4 Are Associated with Its Functions

In addition to the residual structural order described above, organized dynamics of PAGE4 is revealed
by principal component analysis (PCA) of the AAWSEM simulations. We performed PCA based on
the contact maps of the simulated ensembles [54,55]. This analysis allows one to classify the collective
motions and to understand how correlated movements of different domains of PAGE4 allow long-range
interactions to form. The analysis (Figure 4) shows that there are correlated motions at the N-terminal
half of WT-PAGE4, where the positively charged N-motif forms a loop with the central acidic region
of the protein (shown as blue blobs of the first two principal modes in the top panel of Figure 4B).
Interestingly, when WT-PAGE4 becomes phosphorylated by HIPK1, the molecule acquires a second type
of motion involving loop formation in the C-terminus (C-motif, residues 82 to 95). The C-terminal motion
is anti-correlated with the movement of the N-terminus (shown as additional red blobs of the first two
principal modes in the middle panel of Figure 4B). This anti-correlation suggests that the two termini take
turns forming a loop with the central acidic region of HIPK1-PAGE4. After PAGE4 is hyper-phosphorylated
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into CLK2-PAGE4, however, the overall magnitude of disorder increases accompanied by a loss of both
types of correlated motions, except for the correlated local motions among these residues that are close in
sequence, reflected by randomization of the long-range PC pattern (bottom panel of Figure 4B). The motions
associated with the formation of loops by the N- and C-termini of the WT- and HIPK1-PAGE4 may facilitate
the binding of PAGE4 to its cognate DNAs or the AP-1 protein complex. The structural plasticity of N- and
C-termini enlarges the scope of interactions for PAGE4 to find its binding partners, while looping motion
assists in the following binding processes. Such a mechanism is reminiscent of the “fly-casting” motion
frequently observed in the studies of IDPs, where the plasticity of the proteins allows them to enlarge their
scope of interactions and lowers the free energy barriers for IDPs for finding their binding partners [80,81].
After hyper-phosphorylation of PAGE4, however, a more randomized CLK2-PAGE4 loses its ability to
approach and bind to its transactivation partners, resulting in a the loss of function and the degradation of
PAGE4 in the end.

Figure 4. The collective motions revealed from the principal component analysis of PAGE4 simulations
are shown. (A) Representative cartoon summarizes the collective motions of different phospho-forms of
PAGE4. (Top) WT-PAGE4 has a collective motion of contacts formed between the N-terminal end and the
central acidic region, resulting in a regulated loop formation. (Middle) In addition to that, HIPK1-PAGE4
has another loop motion in the C-terminal end that is anti-correlated with that in the N-terminus. (Bottom)
Hyper-phosphorylation causes the loss of N-terminal loop motion in CLK2-PAGE4. (B) The top two
principal component modes generated by the contact-based principal component analysis. We plot the
coefficients of the first two principal components PC1 and PC2. Larger coefficients indicate a more
significant variation of contact formation in that specific principal mode. The relative sign (shown in
colors) of two coefficients corresponds to either correlated (same sign) or anti-correlated (opposite signs)
formation of contacts. Here, in HIPK1-PAGE4, the C-terminal loop formation has an anti-correlated
behavior compared with the N-terminal loop formation. When PAGE4 becomes hyper-phosphorylated,
CLK2-PAGE4 loses both N- and C-terminal motion in the first two principal modes. Reproduced from [35]
with permission.
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4. From Structure to Function: PAGE4 Conformational Switching May Underlie Therapy Resistance
in Prostate Cancer (PCa)

4.1. PAGE4 Conformational Switching Can Give Rise to Oscillations between an Androgen-Dependent Cell
Phenotype and An Androgen-Independent Cell Phenotype

The conformational switching of PAGE4 can have important consequences in regulating cellular
plasticity in the context of PCa. Double-phosphorylated PAGE4 (HIPK1-PAGE4) can potentiate c-Jun,
hence leading to suppression of the androgen receptor (AR) activity. Cells resistant to androgen-deprivation
therapy (ADT) typically have high levels of androgen receptor activity [34]. Therefore, high levels of
HIPK1-PAGE4 typically correspond to an androgen-dependent (AD) cell phenotype that is sensitive to
standard treatment for PCa such as ADT. Conversely, hyper-phosphorylated PAGE4 (CLK2-PAGE4) does
not modulate AR activity, and high CLK2-PAGE4 levels can lead to an androgen-independent (AI) cell
phenotype that is resistant to androgen deprivation [34].

A mechanism-based mathematical model helps to unravel the role of PAGE4 dynamics in regulating
cellular plasticity. The model considers: (1) the different structural conformations of PAGE4: wild-type
PAGE4 (WT-PAGE4), HIPK1-PAGE4, and CLK2-PAGE4; and (2) their modulation of AR activity. In the
model, the HIPK1 kinase catalyses the switch from WT-PAGE4 to HIPK1-PAGE4, while the CLK2 kinase
catalyses the conversion of HIPK1-PAGE4 into CLK2-PAGE4 (Figure 5A). Furthermore, HIPK1-PAGE4
indirectly inhibits AR activity via c-Jun as already discussed. AR activity, however, suppresses the
expression of the CLK2 kinase, hence giving rise to a negative feedback between HIPK1-PAGE4 and CLK2
(Figure 5A). This negative feedback can result in oscillations between an AD cell phenotype with (high
HIPK1-PAGE4, low CLK2-PAGE4) and an AI cell phenotype with (low HIPK1-PAGE4, high CLK2-PAGE4)
(Figure 5B, non-shaded region). These oscillations are largely robust to parameter variation; details of the
model setup can be found in [35]. The half-life of WT-PAGE4 is approximately 150 hours, which represents
the longer reaction timescale in the system [32]. This timescale is reflected in an oscillation period of
approximately one week (Figure 5B). Most androgen-deprivation therapies are applied on a similar
timescale of one to several weeks [82,83], therefore indicating the potential role of interactions between
treatments and the PAGE4 signaling axis. It should be noted that this prediction about repeated transitions
between different cell states needs to be experimentally validated. Further, some modifications in the
model topology introduced by additional players can alter the system dynamics so as to be multistable [84],
which can also enable cell-state transitions in the presence of biological noise [85].

4.2. Androgen Deprivation Restricts the Phenotypic Heterogeneity by Damping PAGE4 Oscillations

The framework has been extended to include a constant inhibitory signal on AR activity (Figure 5A)
in order to model the application of Androgen Deprivation Therapy (ADT), the standard care of treatment
for locally advanced and metastatic PCa [82]. One finds that ADT quenches the oscillatory dynamics and
can stabilize the AI, therapy-resistant cell phenotype (Figure 5B, orange-shaded part). To understand the
implications of ADT at a cell population level, PAGE4 oscillations in a cohort of 10,000 PCa cells were
simulated. In the cell population, oscillations are not synchronized: at any given time, some cells will be in
the AI phase of the PAGE4 oscillation cycle, while others will be in the AD phase of the PAGE4 oscillation
cycle. Therefore, the distribution of intracellular CLK2 (or any other variable in the model) in the population
is quite broad (Figure 5C, Day 0 case). Introducing ADT, however, restricts cell heterogeneity by forcing the
cells generally to have a very similar intracellular CLK2 level in approximately two weeks (Figure 5C, Day 7
and Day 14 cases). Thus, the model predicts that ADT can reduce the extent of non-genetic heterogeneity
of a PCa cell population. Importantly, this model does not explicitly consider cell death. It is reasonable
to hypothesize that, in the presence of ADT, some PCa cells would undergo therapy-induced apoptosis,
but that any surviving cells can exhibit resistance. Therefore, the model predicts that the surviving PCa
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cell population is likely to consist of a much more homogeneous cohort of androgen-independent (or
ADT-resistant) cells, due to synchronization of oscillations across the population.

Figure 5. PAGE4 conformational switching gives rise to cell phenotypic oscillations which are suppressed
by Androgen Deprivation treatments. (A) The PAGE4 phosphorylation circuit and its connection with
androgen receptor (AR) activity. Wild-type PAGE4 is double-phosphorylated at two residues by HIPK1
kinase, and HIPK1-PAGE4 is hyper-phosphorylated by the CLK2 kinase. CLK2 is downregulated by AR,
which in turn is inhibited by HIPK1-PAGE4 via the intermediates c-Jun. Androgen Deprivation treatment is
introduced as an inhibitory signal on AR activity. (B) Temporal dynamics of the cellular level of WT PAGE4,
HIPK1-PAGE4, CLK2-PAGE4 and CLK2. Without androgen-deprivation therapy (ADT), the oscillatory
behavior exhibits a period of approximately one week (left area without shading). ADT (orange-shaded
area) quenches oscillations within approximately two weeks. WT PAGE4, HIPK1-PAGE4, CLK2-PAGE4 and
CLK2 are represented in dimensionless units. (C) Distribution of CLK2 intracellular levels in a simulated
cohort of 10,000 prostate cancer (PCa) cells. In the absence of treatment, the distribution of CLK2 levels is
broad (“Day 0” case). One week of treatment considerably shrinks the distribution (“Day 7” case). After two
weeks of treatment, all cells have a similar level of CLK2 (“Day 14” case). (D) Temporal dynamics of
CLK2-PAGE4 in four initially unsynchronized cells under intermittent ADT. The orange shading represents
the periods of ADT. (E) Temporal dynamics of CLK2-PAGE4 in four initially unsynchronized cells under
the BAT. The pink and orange shadings represent the periods of AR overexpression and ADT, respectively.
Reproduced from [35] with permission.
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A number of promising treatments for PCa besides ADT have been proposed in recent years, including
intermittent ADT [82]. Intermittent ADT considers periodic ADT separated by “drug holiday” periods
when no treatment is applied. As already discussed, a timescale of a week of ADT is sufficient to suppress
oscillations in a cell population. These oscillations, however, emerge again during the holiday periods
when AR activity is not inhibited (Figure 5D). Intriguingly, the on-off treatment cycle synchronizes the
oscillations in cells that were initially unsynchronized (Figure 5D). This prediction, which still needs
detailed experimental validation, lends further support to the idea that treatments such as ADT can restrict
the phenotypic heterogeneity of a PCa cell population. Several independent investigations have considered
various durations of ADT and holiday periods in both xenograft models and the clinic [86]. Based on our
simulation results, a period of at least one week appears necessary since the switch of cell states is on a
similar timescale.

As another example of alternative therapy, Bipolar Androgen Treatment (BAT), alternates two weeks of
AR overexpression and two weeks of regular ADT [82]. Similar to the intermittent ADT, BAT is predicted to
synchronize PCa cells that are otherwise out of phase prior to treatment (Figure 5E). Interestingly, the period
of AR overexpression enforces an androgen-dependent phenotype (pink-shaded area in Figure 5E),
while the two weeks of ADT lead to the already observed AI phenotype (orange-shaded area in Figure 5E).
Therefore, the effectiveness of this treatment might lie in its ability to establish a treatment-sensitive
phenotype first, which afterwards makes PCa cells more vulnerable to ADT.

5. Discussion and Conclusions

Intrinsically disordered proteins (IDPs) play a number of key roles in mediating interactions among
the molecular components of the cell [2]. Their malleable structural properties enlarge their scope of
interactions and lower the thermodynamic barriers for finding and associating with their interacting
partners [80], which ranges from proteins to DNA. Intrinsically disordered proteins stand on the brink
of stability and thus have more flexibility in sampling relevant conformational space [18]. On the other
hand, an IDP is certainly not a completely disordered Gaussian polymer chain. Its underlying sequences
encodes a certain level of order manifested in its specificity for the purpose of its function and stabilization
upon binding to its interaction partners [7]. Even for a protein such as PAGE4, which has been identified
as a near-complete random coil by bioinformatic tools [36], there are underlying structural features that
confer on it the ability to respond differently to different levels of post-translational phosphorylation [35].
Therefore, under the cloak of its generally disordered nature, it is the residual order that bestows each IDP
with its characteristic functions in the cell.

The presence of order-to-disorder conformational transitions with functional implications is not a
unique trait of IDPs. Instead, we can gain insights from multiple examples well-studied in the realm of
globular proteins as well [87–91]. On a local scale, a “cracking” motion features an order–disorder–order
transition that is utilized by some proteins as a way to lower the barrier of conformational transition, or to
facilitate the allosteric transitions [87,88,92]. On a global scale, a complete structural rearrangement of
the system is sometimes needed to deliver the functional parts of a protein into its target location [91].
The plasticity of protein structures typically facilitates such transitions, but it is the ordering of the structure
that eventually enables the functions. By the same token, although the sensitivity of IDP structure to
perturbations indicates that modeling errors are amplified, the currently available force fields developed
for folded proteins may already be accurate enough to capture the essential properties of IDPs, especially
their thermodynamics, which is less sensitive. The fact that we can use a slightly modified version of the
AWSEM model, which was initially optimized for folding globular proteins [60], to accurately capture the
existing experimental data on PAGE4 [35], demonstrates that the key components built into this globular
protein-derived force field do not differ too much from the actual forces at work in IDPs. Future work,
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however, is required to unify the modeling of IDPs and globular proteins for the simulations of an extensive
network of protein complexes involving different types of proteins and other critical cellular components.

Another research area that needs further investigation is integrating structural insights into
mechanism-based systems biology models. Here, the findings from our systems biology based model
for PAGE4 and its interacting partners emphasize the role that conformational dynamics of proteins can
play in rewiring regulatory networks, which in turn has important consequences for phenotypic plasticity.
Such plasticity is thought to be related to transcriptional noise (i.e., stochastic gene expression [93–95]),
but our analysis suggests that “conformational noise” may also modulate cell-fate [96]. Particularly,
in the context of cancer progression, many oncogenes, tumor-suppressor genes, and regulators of
metastatic spread have been identified as IDPs [97–99]. Comparing the conformational ensembles of
cancer-specific mutant forms with those of their wild-type counterparts can yield important insights for
therapeutic strategies.
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Abstract: Protein interactions involving intrinsically disordered proteins (IDPs) greatly extend the range
of binding mechanisms available to proteins. In interactions employing coupled folding and binding,
IDPs undergo disorder-to-order transitions to form a complex with a well-defined structure. In many
other cases, IDPs retain structural plasticity in the final complexes, which have been defined as the fuzzy
complexes. While a large number of fuzzy complexes have been characterized with variety of fuzzy
patterns, many of the interactions are between an IDP and a structured protein. Thus, whether two
IDPs can interact directly to form a fuzzy complex without disorder-to-order transition remains an open
question. Recently, two studies of interactions between IDPs (4.1G-CTD/NuMA and H1/ProTα) have
found a definite answer to this question. Detailed characterizations combined with nuclear magnetic
resonance (NMR), single-molecule Förster resonance energy transfer (smFRET) and molecular dynamics
(MD) simulation demonstrate that direct interactions between these two pairs of IDPs do form fuzzy
complexes while retaining the conformational dynamics of the isolated proteins, which we name
as the extremely fuzzy complexes. Extreme fuzziness completes the full spectrum of protein-protein
interaction modes, suggesting that a more generalized model beyond existing binding mechanisms is
required. Previous models of protein interaction could be applicable to some aspects of the extremely
fuzzy interactions, but in more general sense, the distinction between native and nonnative contacts,
which was used to understand protein folding and binding, becomes obscure. Exploring the phenomenon
of extreme fuzziness may shed new light on molecular recognition and drug design.

Keywords: intrinsic disordered protein; extremely fuzzy complex; protein interaction; binding
mechanism

1. Introduction

A stable three-dimensional structure of a protein is the key to understanding protein function
in the conventional structure-function paradigm [1]. On the other hand, it has long been recognized
that proteins are ‘soft matter’ whose conformational fluctuation has functional significance [2].
Generally speaking, proteins are dynamic across a wide range of time scales and amplitudes,
from pico-second bond vibrations to second-minute folding process. For a well-structured protein,
the conformational dynamics extensively studied include fast motion of side chains, flexibility of local
segments (such as loops) or collective motions sampling the conformational space around the stable
(native) structure [3]. By incorporating conformational dynamics, the ‘structure-function’ paradigm
expands to a ‘structure-dynamics-function’ one [3–5]. Since two decades ago, this framework has been
challenged by the recognition of the considerable amount and intriguing characteristics of proteins
without well-folded structures, i.e., intrinsically disordered proteins (IDPs) [6–11].

Intrinsically disordered proteins do not have a unique stable structure, or a unique folding
funnel on the free energy landscape [12]. Intrinsically disordered proteins or intrinsically disordered
domains/regions (IDRs) are abundant in all organisms, especially in eukaryotic proteomes.
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In the human genome, around 40% of protein-coding genes contain disordered regions of >30 amino
acids in length [13–15]. Nevertheless, IDPs have been ‘dark matter’ in structural biology for a long time
because they are difficult to characterize with traditional tools of biophysics. Today, increasing evidence
has revealed that IDPs are implicated in various important biological functions, including signal
transduction, regulation, gene transcription and replication. Probably due to the structural disorder,
the predominant function of IDPs is protein-protein interaction although enzyme activity of IDP
was discovered recently [16].

Understanding protein-protein interaction involving IDPs is a central theme for experimental
and theoretical studies of IDPs [17]. Our knowledge about it has gone through several stages [18].
The early established prototype of IDP-mediated interaction is the so-called folding upon binding,
or coupled folding and binding, in which the IDP folds into well-defined structure upon complex
formation [19]. On the other hand, structural heterogeneity and flexibility have been found in many
protein complexes involving IDPs. In one scenario referred to as polymorphism, the disordered
protein/peptide folds into stable structure but forms alternative conformations in the final complex [20].
In other cases, however, part of the IDP retains structural flexibility, experiencing rapid conformational
exchange [21–23]. In yet another situation, several binding sites on the IDP compete to bind a single
site on the receptor, and the binding could be described as rapid switching among the interactions
of the receptor with alternative sites on the IDP [24]. To describe all these binding modes other
than the traditional interactions between structured proteins, Tompa and Fuxreiter proposed the notion
of fuzziness and fuzzy complex [25]. Initially, the term ‘fuzzy complex’ was used to refer to all kinds
of protein complexes involving structural heterogeneity and flexibility, which encompasses a broad
spectrum of protein interactions mediated by IDPs [25]. Fuzziness also occurs in intramolecular
interactions, functioning as a signal sensor [26]. Recently, Olsen et al., proposed that fuzziness
should have a more strict definition, and they define it as ‘two or more ligand binding sites on
the receptor being able to bind to two or more receptor binding sites on the ligand’ [27]. In other
words, multivalency plays a central role in fuzzy interactions [28]. According to this definition,
the binding interface remains highly dynamic in the complex, and the examples mentioned above do
not belong to fuzzy complexes. For example, two complexes can be categorized to such strictly defined
fuzzy complexes, which are complex between nucleoporins and nuclear transporter receptors [29,30],
and complex between clathrin heavy chain and assembly protein 180 kDa (AP180) [31–33]. It is
noticeable that almost all these IDP mediated protein interactions involve one well-structured protein.
Early studies of the dimerization of the intracellular region of the T cell receptor subunit ζ had
provided indications of fuzzy complex formation between IDPs [34,35], but it was questioned by later
experimental evidence [36]. Therefore, whether two IDPs can interact directly to form a fuzzy complex
while retaining structural plasticity remains an open question [37]. Recently, this question has been
answered by two studies [38,39] with detailed characterizations of the interactions between two pairs
of IDPs that form dynamic fuzzy complexes. In both cases, the structural disorder and conformational
dynamics of the two interacting IDPs are preserved in the complexes. To distinguish this type of fuzzy
complexes from those discovered before, we call them the extremely fuzzy complexes.

2. Interaction between 4.1G-CTD and NuMA

The first clearly characterized extremely fuzzy complex is 4.1G-CTD/NuMA [38]. Protein 4.1 is
a ubiquitously expressed adaptor protein, which serves as a hub organizing signaling complexes
involving many membrane proteins [40]. All members in protein 4.1 family (4.1R, 4.1G, 4.1N,
and 4.1B) have two common functional domains: a four.one–ezrin–radixin–moesin (FERM) domain
and a C-terminal domain (CTD) (Figure 1a) [40]. It was recently discovered that the interaction
of 4.1G/4.1R-CTD with the nuclear mitotic apparatus (NuMA) protein plays a key role in
NuMA localization during symmetric [41] and asymmetric [42] cell divisions. The C-terminal region
of NuMA that interacts with 4.1G is a 26-amino acid disordered fragment (Figure 1a), while NMR
shows that 4.1G-CTD is also intrinsically disordered (Figure 2a in [38]). Interestingly, the specific
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interaction between the two proteins does not induce structure formation in the complex. Titration of
NuMA induces resonance line broadening on the heteronuclear single quantum coherence (HSQC)
spectrum of 4.1G-CTD, but the chemical shift dispersion remained limited without obvious chemical shift
changes (Figure S5 in [38]). Single-molecule Förster resonance energy transfer (smFRET) measurements
also show that 4.1G-CTD exhibits similar stochastic conformational fluctuations in the free form and in
the complex (Figure 5 in [38]). Atomic molecular dynamics (MD) simulations provide great details
of the interaction between the two proteins. In contrast to the fuzzy binding between an IDP
and a structured protein, the interaction between 4.1G-CTD and NuMA encompasses many contact
spots on both 4.1G and NuMA without a fixed binding interface. Nevertheless, the binding sites could be
clearly identified according to the statistics of the contact frequency from the MD simulation trajectories
(Figure 3b in [38]). Several contact ‘hot spots’ on 4.1G-CTD and NuMA have been verified by point
mutagenesis experiments (Figure 3c in [38]). Therefore, the binding could be described as dynamic
and stochastic interactions between multiple sites on both proteins, conforming to the strict definition
of fuzziness [27]. Moreover, the binding modulates the structures of both 4.1G-CTD and NuMA.
Both smFRET measurement and MD simulation show that the conformational ensemble of 4.1G-CTD
was changed by NuMA binding. 4.1G-CTD is basically a molten globule and conformations with similar
topological fold have been identified in the free form 4.1G-CTD and complex ensembles (Figures 2d
and 3a in [38]). However, the interaction obviously induced local structural changes in both 4.1G-CTD
and NuMA, which was reflected in the changes of the secondary structural contents of both proteins
in MD simulations. 4.1G-CTD and NuMA experience mutual structural adaptations upon binding.
Unlike the case of coupled folding and binding, this adaptation does not lead to a unique and stable
structure of complex, but a new conformational ensemble of complex (Figure 3a in [38]).

Figure 1. (a) The domain organization of 4.1G and nuclear mitotic apparatus (NuMA).
(b) The contact maps between 4.1G-C-terminal domain (CTD) and NuMA in the top five clusters
of 4.1G-CTD/NuMA structure ensemble based on replica exchange molecular dynamics (REMD)
simulations in [38]. FERM: four.one–ezrin–radixin–moesin domain; FA: FERM adjacent domain; SAB:
spectrin–actin binding domain.

3. Interaction between ProTα and H1

Another clearly characterized extremely fuzzy complex is H1 chaperone/prothymosin-α
(H1/ProTα) [39]. Human linker histone H1 is positively charged and largely unstructured.
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H1 chaperone/prothymosin-α is a completely unstructured protein with high content of negative
charges. It has been shown that the two proteins will form a highly dynamic fuzzy complex
with extremely high binding affinity (Figure 2c in [39]), although a more recent study gave a much lower
binding affinity (Figure 1 in [43]). Nuclear magnetic resonance and circular dichroism (CD) experiments
demonstrate that the interaction does not induce any structure formation, neither locally nor globally
(Figure 1 in [39]). Single-molecule FRET combined with fluorescence correlation spectroscopy
measurements have shown that the long-range distance dynamics in isolated ProTα and H1 are
retained in the complex. Interestingly, the different time-scales of the dynamics (chain reconfiguration
measured by fluorescence correlation spectroscopy (FCS) in isolated proteins are similar in the complex,
indicating the coupling of the dynamics upon binding. Using restraints derived from the experiments
and a coarse-grained force field, a structural ensemble of the H1/ProTα complex was constructed
through simulation. The intra and intermolecular distance maps indicate that the interactions
between ProTα and H1 are broadly distributed along their sequences. In other words, the binding
interface is so large that there is barely any specific binding site on both proteins. This is different
from the case of 4.1G/NuMA, where frequent contact sites on both proteins could be identified
and verified by mutagenesis experiments [38]. Another feature of H1/ProTα complex that differs
from 4.1G/NuMA is that the structure ensemble does not show distinct conformational clusters.
This is typical for IDPs with highly disordered conformations that resemble statistical coils [13].
The charge/hydropathy (C/H) ratios [44] of ProTα and H1 indicate that the two proteins are
IDPs more coil-like (or intrinsic coils [6]) in the two dimensional charge/hydropathy space (Figure 2).
The C/H ratio of NuMA is very similar with that of H1, while the C/H ratio of 4.1G-CTD indicates
that 4.1G-CTD is more like an intrinsic premolten globule [6] (Figure 2). In line with this conclusion,
the structure ensemble of 4.1G-CTD/NuMA exhibits distinct conformational clusters and discrete
binding sites [38]. Due to the high content of charged residues, the electrostatic interactions play
a major part in the H1/ProTα complex formation. For 4.1G-CTD and NuMA, the calculated
binding energy components using the molecular mechanics Poisson-Boltzmann surface area method
(MM-PBSA) (Table 1) show that the energy of electrostatic interactions (ΔEele) and the electrostatic
contribution to the solvation free energy (ΔGpolar) are both large in magnitude. On the other hand,
the magnitudes of van der Waals interaction (ΔEvdW) and nonelectrostatic contributions to solvation
free energy (ΔGnonpolar) are relatively moderate. The summation of ΔEele and ΔGpolar is positive, i.e.,
unfavorable for binding, while the nonelectrostatic contributions are all negative. This rough estimation
suggests that the binding of 4.1G-CTD to NuMA is not mainly driven by electrostatic interactions
and nonpolar interactions have important contribute. This is consistent with the mutagenesis
experiments in [38], where mutations of both charged and hydrophobic residues impaired the binding.

Table 1. Binding energy components of 4.1G-CTD/NuMA obtained from the molecular mechanics
Poisson-Boltzmann surface area method (MM-PBSA) calculation using the g_mmpbsa [45] in GROMACS.

Binding Energy Components (kJ/mol)

ΔEvdW −206.2 ± 2.2
ΔEele −1496.4 ± 8.9

ΔGpolar 1653.3 ± 11.9
ΔGnonpolar −36.9 ± 0.2

ΔGbind −86.0 ± 4.7

So far, 4.1G-CTD/NuMA and H1/ProTα are the only two clearly characterized extremely fuzzy
complexes at high resolution, i.e., residue specific and/or atomic level information have been obtained.
However, new evidence of extremely fuzzy complexes between two or more IDPs is emerging.
For example, evidence for formation of extremely fuzzy complex between human α, β and γ synuclein
have been recently reported [46,47].
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Figure 2. Charge hydropathy ratio for proteins. The dotted line represents an empirically determined
charge/hydropathy relationship that distinguishes most ordered globular and intrinsically disordered
proteins. The ratio was calculated using the Predictor of Natural Disordered Regions (PONDR)
and the data of ordered proteins and disordered proteins were taken from PONDR website [48].

4. How Unique are Extremely Fuzzy Complexes?

The thermodynamics and kinetics of protein-protein association are far more complicated
than those of small molecules [49–51]. The possible sources of the complication include the relatively
weak interaction between proteins, the hydrophobic effect of water, the structural plasticity of
polypeptides and the interplays among these [52]. For IDPs, these features are more prominent
than structured proteins [37]. The understanding of IDP interactions is built up based on the studies of
structured proteins [53–55]. Although the underlying physical principles may not be fundamentally
different, the detailed mechanistic picture of IDP interaction is definitely more complicated [27,53].
So far, we do not have a clear picture of the recognition mechanism between two IDPs that form
an extremely fuzzy complex [27], which may represent the complicated situation in IDP-mediated
interactions. In the unbound state, both binding partners have broad conformational distributions.
On each IDP, there exist multiple binding sites that could interact with multiple sites on the opposite
IDP. At any given time, the two IDPs may interact through one site (monovalent), or through multiple
sites simultaneously (multivalent), and the sites on two IDPs may not pair with each other in a unique
way. Therefore, the number of the possible combinations of the two sets of binding sites can be quite
considerable, corresponding to many different binding interfaces and an ensemble of complexes.
This scenario has been pictured in the structure ensemble of 4.1G-CTD/NuMA complex derived
from all-atom MD simulations [38]. Both 4.1G-CTD and NuMA have different conformations in
various clusters of complexes, where variable binding modes and binding interfaces are adopted.
To show this, we calculated the individual contact maps of each representative structure of the top
five clusters in the ensemble of 4.1G-CTD/NuMA complex. As presented in Figure 1b, the binding
patterns are all different in these five structures, including multiple binding sites and not limited
to a single way. In coupled folding and binding model, there is a clear distinction between native
and nonnative interactions, which are defined respectively as the interactions included and not
included in the final folded complex structure. Deciphering their roles during protein recognition
is crucial for understanding the binding mechanism [37]. In the case of extremely fuzzy interaction,
however, the distinction between native and nonnative interactions could be obscure. The native
interactions can be defined as those highly populated in the structure ensemble of the extremely fuzzy
complex. However, compared with the coupled folding and binding cases, the identification of native
and nonnative interactions in extremely fuzzy complexes is technically demanding. Generally, it is
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difficult to obtain an accurate structure ensemble of the fuzzy complex. In the case of 4.1G-CTD/NuMA,
the residue pairs that show high contact probabilities (Figure 1b in this paper and Figure 3b in [38])
could be defined as native interactions, while those with negligible probabilities are nonnative.
However, when inter-residue contact probabilities distribute more evenly along the sequence of
the two proteins, the distinction between native and nonnative interactions is less obvious. For example,
in the complex of H1/ProTα, the two IDPs seem to have a greatly extended binding interface,
and the structure model derived from simulation demonstrates that almost all amino acids in
the two proteins are in close contact with their binding partners and the binding is promiscuous
at the same time (Figure 4b,c in [39]). In line with this picture, the association rate constant kon of
H1/Pro-Tα interaction is at the diffusion limit (3.1 ± 0.1 × 109 M−1 s−1), suggesting that the binding
process is basically barrierless. It is anticipated that for extremely fuzzy complexes similar to
H1/Pro-Tα, i.e., with extended conformations and very broad binding interface, the association
is basically diffusion limited.

Although the binding mechanism of extremely fuzzy complex lacks a simple picture,
some established explanations for other types of IDP-mediated interactions with different degrees
of fuzziness could be applicable in certain aspect. In coupled folding and binding model, it has been
proposed that structure element similar to those in complex are preformed in unbound IDPs [56]
and the binding process follows conformational selection mechanism. In extremely fuzzy interactions,
both free form proteins and complex have broad conformational distributions. Therefore, many structures
or structure elements in extremely fuzzy complex are already present in the unbound structure ensemble.
The binding process could be roughly described by population shift of the structure ensemble. As in
the case of 4.1G-CTD/NuMA complex, some secondary structures in isolated 4.1G-CTD are retained
in the complex, and the tertiary folds of free form 4.1G-CTD does not dramatically differ from those in
complex (Figures 2d and 3a in [38]). NuMA binding modulates the conformational ensemble of 4.1G-CTD
as observed in the smFRET measurement and MD simulation [38]. On the other hand, the two IDPs also
experience mutual modulation of their structures during the binding process. Therefore, an induced-fit
mechanism is always present in the IDP-IDP interaction.

From the perspective of energy landscape [4], the binding landscape and the landscape of the final
complex are all highly frustrated. Frustration is a well-defined concept in physics, and Frauenfelder et al.
introduced it to protein folding theory more than two decades ago [4]. For IDPs, it means there are
many local minima separated by low barriers on the energy landscape. Therefore, no single native
state dominates for IDPs. For structured proteins, folding is a process with significant minimization of
frustration. In the folding upon binding mechanism of IDPs, there is also a remarkable minimization of
frustration. In extremely fuzzy complexes such as 4.1G-CTD/NuMA and H1/ProTα, the free energy
landscape remains highly frustrated since the complex structure ensemble remains a broad conformational
distribution. In addition, the promiscuous binding modes manifested in the complex structure ensembles
of both 4.1G-CTD/NuMA and H1/ProTα imply that the binding landscape is also frustrated. Due to
these observations, we may speculate that the overall minimization of frustration upon complex formation
in extremely fuzzy interactions is limited. To examine the local effects of fuzzy interactions in terms
of frustration, we calculated the frustrations of pair interactions in three 4.1G-CTD/NuMA complex
structures (representative structures of the top three clusters derived from replica exchange molecular
dynamics (REMD) simulations in [38]) by using the “Frustratometer” web server (http://frustratometer.
qb.fcen.uba.ar/) [57] As shown in Figure 3, the highly frustrated interactions (red lines) in free form
structures of 4.1G-CTD are retained in the complexes, i.e., NuMA binding does not lead to obvious local
frustration reduction. This is consistent with the main feature of extremely fuzzy complex.

62



Biomolecules 2019, 9, 81

Figure 3. NuMA binding does not reduce the local frustrated interactions in 4.1G-CTD. Frustrations of
pair interactions in the top three clusters of 4.1G/NuMA complex are evaluated. The green lines
indicate minimally frustrated interactions, while the red lines indicate highly frustrated interactions.
Representations in the left column are free form 4.1G-CTD and the ones in the right column
are 4.1G/NuMA complex. NuMA peptide is colored orange and 4.1G is colored according to its
secondary structure.

As mentioned above, it is difficult to define native and nonnative contacts in the binding of two IDPs.
This situation is especially obvious in the case of H1/Pro-Tα. As for the 4.1G-CTD/NuMA complex,
it might be possible to identify these two contact types since specific binding sites have been
found. Thus, even for the two complexes representing the extremely fuzzy interactions, the detailed
binding mechanisms could be different. In general, the task of achieving a holistic understanding
of the mechanism for IDP-mediated interactions with various degrees of fuzziness will require
the identification and evaluation of relative contributions of native and nonnative contacts, which is
beyond conventional conformational selection and induced-fit models [37,58,59]. The extremely
fuzzy complexes, however, pose additional challenges to this task, suggesting that the categorization
of folded and not folded is no longer the essential concern [58], and the discrimination of native
and nonnative contacts should be re-evaluated. Such detailed mechanistic characterization of IDPs is
challenging for conventional structure biology techniques, and molecular simulation and theory
is valuable complement to experiment [60–63]. On the experimental side, combination of various
techniques complementary in time and space resolution is the optimal strategy. On the computational
and theoretical side, molecular simulations contribute crucially to the generation of conformational
ensembles [58,64]. The reliability of molecular simulation relies on further optimization of force field
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for disordered proteins and development of enhanced sampling methods [64]. Beyond the equilibrium
conformational ensemble, exploring binding mechanism of fuzzy complex using molecular simulation
requires unbiased time-evolution trajectories to obtain correct dynamic information, and many enhanced
sampling techniques are not applicable. Moreover, based on accumulating data from both experimental
and computational studies, development of analytical theory is expected to make testable prediction for
experimental investigations of the binding mechanism of fuzzy complexes [27].

The studies of fuzzy complexes in the past two decades have provided hints on our understanding
of the extreme fuzziness. The fuzzy complexes database (FuzDB) has collected dozens of fuzzy
complexes characterized in detail [65]. The association mechanisms of these fuzzy complexes have been
categorized into four classes: (1) conformational selection: the fuzzy regions affect the conformational
equilibrium ensemble and promote the formation of secondary structure elements that is compatible
for binding; (2) flexibility modulation: the fuzzy regions at the interface participate in the modulation
of the binding entropy; (3) tethering: the fuzzy region increases the local concentration of the binding
element in the proximity of the partner; (4) competitive binding: intramolecular interactions of
the fuzzy region compete with the intermolecular interactions of the binding element [65]. These four
categories, obviously, are not mutually exclusive, and many complexes could be categorized into more
than one type. Therefore, the concept of fuzziness is more likely a phenomenological description
of a wide spectrum of IDP complexes. In practice, the assembly mechanism of fuzzy complexes
should be analyzed case by case. Finally, it is worth noting that the functional implication is important
for understanding fuzziness in IDP assembly. The organizing principle of IDP fuzzy complexes
has been found to manifest its uniqueness through functional roles [18]. For example, the structural
heterogeneity and dynamic nature of fuzzy complexes may facilitate interactions with alternative
partners simultaneously or consecutively, and posttranslational modification regulated binding etc.
Intrinsically disordered proteins and fuzzy interactions are involved in important signaling pathways,
and they are also attractive targets for drug design [18,66]. Designing inhibitory small molecules for
IDP and dynamic binding requires new strategies, since the target is ensemble rather than a single
structure. Conversely, these small molecules could be chemical probes for our understanding of IDP
interaction mechanism [66].

5. Conclusions

The two extremely fuzzy complexes reported recently have given a definite answer to the question
of whether fuzzy complexes can be formed by two IDPs while retaining structural dynamics. This type
of fuzziness represents the dynamic extreme in the spectrum of IDP interactions, suggesting that a more
general model beyond all previously proposed mechanisms is required to understand protein
interactions. In the perspective of energy landscape, the whole pathway of specific protein binding
may occur without marked reduction of frustration, and therefore the reconsideration of ‘native’
and ‘nonnative’ contact is necessary. Both mechanistic understanding and functional importance of
the extremely fuzzy interactions are exciting aspects in IDP studies.
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Abstract: Cold-regulated (COR) 15A is an intrinsically disordered protein (IDP) from Arabidopsis
thaliana important for freezing tolerance. During freezing-induced cellular dehydration, COR15A
transitions from a disordered to mostly α-helical structure. We tested whether mutations that increase
the helicity of COR15A also increase its protective function. Conserved glycine residues were
identified and mutated to alanine. Nuclear magnetic resonance (NMR) spectroscopy was used to
identify residue-specific changes in helicity for wildtype (WT) COR15A and the mutants. Circular
dichroism (CD) spectroscopy was used to monitor the coil–helix transition in response to increasing
concentrations of trifluoroethanol (TFE) and ethylene glycol. The impact of the COR15A mutants
on the stability of model membranes during a freeze–thaw cycle was investigated by fluorescence
spectroscopy. The results of these experiments showed the mutants had a higher content of α-helical
structure and the increased α-helicity improved membrane stabilization during freezing. Comparison
of the TFE- and ethylene glycol-induced coil–helix transitions support our conclusion that increasing
the transient helicity of COR15A in aqueous solution increases its ability to stabilize membranes
during freezing. Altogether, our results suggest the conserved glycine residues are important for
maintaining the disordered structure of COR15A but are also compatible with the formation of
α-helical structure during freezing induced dehydration.

Keywords: COR15A; Late embryogenesis abundant; intrinsically disordered proteins; Trifluoroethanol;
Nuclear magnetic resonance

1. Introduction

Intrinsically disordered proteins (IDPs) are proteins that lack a defined three-dimensional structure
and exist in various ensembles [1,2]. Intrinsically disordered proteins are found in archaea and bacteria
but are most abundant in eukaryotes [3]. The amino acid sequences of IDPs are frequently enriched
with repeats of specific amino acid residues or short amino acid motifs, and they rarely form long-range
intramolecular interactions [4]. Intrinsically disordered proteins contain a high number of charged
and polar amino acid residues, and few hydrophobic residues, which prevents the formation of a
hydrophobic core [2,5]. Cold-regulated (COR) 15A is an intrinsically disordered protein from the
model plant Arabidopsis thaliana, that belongs to the group of late embryogenesis abundant (LEA)
proteins. Late embryogenesis abundant proteins accumulate during later stages of seed development
and are also found in vegetative tissues of plants [6–8]. Late embryogenesis abundant proteins
have been previously categorized based on amino acid sequence similarity [8,9]. We are focusing
on the archetypical LEA protein COR15A, which is one of the best characterized LEA proteins to
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date [7,10,11]. During dehydration, either directly administered by modulation of the relative humidity
or modelled by increasing solution osmolarity, the intrinsically disordered COR15A accumulates
α-helical structure [10,12]. Homology modelling suggests COR15A forms two α-helices connected by
a flexible linker in response to water deprivation, that are reversible upon rehydration [10].

Previous work established that overexpression of COR15A which localizes to the chloroplast stroma,
increases the tolerance of plant leaves to freezing temperatures and that silencing COR15A and its
close homolog COR15B leads to a decrease in freezing tolerance [13]. Late embryogenesis abundant
proteins hypothetically function by stabilizing enzymes and membranes [13,14]. In vitro enzyme
activity studies have shown that recombinant COR15A stabilizes isolated lactate dehydrogenase by
preventing aggregation but has no effect on enzymes that are not prone to aggregation [14–18]. However,
in vivo studies suggest that COR15A is not involved in the stabilization of chloroplast-localized
enzymes during freezing, but instead stabilizes the chloroplast and plasma membranes [11,14].
Such a membrane-stabilizing function after a freeze–thaw cycle was also reported in vitro, using
recombinant COR15A and large unilamellar vesicles (LUVs) modelling the lipid composition of
inner chloroplast membrane [14]. Hypothetically, COR15A stabilizes the chloroplast membrane by
preventing the lamellar-to-hexagonal phase II transitions as a result of freeze-induced dehydration
and by increasing membrane fluidity [14,19]. Interestingly, COR15A interacts with lipids in a partially
folded state [12,14,20]. Although COR15A has been studied extensively, there have been no nuclear
magnetic resonance experiments performed to examine the atomic level structure and dynamics of
COR15A. In this report, the structure and dynamics of COR15A wildtype (WT) and the two mutants
predicted to increase helicity were examined in the presence and absence of trifluoroethanol (TFE),
and the impact of these mutants on the stability of model membranes after a freeze–thaw cycle was
investigated by fluorescence spectroscopy. We further investigated the helix–coil transition of COR15A
WT and the mutants in increasing concentrations of TFE and the osmolyte ethylene glycol (EG). TFE is
an alcohol based co-solvent that induces/stabilizes helical structure in peptides [21]. If the amino acid
sequence of COR15A evolved to be disordered under hydrating conditions and becomes helical under
dehydrating conditions, there should be conserved residues that control this behavior. We demonstrate
that the α-helicity of COR15A can be increased as a result of specific amino acid substitutions, and this
increased α-helicity positively affected its membrane stabilizing function during freezing.

Sequence alignments of various COR15A homologs and AGADIR predictions were used to
determine amino acid residues that were likely to impact the α-helical folding state and capacity of
COR15A [22,23]. Heteronuclear single quantum coherence (1H-15N HSQC), HNCACB, HNCO and
CBCACONH NMR experiments were used to examine structural differences between COR15A WT
and the mutants in the absence and presence of TFE [1,24,25].

2. Materials and Methods

2.1. Sequence Selection and Alignment

A BLAST search was performed using the non-redundant protein sequences(nr) database with
mature COR15A excluding the N-terminal chloroplast localization signal. The alignments were
carried out with the Geneious software version 10.0.8 (Biomatters Ltd.) [26] using the Geneious aligner
algorithm set to use the Blosum62 matrix with gap open penalty of 12 and extension penalty of 3,
and 2 refinement iterations [26]. The accession numbers of the protein sequences are NP_181782,
AY587559.1, JF718274.1, EF532304.1, EF526218.1, EU285582.1, FJ594771.1. The sequence alignments of
various COR15A homologs were used to determine amino acid residues that were likely to impact the
α-helical folding state and capacity of COR15A.

2.2. Plasmids and Cell Lines

The codon optimized cor15a gene (Invitrogen, Thermofisher Scientific, Carlsbard, CA, USA) was
cloned either into a pProEX HTb plasmid or a pET-28a plasmid, which carry a TEV or thrombin
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cleavage sequence between 6xHIS tag and inserted gene, respectively. Both encode the WT protein
sequence. MAAKGDGNILDDLNEATKKASDFVTDKTKEALADGEKAKDYVVEKNSETADTLGKEAE
KAAAYVEEKGKEAANKAAEFAEGKAGEAKDATK. Site directed mutagenesis was performed on
the wildtype construct without the chloroplast localization signal to obtain the single mutant G68A
using the QuikChange Site-Directed Mutagenesis kit (Agilent, Savage, MD, USA). The gene encoding
the 4GtoA mutant was synthesized by Invitrogen, Thermofisher Scientific, then sub-cloned into a
pET-28a vector and transformed into BL21-DE3 cells from E. coli for protein expression. The correct
full-length peptide has 140 amino acids of which the signal peptide constitutes the N-terminal 49 amino
acids. Thus, the mature COR15A without signal peptide after cleavage of the 6xHIS-tag consists of
91 + 2 amino acids. The latter two are relics from the cleavage sequence between 6xHIS-tag and
COR15A sequence.

2.3. Protein Production and Purification

2.3.1. Protein Production and Purification for Nuclear Magnetic Resonance Experiments

Uniformly 15N-labeled and 15N- and 13C-labeled samples of COR15A WT and mutants (residues
1–91) were expressed in BL21-DE3 cells grown in M9 medium. They were incubated at 37 ◦C for about
3 h, then transferred to a 15 ◦C incubator for 15 min and induced at an OD600 of 0.6 with 1 mM isopropyl
β-D-1-thiogalactopyranoside (IPTG) and left to grow for 24 h, after which they were centrifuged at
11,280 g for 5 min at 4 ◦C and pellets were frozen at −80 ◦C. The pellets were resuspended in nickel
load buffer (50 mM NaH2PO4, 300 mM NaCl, 10 mM imidazole, 0.02% sodium azide, pH 8.0) and lysed
with a French press pressure cell using a minimum pressure of 20,000 psi. The lysate was centrifuged at
38,720 g for 1 h. The supernatant was loaded onto a column containing Nickel-NTA resin. The column
was washed with nickel load buffer then eluted with nickel elution buffer (50 mM NaH2PO4r, 300 mM
NaCl, 250 mM imidazole, 0.02% sodium azide, pH 8.0). Fractions containing the fusion protein were
confirmed using sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) and dialyzed
into gel filtration buffer (50 mM NaH2PO4, 300 mM NaCl, 1 mM EDTA, 0.02% NaN3, pH 7.0) using
dialysis tubing with a cutoff of 3.5 kDa. The histidine tag was cleaved using Thrombin CleanCleave
Kit (Sigma-Aldrich, St. Louis, MO, USA. The samples were then loaded onto a GE HiLoad 16/60
Superdex 75 column. The column was equilibrated, and the protein eluted with gel filtration buffer at
a flow rate of 1 ml/min. Protein purity was verified using SDS-PAGE analysis after the size exclusion.

2.3.2. Protein Production and Purification for Fluorescence Spectroscopy and Circular
Dichroism Experiments

The gene containing pProEX Htb vectors were expressed in E. coli BL21(DE3) growing in LB
medium for 8 h at 37 ◦C. After cell harvest, cells were resuspended in solubilization buffer (20 mM
NaH2PO4 pH 7.0, 500 mM NaCl), lysed by sonication (Bandelin, SONOPULS) or French press and
incubated at 100 ◦C in a water bath for 10 min. After centrifugation, the supernatant containing
heat soluble proteins was purified by affinity chromatography using a Ni2+-NTA Sepharose 6 Fast
Flow (GE Healthcare, Little Chalfont, UK). COR15A was eluted from the column with solubilization
buffer containing 250 mM imidazole. The N-terminal histidine tag was removed by a custom-made
TEV protease, due to a TEV-cleavage site within this vector, during overnight dialysis against 10 mM
Tris/HCl, pH 8.0; 150 mM NaCl; 1 mM DTT; 0.1 mM EDTA at 4 ◦C (MWCO 3.5 kDa, Spectrum labs, Los
Angeles, CA, USA). Purification was finalized by a second affinity chromatography and a subsequent
size exclusion chromatography using a Sepharose 75 26/60 column attached to an ÄKTA system
(GE Healthcare, Little Chalfont, UK). Protein solutions were dialyzed against 10 mM TES, 50 mM
NaCl and 0.1 mM EDTA, pH 7.4 at 4 C (MWCO 3.5 kDa, Spectrum labs, Los Angeles, CA, USA) or
10 mM NaH2PO4 and concentrated using an Amicon ultrafiltration cell (Merck Millipore, Darmstadt,
Germany) with an MWCO of 3.5 kDa. Protein purity was evaluated by SDS-PAGE and dynamic light
scattering. Protein identity was checked by Western Blot analysis using an anti-(His)6 epitope-tag
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antibody (Dianova GmbH, Hamburg, Germany) and was visualized by an alkaline phosphatase
reaction by a secondary antibody (Sigma-Aldrich, Taufenkirchen, Germany).

2.4. Nuclear Magnetic Resonance Spectroscopy

The concentration of the WT and mutant proteins used for the NMR experiments were 400–500 μM.
Protein concentration was measured using an ND1000 nanodrop. The extinction coefficient of COR15A
is 2980 M−1 cm−1, so we tend to use the 280 nm absorbance data from more concentrated samples to
estimate concentration. The lower detection limit of the Nanodrop U/V spectrophotometer used is
0.03 AU. For the NMR experiments, we usually work in the range of 100 μM and above, which gives
an absorbance value of about 0.15AU, which is well above the sensitivity limit of the detector. All the
protein samples used are diluted from concentrated protein stock solutions, and this method of
measuring concentration is used consistently in all three proteins. The reliability of the COR15A protein
concentrations calculated using UV absorbance was confirmed using BCA. The NMR experiments on
the samples were carried out at 25 ◦C on the Varian VNMRS 800 MHz spectrometer equipped with a
triple resonance pulse field Z-axis gradient cold probe. To make the amide 1H and 15N as well as 13Cα

and 13Cβ resonance assignments, sensitivity enhanced 1H-15N HSQC and three-dimensional HNCACB
and HNCO experiments were performed on the uniformly 15N-labeled and 15N- and 13C-labeled
samples of COR15AWT and mutants in 90% H2O, 10% D2O, 50 mM NaCl, NaH2PO4, 50 mM NaCl,
1 mM EDTA, 0.02% NaN3, pH 6.8 for the samples without TFE. The samples with TFE were in 70%
H2O, 20%TFE, 10% D2O, 50 mM NaCl, NaH2PO4, 50 mM NaCl, 1 mM EDTA, 0.02% NaN3, pH 6.8.
For the HNCACB and HNCO experiment, data were acquired in 1H, 13C, and 15N dimensions using
9689.9228 (t3) X 14075.1787 (t2) X 1944.3904 (t1) Hz sweep widths, and 1024 (t3) X 128 (t2) X 32 (t1),
respectively. For the HSQC experiments, the sweep width 9689.9228 (t2) X 1944.3524 (t1), and the
increments were 1024 (t2) and 128 (t1). The NMR spectra were undertaken with a NMRFx Processor
and analyzed using NMRViewJ (One Moon Scientific, Inc., Westfield, NJ, USA).

The data from the 2D and 3D NMR experiments were analyzed using the neighbor-corrected
intrinsically disordered protein (NCIDP) random coil values and the Vendruscolo δ2D software [24,25].
The random coil values were included in the calculation of the alpha carbon secondary chemical shifts,
while the δ2D software was used for the calculation of the % helix values [24,25].

2.5. Circular Dichroism Spectroscopy

Circular dichroism (CD) measurements were performed in a Jasco J-815 spectrometer (Jasco, Japan)
equipped with a thermostatted, Peltier-controlled cell holder. Four spectra were recorded and averaged
using quartz cuvettes with a path length of 1 mm (Hellma, Germany) at protein concentrations of
0.10 g/L in 10 mM NaH2PO4 pH 7.4 in the absence of co-solvent and with increasing concentrations of
ethylene glycol (EG) or trifluoroethanol (TFE). All spectra were corrected for buffer contributions and
converted to mean residue ellipticities [θMRW] using mean residue weights of 104.1 g/mol, 104.3 g/mol
and 104.8 g/mol for COR15A WT, G68A and 4GtoA, respectively. Instrument calibration was done
with 1S-(+)-10-camphorsulphonic acid. The ratio of α-helix was estimated using θMRW at 222 nm [27].

2.6. Carboxy Fluorescein (CF) Leakage Assay

All lipids were purchased from Avanti Polar Lipids (Alabaster, AL, USA) and dissolved
in chloroform prior to mixing in the respective ratio to model the lipid composition of
inner chloroplast membranes (40% monogalactosyldiacylglycerol; 30% digalactosyldiacylglycerol;
15% sulfoquinovosyldiacylglycerol; 15% egg phosphatidylglycerol) referred to as ICMM [14]. A total of
10 mg lipids was dried in a glass tube under a stream of N2 at 60 ◦C and subsequently under vacuum
overnight to remove the solvent completely. Dry lipids were rehydrated in 100 mM carboxy fluorescein
(CF); 10 mM TES, 50 mM NaCl and 0.1 mM EDTA, pH 7.4 as described previously [28,29]. The mixture
was vortexed for 5 s and resuspended multiple times over an interval of 15 min to resolve all the lipids,
followed by extrusion through two layers of polycarbonate membranes with 100 nm pore size in a
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handheld extruder (Avanti Polar Lipids, Alabaster, AL, USA) for the formation of large unilamellar
vesicles (LUVs). Liposomes were loaded onto a S75 13/300 size exclusion column connected to the
Fast protein liquid chromatography (FPLC) ÄKTA system (GE Healthcare, Freiburg, Germany) to
remove free CF. Fractions containing liposomes were detected at 280 nm using the absorption of CF in
the ultraviolet (UV) region. The hydrodynamic radius of the liposomes was measured by dynamic
light scattering at a scattering angle of 90◦ with a custom-built apparatus, equipped with a 0.5 W
diode-pumped continuous-wave laser (Cobolt Samba 532 nm, Cobolt AB, Solna, Sweden), a high
quantum yield avalanche photo diode and an ALV 7002/USB 25 correlator (ALV-GmbH, Langen,
Germany) at 23 ◦C. Hydrodynamic radii of liposomes were calculated from fits of the accumulated
autocorrelation functions using the CONTIN algorithm implemented in a custom-made MatLab script
(The Math-Works, Natick, MA, USA) [30].

Carboxy Fluorescein containing ICMM LUVs were mixed in equal volumes of respective protein
solutions in final molar protein to lipid ratios ranging from 1:50 to 1:200 in polymerase chain reaction
(PCR) tubes. Prior to this, protein concentrations were determined by ultraviolet/visible (UV/VIS)
spectroscopy using the sequence-specific extinction coefficient at 280 nm of 2560 M−1 cm−1 valid for
all three proteins [31]. Samples were rapidly frozen in an ethylene glycol bath precooled to −20 ◦C
for 2 h [32]. The frozen samples were thawed at 23 ◦C and transferred to 96 well fluorescent plates.
CF leakage was determined with a VIROSKAN FLASH plate reader (Thermo Scientific, Waltham,
MA, USA) using an excitation wavelength of 492 nm and an emission wavelength of 517 nm before
and after disrupting the liposomes with Triton X-100 (Merck, Darmstadt, Germany). CF leakage from
the liposomes was calculated as described previously and normalized to control ICMM LUVs which
had not been subjected to a freeze–thaw cycle set as 0% leakage [33]. All proteins were tested for a
significance level of p < 0.001 compared to ICMM LUVs without protein (w/o) or to COR15A WT,
respectively in a one-way analysis of variance (ANOVA).

3. Results and Discussion

3.1. Sequence Alignments of COR15A

To identify COR15A homologs, a BLAST search using the non-redundant sequence database
was performed [34]. Seven COR15A homologs were identified. The sequence alignments were then
performed using Geneious and the sequence similarity of the homologs is shown in the multiple
protein sequence alignment (Figure 1). One feature that stood out in the alignment was the presence
of several highly conserved glycine residues. We thought the conserved glycines were interesting
because they are not frequently found in α-helices [35].

 
Figure 1. Sequence alignment of cold-regulated (COR) 15A homologs in various plant species.
To examine the structure of the Arabidopsis thaliana COR15A sequence, alignments were performed
using sequences of various species of plants that express this protein. The black letters indicate 100%
sequence similarity, the blue letters indicate 80–99%, the green letters indicate 60–79%, and the red
letters indicate less than 60% similarity. The residues highlighted in yellow are the glycine residues
that are conserved in the examined homologs.

The Arabidopsis thaliana COR15A protein sequence has 7 glycine residues distributed at the N- and
C- termini. Using sequence alignments, the four glycine residues that are conserved in the COR15A

73



Biomolecules 2019, 9, 84

sequence across all seven plant species were identified (Figure 1). Glycine residues as structure breakers
are known to be predominant in disordered proteins, thus presenting a first indication that the glycine
residues are important in regulating the disordered character of COR15A [3,4]. To assess the potential
effect of mutating each glycine residue on the structure of COR15A in Arabidopsis thaliana, % helicity
predictions were performed using AGADIR [22,23].

3.2. Structural Characterization of COR15A

Using AGADIR, each of the seven glycine residues in the Arabidopsis thaliana COR15A WT
sequence was substituted with an alanine residue to test how this affected the % helix prediction in
the wildtype protein (data not shown) [22,23]. The glycine residues were substituted one at a time,
then multiple glycine exchanges were also tested. Based on the sequence alignments and AGADIR
predictions, we designed alanine substitutions at position 68 (G68A) and positions 54, 68, 81, and 84
(4GtoA), because they gave the highest predicted increase in helical content compared to WT (Figure 2).
Even though glycines at positions 54 and 84 were not very conserved we mutated them because of the
predicted increase in helicity. We analyzed a number of other sequences using AGADIR. The % helicity
predictions for five of the six of the COR15A homologs were lower than Arabidopsis thaliana. We also
looked at sequences that were expected to increase the number of salt bridges which are thought to be
important for stabilizing the dehydrated structure of COR15A [10]. None of the salt bridge mutants
increased % helicity prediction.

Figure 2. AGADIR % helix and IUPred disorder predictions for individual residues in COR15A
wildtype (WT) and mutants. The AGADIR predictions are represented by the black bars, while the
IUPred predictions are represented by the red line. (A) COR15A WT, (B) single mutant G68A,
(C) quadruple mutant 4GtoA. The primary vertical axis represents disorder tendency as predicted by
IUPred, while the secondary vertical axis shows the % helix as predicted by AGADIR. The horizontal
axis represents the residue number/position.

AGADIR predicted the presence of two α-helical segments in all three protein sequences, with one
segment located in the N-terminal half and the other in the C-terminal half, connected by a linker
region (Figure 2A–C). The predicted helicity for the segment closer to the N-terminus is about the same
in all three proteins with an average α-helicity of 24% from residues 1–22 (Figure 2A–C). The predicted
average α-helicity in the C-terminal segment, residues 53–79, increases from 4% in WT to 11% in the
single mutant and 14% in the quadruple mutant. In the IUPred disorder prediction, values above 0.5
predict disorder [36,37]. In Figure 2A–C, the pattern of disorder predicted for the WT and mutant
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proteins is similar, but there is a reduction in predicted disorder going from the WT (Figure 2A) via
G68A (Figure 2B) to 4GtoA (Figure 2C) in the C-terminal half of the sequence. The % α-helix prediction
for COR15A WT is in line with the well-known disordered character of the protein in the hydrated
state. In Figure 2A–C, it can also be observed that the IUPred disorder prediction for COR15A does
not stray far from 0.5, which is an indication that COR15A is on the verge of disorder over the full
length of the sequence. Based on our analysis of the AGADIR and IUPred predictions, NMR-labelled
recombinant COR15A WT and mutant proteins were expressed and purified [38].

We performed 1H-15N (HSQC) heteronuclear single quantum coherence NMR experiments for
COR15A WT and the two mutants in the absence of TFE (Figure 3). The spectra for all three 1H-15N
HSQC experiments were overlaid using NMRViewJ in order to compare the chemical shift distribution
of each residue in the proton and nitrogen dimensions. The distribution of chemical shifts in the
nitrogen dimension is dependent on the specific amino acid. In these spectra, it does not indicate
any significant structural changes, but we observe disappearance of resonances in the specific regions
where glycines are detected (~108 ppm), and the appearance of resonances in the region of the spectra
where alanines are detected (~123 ppm) [3].

Figure 3. 1H-15N heteronuclear single quantum coherence nuclear magnetic resonance (HSQC NMR)
spectra for COR15A WT and mutants in the absence of trifluoroethanol (TFE). The blue peaks depict
the WT protein, the red peaks indicate the single mutant G68A and the quadruple 4GtoA mutant is
represented by the black peaks. The peaks are labelled with the residue-specific assignments for the
WT protein.

We previously reported that COR15A folds into predominantly a α-helical structure in response
to dehydration and desiccation, and α-helical structure can be induced by either full desiccation or the
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addition of 20% TFE [10,12,39]. We also performed 1H-15N HSQC experiments using osmolytes like
ethylene glycol and the cosolvent TFE. Analysis of the HSQC spectra of COR15A in 10 M ethylene
glycol showed resonance broadening and associated intensity loss (data not shown) due to the effect
of increasing viscosity on rotational tumbling of COR15A. In contrast, resonance line shapes and
intensities for COR15A in the presence of up to 20% TFE were in a good range for NMR.

The 1H-15N HSQC spectra of COR15A WT and mutants were overlaid using NMRViewJ,
to compare the residue-specific chemical shift dispersion in 20% TFE (Figure 4) as was previously
done in the absence of TFE (Figure 3). The distribution pattern of the chemical shifts in the 15N and
1H dimension indicates structural changes in the backbone structure of the protein, which was not
observed in the absence of TFE. This is most apparent in the G68A mutation in the single and the
quadruple mutant, which display the largest peak shifts (Figure 4).

Figure 4. 1H-15N HSQC NMR spectra for COR15A WT and mutants in the presence of 20% TFE.
The blue peaks depict the WT protein, the red peaks indicate the single mutant G68A and the quadruple
4GtoA mutant is represented by the black peaks. The peaks are labelled with the residue-specific
assignments for the WT protein and the two circled unlabeled peaks at the bottom left represent the
G68A residue in the single and quadruple mutant.

To further characterize the structural changes that may be occurring in the WT and mutant
proteins, backbone resonance assignments were made using data from 1H-15N HSQC, HNCACB,
HNCO and CBCACONH experiments. Using the resonance assignments, the alpha carbon secondary
chemical shifts and residue specific % helicity values were calculated and plotted (Figures 5 and 6).
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Figure 5. Residue-specific alpha carbon secondary chemical shift and % helix plot for COR15A WT
and mutants in 0% TFE. Alpha carbon secondary chemical shifts (black bars) and % helix values
(red line) measured using NMR experiments for COR15A WT and mutants in the absence of TFE are
shown. The NMR experiments used include 1H-15N HSQC, HNCACB and HNCO. The alpha carbon
secondary chemical shifts are on the primary vertical axis and the measured % helix values are on the
secondary vertical axis, while the residue number/position for every 10 residues is on the horizontal
axis. (A): COR15A WT, (B): single mutant G68A, which has the glycine at residue 68 mutated to an
alanine, (C): quadruple mutant 4GtoA, with glycine residues at positions 54, 68, 81 and 84 mutated to
alanine residues.

Figure 5 shows the alpha carbon secondary chemical shifts and the % helix values calculated
from all the backbone NMR chemical shifts using δ2D, in 0% TFE, for COR15A WT and the G68A and
4GtoA mutants [24]. % helix, as labeled on the y-axis of Figures 5 and 6 is equal to the δ2D values
multiplied by 100. The plots (Figure 5) indicate that the first 10 residues from the N- and C- termini of
all three proteins have very little α-helical structure. The average α-helical content of the N-terminal
α-helix (residues 10–31) is 4.6% in all three proteins, which is about a quarter of the % α-helix value
predicted by AGADIR. The C- terminal α-helix, ranging from residues 50–84, increases from 4.6%
in WT to 7.9% in G68A to 16.4% in 4GtoA. The two mutants show increased α-helicity, which is
restricted to the C-terminal segment (Figure 5A–C). The overall α-helical content in 0% TFE of the WT
protein (3.7%) is similar to that calculated using the Chen algorithm (3.5%), but less than that obtained
from CDpro (5.5%), using data from previously performed circular dichroism experiments [10,27,40].
Furthermore, the overall average α-helical content of the three proteins as calculated using NMR
data are less than the values predicted using AGADIR. The values calculated from the NMR data
for WT is 3.7%, the single mutant is 5% and the quadruple mutant is 8.3%, while those calculated
from the AGADIR predictions are 4.4% WT, 6.8% G68A and 8% 4GtoA. The α-carbon secondary
chemical shifts for the three proteins at the N-terminus are about the same, and it is approximately
0.33 ppm, but at the C-terminus, it increases from 0.3 ppm in WT to 0.5 ppm in G68A to 0.8 ppm
in 4GtoA. The increase in the α-carbon secondary chemical shifts in the N-terminal segments of
the three proteins indicates an increase in α-helical content from WT to the single and quadruple
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mutants. The analysis of the secondary chemical shift values for COR15A WT and mutants was also
performed for the 20% TFE samples to compare the changes in the α-helical content of the proteins
in the hydrated state (Figure 5A–C) and the dehydrated state which is mimicked by the addition of
20% TFE (Figure 6A–C) [21,25].

Figure 6. Residue-specific alpha carbon secondary chemical shift and % helix plot for COR15A WT and
mutants in the presence of 20% TFE. Alpha carbon secondary chemical shifts (black bars) and % helix
values (red line) measured using δ2D data for COR15A WT and mutants in the presence of 20% TFE.
The alpha carbon secondary chemical shifts are on the primary vertical axis and the measured % helix
values are on the secondary vertical axis, while the residue number/position for every 10 residues is on
the horizontal axis. (A): COR15A WT, (B): single glycine mutant G68A, (C): quadruple mutant 4GtoA,
with glycine residues at positions 54, 68, 81 and 84 mutated to alanine residues.

In 20% TFE, both α-helical segments in the N- and C-terminal half of COR15A WT and mutants
are altered. There is a significant increase in α-helical content compared to the samples without TFE
(Figure 5A–C). The middle region is proposed to maintain its disordered nature even in the presence
of TFE, thus acting as an unstructured linker and the α-helical population of the residues present is
similarly low in all three proteins (Figure 6A–C). The N-terminal α-helical population increases from
67.6% in WT (Figure 6A) to 77.6% in the single mutant (Figure 6B). However, in the quadruple mutant
4GtoA, the α-helical content of the N-terminal segment is decreased to 48.1% (Figure 6C). This decrease
in the α-helical population in the N- terminal segment (residues 10–31) is also apparent in the α-carbon
secondary chemical shifts, where the average WT value is 1.97 ppm, G68A is 2.19 ppm and 4GtoA is
1.63 ppm, even though there are no mutations in the N-terminal segment. The C-terminal α-helical
segment from residues 50–84 has a higher average of α-helical content compared to the N-terminal
segment in all three proteins, and the 4GtoA mutant also has the lowest values in the N-terminal
segment. Additionally, the C-terminal α-helix is extended towards the C-terminus exclusively in the
4GtoA mutant, which harbors all 4 glycine to alanine mutations in the C-terminal segment (Figure 6C),
compared to the single mutant with one mutation in the C-terminal segment and the WT (Figure 6A,B).
The C-terminal α-helix, which includes residues 50–84, increases from 65.2% in WT to 72.3% in the
single mutant to 82.8% in the quadruple mutant. The overall α-helical content of the WT protein in
20% TFE from the NMR experiments (~47.5%) is similar to that calculated using the Chen algorithm
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(49.7%), but less than that obtained from CDpro (56.4%), using data from previously performed circular
dichroism experiments [10,27,40]. The α-carbon secondary chemical shifts at the C-terminus, increases
from 1.66 ppm in WT to 1.95 ppm in G68A to 2.19 ppm in 4GtoA. The increase in the α-carbon
secondary chemical shifts in the C-terminal segments of the three proteins indicates an increase in
α-helical content from WT to the single and quadruple mutants.

Since we could not collect high-quality NMR spectra of COR15A in ethylene glycol, we used CD
to confirm the levels of helicity induced by TFE were consistent with those induced by ethylene glycol,
which is important since we argue that the TFE-induced structure may be similar to what is observed
during freezing induced dehydration.

Far-UV CD spectroscopy was used to investigate secondary structure transitions of COR15A WT
and mutants in response to increasing concentrations of the co-solvents TFE and ethylene glycol (EG)
(Figure 7). Both mutants are more α-helical in buffer and in high concentrations of TFE, in agreement
with the NMR data. The osmolyte EG presents a useful model system for the severely reduced water
availability in a cellular environment during freezing, which COR15A encounters under physiological
conditions. The concentration range of EG used in our analysis corresponds to osmolarities plant cells
encounter in physiological freezing temperatures down to about −30 ◦C [41]. Interestingly, all three
proteins show comparable CD spectra in 30% TFE and 12 M EG, indicating that a similar coil–helix
transition of COR15A and the mutants can be induced by both co-solvents and thus underlining the
relevance of the NMR data acquired in TFE. The coil–helix transitions seem to be mostly complete at
30% TFE for COR15A WT and G68A. We were not able to record CD spectra of 4GtoA in sufficiently
high TFE concentrations to reach a stable post-transition stage due to protein aggregation, so we
cannot state a similar finding for 4GtoA. It is obvious from the CD spectra and the derived α-helicity
that the latter must be slightly overrated, which is most likely due to an underestimation of protein
concentration. This is a general problem for IDPs due to the underrepresentation of aromatic amino
acids [42]. Thus, the α-helix ratios cannot be directly compared to those derived from NMR analyses.
However, as all three proteins present an identical molar extinction coefficient at 280 nm, a direct
comparison of the ellipticities and the derived α-helicity among the proteins is valid. Both mutants
are noticeably more α-helical than the WT in the absence of co-solvent and throughout the complete
co-solvent induced transition. As the transitions in most cases lack well-defined pre- and post-transition
baselines, the co-solvent concentration in the transition midpoints cannot be determined exactly but
only estimated to be similar for all three proteins. Differences between the mutants are obvious. G68A is
more α-helical than 4GtoA over the whole range of TFE concentrations and at EG concentrations above
10 M, thus corroborating and strengthening the NMR data in 20% TFE. Interestingly, the α-helicity
of 4GtoA and G68A are similar in the absence of co-solvent. However, upon increasing TFE and EG
concentrations, G68A becomes considerably more α-helical than 4GtoA, evidencing a higher overall
folding propensity. In contrast, the overall folding propensity of 4GtoA is similar to the WT.

Taken together, the structure of COR15A in 20% TFE closely resembles that obtained from
homology modelling in a vacuum, both describing a mainly α-helical molecule, made of two α-helical
regions connected by a flexible linker [10]. Interestingly, there are distinct differences between the
mutants in 20% TFE, when looking at changes in the α-helicity of the N-terminal segment. In the
single G68A mutant, the overall α-helicity of the N-terminal segment is increased. In contrast,
the mutation of four C-terminal glycine residues reduces the α-helical content of the N-terminal
segment. These findings point towards the apparent presence of long-range interactions between
the two α-helices, indicating a mutual stabilization. This is apparently increased by the single GtoA
mutation and decreased by the mutation of the four glycine residues. Considering the amphipathic
nature of the modeled α-helices, such a mutual stabilization is likely achieved by hydrophobic
interaction [10]. In such a scenario, the mutated glycine residues may be crucial for a proper orientation
of the hydrophobic α-helical segments towards each other, which would be compromised by the
GtoA mutations.
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Figure 7. Far-ultraviolet (UV) circular dichroism (CD) spectra in buffer, 20 (v/v) % TFE and 12 M
Ethylene Glycol for COR15A WT, G68A and 4GtoA (A). The mutants have more α-helical spectra
than the WT in buffer alone, and in the presence of high concentrations of both co-solvents. Coil-helix
transitions of COR15A WT and both mutants in TFE (B) and EG (C), specified by θMRW at 222 nm (left
panels) and derived α-helix ratios (right panels).

3.3. Functional Characterization of COR15A

Previous research has indicated that the interaction of COR15A with galactolipids of inner
chloroplast membranes may be the mechanism by which COR15A increases Arabidopsis freezing
tolerance [19]. To test the effectiveness of the COR15A mutants compared to the WT protein in
stabilizing these membranes during a freeze-thaw cycle, leakage of the fluorescent dye carboxy
fluorescein from LUVs mimicking the lipid composition of these membranes was measured in the
presence and absence of recombinant proteins in different protein: lipid molar ratios.

Liposomes without any protein added were strongly compromised after freezing and subsequent
thawing (Figure 8), with dye leakage of about 90%, which is directly proportional to LUV
damage. Similar to previously reported results, COR15A WT significantly stabilized the LUVs in a
concentration-dependent manner during a freeze–thaw cycle, with dye leakage between 30–50% [16].
The degree of liposome damage in the presence of the two mutants is less than in the presence of
the WT protein. The quadruple mutant 4GtoA showed a small but still significantly better LUV
stabilization than COR15A WT (p < 0.001) in protein:lipid molar ratios above 1:50. G68A stabilized
the LUVs significantly better (p < 0.001) than COR15A WT in all tested protein:lipid ratios. This is an
interesting finding when combined with the higher overall α-helicity of G68A compared to 4GtoA in
high co-solvent concentrations, assuming that COR15A associates with and consequently stabilizes
membranes in a folded state as induced by the investigated co-solvents. This finding supports the
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hypothesis that actually COR15A functionality is directly related to α-helicity. Previous reports
suggested that COR15A might form oligomeric structures in the fully hydrated state, as shown by
crosslinking experiments [16]. If it actually does so under conditions of reduced water availability,
as experienced during freezing, has not been investigated. Thus, we cannot rule out the possibility
that COR15A oligomer formation might be impacted in the mutants, thus influencing functionality.
In contrast to COR15A WT, the protective effect of the mutants was independent of the lipid:protein
ratio, indicating that a lower amount of mutant protein is sufficient to tap their stabilization potential.
The reference protein RNase A had a minor, nevertheless significant protective effect on liposome
stability, whereas Bovine serum albumin, as a known membrane stabilizer, significantly better
protected the LUVs from dye leakage in a concentration dependent manner, compared to COR15A WT.
These data corroborate the previous finding of COR15A associating with membranes exclusively in a
folded state [12,43]. The folding state seemingly does not only influence membrane association but
consequently also membrane stabilization. So, what is the apparent advantage of COR15A in being
intrinsically disordered? The coil-helix transition of COR15A is strictly modulated by the osmolarity
of the cellular environment, which increases with decreasing freezing temperature [41]. The major
finding we report here is that increased α-helicity of COR15A directly translates into increased
functionality. This presents crucial progress in understanding the structure–function relationship of
COR15A specifically and should be investigated regarding other LEA proteins in the future with
respect to the long-term perspective of manufacturing plants with improved desiccation, dehydration
or freezing tolerance.

 
Figure 8. α-helical mutants reduce carboxy fluorescein (CF) leakage from vesicles. Carboxy flourescein
leakage of inner chloroplast membranes (ICMM) large unilamellar vesicles (LUVs) after freezing and
subsequent thawing was performed using the fluorescence signal detected by λex = 492nm and λem

= 517nm. The protein:lipid molar ratios used were 1:50, 1:80, 1:130, 1:200, and these are shown in
different shades. All proteins showed a significance level p < 0.001 compared to ICMM LUVs without
protein (w/o). Error bars refer to the standard derivation of triplicates from up to three experiments.

4. Conclusions

This study examines the importance of conserved glycine residues on maintaining the
disordered structure of COR15A using sequence alignments. The role of increasing helicity on the
membrane-stabilizing function of COR15A. The sequence alignments in Figure 1 show that glycine
residues at positions 7, 35, 68, and 81 in the COR15A sequence are conserved across several plant

81



Biomolecules 2019, 9, 84

species. In addition, the glycine residue at position 84 is mostly conserved and that at position 54 is
not. AGADIR predicted that the glycine residue at position 68 had a stronger impact on COR15A
disorder than the remaining glycine residues. It also predicted that the glycine residues at positions
54, 68, 81 and 84 in the C-terminal segment of the protein had a stronger impact on the preservation
of COR15A disorder compared to the glycine residues in the N-terminal segment. Based on these
indications, we made a single glycine to alanine mutation at position 68 and a quadruple mutant at
residues 54, 68, 81 and 84. The mutant proteins and COR15A were subject to a detailed structural and
functional analysis.

In previous work by Thalhammer and colleagues, a homology model was published for the
dehydrated state of COR15A. In this model, COR15A forms a structure with N- and C-terminal helices
separated by a long loop [10]. The length and flexibility of the long loop may control interactions
between the N- and C-terminal helix. In 0% TFE (Figure 5A–C), the N-terminal helix (residues 10–31)
has an average helicity of 4.6% and is not affected by C-terminal mutations. However, the helicity
of the C-terminal helix (residues 50–84) increases from WT (4.6%) to G68A (7.9%) to 4GtoA (16.4%).
The 20% TFE samples, show a different trend. The helical content of the N-terminal helix increases
from WT (67.6%) to G68A (77.6%), but in 4GtoA (48.1%), the helical content decreases. However, in the
C-terminal helix, there is an increase in helical content from WT (65.2%) to G68A (72.3%) to 4GtoA
(81.6%). Based on this analysis, we think it is possible that the observed decrease in the helical content
of 4GtoA in 20% TFE, may be due to a decrease in the interaction of the two helical segments in 20%
TFE due to the G54A mutation.

The NMR and CD studies performed on the WT and mutant proteins showed that in the absence
of TFE, COR15A WT had lower α-helicity compared to both mutants. As expected, in the presence
of the α-helix-inducing agent TFE, α-helicity was increased in all proteins. While both mutants had
higher α-helicity than the WT, the single mutant had higher α-helicity than the quadruple mutant in
the N-terminal α-helix. Functionally, higher α-helicity resulted in increased liposome stabilization
in response to freezing (Figure 8). This effect was greater for the G68A mutant, which showed the
highest overall α-helical content in high TFE and EG concentrations. This finding is consistent with
our current understanding of membrane association of COR15A via α-helical segments [10,11,14].
The functionality of COR15A is modulated by the folding state of the protein and more helical variants
appear to provide greater protection to the membrane. The impact of this observation is significant,
considering the possibility of increasing plant responses to dehydrative stress simply by shifting the
coil–helix equilibrium towards the more folded conformation.
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Abstract: The disordered p53 transactivation domain (p53TAD) contains specific levels of transient
helical secondary structure that are necessary for its binding to the negative regulators, mouse double
minute 2 (Mdm2) and MdmX. The interactions of p53 with Mdm2 and MdmX are also modulated by
posttranslational modifications (PTMs) of p53TAD including phosphorylation at S15, T18 and S20
that inhibits p53-Mdm2 binding. It is unclear whether the levels of transient secondary structure
in p53TAD are changed by phosphorylation or other PTMs. We used phosphomimetic mutants
to determine if adding a negative charge at positions 15 and 18 has any effect on the transient
secondary structure of p53TAD and protein-protein binding. Using a combination of biophysical
and structural methods, we investigated the effects of single and multisite phosphomimetics on
the transient secondary structure of p53TAD and its interaction with Mdm2, MdmX, and the KIX
domain. The phosphomimetics reduced Mdm2 and MdmX binding affinity by 3–5-fold, but resulted
in minimal changes in transient secondary structure, suggesting that the destabilizing effect of
phosphorylation on the p53TAD-Mdm2 interaction is primarily electrostatic. Phosphomimetics had
no effect on the p53-KIX interaction, suggesting that increased binding of phosphorylated p53 to KIX
may be influenced by decreased competition with its negative regulators.

Keywords: tumor protein p53; mouse double minute 2; mouse double minute 4; Kinase-inducible
domain interacting domain; phosphorylation; phosphomimetics; nuclear magnetic resonance;
intrinsically disordered proteins; transient secondary structure

1. Introduction

Loss of function mutations in the p53 pathway frequently arise during cancer development [1–3].
Approximately half of all human tumors express p53 mutants with reduced DNA-binding affinity
which reduces or eliminates transactivation [3,4]. The tumor suppressor protein p53 is a well-known
intrinsically disordered protein (IDP) whose disorder is a major component of its functionality [5,6].
An IDP is a protein that lacks a fixed or ordered structure. IDPs are structurally very different from
ordered proteins and tend to have distinct properties in terms of function, sequence, interactions,
evolution and regulation [7–9]. Many IDPs like p53 form transient secondary structures and undergo
coupled folding and binding when they are bound to their targets [10–12]. Intrinsically disordered
proteins cover a range of different states from fully unstructured to partially structured [8,13,14].
Modulation of the degree of transient secondary structure affects p53’s interactions with its binding
partners [15]. Posttranslational modifications (PTMs) also regulate the activity of IDPs [16,17].
In normal cells, p53 is present at low concentrations due to its interaction with the E3 ubiquitin
ligase Mdm2; however, under stress conditions, p53 is phosphorylated, leading to its dissociation from
Mdm2, migration to the nucleus, and the transcriptional activation of its target genes [18]. Cells with

Biomolecules 2019, 9, 83; doi:10.3390/biom9030083 www.mdpi.com/journal/biomolecules87
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mutant or deleted p53 are unable to respond to stress appropriately, and this leads to mutations and
the development of cancer [19].

Mouse double minute 2 (Mdm2), also known as E3 ubiquitin-protein ligase Mdm2 proto-oncogene,
and its homolog Mmd4, also known as MdmX, are negative regulators of p53 [20–22]. Mdm2 is
overexpressed in several human tumor types, such as soft tissue sarcomas as well as breast tumors [23].
p53 levels are suppressed by the Mdm2/MdmX heterodimer which promotes the polyubiquitination of
p53 leading to its degradation [24,25]. Mouse double minute 2 and p53 are involved in an auto-regulatory
feed-back loop where p53 stimulates the expression of Mdm2; Mdm2, in turn, inhibits p53 activity
because it stimulates its degradation [26,27]. Even though MdmX lacks ubiquitin E3 ligase activity it
is able to directly bind to and inhibit p53 activity independently of Mdm2 [24,28,29]. Cellular stress
such as DNA damage activates kinases that phosphorylate p53 at residues S15, T18 and S20, which
stabilize and activate p53 by inhibiting Mdm2 binding [30–32]. In vitro, p53 phosphorylation affects its
interaction with Mdm2, where phosphorylation of S15 and S20 residues individually result in a 2 and
1.5-fold reduction, respectively [33]. Phosphorylation of T18 leads to a 19–22-fold reduction in binding
affinity of p53TAD to Mdm2, and one study has described an equivalent effect of phosphorylated T18
on Mdm2 and MdmX binding to p53 [10,33,34]. Dually phosphorylated p53 at S15/T18 results in a
binding reduction equivalent to that of T18 alone, suggesting that T18 phosphorylation is the driver
of reduced binding affinity of p53 to Mdm2, though the T18 site of p53 cannot be phosphorylated
until the S15 site is phosphorylated first [30,33,35–38]. The phosphorylation of T18creates additional
charge-charge repulsion, creating an energetically unfavorable environment for p53 and Mdm2 binding,
however, the contribution of phosphorylated p53’s structural changes to Mdm2 binding has not been
assessed [30,35–38].

Phosphorylation of p53TAD upon cellular stress leads to increased transcription of its target genes
and increased association with its coactivator, CREB binding protein (CBP)/p300 [39]. The CBP protein
is a transcriptional coactivator and histone acetyltransferase that facilitates transcription initiation of
p53 target genes and stabilizes p53 by acetylating its lysines that would otherwise be ubiquitinated
by Mdm2 [40,41]. It contains four domains capable of binding p53TAD, and it has been proposed
that all four domains may bind tetrameric p53 in the nucleus to facilitate transcription initiation [42].
Whereas Mdm2 and MdmX interact with p53’s TAD1 region, which spans approximately residues
1–40, the KIX, TAZ1, TAZ2, and IBiD domains of CBP interacts with both TAD1 and TAD2 of p53,
approximately residues 41–60 [10]. Thus, CBP competes with Mdm2 and MdmX for binding to p53,
though it has also been shown that CBP and Mdm2 may form a ternary complex with p53 in vitro [10].
Phosphorylation of the TAD1 region of p53 increases binding affinity with the KIX, TAZ1, and TAZ2
domains of CBP, though possibly by different mechanisms [33,43]. In this study we focus on the
kinase-inducible domain interacting domain (KIX), for which the bound state of p53 has not been
determined. Phosphorylation of S15 or T18 is reported to result in a 1.7–4-fold increase in binding
affinity with KIX, but an increase of 3–11-fold for the same residues when binding to TAZ2. S15/T18
phosphorylation, however, has been reported to result in 16 and 8-fold changes in binding affinity for
KIX and TAZ2, respectively [43]. Likewise, where binding of p53 to the KIX domain is controlled by a
combination of conformational selection and electrostatic attraction, for example, TAZ2 interaction
with the phosphorylated T18 is likely driven by electrostatic attraction [44–46].

During phosphorylation the phosphate group contains a double negative charge that affects
protein conformation mainly due to the electrostatic effects that occur between the phosphate and
surrounding charged atoms of the protein [47,48]. These conformational changes can be local
and/or long-range, affect protein-protein interactions, and increase or decrease levels of disorder [48].
Posttranslational modifications-mediated folding of the IDP 4E-BP2 allows it to regulate translation
initiation [17]. Multisite phosphorylation stabilizes 4E-BP2 and decreases affinity to its binding partner
elF4E by a factor of 4000 compared to single-site phosphorylation which only decreases affinity
by 100-fold [17]. Phosphorylation of T51 conforms PAGE4 into a more compact structure that still
maintains a flexible state for long range interactions. Phosphorylation of PAGE4 also increases c-Jun
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transactivation but decreases the affinity of PAGE4 to c-Jun, which is believed to occur due to the
compact structure of PAGE4 [49]. This attenuation of binding due to phosphorylation is common
between many IDPs, which are known to form transient secondary structures and undergo coupled
folding and binding when they are bound to their targets [9–11]. The first transactivation domain of
p53 forms a short helix when bound to Mdm2 and MdmX anchored via the hydrophobic residues F19,
W23, L26, and TAD2 forms a short helix when bound to the TAZ2 domain of CBP anchored around
the hydrophobic residues I50, W53 and F54 [43,50]. Electrostatic interactions control the stability
of the helix [51]. Such helices will have a macroscopic helical dipole with a partial positive charge
at the N-terminus and a partial negative charge at the C-terminus, which could stabilize the helix
dipole [52,53].

To study the effects of phosphorylation on protein structure and function phosphomimetic
mutations have been used extensively. Phosphomimetic mutations are amino acid substitutions
(Ser/Thr to Asp or Glu and Tyr to Glu) that mimic the effect of a phosphorylated residue [54–56].
There are no natural amino acid side chains that provide the combination of negative charge with a
tetrahedral center. However, there are numerous studies showing partial phenotypes when aspartic
acid is substituted for phospho-serine or glutamic acid is substituted for phospho-threonine [39,57].
In our phosphomimic mutants, the TAD1 helix, which corresponds to residues 19–25, has one or two
additional negative charges added towards the N-terminus. The addition of negative charge might
be thought to stabilize the helix as seen between antiparallel alpha helices where the close proximity
of opposing charges stabilizes each [53]. However, computational studies have predicted that p53
T18 phosphorylation would destabilize the helix by causing a long-range interaction with the K24
residue of p53, interfering with the D21 interaction with K24 [50]. Relatedly, phosphorylation of S20 is
predicted to increase helical propensity by stabilizing the D21-K24 interaction [51].

In this present study, we obtain insights into the role of phosphorylation in modulating interactions
of p53 with Mdm2, MdmX, and CBP/KIX and the effect of phosphorylation on transient secondary
structure. We assessed the effects of single- and double-site phosphomimetic mutations of p53TAD
upon binding to the N-terminal domain of Mdm2, MdmX, and the KIX domain of CBP. Due to the
location of S15 and T18 in a region of p53TAD containing transient helical secondary structure and the
importance of their phosphorylation for regulation, we engineered p53TAD phosphomimetics, S15D
and S15D/T18E, to determine if the phosphomimicry of p53TAD at these sites affects protein-protein
binding and changes the levels of transient helical secondary structure. Our data shows that multisite
phosphomimicry reduces the binding affinity of p53TAD to Mdm2 and MdmX. In contrast to earlier
published results on p53 phosphorylation, single and multisite phosphomimetics of p53TAD have
equivalent, small effects on binding with KIX [33,43,46]. We observe little, if any, change to the transient
secondary structure of p53TAD.

2. Materials and Methods

2.1. Purification of Mdm2, MdmX, KIX, and Labeled p53TAD Constructs

All cell growth experiments were performed in M9 media. In order to make 15N-labeled or 15N-
and 13C-labeled samples 1 g/L of 15N-labeled ammonium chloride and/or 0.2% (w/v) 13C-labeled
glucose were added in the place of nitrogen and carbon sources (Cambridge Isotopes, Andover,
MA, USA).

Samples of human Mdm2 and MdmX, corresponding to residues 17–125 and 23–111, respectively,
were expressed using pGEX-6p-2 vectors in BL21 (DE3) Escherichia coli cells grown in M9 medium.
These cultures were induced at an OD600 of 0.6 with 1 mM Isopropyl-β-D-thiogalactopyranoside and
grown for 18 h at 15 ◦C. Cultures were centrifuged at 11,000× g and frozen at −80 ◦C. Pellets were
resuspended in glutathione S-transferase (GST) binding buffer (25 mM Tris Base, 25 mM Tris-HCl,
300 mM NaCl, 2.5 mM ethylenediaminetetraacetic acid (EDTA), 0.02% NaN3, 2 mM dithiothreitol
(DTT), pH 7.4) containing protease inhibitors (Thermo Fisher, Rockford, IL, USA) per 2 L of culture
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and lysed with a French Press pressure cell using a minimum pressure of 20,000 pounds per square
inch (psi). The lysate was centrifuged at 38,720× g for 1 h. The supernatant was filtered and then
applied to a column containing 25 mL Glutathione Sepharose 4 Fast Flow resin. Protein fractions were
eluted with three column volumes of 25 mM Tris Base, 25 mM Tris-HCl, 300 mM NaCl, 2.5 mM EDTA,
0.02% NaN3, 2 mM DTT, pH 7.4 and 10 mM reduced glutathione. Fractions were analyzed using
polyacrylamide gel electrophoresis (PAGE) and those fractions containing the protein were combined
and dialyzed into 25 mM Tris Base, 25 mM Tris-HCl, 300 mM NaCl, 2.5 mM EDTA, 0.02% NaN3, 2 mM
DTT, pH 7.4, and the GST tag was cleaved using a 1:100 ratio of Human Rhinovirus 3C (HRV3C)
protease. Samples were then applied to a column containing 25 mL Glutathione Sepharose 4 Fast Flow
resin. Fractions were analyzed using PAGE and those fractions containing the protein were combined
and dialyzed into gel filtration buffer (50 mM NaH2PO4, 300 mM NaCl, 1 mM EDTA and 0.02% NaN3,
pH 7.0) containing 2 mM DTT. The constructs were then loaded onto a GE HiLoad 16/60 Superdex
75 column. The column was equilibrated and the protein eluted with gel filtration buffer at a flow rate
of 1.5 mL/min. Protein purity was verified using PAGE analysis.

The KIX (586–672) construct was expressed as N-terminal fusions with a 7-His tag. The plasmid
was transformed into BL21 (DE3) Escherichia coli cells from New England Biolabs (Ipswich, MA, USA)
for expression using the heat-shock method then plated on agar plates that contained kanamycin
for expression. Single colonies from this transformation were used to inoculate 50 mL cultures of
M9 media that were grown overnight. The overnight cultures were then re-inoculated into 2 L
of M9 media at an OD600 of 0.04. These cultures were induced at an OD600 of 0.6 with 1 mM
Isopropyl-β-D-thiogalactopyranoside and grown for 22 h at 15 ◦C. Cultures were centrifuged at
11.000× g and frozen at −80 ◦C. After expression, pellet was suspended in 25 mL of lysis buffer
(50 mM NaH2PO4, 300 mM NaCl, 10 mM Imidazole, 0.02% NaN3, pH 8.0) containing protease
inhibitors (Thermo Fisher, Rockford, IL, USA) per 2 L of culture and lysed with a French Press pressure
cell using a minimum pressure of 20,000 psi. The soluble fraction was isolated by centrifugation at
38,720 g for 1 h. The supernatant was filtered and added to a column containing 30 mL of Ni-NTA
Superflow resin (Qiagen, Hilden, Germany). All buffers used on the NiNTA column were run at a flow
rate of 3 mL/min. The column was washed with two column volumes of lysis buffer and the p53 eluted
with three column volumes of elution buffer (50 mM NaH2PO4, 300 mM NaCl, 250 mM imidazole,
0.02% NaN3, pH 8.0). Fractions were analyzed using PAGE and those fractions containing the protein
were combined and dialyzed into gel filtration buffer (50 mM NaH2PO4, 300 mM NaCl, 1 mM EDTA
and 0.02% NaN3, pH 7.0) using 3500 Da MWCO dialysis tubing (FisherBrand, Pittsburg, PA, USA).
The p53 protein was then concentrated in an Amicon Ultra-15 3K centrifugal filter device and the
HIS-tag was removed by cleaving for 3 h at room temperature for the p53TAD WT (p53TAD) and
overnight at room temperature for the other constructs with the Sigma-Aldrich Thrombin CleanCleave
Kit (RECOMT) (St. Louis, MO, USA). The completion of the cleavage reaction was verified using PAGE.
The cleaved p53 constructs were dialyzed in lysis buffer and then further purified by chromatography
on Ni-NTA resin. Fractions were analyzed using PAGE and those fractions containing the protein
were combined and dialyzed into gel filtration buffer and the constructs were then loaded onto a GE
HiLoad 16/60 Superdex 75 column. The column was equilibrated and the protein eluted with gel
filtration buffer at a flow rate of 1.5 mL/min. Protein purity was verified using PAGE analysis.

Constructs for S15D (residues 1–73), and S15D/T18E (residues 1–73) were generated by Polymerase
chain reaction (PCR) site-directed mutagenesis QuickChange II (Agilent Technologies, Santa Clara, CA,
USA) using the following primers for S15D d(GTCGAGCCCCCTCTGGATCAGGAAACATTTTC) and
d(GAAAATGTTTCCTGATCCAGAGGGGGCTCGAC) and for S15D/T18E d(CGAGCCCCCTCTGGA
TCAGGAAGAATTTTCAGACCTATGG) and d(CCATAGGTCTGAAAATTCTTCCTGATCCAGAGG
GGGCTCG). All p53TAD constructs were expressed as N-terminal fusions with a 7-HIS tag. The samples
were then cleaved with Fisher Bioreagents OPTIMIZED (Rockford, IL, USA) Dpn1, then were transformed
into XL1-Blue cells from Agilent Technologies using agar plates that contained kanamycin. The plasmids
from the bacterial colonies were isolated using the Thermo Scientific GeneJET Plasmid Miniprep kit.
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The plasmid samples were sequenced at Eurofins Genomics and then transformed into BL21 (DE3)
Escherichia coli cells from New England Biolabs using the heat-shock method then plated on agar plates
that contained kanamycin for expression. Single colonies from this transformation were used to inoculate
60 mL cultures of M9 media that were grown overnight. The overnight cultures were then re-inoculated
into 2 L of M9 media at an OD600 of 0.04. These cultures were induced at an OD600 of 0.6 with 1 mM
Isopropyl-β-D-thiogalactopyranoside and grown for 5 h at 37 ◦C. Cultures were centrifuged at 11,000× g
and frozen at −80◦C. After expression, pellets containing unlabeled and double-labeled (15N, 13C) p53TAD
peptides were suspended in 25 mL of lysis buffer (50 mM NaH2PO4, 300 mM NaCl, 10 mM Imidazole,
0.02% NaN3, pH 8.0) containing protease inhibitors (Sigma Aldrich) per 2 L of culture and lysed with a
French Press pressure cell using a minimum pressure of 20,000 psi. The soluble fraction was isolated by
centrifugation at 38,720 g for 1 h. The supernatant was filtered and added to a column containing 30 mL
of Ni-NTA Superflow resin (Qiagen, Hilden, Germany). All buffers used on the NiNTA column were
run at a flow rate of 3 mL/min. The column was washed with two column volumes of lysis buffer and
the p53 eluted with three column volumes of elution buffer (50 mM NaH2PO4, 300 mM NaCl, 250 mM
imidazole, 0.02% NaN3, pH 8.0). Fractions were analyzed using PAGE and those fractions containing the
protein were combined and dialyzed into gel filtration buffer (50 mM NaH2PO4, 300 mM NaCl, 1 mM
EDTA and 0.02% NaN3, pH 7.0) using 3500Da MWCO dialysis tubing (FisherBrand, Pittsburg, PA, USA).
The p53 protein was then concentrated in an Amicon Ultra-15 3K centrifugal filter device and the HIS-tag
was removed by cleaving for 4 h at room temperature for the p53TAD and overnight at room temperature
for the other constructs with the Sigma-Aldrich Thrombin CleanCleave Kit (RECOMT) (St. Louis, MO,
USA). The completion of the cleavage reaction was verified using PAGE. The cleaved p53 constructs
were dialyzed in lysis buffer and then further purified by chromatography on Ni-NTA resin. Fractions
were analyzed using PAGE and those fractions containing the protein were combined and dialyzed into
gel filtration buffer and the constructs were then loaded onto a GE HiLoad 16/60 Superdex 75 column.
The column was equilibrated and the protein eluted with gel filtration buffer at a flow rate of 1.5 mL/min.
Protein purity was verified using PAGE analysis.

2.2. Isothermal Titration Calorimetry

Isothermal titration calorimetry (ITC) experiments were performed using a GE MicroCal VP-ITC
instrument. Proteins were dialyzed against 50 mM NaH2PO4, 150 mM NaCl, 1 mM EDTA, 0.02% NaN3,
8 mM β-mercaptoethanol, pH 6.8. Binding experiments involving KIX were dialyzed against 50 mM
Tris, 50 mM NaCl, pH 7.0. Experiments were performed at 25 ◦C. The typical concentration of p53
constructs (syringe) ranged from 50–500 μM and for Mdm2, MdmX and KIX (cell) 5–50 μM. Peptide
concentrations were determined by absorbance at 280 nm. A typical ITC experiment consisted of one
injection of 5 μL, followed by 29 injections of 10 μL up to a 2.5-fold molar excess of titrant. Data were
analyzed with the Origin70 ITC software from MicroCal. Averages and standard deviations from three
different ITC experiments are shown. Integrated ITC data were fit with single-site binding models and
the stoichiometry ranged from 0.8 to 1.2. Errors in Kd were calculated from triplicate measurements.

2.3. Nuclear Magnetic Resonance Spectroscopy

Nuclear magnetic resonance (NMR) experiments for p53TAD and the phosphomimetics were
performed using uniformly 15N- and 13C-labeled samples at 50 μM, at 25 ◦C on a Varian VNMRS
800 MHz spectrometer equipped with a triple-resonance pulse field Z-axis gradient cold probe. To make
the amide 1H and 15N as well as 13Cα, 13Cβ, and 13CO resonance assignments, sensitivity-enhanced
1H–15N heteronuclear single quantum coherence (HSQC) and three-dimensional HNCACB and HNCO
experiments were performed on the uniformly 15N- and 13C-labeled samples in 90% H2O/8% D2O,
50 mM NaH2PO4, 50 mM NaCl, 1 mM EDTA, and 0.02% NaN3, pH 6.8. For the HNCO the Varian
VNMRS 600 MHz spectrometer with a triple resonance pulse field Z-axis gradient cold probe was
used. The sweep widths were 9689.9 (t3) Hz × 3770.1 (t2) Hz × 1944.5 (t1) Hz, and complex data
points were 1024 (t3) Hz × 64 (t2) Hz × 32 (t1) Hz. For p53TAD the HSQC and the HNCACB were
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performed on the 600 MHz spectrometer. The sweep widths and complex points for the HSQC were
7225.4 (t2) Hz × 1500 (t1) Hz and 1024 (t2) Hz × 128 (t1) Hz, respectively. The HNCACB experiment, data
were acquired in the 1H, 13C, and 15N dimensions using 7225.4 (t3) Hz × 12063.8 (t2) Hz × 1500 (t1) Hz
sweep widths and 1024 (t3) Hz × 128 (t2) Hz × 32 (t1) Hz complex data points. For S15D the HSQC
was performed on the 600 MHz spectrometer and the HNCACB was performed on the 800 MHz
spectrometer. The sweep widths and complex points for the HSQC were 7266 (t2) Hz × 1943.2 (t1) Hz
and 1024 (t2) Hz × 128 (t1) Hz, respectively. The HNCACB experiment, data were acquired in the 1H,
13C, and 15N dimensions using 9689.9 (t3) Hz × 14074.9 (t2) Hz × 1944.3 (t1) Hz sweep widths and
1024 (t3) Hz × 128 (t2) Hz × 32 (t1) Hz complex data points. For S15D/T18E the HSQC and the HNCACB
were performed on the 800 MHz spectrometer. The sweep widths and complex points for the HSQC were
9689.9 (t2) Hz × 1944.4 (t1) Hz and 1024 (t2) Hz × 128 (t1) Hz, respectively. The HNCACB experiment, data
were acquired in the 1H, 13C, and 15N dimensions using 9689.9 (t3) Hz × 14074.9 (t2) Hz × 1944.3 (t1) Hz
sweep widths and 1024 (t3) Hz × 128 (t2) Hz × 32 (t1) Hz complex data points. All NMR spectra
were processed with NMRFxProcessor and analyzed using NMRView J software (Standford, CA,
USA) [58,59]. Secondary chemical shift values were calculated by subtracting the residue specific random
coil chemical shifts in the prediction of temperature, neighbor and pH-corrected chemical shifts for
intrinsically disordered proteins (POTENCI) from the measured chemical shifts [60]. Secondary structure
populations were calculated with δ2D using the measured proton, nitrogen, and α, β, and carbonyl
carbon chemical shifts [61]. The overall helicity was calculated as the mean of the per residue δ2D helical
population estimates.

3. Results and Discussion

We attempted in vitro phosphorylation experiments with NMR labeled p53TAD using DNA-PK
and CK1γ2 kinases to determine changes to transient secondary structure but were unable to get 100%
phosphorylation at either S15 or T18 compared to that of previous studies (Figure S1) [62]. Therefore,
we chose to use phosphomimetic mutations. The phosphorylation of p53 makes it more negatively
charged. In studying protein phosphoreguation, it has become common to mutate phosphorylation
sites to phosphomimetic residues to attempt to study the constitutively phosphorylated state of the
protein [33,55,56,63–67]. We designed p53TAD phosphomimetics (residues 1–73) by mutating S15 to
Asp and S15/T18 to Asp/Glu, which will be referred to as S15D and S15D/T18E, respectively. We
used NMR spectroscopy to measure any changes in the transient secondary structure of p53TAD
wild type (p53TAD) and mutants. An overlay of the 1H-15N heteronuclear single quantum coherence
(HSQC) spectra of p53TAD and the phosphomimetics is shown in Figure 1. The labeled peaks show
the resonance assignments of p53TAD residues (black peaks). There is hardly any shift in the majority
of the residues for the S15D (red peaks) and S15D/T18E (blue peaks) mutants compared to p53TAD.
We do see a significant shift at residues that are close to the mutated sites of S15 and T18 suggesting
that any structural effects from the mutation(s) will be local.

Secondary chemical shift values were calculated using the prediction of temperature, neighbor
and pH-corrected chemical shifts for intrinsically disordered proteins (POTENCI) software (Figure 2).
This software calculates residue specific random coil chemical shifts from an amino acid sequence
and these values are subtracted from the NMR measured chemical shift values to give the corrected
secondary chemical shift values [60]. Positive alpha carbon secondary chemical shifts are indicative
of alpha helix formation [68,69]. All of the measured chemical shifts (NH, N, CA, CB, and CO)
were used to calculate the distribution of transient secondary structure using the δ2D software [61].
The negative charge produced during phosphorylation affects protein conformation mainly due to the
electrostatic effects and these changes can be local and long-range, effect protein-protein interactions,
and increase or decrease levels of disorder [47,48]. A short helix compromising residues 19–25
has one or two additional negative charges added towards the N-terminus in our phosphomimetic
mutants which might stabilize the helix due to the close proximity of opposing charges. We observed
small differences in the transient helical secondary structure between p53TAD, S15D and S15D/T18E
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(Figure 2). However, of the changes that were present most were within the Mdm2/MdmX binding site.
There was a slight increase in helicity for the mutants, with p53TAD having 36.4% helicity at its highest
point and S15D and S15D/T18E having 39.8% and 39.9% helicity at their highest points, respectively,
as indicated by the δ2d plots (Figure 2 red line). The reported accuracy of δ2D is 2%. The changes in
the secondary chemical shifts, though minimal, were also observed within the Mdm2/MdmX binding
site (Figure 2 black bars).

 
Figure 1. p53TAD and phosphomimics. 1H-15N HSQC spectra overlay of 15N-labeled p53TAD (black),
15N-labeled S15D mutant (red), 15N-labeled S15D/T18E mutant (blue).

Next, we used isothermal titration calorimetry (ITC) to determine the effect of the phosphomimetic
mutations on p53TAD binding to Mdm2 (residues 17–125), MdmX (residues 23–111), excluding the
N-terminal “lid” and KIX (residues 586–672) (Figure 3) [70–72]. Compared to qualitative methods
of measuring protein-protein binding (e.g., immunoprecipitation, western blot, GST pull-down)
ITC is a widely used technique for quantitative studies of an extensive variety of biomolecular
interactions [73–77]. It is mostly used to observe the binding between molecules like protein and DNA
by measuring the binding affinity, enthalpy and stoichiometry of interacting molecules [73]. Isothermal
titration calorimetry measures the heat that is either expelled or consumed by the interaction of the
molecules present and modern ITC instruments make it possible to measure the differences in heat
as small as 0.1 μcal (0.4 μJ) [78]. It can simultaneously determine multiple binding parameters in a
single experiment and does not require the modification of binding partners with fluorescent tags or
through immobilization; ITC measures the affinity of binding partners in their native states. Isothermal
titration calorimetry experiments were performed by titrating the p53TAD phosphomimetics into
Mdm2, MdmX, and KIX. The ITC experiments were performed in triplicate and the values averaged
(Table 1). Data were analyzed with the Origin70 ITC software from MicroCal and the integrated ITC
data were fit with single-site binding models and the stoichiometry ranged from 0.8 to 1.2. A standard
deviation was calculated for Kd using data from triplicate measurements. Our results showed that
p53TAD and S15D bound Mdm2/MdmX with similar affinities, whereas S15D/T18E displayed a
2.5–4.5-fold reduction with Mdm2 and a 5-fold reduction with MdmX (Figure 3A,B). Binding affinity
of p53 to KIX was similar between p53TAD and all the phosphomimetics. Binding of p53TAD to KIX
was endothermic with similar values for S15D (Figure 3C and Table 1). However, S15D/T18E was
exothermic (Figure 3C and Table 1). Interestingly, the phosphomimetics had no effect on the transient
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helical secondary structure of p53TAD. Taken together, the results argue that binding affinity between
phosphorylated and unphosphorylated p53 to Mdm2/MdmX is primarily controlled by electrostatics
and the binding to KIX is unchanged.

 
Figure 2. Residue specific secondary structure of p53TAD and phosphomimetics. Secondary chemical
shift plots and δ2D plot for p53TAD and phosphomimetics determined from nuclear magnetic
resonance (NMR) spectroscopy. (A) p53TAD (B) S15D (C) S15D/T18E. α-carbon secondary chemical
shift (ΔδCα, black bars) and helical δ2D plots (red line) for the p53TAD and phosphomimetics as
determined by NMR spectroscopy. Colored bars indicate binding sites for respective protein partners.
The α-carbon chemical shifts for p53TAD was collected on a 600 MHz NMR at a digital resolution of
0.31 ppm. The alpha carbon chemical shifts for S15D and S15D/T18E was collected on an 800 MHz
NMR at a digital resolution of 0.27 ppm.

 
Figure 3. Binding Isotherms of Mdm2, MdmX and KIX with p53TAD and mutants. Isothermal
calorimetry titrations of (A). Mdm2 and p53TAD and mutants (B). MdmX and p53TAD and mutants
and (C). KIX and p53TAD and mutants. WT: wild type.
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Table 1. Isothermal titration calorimetry (ITC) values for interactions between Mdm2, MdmX and KIX
with p53TAD and mutants.

p53TAD S15D S15D/T18E

Mdm2 Kd (nM) 219.5 ± 0.012 392.5 ± 0.015 1.001 ± 0.016
ΔG (Kcal/mol) −9.1 −8.75 ± 0.071 −8.2
ΔH (Kcal/mol) −9.721 ± 0.202 −11.335 ± 0.827 −8.173 ± 1.203

TΔS (Kcaal/mol/deg) −0.634 ± 0.236 −2.499 ± 0.977 −0.964 ± 0.188
MdmX Kd (nM) 29 ± 0.004 30 ± 0.002 108 ± 12.5

ΔG (Kcal/mol) −10.3 ± 0.100 −10.27 ± 0.058 −9.5 ± 0.07
ΔH (Kcal/mol) −16.260 ± 0.913 −16.99 ± 1.405 −14.27 ± 0.19

TΔS (Kcal/mol/deg) −5.960 ± 0.988 −6.794 ± 1.55 −4.75 ± 0.16
KIX Kd (nM) 11,000 ± 2.700 8200 ± 1870 8380 ± 969

ΔG (Kcal/mol) −6.77 ± 0.157 −6.95 ± 0.127 −6.92 ± 0.056
ΔH (Kcal/mol) 2.606 ± 0.308 2.926 ± 0.416 −2.822 ± 0.079

TΔS (Kcal/mol/deg) 9.377 ±0.165 9.874 ± 0.308 3.963 ± 0.270

4. Conclusions

Using phosphomimetic mutations we investigated the effect of phosphorylation on the binding of
p53 with Mdm2, MdmX, and CBP/KIX and the transient secondary structure of p53TAD. By increasing
negative charge of neighboring residues at the positive end (N-terminus) of the helix formed by p53 in
the bound state with Mdm2, we expected a stabilization of the helical dipole in accordance with what
is seen in antiparallel helix interactions [53]. Conversely, simulations suggest that phosphorylation
of T18 has a destabilizing effect on the helix in the bound state [30]. Our results show that neither an
increase nor decrease in transient helicity occurs for S15D or S15D/T18E.

Binding affinities of the p53TAD phosphomimetics for the Mdm2, MdmX and KIX were determined
using ITC (Figure 3). For both Mdm2 and MdmX, S15D showed similar binding to p53TAD. S15D/T18E
showed a decrease in binding to Mdm2 and MdmX with binding being 4.5 times and 5 times weaker
than p53TAD, respectively (Table 1). Many studies have shown that phosphorylation of S15 and
T18 play a critical role in preventing the interaction with Mdm2 [32,35,79]. There has been some
disagreement regarding the impact of phosphorylation on binding; there is a good consistency for
unphosphorylated peptides (residues 10–57) binding to Mdm2 but there is some variation in the binding
affinity of phosphorylated peptides that does not appear to correlate with different techniques or
sizes of the peptides being used [10,43,80,81]. Though we do not see much structural change with
the phosphomimetics, we do see binding results consistent with other studies that phosphorylated p53 at
the same residues. Previous studies showed a 10–20-fold reduction in binding of p53 to Mdm2 due to p53
phosphorylation as compared to our results where we see a 3–5-fold reduction [10,43,80–82]. The results
of our binding experiments with phosphomimetics are consistent with previous findings suggesting
that the phosphorylation of T18 is the driving force for inhibiting Mdm2/MdmX binding [30,50,80–83].
Furthermore, there has not yet been a quantitative study of the effect of p53 phosphorylation on MdmX
binding. Our results suggest that p53 phosphorylation may in some cases have an equivalent effect on
MdmX as on Mdm2.

Binding affinity of p53 to KIX was not significantly altered between p53TAD and the phosphomimetics.
We found p53TAD binds to KIX with a Kd of 11 μM, similar to values found in previous studies [10,33,46].
In contrast to previous studies on p53 phosphorylation, however, these phosphomimetic mutations
increased binding affinity for KIX by only 1.3-fold. Phosphorylation of p53 at S15 has been shown to
result in a 1.7–4-fold increase and S15/T18 phosphorylation results in a 16-fold increase in binding
affinity to KIX in vitro [10,33,43,84]. The increase in binding affinity of phosphorylated p53 to the
domains of CBP has been attributed to an increase in electrostatic attraction independent of site-specific
affinity; however, it is unclear if this trend applies to KIX, which has been suggested to have a relatively
weak response to phosphorylation of p53 compared to other CBP/p300 domains [43]. Our results show
that an increase in negative charge of p53TAD alone is not sufficient to significantly increase binding

95



Biomolecules 2019, 9, 83

affinity for KIX [33]. Instead, it seems that the increase in binding affinity to KIX by p53 phosphorylation
may occur by way of a structural change that is not fully replicated in the phosphomimetics produced
here. We postulate that the phosphomimetics of p53 created here represent an intermediate phenotype
between that of phosphorylated and unphosphorylated p53 and may be useful for future cell and
molecular biology studies.

Supplementary Materials: The following are available online at http://www.mdpi.com/2218-273X/9/3/83/s1,
Figure S1: Partial phosphorylation yields no chemical shifts in the primary MDM2 binding region.
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Abstract: One of the unique characteristics of intrinsically disordered proteins (IPDs) is the existence
of functional segments in intrinsically disordered regions (IDRs). A typical function of these segments
is binding to partner molecules, such as proteins and DNAs. These segments play important roles in
signaling pathways and transcriptional regulation. We conducted bioinformatics analysis to search
these functional segments based on IDR predictions and database annotations. We found more than
a thousand potential functional IDR segments in disease-related proteins. Large fractions of proteins
related to cancers, congenital disorders, digestive system diseases, and reproductive system diseases
have these functional IDRs. Some proteins in nervous system diseases have long functional segments
in IDRs. The detailed analysis of some of these regions showed that the functional segments are
located on experimentally verified IDRs. The proteins with functional IDR segments generally tend to
come and go between the cytoplasm and the nucleus. Proteins involved in multiple diseases tend to
have more protein-protein interactors, suggesting that hub proteins in the protein-protein interaction
networks can have multiple impacts on human diseases.

Keywords: intrinsically disordered regions; functional segments; disease-related proteins;
protein-protein interaction; subcellular location

1. Introduction

Intrinsically disordered proteins (IDPs) are proteins that do not adopt unique three-dimensional
structures under physiological conditions [1–3]. They are fully or partially disordered and are abundant
among eukaryotic proteins [4–6]. One of the unique features of IDPs is their ability to bind to binding
partners. The regions performing such binding are generally short segments ranging from several
residues to tens of residues and can adopt local two-dimensional structures in association with this
binding. This has been referred to as the coupled folding and binding mechanism. These interactions
are transient, specific, and low-affinity. Through this mechanism, intrinsically disordered regions
(IDRs) play crucial roles in many biological processes, such as signal transduction and transcriptional
regulation [1–3,7].

The importance of IDPs in human diseases has been reported [8,9]. Intrinsically disordered
proteins are found in high concentrations in plaques and brain deposits in neurodegenerative patients,
and mutations in IDRs can increase aggregation propensity. Intrinsically disordered proteins such
as α-synuclein, the amyloid β peptide, and huntingtin have been directly linked to diseases such
as Alzheimer’s, Parkinson’s, and Huntington’s diseases [10–16]. It has been shown that many IDPs
participate in cell signaling and cancer-associated proteins [7]. Breast cancer type 1 susceptibility
protein (BRCA1) is one of the most typical IDPs, with a long central region of 1480 residues shown to
be disordered by nuclear magnetic resonance (NMR) and circular dichroism (CD) spectroscopy [17].
This long IDR has many binding segments for proteins such as p53, retinoblastoma protein, and the
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oncogenes c-Myc and JunB. p53 Is a transcription factor that has IDRs in its N- and C-terminus. These
IDRs have binding sites for many partner proteins. Among these, the interaction between p53 and
E3 ubiquitin-protein ligase Mdm2 (MDM2) has been given much attention in cancer research, as p53
can induce apoptosis to suppress tumor progression [18,19]. Bioinformatics work has also shown
that IDRs are rich in proteins involved in cancer, neurodegenerative diseases, cardiovascular diseases,
and diabetes [9,20]. Intrinsically disordered proteins have gained attention as drug targets. Inhibitors
targeting IDR and globular domain interactions have been developed for the interaction between
Bcl-xL and BAK [21,22], MDM2 and p53 [23], interleukin (IL)-2 receptor α and IL-2 [24,25], XIAP and
Smac [26,27], and CBP and β-catenin [28].

As shown above, protein–protein interactions (PPIs) occurring on IDRs have high potential as
drug targets. The IDP databases, IDEAL [29,30] and DisProt [31], have 913 and 803 proteins, and
IDEAL has collected 559 protein-binding segments on IDRs called “protean segments (ProSs)” in
the database. Protean segments are defined as sequences with experimental evidence of being both
disordered in an isolated state and ordered in a binding state. In contrast, several tools for predicting
such binding regions have been developed to suggest that there are more than 100,000 protein-binding
segments in the human proteome [32]. Considering this prediction, our knowledge on IDR-mediated
interactions is still limited because the number of ProSs with experimental evidence of ordered and
disordered states is only about 600. However, we have a lot of PPI data accumulating and several
computer programs to predict IDRs. The performance of IDR predictions has reached a standard for
practical use, and PPI annotations found in predicted IDRs can be considered protein-binding segments
in IDRs. In this study, we combined the annotations of the UniProt database and IDR predictions
to find these possible protein-binding regions on IDRs and analyzed these regions in the context of
human disease.

2. Materials and Methods

We selected human proteins from the Swiss-Prot section of the UniProt XML file [33] from UniProt
release 2018_07. We extracted the feature (FT) section information. A single FT section has a feature
type, a description, and a location, and all of them were extracted. The IDEAL database provides
binding segments in IDRs as “ProSs”. Protean segments are mostly short segments consisting of
less than 30 amino acid residues to which more than 80% of ProSs belong. Thus, we selected for
feature information shorter than 30 residues. Next, we picked binding-associated features from the
selected features. By manually surveying feature descriptions, the features “region of interest” and
“mutagenesis site” are found to contain binding-related features. Adding to these two features, “short
sequence motif” also contains functional segments in IDRs. Out of the selected features of “region of
interest”, the features having the terms “interact”, “bind”, or “motif” in their description were selected.
Of the “mutagenesis site” features, those with “interact” or “bind” were selected. From the selected
features of “mutagenesis site”, those having “no” or “not” were discarded. We wrote some in-house
scripts to find the selected features located in IDRs. A feature region found in an IDR was defined as a
possible ProS, hereafter referred to as a pProS.

We used three predictors for IDR prediction. MobiDB [31] provided predicted IDRs for several
proteome datasets. We downloaded the human proteome dataset and used MobiDB-lite [34]
predictions for predicted IDRs. MobiDB-lite uses eight different predictors, three variants of ESpritz
(DisProt, NMR, X-ray), two variants of IUpred (long, short), two variants of DisEMBL (465, hot loops),
and GlobPlot. MobiDB-lite uses the results of these predictors to combine them into a consensus result,
where at least five out of eight methods must define a residue as disordered. Thus, the predicted IDRs
reflect different types of predictions at one time. DISOPRED3 [35] is an extension of the previous
program, DISOPRED2, to improve predictions of long IDRs. In order to achieve this goal, DISOPRED3
uses a neural network-based predictors trained on a dataset rich in long IDRs. The training was done
on a position-specific scoring matrix (PSSM) generated by PSI-BLAST. This program is one of the
benchmark IDR predictors, which was one of the top ranked predictors in CASP10 [36]. DICHOT is
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the predictor combining the homology-based domain assignments and the support vector machine
learning. First, it conducts a PSI-BLAST search against the Protein Data Bank (PDB) to mask structural
regions, and then the unmasked regions are judged by using the support vector machine-based
predictor trained on a multiple alignment of homologs. This predictor divides an entire amino acid
chain into structural domains and IDRs, which is unique compared to other predictors. We selected
regions where any of the two predictors predicted an IDR.

Human disease information was obtained from the KEGG database [37]. KEGG has a collection of
disease entries called KEGG DISEASE. KEGG DISEASE provides Search Disease, which is a mapping
tool against disease genes accumulated in KEGG DISEASE entries. Thus, the Search Disease tool
provides information on which disease a protein is involved in. The mapped disease-related proteins
were divided into pProS-containing proteins and non-pProS proteins, according to the existence or
absence of pProSs.

We used the UniProt annotations of subcellular locations for protein localizations. We counted
terms that appeared in the annotations by the disease-related proteins and all human proteins.
We defined those proteins as only having the annotation of nucleus as nuclear protein, those proteins
only having that of cytoplasm as cytoplasm protein, those only having that of membrane as membrane
protein, and those having both of the annotations of cytoplasm and nucleus as cytoplasm and nuclear
protein. The annotations of other locations were discarded because of shortages of appearance.
The disease-related proteins were further divided into pProS-containing proteins and non-pProS
proteins, and the ratios of each of the terms were obtained for the disease-related proteins and all
human proteins. The logarithms of the ratios of two ratios were used in analysis.

The brief outline of the procedure can be found in Supplementary Figure S1.

3. Results

The UniProt database has 20,410 human proteins, and 3378 proteins (16.6%) were assigned
human diseases by the Search Disease tool, as shown in Table 1. In the human UniProt and the
disease-related proteins, 29,145 and 18,450 regions of the feature annotation shorter than 30 residues
were found, respectively. From these regions, we selected the feature annotations of “region of interest”,
“mutagenesis site”, and “short sequence motif” to pick up pProSs. Out of 3378 disease related proteins,
402 proteins (11.9%) had pProSs. Out of 18,450 feature annotations found in the disease related proteins,
8.3%, 3.4%, and 24.4% were found in the predicted IDRs for “region of interest”, “mutagenesis site”,
and “short sequence motif”, respectively. Thus, the regions of these annotations are defined as pProSs
in this study.

Table 1. Statistics of the UniProt annotations.

All Proteins Disease-Related pProS pProS (%)

No. proteins 20,410 3378 402 11.9
No. annotations shorter than 30 residues 29,145 18,450 1124 6.1

“Region of interest” 4646 2656 220 8.3
“Mutagenesis site” 21,269 14,056 479 3.4

“Short sequence motif” 3230 1740 425 24.4

pProS: Possible protean segment.

We illustrate how these annotations occur in IDRs in Figure 1. In this study, some of the proteins
are stored in the IDEAL database [38]. In such cases, we denoted IDEAL identifiers for reference.
p53 is one of the typical IDPs and has relatively short IDRs in the N- and C-terminus in addition to
between the DNA-binding domain and the tetramerization domain (IDEAL: IID00015). p53 has three
annotations from residues 15 to 25, one annotation from residues 48 to 56, one annotation from 305
to 321, four annotations from 359 to 363, and one annotation from 370 to 372 and 368 to 387. Among
them, “TAD I”, “TAD II”, “bipartite nuclear localization signal” and “[KR]-[STA]-K motif” are from
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“short sequence motif”, “interaction with USP7” and “basic” are from “region of interest”, and “loss of
interactions with MDM2”, “loss of interaction with PPP2R5C, PPP2CA and PPP2R1A”, and “abolishes
binding to USP7” are from “mutagenesis site”. As shown in Figure 1, some of these annotations
overlap each other. We counted these overlapped annotations separately in the statistics in this study
because they can be different annotations even if their regions are overlapped. For example, although
“TAD I” overlaps “loss of interaction with MDM2” and “loss of interaction with PPP2R5C, PPP2CA
and PPP2R1A”, they describe different phenomena. Thus, we would like readers to note that the
statistics in this study contain such multiple counts in some cases.

Figure 1. An example of possible protean segment (pProS) definition, illustrated by p53. The black line
in the middle represents the amino acid chain, and the intrinsically disordered regions (IDR) predictions
are presented below. Pink, orange, and red represent the results by MobiDB-lite, DISOPRED3, and
DICHOT, respectively. Regions where any of the two methods predict IDR are defined as IDRs.
The green bars represent pProSs, and the annotations defining pProS are shown above with residue
numbers of the annotations. DBD: DNA-binding domain; Tet: Tetramerization domain.

Most of the annotations we picked in this analysis occur at one time in the dataset. As seen in the
example of p53, the annotations of interest in this study are in forms such as “interaction with protein
A” or “loss of interaction with protein B”, etc., which can be assigned on a single or a small numbers of
proteins binding onto a specific protein. However, some of the annotations appeared multiple times.
These frequently appearing annotations in pProSs are listed in Supplementary Table S1. They contain
targeting sequences, such as a nuclear localization signal (NLS). Retinoblastoma-associated protein has
an NLS from residues 858 to 881. This region has been described as disordered in the isolated state [39],
though the binding structure with importin has been solved (IDEAL: IID00017) [40]. Another class of
frequently found annotations is segments binding upon promiscuously interacting domains, such as
the SH3 domain and the PDZ domain. The SH3 domain mediates PPIs via a short ambiguous peptide
motif to assemble cell regulatory systems [41] and is annotated as ProS in the IDEAL database (IDEAL:
IIDE00256). The PDZ domain is a scaffold protein that forms protein complexes in signaling pathways
or cell trafficking [42]. The binding segment is disordered in an isolated state (IDEAL: IID9005) [43].
We also frequently found the LXXLL motif, which exists in co-repressors or co-activators of nuclear
receptors. The LXXLL motif in peroxisome proliferator-activated receptor gamma co-activator 1 α

has been reported as disordered, and the binding structure with steroid hormone receptor has been
elucidated (IDEAL: IID00103) [44,45].

The disease-related proteins are classified into 15 categories by KEGG DISEASE, which are:
cancers (Can); cardiovascular diseases (Car); congenital disorders of metabolism (Dme); congenital
malformations (Mal); digestive system diseases (Dig); endocrine and metabolic diseases (End);
immune system diseases (Imm); musculoskeletal diseases (Mus); nervous system diseases (Ner);
other congenital disorders (Oco); reproductive system diseases (Rep); respiratory diseases (Res);
skin diseases (Ski); urinary system diseases (Uri); and other diseases (Oth). These categories have
subcategories into which these diseases are classified. The details of the disease classifications can be
found on the web page for KEGG DISEASE [46].
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We classified disease-related proteins into the disease categories and showed the statistics in
Table 2. The rank of the numbers of unique pProSs is as follows, in descending order: “congenital
malformations”; “nervous system diseases”; “cancers”; and “cardiovascular diseases”. The numbers
depend on the number of proteins in each of the categories, as seen in Table 2. However, the category
possessing many proteins does not necessarily contain many pProSs. For example, the “congenital
disorders of metabolism” contains 687 proteins, though only 40 pProSs were identified. The values
of protein coverage represent the ratio of the numbers of pProS-containing proteins to the numbers
of proteins in a category. “cancers” shows the top coverage, followed by “congenital disorders,”
“digestive system diseases,” and “reproductive system diseases.” The average values of annotations
represent the values of the number of pProSs in a category divided by the number of pProS-containing
proteins, wherein most of the values are greater than 2. As shown in Figure 1, some annotations are
found in different regions, and some annotations overlap each other. The average annotation values
here contain both cases. The annotations of “mutagenesis site” tend to overlap with other annotations,
where 70% of them coincide with other annotations. This overlap of “mutagenesis site” may enlarge
the average annotation values. The total amount of proteins with pProS over all disease categories
differs from the number of pProS-containing proteins shown in Table 1. This is because some proteins
were assigned to multiple diseases.

Table 2. Statistics of pProS by the disease category.

Category
No. Unique

pProSs
No. Proteins
with pProS

No.
Proteins

Protein
Coverage (%)

Average
Annotations

Cancers 147 57 204 27.9 2.6
Cardiovascular diseases 93 41 335 12.2 2.3

Congenital disorders of metabolism 53 40 687 5.8 1.3
Congenital malformations 242 111 832 13.3 2.2
Digestive system diseases 32 15 79 19.0 2.1

Endocrine and metabolic diseases 63 30 213 14.1 2.1
Immune system diseases 56 31 256 12.1 1.8
Musculoskeletal diseases 69 26 149 17.4 2.7
Nervous system diseases 199 95 795 11.9 2.1

Other congenital disorders 39 20 91 22.0 2.0
Reproductive system diseases 21 12 63 19.0 1.8

Respiratory diseases 1 1 55 1.8 1.0
Skin diseases 22 14 104 13.5 1.6

Urinary system diseases 33 9 66 13.6 3.7
Other diseases 68 30 194 15.5 2.3

Figure 2 shows the IDR ratios by the disease categories. The IDR ratio of all disease proteins (27.0%)
is similar to that of the UniProt human proteins (28.7%, the dashed line in Figure 2). However, the IDR
fractions of each category differ, where “cancers,” “congenital malformations”, “other congenital
disorders”, “reproductive system diseases”, and “other diseases” are over-represented. These IDR-rich
categories also have high fractions of IDRs in the pProS-containing proteins. Although the IDR
fractions of pProS-containing proteins correlate with the protein coverage (Table 2), a high fraction
of IDRs does not necessarily mean high protein coverage. For example, although “urinary diseases”
shows a very high IDR fraction in their pProS-containing proteins, the protein coverage is not
high. This means that the pProS-containing proteins in this category contain high fractions of IDR,
but a number of non-pProS-containing proteins also belong to this category. On the other hand,
“musculoskeletal diseases” has low IDR fractions in both pProS-containing proteins and all proteins.
However, the protein coverage is relatively high, suggesting that many proteins with relatively
short IDR fractions have functional regions in such IDRs. Iakoucheva et al. [7] showed that cancer
related proteins have high fractions of IDRs, and the result of the present analysis confirms this trend.
Moreover, the current results suggest that cancer-related proteins have a lot of pProSs compared to the
proteins in the other categories.
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Figure 2. The IDR ratios by disease category. The green, yellow, and blue bars represent the IDR
fractions of the pProS-containing proteins, the non-pProS proteins, and the total proteins in each of the
disease categories, respectively. The measure on the left axis represents the IDR fractions. The black line
with dots represents the protein coverage found in Table 2. The measure on the right axis represents the
protein coverage. The dashed line represents the IDR ratio of the human proteome. Can: Cancers; Car:
Cardiovascular diseases; Dme: Congenital disorders of metabolism; Mal: Congenital malformations;
Dig: Digestive system diseases; End: Endocrine and metabolic diseases; Imm: Immune system diseases;
Mus: Musculoskeletal diseases; Ner: Nervous system diseases; Oco: Other congenital disorders; Rep:
Reproductive system diseases; Res: Respiratory diseases; Ski: Skin diseases; Uri: Urinary system
diseases; Oth: Other diseases.

Table 3 shows the top-ranked proteins in terms of the numbers of pProS residues. Although
we counted overlapped annotations separately in Table 2, we counted “pPros residues” without
redundancy. For example, when there are annotations of “from 360 to 365” and “from 360 to 362”,
we counted six for this region. “Cancers” and p53 appear again, and the proteins belonging to “nervous
system diseases” are listed frequently. As shown in Figure 2, “cancers” has the largest IDR fraction
and the top ranked protein coverage. Thus, it is natural for the proteins in “cancers” to contain
proteins with a large fraction of pProS residues. On the other hand, “nervous system diseases” has
an IDR fraction smaller than that of the UniProt human proteins, and the protein coverage is low.
Therefore, the proteins in “nervous system diseases” do not generally contain a large fraction of IDR
and pProS. However, some of them have long pProSs, even in relatively short IDRs. On the other
hand, “nervous system diseases” has an IDR fraction smaller than that of the UniProt human proteins.
Raychaudhuri et al. reported similar results, where in the nervous system disease related proteins,
Huntington’s and Alzheimer’s disease proteins have large fractions of IDRs, and Parkinson’s disease
proteins do not [20], suggesting the similarity of the average IDR fraction of these nervous disease
proteins to that of UniProt human proteins. Therefore, the proteins in “nervous system diseases” do
not generally contain a large fraction of IDR and pProS. However, some of them have long pProSs,
even in relatively short IDRs. The example of “nervous system diseases” suggests that even if the IDR
fraction and protein coverage of pProS-containing proteins are low, some proteins in a disease category
can have considerable lengths of pProSs.
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In Figure 3 and the following sections, we illustrate how annotations can be found in IDRs of the
disease-related proteins.

Figure 3. Examples of proteins with pProS. The black line in the middle represents the amino acid
chain, and the IDR predictions are presented below. Pink, orange, and red represent the results by
MobiDB-lite, DISOPRED3, and DICHOT, respectively. The green bars represent pProSs, and the
annotations defining pProS are shown above with the residue numbers of the annotations. The gray
bar in the example of survival of motor neuron (SMN) represents the regions of a pseudo-pProS, which
was not taken as pProS because the region of the annotation is longer than 30. In the case of low-density
lipoprotein receptor adaptor protein 1 (ARH) and desmin, MobiDB-lite does not predict any IDRs.
The scale of eIF4G1 (eukaryotic translation initiation factor 4 gamma 1) differs from other three.

3.1. Eukaryotic Translation Initiation Factor 4 Gamma 1

Parkinson’s disease is a progressive neurodegenerative movement disorder caused by the death
of dopaminergic neurons in the substantia nigra pars compacta (KEGG: H00057). Although deleterious
mutations in α-synuclein (OMIM-163890) [47], leucine-rich repeat kinase 2 (OMIM-609007) [48],
vesicular protein sorting 35 (OMIM-601501) [49], parkin (OMIM-602544) [50], PTEN induced putative
kinase 1 (OMIM-608309) [51], and DJ-1 (OMIM-602533) [52] have been found in multi-incident families
with parkinsonism, mutations in the translation initiator, eukaryotic translation initiation factor 4
gamma 1 (eIF4G1, UniProt: Q04637), have also been reported [53]. The eIF4G1 is a component of
the protein complex eIF4F, which is involved in the recognition of the mRNA cap, ATP-dependent
unwinding of the 5’-terminal secondary structure and recruitment of mRNA to the ribosome. eIF4G1
has long IDRs in its 1599 amino acid residues. In the IDRs, the region from residues 172 to 200 possesses
polyadenylate-binding protein 1 (PABPC) binding ability [54], and the region from residues 1585 to
1599 has an annotation of “necessary for binding of MAP kinase-interacting serine/threonine-protein
kinase 1 (MKNK1)”. Although IDRs in this study were defined by computer predictions, the region
of PABPC binding is reported to be unfolded in the isolated state [54]. The eIF4G1 has been found to
have five Parkinson’s disease-associated mutations: Ala502Val; Gly686Cys; Ser1164Arg; Arg1197Trp;
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and Arg1205His. Out of five mutations, Ala502Val and Arg1205His appear to disrupt eIF4E or eIF3E
binding and share haplotypes consistent with ancestral founders [53]. These two mutations reside on
IDRs, suggesting an association of binding sites on IDRs with Parkinson’s disease.

3.2. Survival of Motor Neuron Protein

Spinal muscular atrophy (SMA) is a neuromuscular disease characterized by degeneration of
motor neurons, resulting in progressive muscle atrophy and paralysis. The most common form
of SMA is caused by mutation of the survival of motor neuron (SMN, UniProt: Q16637) protein
(KEGG: H00455). Survival of motor neuron (SMN) protein is in a complex with several proteins,
including Gemin2, Gemin3, and Gemin4, and plays important roles in small nuclear ribonucleoprotein
(snRNP) biogenesis and pre-mRNA splicing. The SMN protein has two highly homologous genes,
SMN1 and SMN2, which lie within the telomeric and centromeric halves of a large inverted repeat
on chromosome 5q. The coding sequence of SMN2 differs from that of SMN1 by a single nucleotide
in exon 7 (840C-T) [55–57]. Thirty-eight patients with SMA have a homozygous deletion of exon 7
of the SMN1 gene, and the deletion is associated with homozygous deletion of exon 8 in 31 of 34
patients [58]. Exon 7 and 8 cover the region from residues 242 to 294, which is predicted to be an IDR.
The region from residues 252 to 281 contains the YG-box for forming helical oligomers (PDB: 4gli) [59].
In the oligomers, the C-terminal region from residues 281 to 297 is disordered [59]. This C-terminal
region contains a binding region for heterogeneous nuclear ribonucleoprotein (hnRNP) Q, and the
most common SMN mutant found in SMA patients is defective in its interactions with snRNPs [60].
Thus, SMN protein provides an example that a defect of IDR binding ability causes a serious disorder.
SMN has another IDR in its N-terminal; this region also contains binding sites for GEMIN2, though
the length of the annotation and IDR coverage do not meet the threshold of pProS in this study.

3.3. Low-Density Lipoprotein Receptor Adaptor Protein 1

A known cause of hypercholesterolemia is deficiency of low-density lipoprotein receptors
(LDLR) or apolipoprotein B [61]. Recently, mutations in the low-density lipoprotein receptor
adapter protein 1 (ARH, UniProt: Q5SW96) were found to cause the autosomal recessive form of
hypercholesterolemia [62]. Low-density lipoprotein receptors -mediated endocytosis in the liver is
the primary pathway for clearance of circulating LDL, to prevent LDL accumulation. The ARH
protein is an adaptor protein required for efficient endocytosis of the LDL receptor. The ARH protein
can interact with the internalization sequence in the cytoplasmic tail of LDLR, and the N-terminal
region of the clathrin heavy chain, a component of a polyhedral lattice on the transport vesicles in the
clathrin-mediated membrane traffic. It also binds upon the beta subunit of adaptor protein complex 2
(AP-2), which is a vesicle coat component involved in cargo selection and vesicle formation. The ARH
protein is predicted to have two IDRs in its N- and C-terminus. The IDRs in the C-terminal end have
two functional regions: clathrin binding and AP-2 complex binding, which are crucial interactions
for LDLR-mediated endocytosis. Although the IDRs are defined only by the computer predictions,
the clathrin-binding region of auxilin has been found to be disordered [63], and the tertiary structure
of the AP-2 complex binding region of ARH ([DE]-X(1,2)-F-X-X-[FL]-X-X-X-R motif) in the complex
with AP-2 β subunit has been solved (PDB: 2g30) [64]. Supplementary Figure S2 shows the structure of
this segment binding upon AP-2 β subunit, together with a typical ProS structure of nuclear receptor
co-activator 1 (IDEAL: IID50084) binding upon nuclear receptor subfamily 1 group I. Nuclear receptor
co-activators or co-repressors have the LXXLL motif in their binding site for nuclear receptors. This
motif is one of the annotations frequently found to be a pProS in this study (Supplementary Table S1)
and has been shown to be disordered in the isolated state, as mentioned above. The AP-2 binding
region shows a similar α-helix structure attached to the globular structure of the partner protein.
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3.4. Desmin

Desminopathy belongs to a genetically heterogeneous group of disorders named myofibrillar
myopathy, caused by mutations in desmin, αB-crystallin, myotilin, Z-band alternatively spliced
PDZ-containing protein, filamin, or Bcl-2-associated athanogene. Desmin (Uniprot: P17661) is the main
intermediate filament (IF) protein. It interacts with other proteins to support myofibrils at the level of
the Z-disc and forms a continuous cytoskeletal IF network [65]. Desmin has two predicted IDRs in
its N- and C-terminus, and the binding region for αB-crystallin (CRYAB) is located in the C-terminal
IDR [66]. Several mutations in this region have been reported to cause severe disturbance of filament
formation. The desmin mutations Thr442Ile, Arg454Trp, and Ser460Ile reveal a severe disturbance of
filament formation competence and filament interactions [66–68], and Thr453Ile exhibits significantly
delayed filament assembly kinetics [69,70]. These sites locate on one of the predicted IDRs.

We analyzed the disease-related proteins from subcellular localizations in Figure 4. The location
distributions of all disease-related proteins (“all” shown in the right bottom panel) showed that
pProS-containing proteins are rich in cytoplasm and nuclear (CN) proteins and nucleus (N) proteins.
The distribution of the non-pProS proteins shows a shortage of CN and N proteins. Ota et al. [71]
pointed out the IDR richness in the mobile proteins shuttling from cytoplasm to nucleus and vice versa.
Cytoplasm and nuclear proteins localize both in the cytoplasm and nucleus, and thus, the results of
this study also showed that these CN proteins have functional regions on their IDRs. Although most
of the localizations by the disease category showed this trend, some of them show some divergence.
“cancers”, “cardiovascular diseases”, “endocrine and metabolic diseases”, “other congenital disorders”,
“reproductive system diseases”, “skin diseases”, and “other diseases” showed similarity to that of
all disease-related proteins. On the other hand, “congenital disorders of metabolism”, “digestive
system diseases”, “nervous system diseases”, and “urinary system diseases” showed another trend.
The pProS-containing proteins in these categories do not have many CN proteins and N proteins but
have proteins in other locations. It has been indicated that IDRs are found in large numbers in nuclear
proteins, such as transcription factors and proteins in the signaling pathways [4,6]. The CN proteins and
N proteins are those proteins under such categories because stimulus from outside of the cell is received
by receptors and must be transmitted to the nucleus. The system therefore needs to have mobile
proteins from cytoplasm to the nucleus. Additionally, in order to regulate such systems, information
flow from the nucleus to the cytoplasm is required. Then, the pProS-containing proteins under the
first trend can be the typical IDPs previously reported. The other locations contain “endoplasmic
reticulum”, “cell projection”, and “cell junction”, etc. The proteins under the second trend suggest
that IDPs not belonging to typical IDPs, such as transcription factors, can have functional sites in their
IDRs and are involved in human diseases. For example, ARH as shown in Figure 3 has functions in
the endocytosis in cytoplasm, and its IDRs have the key regions associated with hypercholesterolemia.
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Figure 4. Subcellular localizations by disease category. The bars represent the degree of
over-representation in each of the location categories, where green represents pProS-containing proteins,
and yellow represents non-pProS proteins (see also Materials and Methods). N: Nuclear; C: Cytoplasm;
M: Membrane; CN: Cytoplasm and nuclear; Can: Cancers; Car: Cardiovascular diseases; Dme:
Congenital disorders of metabolism; Mal: Congenital malformations; Dig: Digestive system diseases;
End: Endocrine and metabolic diseases; Imm: Immune system diseases; Mus: Musculoskeletal diseases;
Ner: Nervous system diseases; Oco: Other congenital disorders; Rep: Reproductive system diseases;
Ski: Skin diseases; Uri: Urinary system diseases; Oth: Other diseases; All: All disease-related proteins.

4. Discussion

This study is based on IDR predictions and database annotations. We employed consensus
methods to define IDRs using three predictors. Because the MobiDB-lite program contains eight
different prediction models, we substantially used ten predictors to make consensus IDRs. We found
experimental evidence for predicted IDRs in the detailed analysis of some proteins. For example,
the annotations frequently found in the IDRs (Supplementary Table S1) were found in the regions
experimentally verified as IDRs, and the examples of eIF4G1, SMN protein, and ARH also showed that
some parts of the predicted IDRs have been experimentally verified to be IDRs (Figure 3). Due to these
examples, we were convinced that the IDRs in this study were promising. Even with the conservative
IDR definition, we found more than 1000 pProSs. If the condition to select IDRs was relaxed, more
candidates for functional regions in IDRs could be obtained.

Functional segments on IDRs have been collected as the databases such as SLiM/ELM [72].
A proteome-wide analysis combined with high-throughput sequencing data showed that
disease-related mutations were enriched in SLiMs on IDRs and occurred more frequently at functionally
important residues in SLiMs [73]. Most of these motifs are annotated as “short sequence motif” in
UniProt. In this sense, the analysis in this study convers not only these motifs but also potential
functional segments annotated as “mutagenesis site” and “region of interest”. The ratio of the numbers
of “short sequence motif” annotations to those of the other two is one-eighth (Table 1). This result
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suggests that knowledge of functional segments on IDRs can exist other than the information stored in
the motif databases.

We searched potential binding segments in IDRs by referring to the UniProt annotations.
The UniProt annotations are human-curated and highly reliable. Some of the information on a protein,
however, does not appear in the FT section of the UniProt annotation. For example, the N–terminal
IDR of p53 has 11 binding partners, and the C-terminal IDR has 15 partners solved in PDB structures
(IDEAL: IID00015). The UniProt annotations in these IDRs are concise, as shown in Figure 2, although
the links to the PDB entries are described in the “cross reference” section in UniProt. We picked eIF4G1
as an example in Figure 3. In this example, we found the pProS of the PABPC1-binding region in the
UniProt annotation. However, this region also binds upon rotavirus nonstructural protein 3 [74], and
this information does not appear in the feature table. In this sense, this study does not cover all of
the knowledge of potential functional regions in IDRs. Thus, detailed analysis of each of the proteins
would provide more information about functional segments on IDRs in the disease-related proteins.

In fact, we found potential functional sites from another information in UniProt. As shown
in Figure 3, some of pProSs coincide with mutation sites associated with human disease. UniProt
describes these associations as the link of mutation sites to the OMIM database, which are not directly
linked with the feature annotations used in this study. Although we did not use such mutation
site information to define pProS, we found considerable numbers of mutation sites in the predicted
IDRs. We found 1611 mutation sites in the predicted IDRs of 572 proteins. Among them, UniProt
describes links to the OMIM database for 919 mutation sites in 359 proteins. The list of these mutation
sites can be found in Supplementary Table S3. Although it is not clear whether these mutation sites
are binding sites for other molecules, these sites may possibly be regarded as functional regions in
IDRs. Some of the readers may be interested in other model organisms. We briefly surveyed some
of the represented model organisms, as shown in Supplementary Table S4. Although the results are
preliminary, considerable numbers of annotations were found in the predicted IDRs for the mouse,
rat, Arabidopsis thaliana, and yeast. These organisms have been long used for model organisms, and
knowledge verified by experiments has been accumulated. Thus, for such model organisms, the
strategy of the present study can be applied.

When we simply count the numbers of pProSs in the disease categories, the statistics were different
from Table 2. The statistics are shown in Supplementary Table S5. The “pProS counts” represent how
many times pProSs occur in each of the categories. “Cancers” were top ranked, followed by “congenital
malformation” and “nervous system diseases”. The large numbers of proteins can account for the large
numbers of “pProS counts” of “nervous system diseases” and “congenital malformation”. “Cancers”,
however, does not have as many proteins as these two categories, in spite of many “pProS counts.”
This is due to the multiple involvement of a protein in different diseases. When a protein having a
pProS and is assigned to two diseases, we counted two for the pProS count. Thus, when a protein is
assigned to multiple diseases in a disease category, redundant counts in the disease category occur.
Supplementary Table S6 lists the top 10 redundant proteins in terms of multiple disease annotations.
p53 Has the maximum multiple disease annotations, and most of these diseases are in the category
“cancers”. The multiple annotations on the other proteins tend to be also redundant in ”cancers”.
The pProS redundancy in Supplementary Table S5, which is the ratio of the numbers of unique pProS
to the numbers of pProS counts, shows the trend of this multiple disease association. “cancers” has a
remarkably high value of pProS redundancy, suggesting that pProS-containing proteins in “cancers”
tend to associate with several kinds of cancers.

p53 is involved in an extremely large number of diseases and has been also known as a hub protein
that has great numbers of binding partners in PPI networks. In fact, the BioGRID database [75] lists
1056 interactors for p53, which is ranked 11th in terms of the number of PPIs in the human proteome.
Then, we looked at the relation between the number of diseases assigned by KEGG DISEASE and
the number of protein interactors. Figure 5 shows the relationship between the two. The correlation
coefficients between the mean and median values of the numbers of interactors to the numbers of
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assigned diseases were 0.86 and 0.87. The distribution of the numbers of assigned diseases likely
follows the power law. Therefore, most of the samples are found in the bins of the left side of the
chart, and only small numbers of samples are found in the right side of the chart, as suggested by the
long boxes. Even within the data of less than 10 assigned diseases, the correlation coefficient of the
mean value is 0.73. It can therefore be said that there is generally a correlation between the numbers
of interactors and the numbers of diseases involved. It has been pointed out that hub proteins in
PPI networks are rich in IDRs [76,77]. If we accept the relationship between the number of protein
interactors and the number of diseases involved, these hub proteins, namely IDPs, must be associated
with many human diseases.

Figure 5. The correlation between the number of protein–protein interactions and the number of
diseases involved. The horizontal axis represents the number of diseases, and the vertical one represents
the number of interactors. A box and a pair of whiskers represent quartiles, and the line in the middle
of the box represents the median. The dots represent outliers.

Post-translational modifications (PTM) are an important modification on proteins to regulate
their function. In particular, phosphorylation has been known to occur preferentially on IDRs [78] to
regulate signaling pathways and other many biological processes. We surveyed phosphorylation sites
of the pProS-containing proteins by using the UniProt annotations and found that 876 phosphorylation
sites coincide with pProS regions in 290 proteins. Most of these phosphorylation related pProSs have
the annotations relating to protein binding, suggesting that the PPI via these pProSs may be regulated
by phosphorylation. We also checked links of these regions to the OMIM database and found that
about 30 phosphorylation sites have the links to the OMIM database. Although the number of the
direct link to OMIM is short, a lot of phosphorylation sites can regulate PPIs, and the defect of these
phosphorylation related pProSs may make an impact on PPI networks.

We analyzed localizations of disease-related proteins to find the richness of the mobile proteins
coming and going between the cytoplasm and nucleus in pProS-containing proteins. Recently,
proteins and protein-nucleic acid mixtures can undergo liquid–liquid phase separation (LLPS) to form
non-membrane organelles or lipid droplets, and have several important biological functions [79–82].
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Intrinsically disordered regions have been shown to play important roles in LLPS [83–85]. Some
of the non-membrane organelles appeared in the UniProt annotations of subcellular localization.
Supplementary Figure S3 shows the distributions of these non-membrane organelles found in
disease-related proteins. It is clear that the pProS-containing proteins are over-represented, while
the non-pProS proteins are not, with the exception of “lipid droplet” and “P-body”. Although the
numbers of annotations for these non-membrane organelles are small, these results suggest that IDPs
play an important role in forming such organelles and have functional segments on their IDRs.

5. Conclusions

We conducted bioinformatics analyses to survey our knowledge on functional segments in IDRs
from the perspective of disease-related proteins. We found more than a thousand annotations in
the predicted IDRs, and considerable fractions of the disease-related proteins contained functional
segments on IDRs. The detailed analysis on some of the examples showed that the pProSs found
in this study were located in the experimentally verified IDRs and could directly associate with the
diseases. Hub proteins in the PPI network tend to be involved in many human diseases, and some of
the pProS-containing proteins are embedded in non-membrane organelles. We should note that the
statistics in this study convey only current research, and more than 100,000 functional segments are
expected to exist in IDRs. However, even with limited information, this study showed the power of
database search for retrieving knowledge of functional segments in IDRs. The complete lists of pProSs
can be found in Supplementary Table S7.

Supplementary Materials: The following are available online at http://www.mdpi.com/2218-273X/9/3/88/s1,
Figure S1: The brief outline of the procedure to obtain pProSs; Figure S2: A structural example of a functional
fragment found in an experimentally verified IDR; Figure S3: The non-membrane organelles found in the
annotations of the disease-related proteins; Table S1: pProSs frequently found in the disease-related proteins;
Table S2: The list of disease involving p53; Table S3: The disease associated mutation sites found in the predicted
IDRs; Table S4: The numbers of annotations found on IDRs in the other model organisms; Table S5: The redundancy
of pProS by the disease categories; Table S6: Proteins involved in multiple diseases; Table S7: The list of pProSs
found in this study.
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Abstract: Protein phosphorylation often switches cellular activity from one state to another, and this
post-translational modification plays an important role in gene regulation by the nuclear hormone
receptor superfamily, including the glucocorticoid receptor (GR). Cell signaling pathways that
regulate phosphorylation of the GR are important determinants of GR actions, including lymphoid
cell apoptosis, DNA binding, and interaction with coregulatory proteins. All major functionally
important phosphorylation sites in the human GR are located in its N-terminal domain (NTD),
which possesses a powerful transactivation domain, AF1. The GR NTD exists as an intrinsically
disordered protein (IDP) and undergoes disorder-order transition for AF1’s efficient interaction with
several coregulatory proteins and subsequent AF1-mediated GR activity. It has been reported that
GR’s NTD/AF1 undergoes such disorder-order transition following site-specific phosphorylation.
This review provides currently available information regarding the role of GR phosphorylation in its
action and highlights the possible underlying mechanisms of action.

Keywords: glucocorticoid receptor; phosphorylation; intrinsically disordered; transactivation activity;
gene regulation; coactivators

1. Introduction

The glucocorticoid receptor (GR) is a well-known, ligand-driven transcription factor, essential
for many of the functions-physiologic, pathological, and therapeutic of hormonal and synthetic
glucocorticoids [1–8]. The GR belongs to the superfamily of the steroid and thyroid hormone-activated
intracellular transcription factors, and the larger family of nuclear hormone receptors (NHRs) [9–13].
The GR was the first member of this superfamily to be cloned and characterized [14]. It is a ubiquitously
expressed intracellular protein that regulates the expression of glucocorticoid-responsive genes in
a cell/tissue- and promoter-specific manner [9,10]. The broad overview of glucocorticoid action
(Figure 1) states that the cytosolic GR is part of a large heteromeric complex consisting of several
chaperone proteins including HSP90, HSP70, p23, immunophilins of the FK506-binding protein family
(FKBP51 and FKBP52) and possibly several others [15–18]. These proteins maintain the receptor in a
transcriptionally inactive conformation that favors high affinity ligand binding [15–18].

Glucocorticoid binding to GR’s C-terminal ligand binding pocket leads to structural
rearrangements, causing the receptor to be released from the complex. At some point, the GR becomes
hyper-phosphorylated and active [15–19], enters the nucleus and interacts with site-specific DNA
sequences, termed “glucocorticoid response elements” (GREs), and several additional coregulatory
proteins. (Figure 1). The GR can also bind at heterodox regulatory elements by “piggybacking” on
other transcription factors [10,11,13]. The DNA and protein interactions are highly dynamic in the
genomic context, as the receptor rapidly moves from one site to another and interacts with various
proteins [9]. One important implication of this model is that the surfaces of the GR must be employed
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in various ways in order to allow temporary interactions with a variety of other macromolecules,
and thus change transcription [9]. In this review, we discuss the structure and functions of the GR,
specifically the role of site-specific phosphorylation in the regulation of its intrinsically disordered
(ID) NTD.

Figure 1. Classical action of the glucocorticoid signaling mediated by the glucocorticoid receptor (GR).
(A) A topological diagram of human GR protein showing major functional domains and major known
AF1 phosphorylation (P) sites (other GR sites not shown) [6]. NTD, N-terminal domain; DBD, DNA
binding domain; H, Hinge region, LBD, Ligand binding domain. (B) Unliganded receptor is located in
the cytosol associated with several heat shock and other chaperone proteins including HSP90, HSP70,
CyP-40, P23, and FKBPs (shown by different colors around GR). Ligand binding leads to conformational
alterations in the GR, and by doing so GR dissociates from these associated proteins, and ligand bound
GR is free to translocate to the nucleus. This process appears to be phosphorylation (P) dependent.
Once in the nucleus, GR binds to site-specific DNA binding sequences and interacts with several other
coregulatory proteins (shown by different colors and shapes around GR), and subsequently leads to
transcriptional regulation. Based on reference [10].

2. The Structure of the Glucocorticoid Receptor and its Gene

The human GR gene consists of 9 exons located on chromosome 5 [20,21]. Like other steroid
hormone receptors (SHRs), the GR consists of three well-known major functional domains: N-terminal
(NTD), DNA binding (DBD), and ligand-binding (LBD) (Figure 1A). DBD and LBD are separated by
a short intrinsically disordered (ID) amino acid sequence known as the “hinge” region [13]. Within
the NTD and LBD are two transcription activation function regions, AF1 and AF2, respectively [13].
AF2 is strictly ligand-dependent whereas AF1 is ligand-dependent in the context of the holo-GR but
is constitutively active and can regulate GR-target genes in a ligand-independent manner when the
LBD is removed [9,13]. In other words, the AF1 can act constitutively in the absence of the LBD and
is quite active in stimulating transcription from simple promoters containing cognate GR binding
sites [13]. With the discovery of a large cohort of GR forms with unique expression, gene-regulatory,
and functional profiles [6], the traditional view that a single GR protein regulates the effects of
glucocorticoids has changed in recent years. Alternative exon splicing and translation initiation sites
in the human GR mRNA result in a number of receptor sub-types [6].

When interacting with chromosomal DNA, both AF domains of the GR mediate transcriptional
activation by recruiting coregulatory multi-subunit complexes that remodel chromatin, target initiation
sites, and stabilize the RNA polymerase II machinery for repeated rounds of transcription of target
genes [9]. In the conceptual model of receptor:coactivator complexes, the ligand-bound GR recruits
one or more cofactors, which subsequently results in the recruitment of additional known cofactors to
the assembly of the complex [9,13]. Depending on the GR ligand, these cofactors may lead to increased
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or reduced transcription of regulated genes. It is likely that additional as yet unknown cofactors are
involved, and that different GRs may recruit different components to the complex, thus achieving a
level of specificity among GRs and coactivators or corepressors [9].

Though the structures of independently expressed, more stably structured LBD and DBD were
solved long ago [22,23], no 3D structure of full-length GR is currently known. From the LBD structural
and mutation data, it is clear that ligand binding results in conformational rearrangement of AF2
sub-domain (usually helix 12) such that its surfaces are available for interactions with specific
coregulatory proteins through LXXLL motifs [23]. Bound to an agonist ligand, AF2 adopts a
conformation that suits for interaction with coactivators, whereas an antagonist binding blocks such
interactions and rather opens surfaces for corepressor interactions [23]. However, many ligands
originally labeled “antagonists” are actually weak partial agonists that compete for the LBD site.
Presumably, when bound with these, the LBD-ligand-coactivator interactions are weaker, so that gene
induction is reduced. Furthermore, the GR LBD crystal structure revealed a second charge clamp,
which may determine the binding selectivity of a coactivator [23]. The structure of the DBD and how it
fits into its GRE has been known for some time [22], though this binding process may be more dynamic
than once envisaged [9].

Due to its disordered nature, our understanding about the structure and functions of AF1 has
languished until recently. The GR AF1 supplies most of the transcription-controlling power of the
GR; and this lack of information about how AF1 interacts with various coregulatory proteins, and the
consequences for transcriptional regulation, has hampered understanding of the full spectrum of GR
action. The AF1 activation domain was discovered well before AF2 and was initially thought to be the
only GR transactivation function. The major obstacle in solving full-length GR structure or that of AF1
alone is the fact that large portion of the GR NTD, including AF1, is IDP [24–30]. A new, quantitative
thermodynamic model for allosteric interdomain coupling has been proposed that explains the role of
the IDP NTD of the GR in the receptor’s function [31]. This model would be applicable to other SHRs
and transcription factors generally.

3. The IDP Nature of the GR NTD/AF1 Means that it Can be Thought of as a Large Ensemble of
Rapidly Interchanging Conformations

Compared to the LBD and DBD, the GR NTD is most variable in terms of sequence homology
and size among various mammals [10]. The AF1 plays an important role in the interaction of the
receptor with molecules necessary for the initiation of transcription, such as chromatin modulators
and protein from basal transcription factors, including RNA polymerase II, TATA-binding protein
(TBP) and a host of TBP-associated proteins [9,28]. The AF1 is also known to interact with many other
coregulatory proteins including coactivators and corepressors, which are essential for optimal GR
activity in a cell/tissue-specific manner [9,10,12,28]. Several of these coregulatory proteins are also
known to interact with the AF2 region [9,10,12,28]. However, unlike the LXXLL binding motif for AF2
interactions, no such motif is known for the AF1 [23], and in fact, IDP regions usually lack a defined
interaction motif as in many transcription factors [32–34].

IDPs are subject to combinatorial alternative splicing and post-translational modifications, adding
complexity to regulatory networks and providing a mechanism for cell/tissue-specific signaling [35–37].
Thus, the ID ensemble allows molecular recognition by providing protein surfaces capable of
binding specific target molecules from the assembly of signaling complexes [35–37]. A variety of
computational, biochemical, and biophysical methods have confirmed the IDP nature of the GR AF1
in recent years [24–27,38,39]. It has been proposed that the IDP nature of the GR AF1 allows it rapidly
to “sample” its environment until appropriate binding partners are found [38,39]. Then, either by
induced-fit or selective binding of a particular AF1 conformer, a high-affinity and more persistent
interaction occurs between AF1 and the relevant coregulatory protein(s) [24–27,38,39]. The IDP
regions/domains including GR’s NTD/AF1 promote molecular recognition primarily through unique
combination of high specificity and low binding affinity with their functional binding partners,
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recognize and bind a number of biological targets, and create propensity to form large interaction
surfaces suitable for interactions with their specific binding partners [40–47].

We have reported that several factors can influence AF1 secondary/tertiary structure formation,
including binding protein partners, binding of the GR DBD to DNA, post-translational modifications
such as site-specific phosphorylation in the NTD and in some circumstances, the type and
concentrations of naturally occurring intracellular organic osmolytes [9,25,28,38,39]. We have also
reported that such induced conformation in AF1 plays an important role in facilitating AF1’s interaction
with specific coregulatory proteins and subsequent transcriptional activity [9,24–27,38,39]. The ID
domains of many transcription factors have been shown to undergo a disorder-order transition
upon interaction with binding partners that act as coregulators [28,35]. We have also shown that
interaction of the AF1 with that partner at appropriate concentrations may cause AF1 to adopt
higher secondary/tertiary structure that leads to stabilize AF1 structure [24–27,38,39]. For example,
the TATA box binding protein (TBP) directly binds to the GR AF1 domain in vitro and in vivo and
induces secondary/tertiary structure formation in AF1 such that TBP binding-induced folding in
AF1 significantly enhances AF1’s interaction with other coactivators and subsequent AF1-mediated,
GRE-driven promoter-reporter activity [38,39]. This phenomenon has now been reported for some
other SHRs [26].

4. Role of Phosphorylation in the Regulation of Intrinsically Disordered AF1 Structure and Functions

Phosphorylation is an important post translational modification that regulates protein functions,
including those of transcription factors in eukaryotic cells [48–52]. For transcription factors,
phosphorylation can modulate their DNA binding affinity, interaction with components of the
transcription initiation complex, and intracellular translocations [53–55]. Like many other transcription
factors, the GR is a phospho-protein; consequently kinases can phosphorylate GR at multiple sites,
leading to altered GR transcriptional activity [56–60]. Cell and tissue-specific GR functions are heavily
regulated by specific kinases [61]. In the human GR, five serine residues have been identified [59].
All these known phosphorylation sites identified in human GR are found in the IDP NTD [10,59,60].
Three of them (S203, S211, and S226) are located within the AF1 [59].

Phosphorylation of the AF1’s core region has been shown to stabilize its structure, i.e. to shift
the ensemble of conformers to a higher fraction containing structure [39]. Such phosphorylation is
biologically relevant. We have shown that p38 in the MAPK pathways is a potent kinase for in vitro
phosphorylation of S211 on the human GR [62,63]. Glucocorticoid treatment of CEM (human leukemic)
cells induces the upstream kinase of p38, which phosphorylates and actives p38, which in turn,
phosphorylates the GR, establishing a forward-acting functional loop. Because, in vitro and in vivo, p38
phosphorylates the GR at this specific site, we tested the relevance to GR function. The results showed
that in transfected cells, the non-phosphorylatable S211A GR mutant was considerably less potent in
inducing an AF1-mediated, GRE-driven reporter gene, and in driving GR-mediated apoptosis induced
by a synthetic glucocorticoid, dexamethasone [64]. More general relevance to a range of lymphoid
malignancies was found when we showed that in several unrelated malignant lymphoid cell lines, a
greater proportion of p38 relative to other MAPKs corresponded to relative sensitivity to GR-driven
apoptosis [65], Other reports suggest that phosphorylation may affect GR stability and thus alter
transcriptional activity of the receptor [66]. We have also shown that site-specific phosphorylation of
the ID AF1 leads to disorder-order conformational transition such that AF1’s interaction with other
critical coregulatory proteins, and subsequent transcriptional activity are significantly enhanced [62,64].
Garabedian and co-workers have also demonstrated that site-specific phosphorylation in GR,
particularly S211 and S226, play an important role in gene regulation by the GR, for which AF1 is a
main player, as discussed above [36,59,67,68].
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Several reports suggest that the state of GR phosphorylation affects its interactions with other
proteins. TSG101, a component of the ESCRIT-I complex, has been reported to be preferentially
recruited to the nonphosphorylated form of the GR [68]. It has been suggested that TSG101 stabilizes
ligand-unbound GR in its unphosphorylated form to protect it from degradation. Thus, TSG101
interaction with GR may be important to keep unliganded GR protected from auto-degradation until
the GR becomes hyper-phosphorylated. Interaction with DRIP150 (another GR coregulator and part of
mediator complex) also has been reported to be modulated through GR phosphorylation [59]. Thus,
it can be concluded that site-specific phosphorylation of the AF1 domain of GR can either enhance or
diminish recruitment of coregulators, reflecting the biologic need for the GR to up- or down-regulate
gene(s) in a cell- and promoter- specific manner by interactions with specific combinations of cofactors.

5. Discussion

Compared to protein segments with well-define globular structures, protein phosphorylation of
Ser residue predominantly occurs within ID regions of signaling molecules [44,69–71]. This is
significant because the formation of new hydrogen bonds would be more difficult if the sites of
phosphorylation were located within ordered regions [36]. Thus, phosphorylation may regulate
protein functions of the GR by affecting the conformational dynamics of the IDP NTD/AF1, leading to
altered transcriptional activities [36,37,39,72]. As noted above, the GR exists in several translationally
derived forms, successively shortened from the N terminus. The GR-C3 form is several times more
active than the full-length, predominant “GRα” form [6,21,31]. It has been shown that this is due to
loss of an NTD sub-domain, the R region, which exerts an allosterically repressive effect on GR’s AF1
function [31,73]. The structural and functional effects of site-specific phosphorylations of the several
GR translational forms will be important to study.

The mechanisms by which GR controls gene expression pose a central problem in molecular
biology, and the role of its ID AF1 is of immense importance. Phosphorylation elicits diverse effects on
the biological functions of ID proteins by altering the energetics of their conformational landscape and
by modulating interactions with other cellular components by stabilizing and/or inducing secondary
structural elements [74–77]. There are also reports suggesting that in IDP receptors, poly-electrostatic
interactions may also play important role [78]. Thus, signaling cascades that induce phosphorylation of
the GR are important factors in determining the physiological actions of its ID NTD/AF1.

6. Summary and Perspectives

Glucocorticoids, working through the GR, regulate a variety of human physiological processes
in a cell/tissue-dependent manner at the level of gene regulation. Glucocorticoids have also been
frontline therapy for decades in the treatment of several pathological and disease conditions; however,
the exact mechanism by which GR passes signals from ligand to regulate specific genes is not fully
understood. Knowledge of 3-D structure of the full-length GR will of course be the starting point
to provide answers to several questions on the actions of the GR. Post-translational modifications
including phosphorylation, ubiquitination, and sumoylation have all been shown to affect functions of
NHR family members. There is evidence that that differential phosphorylation stabilizes the structure
of the GR’s IDP region and thus is a regulator of GR actions; yet it is also quite clear that the role of GR
phosphorylation is a remarkably complex phenomenon.

Several outstanding questions remain to be answered: (1) What are the relative levels of
phosphorylation of individual sites in specific cell/tissue- types under physiological conditions?
(2) How does each phosphorylation site contribute to GR-mediated signaling through conformational
rearrangements in the otherwise IDP AF1/NTD? (3) What are the allosteric consequences for the
holo-GR? (4) Do the sequence of site-specific phosphorylations and the patterns of multiple-site
phosphorylations matter? (5) What is the correlation between cell-based studies and in vivo animal
models? (6) What are the effects of phosphorylations on the many GR isoforms?
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Based on studies from our laboratory and those of others, we propose that
phosphorylation-induced conformational changes in the ID AF1 may be dependent upon the
phosphorylation of individual site(s) such that the effects of one phosphorylated GR site may be
influenced by the relative phosphorylation of other sites (Figure 2). Cell/tissue-specific effects of GR are
tightly regulated through specific kinase(s)/phosphatase(s), and site-specific phosphorylation-induced
conformational changes in ID NTD/AF1 and its subsequent effects on transactivation activities may
provide critical information on how different surfaces within the ID AF1/NTD may be created and
used to manipulate GR target gene expression. How site-specific phosphorylation leads to induced
conformations in the ID AF1 and what kind of functional folded conformation it adopts in the
full-length receptor are open questions.

Figure 2. A proposed model of the effect of phosphorylation on the folding of intrinsically disordered
(ID) AF1 domain of the glucocorticoid receptor. AF1 exists in equilibrium with mostly unstructured
AF1ID and a small fraction of folded (AF1F) conformers. Due to AF1’s site-specific phosphorylation
(P), the equilibrium is shifted in favor of folded conformers. This structural rearrangement in AF1
creates surfaces well suited for interaction with coregulatory binding partner (BP) proteins (shown by
different shapes and colors). The interaction with these BPs results in the regulation of AF1-mediated
transcription of GR target gene(s). Based on references [62,72].
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Abstract: The stability and dynamics of cytoskeleton in brain nerve cells are regulated by microtubule
associated proteins (MAPs), tau and MAP2. Both proteins are intrinsically disordered and involved
in multiple molecular interactions important for normal physiology and pathology of chronic
neurodegenerative diseases. Nuclear magnetic resonance and cryo-electron microscopy recently
revealed propensities of MAPs to form transient local structures and long-range contacts in the free
state, and conformations adopted in complexes with microtubules and filamentous actin, as well
as in pathological aggregates. In this paper, we compare the longest, 441-residue brain isoform of
tau (tau40), and a 467-residue isoform of MAP2, known as MAP2c. For both molecules, we present
transient structural motifs revealed by conformational analysis of experimental data obtained for
free soluble forms of the proteins. We show that many of the short sequence motifs that exhibit
transient structural features are linked to functional properties, manifested by specific interactions.
The transient structural motifs can be therefore classified as molecular recognition elements of
tau40 and MAP2c. Their interactions are further regulated by post-translational modifications,
in particular phosphorylation. The structure-function analysis also explains differences between
biological activities of tau40 and MAP2c.

Keywords: microtubule associated protein; tau; intrinsically disordered protein; phosphorylation;
nuclear magnetic resonance

1. Introduction

The stability and dynamic behavior of the cytoskeleton are regulated by structural microtubule
associated proteins (MAPs) [1]. Major structural MAPs in brain nerve cells are the MAP2 and tau
protein [2]. Polypeptide chains of MAP2 and tau have a bipolar character; their microtubule binding
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repeats (MTBRs) and projection domain (PD) lie at C- and N-terminal part of molecule, respectively.
Both proteins exist as multiple alternatively spliced isoforms (Figure 1), differing in the presence of
the second MTBR (exon 10 of tau and exon 16 of MAP2) and of several exons in PD (including long
exon 9 distinguishing high-molecular weight isoforms of MAP2). Expression of individual isoforms is
developmentally and regionally regulated. Most notably, adult neurons express high-molecular weight
MAP2 isoforms specifically in cell bodies and dendrites [2], whereas the six tau protein isoforms are
found predominantly in axons [3]. Low molecular weight MAP2 isoforms are expressed in developing
neurons, mostly prenatally, whereas high-molecular weight tau isoforms comprising exons 4a and 6
are expressed only in peripheral tissues [4].

Both high- and low-molecular weight isoforms of the discussed MAPs have been studied
extensively. However, detailed and residue-specific description of transient structural features
is currently available only for MAP2c and for the tau isoforms presented in Figure 1. Although
the structure-function relationship is not described for MAP2a and MAP2b in such details, it is
evident that high-molecular weight isoforms of MAP2 play important and specific biological roles.
The increased expression of MAP2a (and decreased expression of MAP2c) correlates with the reduction
of cytoskeleton dynamics during neuronal maturation [5]. Presence or absence of long PD seems
to be one of the factors (together with messenger RNA (mRNA) compartmentalization) controlling
cellular localization of MAP2 isoforms [2,5]. Transfection experiments suggested that the presence of
long PD prevents MAP2a/b from entering the axons [6]. The size of PD also influences properties of
microtubule (MT) bundles induced by MAP2 isoforms, with a potential impact on the kinesin- and
dynein-dependent transport along microtubules [2]. It has been suggested that the length of PD
of MAP2 and tau isoforms regulates the spacing of MTs inside MT bundles in dendrites and
axons [7]. Experiments with tau adsorbed on mica surface (a proxy for the MTs) suggested that
the MT distance spacer may be formed by an antiparallel charge-dependent dimerization of PDs from
opposing tau molecules [8]. Direct measurement of forces between tau-coated MTs at physiological,
sub-stoichiometric tau:tubulin ratio revealed that a structure of the PD layer may depend on both the
amount of bound tau and the molecular crowding, where the isoforms with longer PD conferred a
much higher resistance to MT bundling under increased osmotic pressure [9]. Interestingly, MAP2 and
tau isoforms may bind and crosslink MTs with F-actin by partially overlapping multiple interaction
sites in the MTBRs [10,11]. The apparent binding affinity of tau to F-actin is comparable to its affinity
to MTs [12]. Mice with either MAP2 or tau gene knockout were apparently normal, but simultaneous
disruption of MAP1b gene led to a high prenatal mortality [13–15]. It suggested an important role of
MAP2/tau in neurogenesis, which can be (partially) rescued by MAP1b.

Despite the similarity in overall molecular organization and physiological function, along
with a high sequence identity of the MTBRs, MAP2 and tau have contrasting significance in
pathophysiological processes resulting in chronic diseases. The involvement of MAP2 in pathogenesis
(based on detection of high-molecular weight isoforms in adult tissues) is relatively modest.
Depletion of MAP2 has been associated with a Lewy body variant of Alzheimer’s disease [16],
whereas colocalization of MAP2 with α-synuclein in Lewy bodies was shown in Parkinson’s
disease [17]. Disappearance of dendritic high-molecular weight MAP2 isoforms was recently described
in striatum of patients with Huntington’s disease [18]. 3β-methoxy-pregnenolone, which binds to
MAP2 isoforms in vitro and increases its ability to stimulate tubulin assembly, has antidepressant
efficacy in rats [19]. In contrary, tau protein has been long known for its involvement in various
neurodegenerative illnesses. Tau was discovered as the constituent of neurofibrillary pathology
in Alzheimer’s disease and other tauopathies, comprised of more than 20 individual disorders;
for review see [3,20]. Tens of exonic and intronic mutations in tau gene with direct implications
for neuropathological conditions were described. As the extent of tau pathology correlates with
the disease progression, tau has become an appealing target for various therapeutic strategies
including small-molecule inhibition of tau aggregation and phosphorylation, anti-sense oligonucleotide
therapy, passive and active immunotherapy [21–23]. Pathological forms of tau include high-molecular
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weight oligomers and polymers, in which the tau molecules associate via their MTBRs, forming
tightly ordered amyloid structures [20,24]. The fact that MAP2 was never found polymerized in
vivo despite 90% sequence homology of respective MTBRs, aggregation properties of chimeric
proteins, and site-directed mutagenesis indicate a key role of individual tau residues for initiation and
propagation of polymerization [25,26].

Isoforms of MAP2c and tau are subjects to frequent post-translational modifications [27].
Modifications at specific sites regulate binding to MTs and MT dynamics [28–31]. Importantly, MAP2
and tau isoforms have a highly disordered polypeptide backbone (see below), which can be selectively
modulated by protein phosphorylation. Apart from introducing two negative charges per phosphate
group (at physiological pH), which can influence the long-range contacts, phosphate oxygens may
form specific local interactions with neighbouring main chain polar groups (carbonyl, amine) [32,33],
changing the distribution of preferred transient conformations in the conformational ensemble.
For instance, using short tau phosphopeptides it has been shown that phosphorylation of proline-rich
regions of tau may induce local conformational changes to polyproline II helix [31,34]. Physiological
phosphorylation of MAP2 exceeds that of tau (1–2.5 and 0.5–1 phosphates per 100 residues in MAP2 and
tau, respectively). However, phosphorylation of tau increases four-fold under pathological conditions
and has been associated with tau toxic gain of function [3,28]. In developing brain both proteins
exhibit elevated phosphate content, whereas in adulthood the overall phosphorylation decreases.
Kinases phosphorylating tau and MAP2 isoforms have been reviewed previously [5,35–37]. Tyrosine
kinases include Fyn, Syk, c-Abl, Arg. The list of serine/threonine kinases is long, those discussed as
examples in this paper are listed in Table 1.

Table 1. List of Ser/Thr kinases discussed in this review.

Kinase Abbreviation Proline-Directed Activator

cAMP-dependent protein kinase PKA no –
MT-affinity-regulating kinases MARK1–4 no –

extracellular signal-regulated kinase 2 ERK2 yes MEK a

glycogen-synthase kinase 3β GSK3β yes –
cyclin dependent kinase 5 CDK5 yes p35, p39
c-Jun N-terminal kinase 1 JNK1 yes –

stress-activated protein kinase 4 SAPK4/p38δ yes –
a MAPK/ERK kinase (also known as itogen-activated protein kinase kinase).

Both tau and MAP2 isoforms are intrinsically disordered in the free state and interact with
complex cytoskeletal structures. It makes them challenging targets for structural studies. Nevertheless,
improved resolution of nuclear magnetic resonance (NMR) spectroscopy and electron microscopy (EM)
made detailed studies of free and interacting MAPs possible. Structural features of highly flexible free
tau40 [38,39] and MAP2c [40] isoforms have been described using liquid-state NMR, complemented
by quantitative conformational analysis. Recently published atomic and near-atomic resolution data
allow us to look for molecular mechanisms of physiological processes altered in chronic diseases.
Combination of cryo-electron microscopy (cryo-EM), NMR, and computational analysis provided
reliable high-resolution models of tau interacting with microtubules (MTs) [41–43], actin filaments [10],
and forming filaments in brains of patients suffering from the Alzheimer’s disease [24,44]. Our goal is
not to provide here a complete list of physiological and pathological roles of the reviewed proteins or
a summary of all experimental structural data. Instead, we discuss (i) how molecular functions and
dysfunctions of tau and MAP2 can be traced to sequence motifs forming transient, but well defined
local structures with distinct dynamics; and (ii) how differences in such motifs explain functional
diversity of tau and MAP2. Specifically, we limit the discussion to the longest, 441-residue brain
isoform of human tau (clone htau40, splicing variant 2N4R), and the shortest, 467-residue isoform
of rat MAP2 (94% sequence identity with the corresponding human isoform), referred to as tau40
and MAP2c in this paper, respectively. Residue numbering is referred to these two isoforms as well.
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Our selection of these MAPs mostly reflects the amount of available experimental data reported in the
literature. Also, the similar lengths of the chosen isoforms simplify direct comparison of both proteins.

1 2 3 115 7 8 9 191410 12 1364A4-1

191 2 3 4 8 9 11 14 17 187A 10 12 13 16155 6 7

MAP2d125 6 7 14 15 17 18 1916

9 1110 12 MAP2b14 15 17 18 195 6 7

MAP2c12 14 15 17 18 195 6 7

14 15 17 18 198 9 1110 12 MAP2a5 6 7

4 5 7 9 11 12 13 tau 0N3R (isoform 4)

4 5 7 9 11 12 13 tau 1N3R (isoform 7)2

4 5 7 9 11 12 13 tau 2N3R (isoform 8)2 3

4 5 7 9 11 12 13 tau 0N4R (isoform 3)10

4 5 7 9 11 12 13 tau 1N4R (isoform 5)2 10

4 5 7 9 11 12 13 tau 2N4R = tau40 (isoform 2)2 3 10

1

1

1

1

1

1

Figure 1. Organization of the DNA sequences of tau (top) and MAP2 (bottom) and splicing isoforms
expressed in brain. Exons not expressed in brain isoforms are shown in white, exons expressed in
all isoforms are shown in light gray, and exons expressed in some isoforms are shown in dark gray.
Regions of isoforms discussed in this review are shown in boxes of different colors. The exons of tau
and MAP2 are numbered according to Cailet-Boudin et al. [4] and Sündermann et al. [45], tau isoforms
are numbered according to the National Center for Biotechnology Information (NCBI) RefSeq database.

2. Measurement and Presentation of Transient Local Structures

As mentioned above, our goal is to relate the biological functions of tau40 and MAP2c to
transient secondary structures observable in a free state. Therefore, we start our discussion by briefly
commenting how the structural data were obtained, and how they are presented in this paper.

So-called intrinsically disordered proteins (IDPs), including tau40 and MAP2c, do not adopt
a random conformation as many synthetic polymers. Instead, they exist in multiple rapidly
inter-converting structures defined by the same interactions as well-ordered proteins. Therefore,
transient secondary structure motifs and long-range order are present in IDP samples, and their
populations can be estimated by analyzing experimental data.

Formation of transient local structures discussed in this paper was inferred from NMR chemical
shifts, measured in several studies [38,40,46–55], and converted to populations of conformers
occupying different regions of the Ramachandran diagram by the ASTEROIDS algorithm [39,56,57].
The ASTEROIDS analysis also included results of NMR paramagnetic relaxation enhancements
and small-angle X-ray scattering, describing long-range contacts and overall shapes of the studied
molecules, respectively. Technically, the result of the analysis was a set of three-dimensional
structures selected to match the experimental data. This allowed us to statistically evaluate not
only populations of backbone torsion angles of individual amino acids, but also occurrence of their
specific combinations, which give rise to secondary structure elements (Figures S1–S4 in Supplementary
Materials). Distribution of these parameters are presented in this paper as an experimental measure of
the propensity to form such structural motifs.
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Although full-length tau40 and MAP2c can be studied by current NMR techniques, analysis of
shorter fragments provides useful information about the influence of long-range contacts on local structure.
Based on a comparison of 13Cα chemical shifts, secondary structures of full-length tau40 and of three
shorter constructs are very similar [38] and similar results were obtained also for MAP2c and its fragments
(Figure S5 in Supplementary Materials). This similarity underlines the fact that secondary structure
propensities are highly specific properties of the sequence motifs. However, it should be stressed that
although long-range contacts do not change the overall statistics of secondary structures in free tau40
and MAP2c, they define distinct global (“tertiary”) structures. External factors such as interactions
with binding partners or molecular truncation [58] may result in conformational selection of minor, but
functionally important global states. For example, interaction of tau MTBRs with the monoclonal antibody
DC8E8 was enhanced up to 25 times after removal of N- and C-termini of the molecule [59].

Visualization of the local structures is not trivial because multiple locally ordered structural
motifs cannot be aligned in a single three-dimensional structural model. Therefore, in this paper
we discuss conformations of tau40 and MAP2c without showing the three-dimensional structures
explicitly. Occurrence of two secondary structure motifs that were present most often in the ensembles
of conformers selected by the ASTEROIDS analysis (α-helix and polyproline II) is schematically
depicted in Figure 2. To give more quantitative description of the propensity to form secondary
structures, populations of continuous stretches of seven residues found in the same conformation
in the selected ensembles are plotted for individual tau40 and MAP2c regions in Figures 3–7 [57].
Residues with increased populations of β-turn conformations [60] are also marked in Figures 3–7.
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Figure 2. Sequences of human tau40 and rat MAP2c shown with backgrounds distinguishing individual
regions. The pale green background indicates the N-terminal region, the brown background indicates
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the variable central region preceding the proline-rich domains, the yellow background indicates the
proline-rich domains, the violet background indicates MT binding domains, and the cyan background
indicates the C-terminal region. Charge distribution, hydropathicity, and preferred secondary structures
are shown below the sequences. The charge distribution is represented by the color in the upper rows
of squares below the sequences, corresponding to a relative electrostatic potential approximated by
∑j CQi/(d0 + d1|ni − nj|), where Qi and ni are charge and sequential number of the i-th residue, C is a
constant including the electric permittivity, and dk are distance constants. The ratio d1/d0 was set to
2.0 and the colors were chosen so that red and blue correspond to the highest negative and positive
potential, respectively, which makes the color code independent of C/d0 [40]. The hydropathicity
index according to Kyte and Doolittle [61] is shown as darkness of the lower rows of squares below the
sequences (white and black correspond to the values of −4.5 and +4.5, respectively). Formation of
transient α-helices is shown as pink and purple symbols (corresponding to more than 5% and 15%,
respectively, of structures with continuous stretches of four amino acids in α-helical conformation
in the ensembles selected by the ASTEROIDS analysis of NMR chemical shifts [39,57]), formation of
transient polyproline II structures is shown as gray and black symbols (corresponding to more than
5% and 15%, respectively, of structures with continuous stretches of four amino acids in polyproline II
conformation in the ensembles selected by the ASTEROIDS analysis).

3. N-Terminal Regions

The sequences of tau40 and MAP2c start with PDs, involved in the regulation of microtubule
spacing. N-terminal regions of PDs (pale green boxes in Figures 1 and 2) are rich in acidic and
hydrophobic amino acids. As the N-terminal regions of tau and MAP2 differ in size, structural
properties, and physiological functions, structural characteristics and examples of biological roles
associated with these regions are discussed separately for tau40 and MAP2c in this section.

3.1. Structural Properties of N-Terminal Region of tau40

In the free form, the N-terminal region of tau exhibits low content of secondary structure,
but makes transient contacts with the positively charged proline-rich regions and strongly helical
C-terminus [38,39,62]. These intramolecular electrostatic interactions contribute to formation of bent
“paper-clip” tertiary structure of tau (together with contacts between MTBRs and the C-terminal
region) [62], and to consequent functional links between distant regions. The intramolecular contacts
also compete with intermolecular interactions. In the following paragraphs, we present biological
roles that seem to depend on balance between intra- and intermolecular interactions of functionally
important sequence at the very N-terminus of tau.

3.2. Phosphatase Activation by Tau N-Terminus and Axonal Transport

The first role of tau discussed in this section is modulation of the axonal transport, closely
related to the localization of tau in axones. The motif shown in the pale green box in Figure 3
was described as the phosphatase-activating domain (PAD) because a peptide consisting of amino
acids Ala2–Tyr18 activates a signaling cascade involving protein phosphatase 1 (PP1) and GSK3β
kinase [63,64]. Phosphatase-activating domain contains an imperfect consensus PP1 binding motif
5RQEF8 [65], which explains why Tau specifically interacts with PP1 and targets PP1 to MTs. The PP1
converts GSK3β to its active (dephosphorylated) form, which phosphorylates kinesin light chain.
This inhibits fast axonal transport mediated by kinesin moving along MTs since phosphorylation of
the kinesin releases the kinesin-bound cargo. It was suggested that a lack of the native intramolecular
contacts in aggregates and other pathological forms of tau lead to axonal transport dysfunction
accompanying Alzheimer’s disease and other neurodegenerative diseases. In the absence of the native
contacts, PAD is more exposed, the PP1-GSK3β pathway is hyperactivated, and the axonal transport
is inhibited.
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The N-terminal region of tau also represents an excellent example of regulation of biologically
important interactions by post-translational modifications. The last amino acid of PAD is highly
conserved Tyr18 and its neighboring residues match the ideal recognition sequence of the Fyn kinase
(GTYG, preceded by an acidic and an aromatic residue) identified by a phage display [66]. Tyr18 is
indeed preferentially phosphorylated by several kinases including Fyn [36,67]. It has been shown that
the phosphomimetic mutation Y18E prevents the inhibition of axonal transport by PAD. Based on this
finding, it was proposed that phosphorylation of Tyr18 regulates the cargo delivery [68].

The N-terminus of tau also binds another protein involved in axonal transport, dynactin. Dynactin
is a multi-protein complex essential for axonal transport, playing an important role in mediating the
binding of the MT motor dynein to its membranous cargoes [69,70]. The dynactin complex forms an
actin-like filament and a lateral arm able to interact with MTs. The major component of the arm is
p150. Its N-terminal domain binds MTs, while C-terminal 230 amino acids contribute to a structure,
called shoulder, sitting on the filament. It has been reported that tau sequences encoded by exons 1
and 4 interact independently with the C-terminus of p150 and stabilize MT binding to the dynactin
complex [71]. Interaction with exon 1 is affected by mutation of Arg5, associated with frontotemporal
dementia and parkinsonism linked to chromosome 17 (FTDP-17). Therefore, PAD is most likely
involved in the binding and mutations in PAD can cause defects in axonal transport.

3.3. Interactions of Tau with Neuronal Membranes

Another physiological role regulated by phosphorylation of Tyr18 is tau’s interaction with
neuronal membranes [72]. It has been shown that phosphorylated Tyr18 interacts with the
Src-homology 2 (SH2) domain of the tyrosine kinase Fyn, and that Fyn-mediated phosphorylation
induces trafficking of tau to detergent-resistant membrane microdomains in mouse primary cortical
neurons [73]. These membrane microdomains are involved in intracellular signaling and therefore
regulation of the Tyr18 phosphorylation may be an important factor in keeping normal physiological
conditions. Furthermore, tau is recruited to the lipid rafts and phosphorylated at Tyr18 when SHSY-5Y
cells are treated with the Aβ peptide [74]. It indicates that Tyr18 phosphorylation and interactions of
tau with membranes may play a role in the Aβ-induced neurotoxicity.

3.4. Structural Properties of N-Terminal Region of MAP2c

Physiologically important structural features of the N-terminal region of free MAP2c are more
complex than those described for tau40. Occurrence of turns (Figure 3) between more extended
segments suggests formation of transient hairpin structures. NMR relaxation [57] suggests that
aromatic amino acids, frequent among the first 80 residues of MAP2c (most notably Trp14, Phe48,
and Tyr50), are parts of a more ordered structure that is not observed in tau40 [38] and that includes also
the following segment (Ser81–Glu113), where all hydrophobic residues are aliphatic. Similar to tau40,
the N-terminal region of free MAP2c interacts with the proline-rich and MT-binding domains [57].
Unlike in tau40, a very distinct secondary structure motif is present in the N-terminal region of MAP2c.
Residues Ser81–Glu113 exhibit a strong propensity to form an α-helix interrupted by a more extended
segment. Biological relevance of this motif is discussed in Section 3.6.

3.5. Neurosteroid Binding to the N-Terminal Region of MAP2c

Neural activities are regulated by steroid compounds (neurosteroids) synthesized directly
in the brain, independently of the peripheral endocrine glands [75]. Neurosteroids specifically
bind to MAP2 isoforms and stimulate MT polymerization and consequently neurite extension [76].
Experiments with truncated MAP2c suggested that the N-terminal region is essential for binding [77,78].
Our unpublished NMR data confirm that neurosteroids bind to the N-terminal region, but presence of
C-terminal regions is needed too (Figure S6 in Supplementary Materials). This is consistent with the
NMR relaxation data, showing formation of a more ordered structure, and with a homology model
predicting residues Met1–Lys71 to form the major portion of a binding pocket [77,78] for neurosteroids.
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Therefore, the N-terminal region of MAP2c can be viewed as a transiently structured receptor of
steroids controlling neurite extension and thus affecting neuronal plasticity.

3.6. Binding Site for the RII Regulatory Subunit of PKA in the N-Terminal Region of MAP2c

Residues Ser81–Glu113 (encoded by C-terminus of exon 5 and N-terminal half of exon 6, yellow
box in Figure 3) represent a very characteristic structural and functional motif of MAP2c, a binding site
for the RII regulatory subunit of PKA. The dimeric RI and RII PKA subunits recognize long amphiphilic
α-helices (at least five turns) of well-folded A-kinase anchoring proteins (AKAPs, see sequence
comparison with MAP2c in Figure 3) [79]. As mentioned above, the terminal parts of the sequence
Ser81–Glu113, 81SADRETAEEVSA92 and 107KGEQEKE113, have a high propensity to form α-helix.
However, the middle part of the binding site is extended, with increased propensity to form polyproline
II conformation. Remarkably, the middle region is most rigid, as revealed by NMR relaxation [57].
The second α-helix of the RII-binding motif also contributes to the proposed steroid binding pocket.
The regions interacting with the RII subunit of PKA and with neurosteroids thus form one structural
unit, most ordered in the whole molecule, and presumably stabilized by hydrophobic interactions of
aromatic residues clustered in the N-terminal region of MAP2c.

3.7. Phosphorylation of MAP2c Tyr67 and SH2 Binding

The N-terminal region of MAP2 isoforms is also a target of post-translational modification.
Tyr67 is present in a sequence resembling the Fyn recognition motif [66] (like Tyr18 of tau), and it is
the only tyrosine phosphorylated by Fyn in vitro. It is therefore likely that Tyr67 of MAP2 isoforms is
an important regulatory point. For example, Tyr67 of human MAP2c is present in the SH2 binding
motif pYxN, recognized by the adaptor protein Grb2 [80]. Grb2 links tyrosine kinases with the Ras
signaling pathway and it has been postulated that phosphorylation of Tyr67 followed by recruitment
of Grb2 are steps of an intracellular signaling cascade in fetal human brains [80]. Furthermore, Grb2
is overexpressed in Alzheimer’s disease brains and it was reported to partially revert pathological
disassembly of the cytoskeleton [81]. The overlap of the target site of Tyr kinase Fyn and the binding
site of a subunit regulating Ser/Thr kinase PKA with the proposed neurosteroid receptor region
suggests a possible functional connection of phosphorylation cascades and steroid signaling.

3.8. Summary

Acidic N-terminal regions in both proteins are important for functionally relevant intramolecular
tertiary contacts. Moreover, they contain important interaction sites, different in tau40 and MAP2c.
The N-terminus of tau interacts with the membranes and inhibits axonal transport. The N-terminal
region of MAP2c is ordered to much larger extent than that of tau40, contains a binding motif for
the regulatory subunit RII of PKA, and constitutes a large portion of a neurosteroid binding site.
The biological activities of the N-terminal regions are regulated by tyrosine phosphorylation.
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Figure 3. N-terminal sequences of human tau40 and rat MAP2c. The pale green and yellow boxes
indicate the region of tau interacting with membranes and the region of MAP2c interacting with
the regulatory RII subunit of PKA, respectively. Highly conserved residues are shown in red.
Hydrophobic residues in the region interacting with the regulatory RII subunit of PKA are shown
in green. Phosphorylated tyrosines are marked with purple arrows. Minimal SH3 interaction
motifs (PxxP) are shown in brown above the sequences. Recognition motifs of proline-directed
kinases (green) and GSK3β (blue), and Fyn phosphorylation motifs (purple) are shown below the
sequences. Populations of continuous stretches of seven amino acids in the α-helical and polyproline II
conformations in the ensembles of structures selected by the ASTEROIDS analyses based on measured
NMR chemical shifts [31,57] are shown as pink and gray bars placed in the middle of the stretches,
respectively. Residues forming β-turns are shown in blue frames. Dynamics of individual amino
acids, measured as transverse NMR relaxation rate, is described by colors of the boxes below the
secondary structure symbols (blue corresponding to flexible residues with the relaxation rate of 2 s−1

or lower, red corresponding to the most ordered residues with the relaxation rate of 10 s−1 or higher).
The presented values are the relaxation rates measured at 700 MHz and 5 ◦C for tau40 [38] and values
recalculated from relaxation rates measured at 950 MHz and 27 ◦C for MAP2c [57] in order to account
for the magnetic field difference. No temperature correction was applied because relaxation rates
of IDPs cannot be easily recalculated for a different temperature. Alignment with the sequences
of well-ordered AKAPs is shown under the region interacting with the regulatory RII subunit of
PKA (preferred positions of hydrophobic residues in the amphiphilic binding α-helices are shown in
green frames).
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4. Variable Central Regions Preceding Proline-Rich Domains

Different tau and MAP2 isoforms greatly vary in the length of the sequence between N-terminal
and proline-rich domains (brown boxes in Figures 1 and 2), called variable central region in this paper.
As mentioned above, the resulting variability in the size of PDs seems to allow the nerve cells to
regulate spacing of MTs. Features of these parts of MAPs are discussed below separately for tau and
MAP2 isoforms.

4.1. Structural Properties of Variable Central Region of tau40

All tau isoforms contain relatively short stretches encoded by exons 4 and 5, but vary in the
expression of two 29-amino acid long inserts, encoded by exons 2 and 3, and labeled I1 and I2,
respectively (pale green and pale blue boxes in Figure 4, respectively). Both I1 and I2 are present in the
longest brain isoform discussed here. I1 and I2 are highly negatively charged and prefer polyproline
II conformation, with an exception of a proline-free segment 60GSETSD65 forming transient α-helix.
Exon 4 encodes a flexible sequence Glu104–Pro112, connected to a transient α-helix formed by residues
Ser113–Val122. In brain variants of tau, the sequence continues by short exon 5, containing a transient
helix Ser137–Lys143. In the high-molecular weight isoforms of tau, not expressed in the central nervous
system, exon 5 is preceded and followed by long inserts encoded by exons 4a and 6, respectively.

4.2. Regulatory Post-Translational Modifications: Phosphorylation of Tau Insert I1 and Truncation

Little is known about physiological function(s) of the variable central region of tau40.
Nevertheless, presence of phosphorylation sites suggests possible regulatory role(s). For example, I1
of human tau contains three recognition sites of proline-directed Ser/Thr kinases (shown in green
in Figure 4). Ser46 and Thr50 are phosphorylated by ERK1/2 and GSK-3β kinases in vitro [82–84].
Importantly, Ser46 and Thr50 are, together with Ser202, the only sites phosphorylated solely in the
interphase in a Chinese hamster ovary cell line transfected by human tau40 [82]. SAPK4/p38δ
is the major kinase phosphorylating Thr50, when cells are exposed to osmotic stress and the
phosphomimicking mutation T50E increases the ability of tau to promote tubulin polymerization [85].
Remarkably, the residue corresponding to Thr50 of human tau40 is present in tau of primates, goats
and cows, but not in tau of species not forming tau filaments, such as rodents [85]. Phosphorylated
Ser46 and Thr50 were identified in Alzheimer’s disease and progressive supranuclear palsy brains [86].
It has been proposed that p38δ-mediated phosphorylation of Thr50 helps neurons to respond to the
osmotic shock by stabilizing MTs, but a lack of control of the involved kinases and/or phosphatases
may result in hyperphosphorylation with consequent pathological effects.

Another post-translational modification affecting biological activity of tau is truncation in the
variable central region. Several truncation sites have been found in situ under physiological [87]
or pathological [88] conditions. Some truncations affect biological activity of tau. A tau40-derived
fragment beginning at Gln124 exhibited enhanced stabilization of MTs in a neuroblastoma cell line [87],
whereas truncation at Ile151 efficiently induced tau polymerization in vitro and in transgenic models
of tauopathy [89]. Cleavage of tau inside the unstructured PD may thus represent an important
mechanism to regulate its function.

4.3. Interactions of the Region Encoded by Tau Exon 4 with the Dynactin Complex

Another reported physiological role of the central region is facilitation of the MT binding to
the dynactin complex. Presence of the region encoded by the short exon 4 is sufficient for binding
of tau to the C-terminus of dynactin p150 [71]. Since the C-terminal domain of p150 forms an
α-helical bundle [70], one can hypothesize that the only secondary structure motif encoded by exon 4,
the transient helix Ser113–Val122, is the structural element responsible for interaction of this region
of tau with the dynactin complex. As already discussed in Section 3.2, interactions of tau with p150
enhance binding of dynactin to MTs with a possible impact on the axonal transport.

138



Biomolecules 2019, 9, 105

4.4. Structural Properties of Variable Central Region of MAP2c

The N-terminal part of the central region of MAP2c consists of amino acids 119QPAALPL125

(encoded by the C-terminus of exon 6) with a strong polyproline II propensity and of the sequence
encoded by short exon 7, including another polyproline II motif, a proline-rich region 134PPSPPPSP141.
In the high-molecular weight MAP2 isoforms, the proline-rich region is followed by long inserts
(encoded by exons 8–11 in MAP2a and 9–11 in MAP2b, see Figure 1). In MAP2c and MAP2d,
the proline-rich region is directly connected to a flexible linker [57], followed by a sequence with a
polyproline II propensity, and by a structural and functional motif not present in tau40 (α-helix flanked
by polyproline II, shown in the yellow box in Figure 4).

4.5. Neural-Activity-Dependent Phosphorylation of MAP2c Epitope AP-18

The sequence 134PPSPPPSP141 matches a consensus motif PxSPxP (green box in Figure 4)
recognized by proline-directed kinases (e.g., GSK3β). When phosphorylated at Ser136, the motif
is specifically recognized by the antibody AP-18 [90]. The amino acid composition, resulting in
very high propensity to adopt polyproline II conformation, and increased rigidity [57] document
that 134PPSPPPSP141 is a well-defined structural motif in free MAP2c. Phosphorylation of Ser136
does not influence interactions of MAP2c with MTs, but relation to other biological functions has
been reported. Greatly reduced phosphorylation of Ser136 was observed in the rat olfactory bulb
after olfactory restrictions [91] and in rat hippocampus after behavioral training [92], suggesting
association with contextual memory. Epinephrine increased phosphorylation of MAP2c in rat
pheochromocytoma cells, most likely by activating α2-adrenoreceptor mediated, ERK/PKC-dependent
signaling pathways, and a role in nerve cell differentiation was proposed [93]. However, it should
be noted that molecular mechanisms of the mentioned effects are unknown and influence of other
factors cannot be excluded. It is also possible that phosphorylation at Ser136, easily observable using
the AP-18 antibody, was accompanied by phosphorylation at other sites that were not probed in the
aforementioned studies.

4.6. Helical Motif of MAP2c Flanked by PKA Phosphorylation Sites and Involved in Interactions Interfering
with MT Binding

The structural motif shown in the yellow box in Figure 4 contains one of the most populated
transient helices in MAP2c, surrounded by polyproline II regions with multiple phosphorylation
sites. Here we present an example of interactions controlling cytoskeletal dynamics and of their
regulation by one particular kinase. The presence of arginines and lysines creates several consensus
sites of Ser/Thr kinases recognizing R/KxxS/T and R/KR/KxS/T motifs (shown in red in Figure 4),
such as PKA or protein kinase C. Real-time phosphorylation measurement revealed that Ser184 and
Thr220 (red in Figure 4) are preferred targets of PKA in this region [40]. Interestingly, the rates of
phosphorylations of Ser184 and Thr220 are comparable but Thr220 is dephosphorylated much faster
than Ser184 by Ser/Thr phosphatases PP2b, PP2Ac, and PP1Ac, indicating that signaling may be also
controlled by variations of dephosphorylation rate [94]. When Ser184 and Thr220 are phosphorylated,
the flanking regions represent motifs recognized by the regulatory proteins 14-3-3 (phosphate group in
an extended conformation [95]). Interactions of these motifs with 14-3-3ζ regulate ability of MAP2c
to promote tubulin polymerization [40]. Furthermore, the transient α-helix between the PKA sites is
one of the regions which show (together with MTBRs) signs of binding to non-canonical SH3 domain
of plectin [57,96]. Plectin cross-links MTs with other cytoskeletal proteins and interferes with the
MT-stabilizing function of MAPs [96]. The motif of MAP2c discussed in this subsection thus seems to
influence MT dynamics in a complex manner, regulated by PKA phosphorylation. As this motif is
present only in MAP2 isoforms, it may represent one of structural determinants distinguishing MAP2
from tau.
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4.7. Summary

Segments between acidic N-terminal and basic proline-rich domains of tau40 and MAP2c
differ substantially in structural propensities and functions. The central part of tau seems to be
a region specifically targeted by proline-directed kinases and potentially influencing function of other
regions of tau (regulation of MT dynamics). A unique proline-rich motif of MAP2c includes Ser136,
phosphorylated in connection with the neural activity. MAP2c, but not tau40, contains a helical
motif interacting with protein partners and surrounded by PKA phosphorylation sites regulating the
interactions and consequently MT dynamics.
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Figure 4. Sequences of variable central regions preceding the proline-rich domains of human tau40 and
rat MAP2c. Tau inserts I1 and I2 are shown in pale green and pale blue boxes, respectively. The motif
in the yellow box is described in the text. PKA recognition motifs and residues rapidly phosphorylated
by PKA in vitro are shown in red. Interactions of MAP2c with plectin and 14-3-3 proteins are shown
as orange and cyan bars above the sequence. Letters a, b, and c show position of long exons in the
high-molecular weight tau and MAP2 isoforms. Other symbols are used as described for Figure 3.

5. Proline-Rich Domains

The proline-rich regions P1 and P2 (brown boxes in Figures 1 and 2) present in the middle of the
tau40 and MAP2c sequences (tau exons 7/9, MAP2c exon 15) exhibit moderate sequence similarity.
The proline-rich regions contain multiple SH3-binding (PxxP), phosphorylation (S/TP, R/KxxS/T),
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and lysine acetylation sites (Figure 5), contribute to the interactions with tubulin and actin [10,42,97],
and are involved in intramolecular interactions with the N-terminal regions [38,57]. Structural features
and their relation to biological functions are discussed together for proline-rich regions of tau40 and
MAP2c in this section.

5.1. Structural Properties of Proline-Rich Domains of Tau and MAP2c

Amino-acid composition of the proline-rich regions determines their general physico-chemical
properties: positive charge and tendency to form polyproline II structures. However, the charge
distribution and secondary structure propensities are not uniform. The expected polyproline II
conformation is most frequent, but the actual population of this structure varies along the sequence
(Figures 2 and 5). Segments with the highest populations of polyproline II structures exhibit increased
rigidity in NMR relaxation experiments [38,57] (Figure 5), proving that formation of such motifs
significantly affects behavior of free tau40 and MAP2c. A slight preference for α-helical conformation
was observed only for residues 190–200 and 237–242 in tau40 (Figure 5). Phosphorylation can
significantly alter the local conformation. Examples of such phosphorylation effects and their role in
regulation of physiological functions of the observed specific structural motifs are discussed below.

5.2. Tubulin-Binding Motif in Tau Region P1

The first discussed structural motif influenced by phosphorylation is the tubulin-binding site in
the P1 region of tau40 (Figure 5). Interactions with tubulin were observed for residues Arg170–Ser185,
exhibiting the highest polyproline II propensity in the P1 region [41,42]. Phosphorylation of a short
synthetic peptide derived from the tau P1 region (174KTPPAPKTPP183, green frame in Figure 5) further
stabilized the polyproline II conformation [34]. It is not known if such phosphorylation-induced
structural change plays a role in physiological function of the proline-rich domain, but relation
of phosphorylation in the discussed motif to neurodegenerative diseases has been reported:
phosphorylation of Thr175 in this region by GSK3β is associated with amyotrophic lateral sclerosis with
cognitive impairment [98] and was recently observed also for traumatic brain injury [99]. Furthermore,
the phosphomimetic mutation T175D increased GSK3β activity, resulting in phosphorylation of
Thr231 [100] in another important structural motif, discussed in Section 5.4.

5.3. Phosphorylation-Controlled Conformational Switch in Tau Epitope AT8

The second motif discussed in this section is the sequence of tau shown in the pale green box
in Figure 5. When phosphorylated, the sequence is recognized by the antibody AT8, which is used
to determine progression of the Alzheimer’s disease post mortem. In free, unphosphorylated state,
the motif does not prefer any secondary structure. However, phosphorylation at Ser202 and Thr205
induces formation of a helical turn, observable in NMR spectra [101]. Remarkably, this helical structure
prevents formation of tau fibers. Phosphorylation of Thr205 mediated by p38γ also leads to disruption
of the PSD-95–tau–Fyn complex responsible for Aβ toxicity [102]. Additional phosphorylation at
Ser208 disrupts the turn and promotes tau aggregation in vitro [103]. The third phosphorylation
seems to favor the polyproline II conformation, as the triply phosphorylated epitope binds to the AT8
antibody in this conformation [104]. This example illustrates how phosphorylation can completely
revert local conformational behavior and alter physiological function of the given motif.
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From the biological point of view, it is also interesting how is the sequential phosphorylation
achieved in the cell. Ser202 and Thr205 can be phosphorylated by activated ERK2 [103], or by the
action of CDK5 and GSK3β kinases, known to associate with tau and MTs in the brain [105]. Here we
only describe the synergistic phosphorylation by CDK5 and GSK3β, as an example of substrate
priming in multiple phosphorylation sites. In the normal adult brain, CDK5 activated by protein
p35 (or p39) phosphorylates Ser199 and Ser202, and GSK3β is able to phosphorylate only Ser202.
If GSK3β is up-regulated, it recognizes the 202pSPGT205 site created e.g., by p35/CDK5, and efficiently
phosphorylates Thr205 [105,106]. Additional phosphorylation at Ser208 was achieved in vitro by
addition of the rat brain extract [103].

Physiological role of the epitope AT8 is ambiguous. Phosphorylation of Ser202 and Thr205
contributes to the regulation of tau interactions with MTs, but it is not sufficient to inhibit MT
binding [107]. Physiological role of the corresponding sequence of MAP2 isoforms is better described.
The MAP2c site 256TPGTPGTPS264 closely resembles the AT8 sequence of tau (Figure 5) and seems to be
phosphorylated similarly to tau [28]. The c-Jun N-terminal kinase-1 (JNK1) phosphorylates in vitro and
in vivo all three threonines of rat MAP2a/b corresponding to tau Ser202, Thr205, and Ser208. In vivo
experiments with phosphomimetic mutations of these threonines showed that their phosphorylations
increase affinity of high-molecular weight MAP2 isoforms for MTs, stabilize MTs, and induce dendrite
growth [108]. Therefore, phosphorylation of the discussed motif in MAP2 isoforms seems to be
important for normal neuron morphology.

5.4. Formation of a Salt Bridge in Tau Epitope AT180 Interferes with MT Stabilization

The third example of a functionally important motif in the proline-rich region is the sequence of tau
shown in the pale blue box in Figure 5. This site is particularly interesting because NMR line broadening
was observed for its amino acids in the presence of tubulin [41,42] and mutagenesis confirmed a
direct interaction [42]. However, this region of the tau40-tubulin complex is dynamic [42] and the
corresponding electron density was not observed in a recent cryo-EM study of MT-tau interaction [43].
The interactions with MTs are strongly influenced by phosphorylation. Ser235 in the AT180 epitope is
the most rapidly phosphorylated residue among the ERK2 sites in vitro [84] and it is also a target of
several other kinases including p35/CDK5 or SAPK/p38 [85,105]. Phosphorylation of Thr231 in the
same epitope occurs at normal physiological conditions. However, GSK3β phosphorylation of Thr231
is greatly facilitated (primed) by preceding p35/CDK5 phosphorylation of Ser235, in a similar manner
as described for the AT8 epitope. The discussed site (pale blue box in Figure 5) phosphorylated at
Thr231 and Ser235 is recognized by the antibody AT180 and has a greatly reduced ability to promote
MT polymerization. Nuclear magnetic resonance data showed that the structural basis of this effect
is formation of a salt bridge between phospho-Thr231 and Arg230, presumably competing with the
formation of intermolecular salt bridges to tubulin [31]. Moreover, phosphorylation at Ser235 increases
helical propensity of the AT180 epitope, and this trend is further enhanced by phosphorylation of
Ser237 and Ser238 [31]. The shift of conformational equilibrium from polyproline II to helical structures
does not affect MT binding [31], but may be important for interactions with SH3 domains because
the discussed site overlaps with the Class I SH3-recognition motif 230RTPPKSP236 [109] (vide infra).
The MAP2c site 289TPPKSPAT296 is also similar to the corresponding AT180 site of tau, but the
penultimate serine is replaced by alanine (pale blue boxes in Figure 5).

5.5. Specific Phosphorylation of Ser214 by PKA and 14-3-3 Binding in the AT100 Epitope of Tau

The fourth discussed motif, shown in the yellow box in Figure 5, is an example of a site controlled
by a very complex regulation network. It contains recognition sites of proline-directed kinases and
is also efficiently phosphorylated by PKA. When phosphorylated at Thr212, Ser212, and Thr217,
the site is recognized by the antibody AT100 [110]. The mentioned residues are not phosphorylated
independently. Phosphorylation of Thr212 by GSK3β is activated by previous phosphorylation of the
neighboring AT180 epitope, but inhibited by PKA phosphorylation of Ser214 (shown in red in Figure 5).
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Importantly, tau40 is phosphorylated by PKA at Ser214 much more rapidly than at Ser208 in vitro [111].
Furthermore, the PKA-phosphorylated site binds the regulatory proteins 14-3-3, which competes with
MT binding [95,112–115]. Finally, the discussed site overlaps with the Class II SH3-recognition motif

216PTTPTR221 [109] (vide infra). Please note that the presence of the Class II motif increases population
of polyproline II conformation, typical for complexes with both SH3 domains and 14-3-3 proteins.

In contrast to the AT8 and AT180 epitopes, the sequence of the tau epitope AT100 and the
corresponding sequence in MAP2c (yellow boxes in Figure 5) differ, resulting in substantially different
phosphorylation patterns and intermolecular interactions. The most rapidly phosphorylated target
of PKA in the tau molecule, Ser 214 [111], aligns with Gly270 in MAP2c. Therefore, MAP2c is not
efficiently phosphorylated by PKA anywhere in P2 [40]. Furthermore, the MAP2c sequence does not
exhibit the strong polyproline II propensity of the corresponding tau motif. As a consequence, 14-3-3
protein, primarily recognizing phosphorylation sites with polyproline II conformation [116], binds to
P2 of tau [95], but not of MAP2c [40] (Figure 5).

5.6. Binding Sites for the SH3 Domains

In addition to the interactions with MTs, the proline-rich domains specifically interact with SH3
domains of the Fyn kinase and of other proteins. Analysis of the populations of conformations of
free tau40 and MAP2c helps to understand the structural basis of these interactions and differences
between tau40 and MAP2c. Peptides bound to SH3 domains adopt polyproline II conformation [109].
Tau40 and MAP2c contain 7 and 13 minimal SH3 binding motifs PxxP, respectively, most of them
in the P2 region. Among them, one classical Class II motif (216PTTPTR221) and one classical Class I
motif (230RTPPKSP236) are present in tau and one Class I motif is present in MAP2c (288RTPPKSP294).
Binding assays performed with synthetic biotinylated peptides showed that the Fyn SH3 domain
binds preferentially to the Class II site of tau [109] and Class I site of MAP2c [117]. Remarkably, Class I
and Class II motifs in free tau40 and MAP2c prefer the polyproline II conformation much more than
the minimal SH3-binding motifs PxxP. This suggests that the higher affinity of the Class I and Class II
motifs to the SH3 domains are not only due to the presence of the positive charge, but also due to the
optimal backbone conformation, highly populated already in the free state.

Binding of SH3 domains to Class I and Class II motifs of tau and MAP2 isoforms is greatly
reduced by phosphorylation [109,117]. In addition to introducing a negative charge, phosphorylation
can also alter secondary structure propensity. We hypothesize that such conformational changes
may distinguish the Class I sites of tau and MAP2c. Sequences of Class I motifs are identical in tau
and MAP2c, but the following amino acids differ: slightly helical 237SSAKS241 in tau40 corresponds
to 295ATPKQ299 with a strong polyproline II propensity in MAP2c (Figure 5). As mentioned above,
the helical propensity around Lys240 in tau40 is greatly enhanced by phosphorylation of two serines
missing in MAP2c (Ser237 and Ser 238). Such specific phosphorylation may selectively perturb the
Class I SH3 binding site in tau, without affecting it in MAP2c.

5.7. Summary

The proline-rich domains of tau40 and MAP2c represent an important regulatory unit, controlled
by multiple kinases and interacting proteins. Several differences in structural features, phosphorylation
patterns, and molecular interactions of proline-rich domains of tau40 and MAP2c are likely to represent
a basis for functional specificity of these proteins.
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Figure 5. Sequences of proline-rich domains of human tau40 and rat MAP2c. Complex phosphorylation
sites shown in the green frame and in pale green, pale blue, and red boxes are described in the text.
The classical Class I and Class II SH3 binding sites are presented in magenta and cyan, respectively,
above the sequence. Regions of tau interacting with tubulin are indicated by the blue bars above the
sequence. Other symbols are used as described for Figures 3 and 4.

6. Microtubule-Binding Domains

Microtubule-binding domain (MTBD, violet boxes in Figures 1 and 2) is the most thoroughly
studied region of tau and MAP2 isoforms. It consists of up to four imperfect repeats (R1–R4, R2 is
present in MAP2d but missing in MAP2c) of 31 or 32 amino acids (Figure 6). The sequence immediately
following MTBR4 (R′) resembles the N-terminus of the aforementioned motif. As sequences,
conformation, and dynamics of MTBDs of tau40 and MAP2c are highly similar [38,39,57], they are
discussed together in this section.

6.1. Structural Properties of Microtubule-Binding Domains of tau40 and MAP2c

Microtubule-binding repeats in free tau40 and MAP2c contain the same motif, consisting of
nine extended and relatively rigid residues, and of a stretch of 22 or 23 more flexible and highly
conserved residues, which tends to form turns shown in Figure 6 [38,39,57]. The overall charge
of the repeats is positive (Figure 2). The repeats are involved in normal physiological interactions
with tubulin [38,41–43], plectin [57,96], actin [10], 14-3-3 [40,95,115,118], and form core structures
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of pathological tau filaments [24]. To discuss how are the described structural features of tau40
and MAP2c related to their physiological functions, we briefly review what is known about the
conformation of tau in complexes with the most important binding partners, tubulin and actin.

6.2. Interactions with Microtubules

Nuclear magnetic resonance [38,41,42,119] and cryo-EM [43] data provided an insight into the
specific interactions of tau with MTs. Residues of tau MTBD interacting with MTs and unpolymerized
tubulin were identified based on broadening and shifts of peaks in the NMR spectra [38,41,42]
(blue bars in Figure 6). Building an atomic-resolution model of the complex with MTs is complicated
by presence of multiple potential binding sites on both partners. Due to the favorable time-scale of the
interaction, it was possible to gain useful structural details from liquid-state NMR. Transferred nuclear
Overhauser effect was recorded for a MT-bound tau fragment consisting of residues Lys268–Asn312,
and used to identify hydrogen atoms closer than 0.6 nm in tau conformers bound to MTs [41].
Structural models calculated from the observed contacts converged in two regions folded to hairpin
conformations. The hairpins consisted of turns formed by the conserved PGGG motifs and of
extended hexapeptides identified previously [120] as the aggregation sites of the second and third
MTBR (yellow boxes in Figure 6). Another binding model was derived from cryo-EM data [43].
Local resolution in complexes of MTs with synthetic tau constructs consisting of four identical copies
of MTBRs 1 and 2 was sufficient to observe density corresponding to extended chains of tau residues
but not to identify individual residues. Using Rosetta [121], the observed density was assigned to
stretches of residues including the aforementioned hexapeptides found in extended conformation
in the NMR model. The PGGG motifs were not modeled due to the lack of density, but the overall
shape of the tau fragment in the cryo-EM model was inconsistent with formation of a hairpin. This
discrepancy between cryo-EM and NMR data may reflect different binding modes of tau.

In the cryo-EM study [43], tau was found to bind to the outer surface of MTs along individual
protofilaments, in the proximity of tubulin helices 11 and 12 and of the C-terminal tubulin tail. Earlier
low-resolution cryo-EM study [122] and sequence homology suggest that MAP2c binds to the MTs
in a similar manner. It has been also proposed that tau and MAP2 bind to MTs in a different manner,
that MTBRs interact specifically with β-tubulin in the interior of MTs and proline-rich domains bind to
the outer surface of MTs [1,123]. This model assumes that the PGGG sequence forms a loop which
interacts with the taxol-binding site of β-tubulin, and is thus compatible with the NMR model. Both
types of interactions with MTs (binding to the outer and inner surface) are supported by a solid
experimental evidence: nanogold particles attached close to the PGGG motif were clearly observed
inside [123] and outside [122] MTs. However, high-resolution data are available only for tau bound
to the outer surface, despite of efforts to prepare samples with MTBRs interacting with the inner
surface [43].

It is obvious that remarkable progress was achieved in characterization of tau-MT complexes, but
detailed structures of MT-bound tau or MAP2 isoforms are not available yet. Nevertheless, known
structural data already allow us to look for structural features observed in the complexes that are
present already in the free state. In all structural models, the first nine amino acids of MTBRs are
present in the extended conformation, which is also preferred in free tau40 and MAP2c. A correlation
can be also seen between formation of turns in bound and free forms. Turns made by the PGGG
motif were identified both in the structural ensembles selected by the ASTEROIDS analysis based on
NMR data obtained for free tau40 and MAP2c [39,57], and in the structural models calculated from
the contacts observed in NMR spectra observed in complexes of MTs with the tau fragments [41].
This turn was not observed in the Rosetta model based on cryo-EM data, but conformations of other
residues are similar to the conformations favored in the ASTEROIDS ensembles. We can therefore
conclude that the conformations adopted in the complex with MTs are often most populated in free
tau40 and MAP2c.
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Interactions with MTs are given not only by conformation of interacting residues,
but also by their physical properties that can be regulated by post-translational modifications.
For example, MT-stabilizing activity of both tau and MAP2 isoforms is inhibited by MARK
phosphorylation [124,125], but phosphorylation by PKA inhibits the stabilizing activity of tau
only [126,127]. Subtle differences in phosphorylation patterns and kinetics offer a possible explanation
of observed differences. Serines in the middle of MTBRs are present in sequences representing
recognition sites of several kinases, most notably the KxGS motif recognized by MARKs [128]
(the complex overlapped motifs including the KxGS sites are presented in red boxes under the sequence
in Figure 6). In general, PKA recognizes similar motifs. However, in vitro measurements of PKA
phosphorylation kinetics revealed an important difference. PKA phosphorylates in vitro Ser324 in the
third MTBR of tau40 (R3 in Figure 6) with a medium rate [111], but the in vitro PKA phosphorylation
rate is negligible for all serines/threonines in MTBD of MAP2c [40]. Moreover, no serines or threonines
are phosphorylated by PKA with a sufficient rate in the proline-rich domain of MAP2c [40], but Ser214
and Ser208 in the proline-rich domain of tau40 are residues of highest in vitro PKA phosphorylation
rates [111]. It suggests that specific kinases can selectively control regulation of MT dynamics by tau
vs. MAP2 isoforms: the same signal activating PKA can reduce interactions of MTs with tau, but not
with MAP2.

6.3. Interactions with Actin and Other Proteins

Microtubule-binding domains of tau and MAP2c do not interact only with MTs, but are also
involved in cross-linking and bundling individual actin filaments [11,129]. Liquid state NMR was
used to describe interactions of tau40 with filamentous actin in detail [10]. In contrast to the mostly
electrostatic interactions of the proline-rich domain [97], MTBD binds to the hydrophobic pocket
between actin subdomains 1 and 3 on the surface of the actin filaments. Amino acids involved in
the interactions are present in two helical (α or 310) segments corresponding to residues 260–268 and
277–283. The former region forms a turn in both free and MT-bound tau40. Remarkably, the latter
region is extended in a free state and in pathological tau filaments, and overlaps with the aggregation
site (vide infra). The total number of interacting regions of either type is seven per tau40 molecule.
A single helical binding region is sufficient to form a complex with F-actin, but two helical sites have to
be present in order to bundle actin filaments. This explains how tau (and other MAPs) can cross-link
actin filaments in the nerve cell. Similar to the MT binding, interactions with actin can be affected
by post-translational modifications, but the effects may differ as the interactions are of a different
nature. It has been reported for MAP2c that phosphorylation of the KxGS motifs favors localization of
MAP2c in the actin cytoskeleton, and proposed that such colocalization may directly influence neurite
outgrowth [130].

Other proteins described to interact with MTBD are isoforms of regulatory protein
14-3-3 [40,95,115,118]. Although 14-3-3 specifically binds phosphopeptides, it also electrostatically
interacts with MTBDs of unphosphorylated tau40 and MAP2c [40,95]. The binding is further stabilized
by phosphorylating tau40 and MAP2c in proline-rich and C-terminal regions [40,95,118]. Overlap of
the interacting regions for 14-3-3 and for tubulin explains how 14-3-3 regulates interactions of tau40 and
MAP2c with MTs. Another example of a protein interfering with MT binding is the cytolinker plectin,
whose non-canonical SH3 domain interacts with MTBD and with the helical structure between the
PKA sites Ser184 and Thr220 of MAP2c (yellow box in Figure 5), and thus competes with microtubules
for MAP2c [57,96].
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Figure 6. MTBDs of human tau40 and rat MAP2c. MTBRs 1–4 are labeled R1–R4, respectively, the
following sequence homologous with the N-terminal sequence of MTBRs is labeled R′. Aggregation
sites of tau40 are shown in yellow boxes and the corresponding sequence of MAP2c is shown in a pale
green box. Complex phosphorylation sites including the MARK recognition motifs are shown in red
boxes. Regions of tau interacting with filamentous actin are indicated by the horizontal red bars above
the sequence. Other symbols are used as described for Figures 3 and 4.
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6.4. Aggregation of tau40

Despite its central role in normal physiology, MTBD of tau is primarily studied in connection with
neuropathological changes involving tau. Stretches of six residues 275VQIINK280 and 306VQIVYK311

(yellow boxes in Figure 6) close to the N-termini of the second and third tau MTBRs, respectively,
are able to initiate tau aggregation [120]. Although the actual toxicity of the aggregates and other
pathological forms of tau remains to be determined, formation of paired helical filaments in brains
is a hallmark of Alzheimer’s disease and other neuropathies. A 95-amino-acid fragment of tau40,
derived from the PHF core and encompassing the third and fourth MTBR, easily forms filaments
in vitro under physiological conditions without the need for other inducers of polymerization [131].
The aggregation also distinguishes tau40 from MAP2c. Although potential role of MAP2 isoforms
in neuropathies cannot be excluded, it is clear that MAP2c does not form paired helical filaments or
similar aggregates. Comparison of the MTBD sequences immediately suggests two possible causes of
the difference: (i) lack of the second MTBR and (ii) difference in three amino acids in the aggregation
site of the third MTBR (compare yellow and pale green boxes in Figure 6). Xie et al. investigated these
factors systematically, using heparin to induce in vitro aggregation [26,132]. Judging from thioflavin
T fluorescence and from amount of sarkosyl-insoluble high-molecular weight products, tau isoform
with three MTBRs (0N3R, see Figure 1) aggregated to similar extent as the isoform 0N4R, albeit with a
slower kinetics, whereas MAP2c formed very small amount of aggregates. However, replacement of
two residues in the tau isoform 0N3R with the corresponding amino acids of MAP2c (double mutation
Y310T, P312K, using tau40 numbering) completely abolished the aggregation, while the reciprocal
mutation of MAP2c (T337Y, K339P) created a protein aggregating to the similar extent as tau 0N3R,
and, furthermore, with much shorter lag-time [26]. Core structures of tau aggregates (paired helical
filaments and straight filaments) reconstructed recently from cryo-EM images of samples isolated from
brains of Alzheimer’s disease patients [24] show that the critical residues pack against Leu376 and
His374 of filamentous tau40. NMR data provided additional information about transient interactions
with largely disordered “fuzzy coat” regions surrounding the core [44]. These interactions involve P1
region, transient α-helices in C-terminal and central regions, and N-terminal region.

6.5. Summary

Microtubule-binding domain is most intimately related to the physiological roles of MAPs.
Populations of conformations of free tau40 and MAP2c resemble the structures observed in the
MT-bound state. Distinct conformations were observed in the complexes with actin, where tau was
found to form helical structures. The variety of target sites for post-translational modifications is lower
in MTBDs than in the proline-rich domains, but the impact of the modifications on the interactions
is great. The MT binding is also controlled by interactions (also phosphorylation-dependent) with
14-3-3 proteins.

7. C-Terminal Regions

Regions of potential physiological importance are also located in the sequence between the end of
MTBD and the C-terminus of tau40 and MAP2c (cyan boxes in Figures 1 and 2). The overall sequence
homology in the C-terminal region of tau40 and MAP2c is high, but the existing small differences have
a great impact on the presence of phosphorylation, interaction, and cleavage sites and substantially
contribute to the functional differences between tau40 and MAP2c.

7.1. Structural Properties of C-Terminal Regions of tau40 and MAP2c

The first 25 residues of the C-terminal regions of tau40 and MAP2c prefer polyproline II
conformation, but the actual propensity differs between tau40 and MAP2c. The middle of the regions
is slightly helical, followed by a more extended segment. The sequences of MAP2c and tau40 end by
highly conserved segments with a strong α-helical propensity. Conformational analyses (evaluation of
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populations of structures with continuous stretches of four amino acids in α-helical conformation
and estimation of secondary structure propensity from the chemical shift values) revealed more
than 20% population of α-helix for both proteins [38,39,55,57]. The C-terminus is also involved in
intermolecular interactions with MTBRs and the N-terminal regions [38,57], playing an important role
in the “paper-clip” model of tau40 [62].

7.2. Muscarinic Receptor Activation and the PHF-1 Epitope of Tau

The C-terminal region seems to be responsible for activation of cholinergic receptors by
extracellular tau. Full-length tau40 and a synthetic peptide 391EIVYKSPVVSGDTSPRH407 (red frame
in Figure 7) were reported to interact with cholinergic muscarinic receptors M1 and M3, elevating
Ca2+ concentration inside neurons. Based on this finding, it has been proposed that neurotoxic effects
of tau released from damaged nerve cells are mediated by activating the M1 and M3 muscarinic
receptors [133]. The segment of tau activating the M1 and M3 muscarinic receptors and the
corresponding segment of MAP2c 417EIITQSPSRSSVASPRR433 (green frame in Figure 7) are less
similar in sequence than the rest of the C-terminal domains. Tyr394 of tau, phosphorylated by
c-Abl [36], is replaced by threonine in MAP2c, and the whole region is more positively charged in
MAP2c (Figure 2). Also, the polyproline II propensity differs between tau and MAP2c. In the M1/M3
muscarinic receptor binding site of tau, it is limited to its N-terminal part [39], but it is observed in the
C-terminal region of the motif in MAP2c [57]. These differences suggest that the activation of the M1
and M3 muscarinic receptors and consequent neurotoxic effects are specific features of tau, released to
the extracellular space after cell death.

The C-terminal region of tau contains multiple phosphorylation sites, including S/TP motifs
(Figure 7). Among them, Ser404 and Ser422 of tau are rapidly phosphorylated by ERK2 [84].
The M1/M3 muscarinic receptor binding site of tau overlaps with an important multiple
phosphorylation site (yellow box in Figure 7), recognized by the antibody PHF-1 when Ser404 and
Ser396 are phosphorylated. The Ser404, Ser400, and Ser396 residues of tau are phosphorylated
subsequently in a similar manner as described for Ser235/Thr231 in P2, and with a similar impact on
MT binding and filament formation [134]. Interestingly, tau interacts with the M1 and M3 muscarinic
receptors only when the binding site is unphosphorylated [135]. The PHF-1 epitope thus seems to play
a dual role in the development of Alzheimer’s disease, promoting aggregation in the phosphorylated
state but requiring dephosphorylation prior to the muscarinic receptor activation.

7.3. Rapid Phosphorylation at Ser435 and 14-3-3 Binding of MAP2c

As mentioned above, C-terminus of the MAP2c motif shown in the green frame in Figure 7 differs
from the corresponding sequence of tau by higher population of polyproline II conformation. Moreover,
Ser435 in a close proximity is rapidly phosphorylated in vitro by PKA, while phosphorylation of the
corresponding Ser409 in tau is slow. The extended structure and phosphorylation at Ser435 make
PKA-phosphorylated MAP2c a better target of 14-3-3 proteins than tau. The differences in PKA
phosphorylation and consequently in 14-3-3 binding suggest that PKA represents an important branch
point in the signaling pathways. The list of major PKA phosphorylation sites of MAP2c (Ser184 and
Thr220 flanking the helical motif preceding the proline-rich region and Ser435, discussed here) and of
tau40 (S214 in the proline-rich region and S324 in MTBD) shows that PKA phosphorylates tau inside,
but MAP2c outside proline-rich and MT-binding domains. Thus, the same signal (phosphorylation by
PKA) has different downstream effects [40].

7.4. Protective Role of the C-Terminal Helix

It is known that C-terminal truncation by apoptotic caspases at Asp421 increases the rate of tau
aggregation [136]. The “paper-clip” model of tau explains this observation by transient interactions
of the C-terminal α-helix with MTBRs, protecting the aggregation sites. The inherent affinity of the
C-terminal α-helix to MTBRs is observed also in filamentous tau, where the helix forms transient
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contacts with the cross-β core [44]. Interestingly, the last 33 amino acids of tau40 and MAP2c are highly
similar, except for the caspase-3 recognition site of tau (418DMVD421), which aligns with a sequence

444NLLE447 of MAP2c. In fact, MAP2c does not contain any caspase-3 recognition motif DxxD and is
not cleaved by this enzyme [137]. The aggregation-promoting caspase-3 cleavage of the C-terminal
α-helix of tau40, but not of MAP2c, is another functionally important difference between these MAPs.

7.5. Summary

The C-terminal regions of MAP2c and tau40 consist of less homologous sequences rich in
phosphorylation and interaction sites and of the highly homologous α-helical motif at the very
terminus. In tau40, but not in MAP2c, the helix is cleaved off by caspase-3, which facilitates aggregation.
Similar to the proline-rich regions, the phosphorylation/interaction segment between the C-terminus
and MTBD seems to play important regulatory roles specific for MAP2 and tau isoforms.
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Figure 7. C-terminal sequences of human tau40 and rat MAP2c. The region of tau interacting with
cholinergic muscarinic receptors M1 and M3 is shown in the red frame, and the corresponding region
of MAP2c is shown in the green frame. The PHF-1 epitope of tau40 is shown in the yellow box and the
MAP2c site phosphorylated most rapidly by PKA is shown in the red box. The black frame and the
black arrow mark the caspase-3 recognition sequence and cleavage site, respectively. Other symbols
are used as described for Figures 3 and 4.

8. Global Structural Features of MAP2c and tau40

Tau40 and MAP2c exhibit distinct structural features also at the level of tertiary structure.
The overall shape of the tau40 and MAP2c molecules is mostly given by electrostatic interactions
between acidic N-terminal and positively charged C-terminal domains. The structural effect of the
intramolecular electrostatic interactions is formation of the bent “paper-clip” conformations [62],
discussed above. The “paper-clip” model explains the functional links between distant regions of
MAPs, such as effects of the N-terminal regions on MT binding, or phosphorylation of N-terminal
tyrosines by the Fyn kinase interacting with the proline-rich domain of tau40 and MAP2c. Moreover,
close contacts observed in the N-terminal region of MAP2c, comprising the proposed steroid-binding
pocket and the interaction site for the regulatory RII subunit of PKA, indicate formation of a
hydrophobic core missing in tau [57]. In addition to electrostatic and hydrophobic interactions,
disulfide bonds can be formed between cysteins in the second and third MTBRs of tau and MAP2
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isoforms containing all four MTBRs. On one hand, such intramolecular oxidation seems to prevent
aggregation of tau40, on the other hand, intermolecular disulfide bridges promote fibrilization of tau
isoforms containing three MTBRs [131,138,139].

At higher concentration, formation of antiparallel dimers is expected based on the charge
distribution. Both types of structures have been observed in early studies of tau [140,141] and
MAP2c [142]. In the cellular environment, the intramolecular contacts contribute to the delicate
equilibrium of interactions related to MT dynamics [143], aggregation of tau [38], and interactions
with other partners. The biological relevance of the formation of antiparallel dimers is less clear.
Quantitative data [80,93,144–147] show that prenatal cytosolic concentrations of tau and MAP2c
in adult neurons (5μM–10μM) [147] are low compared to the conditions when dimerization was
significant in vitro. However, formation of dimers can be expected in regions with locally increased
tau and MAP2c concentrations [130]. Electrostatic dimerization of tau and MAP2 isoforms was
proposed as a molecular mechanism of MT bundling [8]. The ability to form the dimers is altered by
phosphorylation. Proline-directed cdc2-like kinase, phosphorylating P2 and MTBD of tau, promotes
tau dimerization [141], whereas PKA, phosphorylating outside P2 and MTBD of MAP2c, reduces
intermolecular MAP2c interactions [57]. In the case of tau, anti-parallel dimerization due to the
electrostatic interactions competes with formation of paired helical filaments stabilized mostly by
hydrophobic interactions and able to form inter-strand disulfide bridges [138]. This additional
complexity provides a more complete picture of the balance between normal and pathological
physiology of tau, but also complicates interpretation of experimental data.

9. Conclusions

A wealth of structural features revealed on tau40 and MAP2c proteins by state-of-the-art protein
NMR, cryo-EM, and computations, summarized above, provided a detailed insight into molecular
pathophysiology of an important class of MAPs. Tau40 and MAP2c are complex molecules and their
physiological roles are yet not fully understood. The structure-function analysis is further complicated
by the transient nature of the structural motifs of free forms of these MAPs. Nevertheless, the available
data, discussed in detail in the preceding sections, already show a clear relation of numerous structural
motifs of tau40 and MAP2c to various biological functions. The biological role is often manifested by
specific interactions of short sequence motifs exhibiting transient, but clearly observable structural
features. Such motifs can be therefore classified as molecular recognition elements of tau40 and MAP2c.
Figure 8 summarizes structure-function relations discussed above and documents that most of the
motifs with well-defined transient secondary structure can be associated with a particular function.
Specific functions were also identified for more complex structural elements consisting of combination
of several motifs (e.g., of extended and turn structures in MTBRs). Comparison of the transient local
structures observed in free tau40 and MAP2c with the conformations in complexes with the binding
partners (or in homologous complexes with other proteins sharing the same binding motif) often
revealed conformational selection of structural motifs highly populated in the free state. However,
conformational changes induced upon binding were also noticed (e.g., interactions of tau40 with
actin and possibly of MAP2c with the RII subunit of PKA). Moreover, slower dynamics and presence
of intramolecular contacts showed that biological functions also involve formation of compacted
three-dimensional (“tertiary”) structures (e.g., N-terminal region of MAP2c or “paper-clip” structure
of tau40). The physiologically important interactions of tau40 and MAP2c are further regulated
by post-translational modifications, the specific phosphorylations and truncations discussed above
represent illustrative examples.

The structure-function analysis also helps to understand molecular basis for the distinct
biological activities of tau40 and MAP2c. Some of the differences are associated with structurally
diverse N-terminal domains, not interacting directly with MTs. Other differences are more subtle,
associated with local variation of amino-acid sequences of otherwise homologous C-terminal domains.
The emerging picture of sensitive regulations of different tau and MAP2 functions by minor sequence
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changes, or slightly different phosphorylation kinetics, emphasizes intrinsic ability of disordered
proteins to be specialized in interactions [148]. Structural principles observed site by site on related
but functionally different tau40 and MAP2c may contribute new clues to decipher their physiological
destiny as well as pathological role in chronic neurodegenerative diseases.

Figure 8. Association of biological functions with the transient structures of tau40 and MAP2c.
Schematic representations of structural features (green symbols), normal physiological functions
(blue symbols), and pathological effects (red symbols) are placed below horizontal bars showing
regions of tau40 and MAP2c, colored as in Figure 2. The filled green rectangles represent all structural
motifs with high population of transient secondary structures (continuous stretches of four residues
found in polyproline II or α-helical conformation in more than 15% or 5%, respectively, structures in
the ensemble selected by the ASTEROIDS analysis based on the experimental data), horizontal hatched
green rectangles represent motifs associated with biological functions but with less populated secondary
structures, vertical hatched green rectangles represent more complex motifs containing transient turn
structures, and open green rectangles represent motifs not exhibiting significant secondary structure
propensities but involved in long-range intramolecular interactions. The hexagons, Y-shapes, and
circles with “P” above the rectangles indicate functionally important aromatic residues, hydrophobic
aliphatic residues, and phosphorylation sites. The transient N-terminal compact structure of MAP2c is
marked by the dashed frame. The thick green arrows show which structural motifs are associated with
biological functions discussed in this paper, labeled by numbers explained under the diagrams.
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Abstract: The common conception of intrinsically disordered proteins (IDPs) is that they stochastically
sample all possible configurations driven by thermal fluctuations. This is certainly true for many
IDPs, which behave as swollen random coils that can be described using polymer models developed
for homopolymers. However, the variability in interaction energy between different amino acid
sequences provides the possibility that some configurations may be strongly preferred while others
are forbidden. In compact globular IDPs, core hydration and packing density can vary between
segments of the polypeptide chain leading to complex conformational dynamics. Here, we describe
a growing number of proteins that appear intrinsically disordered by biochemical and bioinformatic
characterization but switch between restricted regions of conformational space. In some cases,
spontaneous switching between conformational ensembles was directly observed, but few methods
can identify when an IDP is acting as a restricted chain. Such switching between disparate corners of
conformational space could bias ligand binding and regulate the volume of IDPs acting as structural
or entropic elements. Thus, mapping the accessible energy landscape and capturing dynamics across
a wide range of timescales are essential to recognize when an IDP is acting as such a switch.

Keywords: dynamic configuration; free energy landscape; intrinsically disordered protein; IDP

1. Introduction

In general, proteins do not fold into static structures. Rather, most proteins fluctuate within
a pseudocontinuum of accessible configurations about their lowest energy folded state. Often,
these fluctuations are coupled to the protein’s functional cycle such as catalytic activity or molecular
recognition. However, many proteins lack a predominant low-energy state, and instead sample a broad
and disparate ensemble of configurations. Such intrinsically disordered proteins (IDPs) lack the stable
folded state, which is a central element in the classical structure–function paradigm. Nonetheless,
IDPs, and proteins containing intrinsically disordered regions (IDRs), are now understood to play
essential roles in cell signaling pathways and regulatory networks [1–6].

Models for how function arises from an ensemble of rapidly interconverting IDP conformers
generally fall into two categories: those directly involved in molecular recognition and those acting as
linker or structural elements. Unlike molecular recognition by folded domains, wherein the interaction
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residues are spread across the polypeptide chain, IDP interactions tend to involve short linear motifs
(SLiMs), which are contiguous within the chain. Disordered SLiMs adopt an ensemble of conformations
and these different conformations of the same sequence may be recognized by distinct binding
partners [7]. The timescale of IDP conformational dynamics is an important determinant of the binding
mode for IDPs. Rapid conformational dynamics supports the classic induced fit model, where the IDP
can reconfigure the binding site before the initial encounter complex dissociates. Many IDPs couple
the energy from order transitions to the recognition event, which provides a powerful mechanism for
allostery. In other cases, the disorder persists even in the bound state [8,9]. If the timescale for IDP
dynamics slows, then the binding mode is limited to conformational selection wherein the interaction is
only possible during those windows when the binding competent configuration is present. In this way,
the timescale of IDP conformational dynamics plays a key role in differentiating modes of molecular
recognition by IDPs.

The dynamic nature of IDPs and IDRs makes them well suited to function as linkers between functional
elements such as binding sites or folded domains. For example, the fly-casting model revealed how
conformational exchange allows IDPs to explore a large volume in the search for binding partners [10–12].
The entropic clock model showed how the degree of extension of the IDP linker between a pore and its
blocking domain controlled the open time of an ion channel [13]. The entropic bristle model suggested
that IDPs can fill large volumes of three-dimensional (3D) space during their conformational searching,
which can regulate protein interactions [14]. Thus, the timescale and the range of conformational sampling
within the ensemble governs the structural properties of IDPs acting as linkers or bristles.

These functional roles for IDPs rely on their dynamic properties to control the energetics of
binding reactions as well as for regulating hydrodynamic volume and spacing. Understanding protein
structure is the key to describing its function. With IDPs this necessitates extending our understanding
beyond minimum energy states to further characterize the ensemble both in terms of the accessible
landscape as well as the timescales of conformational dynamics.

The rise of polymer science led to a great foundation of Nobel prize-winning theory to describe
the behavior of homopolymers composed of many repeated subunits [15]. Based on different starting
assumptions about the polymer, a continuum ensemble of end-to-end distances can be estimated by
well-established approximations such as a Gaussian chain, a self-avoiding random coil, or a worm-like
chain model [16,17]. While fully appropriate for polymers, in application to IDPs, such models lack
molecular detail and rely on assumptions about polymer behavior that are not strictly applicable
to polypeptides. Nonetheless, such polymer models still retain great predictive power, particularly
for proteins in near ideal solvent conditions. As such, polymer models have shown great utility in
describing the ensemble properties of chemically denatured proteins and coil-like IDPs.

Due to the intrinsic flexibility of IDPs, models from polymer physics have proven useful to
describe their ensemble properties in many specific cases. A common extrapolation from polymer
models is the assumption that the conformational landscape is generally featureless and that the
entire landscape is accessible. For proteins selected through evolution to fold, neither of these
assumptions is true. The extent to which these assumptions hold true for IDPs depends on their
class. Simple swollen coils often follow polymer scaling, but now it is recognized that many IDPs,
even polar polypeptides like Huntingtin [18], undergo collapse to form more compact, disordered
globules [19,20]. At these higher packing densities, self-interaction becomes more prevalent and
conformational dynamics become more complex. In addition, while specific long-range intramolecular
interactions are generally absent in IDPs, molecular dynamics simulations have shown that charge
patterning does govern IDP conformation through intramolecular electrostatic effects [19,21,22]. Thus,
sequence evolution can select for IDPs with limited or biased conformational ensembles such that
a continuum of conformations is not possible.

Conformational switching is well accepted in folded proteins, and IDPs may also be able to
switch between discrete conformational ensembles while remaining disordered in both states. Here,
we will focus on ensemble switching behavior identified in an increasing number of IDPs (Figure 1).
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In these cases, IDPs were observed to stochastically switch between distinct states within the entirety of
conformational space or showed evidence of dynamics on slow timescales (Figure 1B). Both phenomena
are suggestive of large energy barriers between states or the existence of metastable intermediates.
A combination of methods from ensemble to single molecule is required to elucidate this individual
molecular behavior. Regulating the access to distinct regions of IDP conformational space provides
mechanisms to govern IDP activity. Understanding the origins of switch-like transitions will provide
new insights into the mechanisms by which IDP conformational dynamics can modulate cell signaling.

 
Figure 1. Single molecule observation of state switching in an intrinsically disordered protein (IDP) with
single molecule Förster resonance energy transfer (smFRET). The soluble N-ethylmaleimide-sensitive
factor activating protein receptor (SNARE) protein synaptosomal nerve-associated protein 25A
(SNAP-25A) and the C-terminal tail of the GluN2B subunit of the N-methyl-D-aspartate (NMDA)
receptor (NMDAR) (C-term-N2B) are intrinsically disordered in their native states. Residues 20 and
197 of SNAP-25A and residues 1273 and 1394 of C-term-N2B were randomly labeled with donor and
acceptor fluorophores for smFRET measurements [23]. Labeled single molecules were encapsulated in
liposomes (100 nm in diameter) that were then surface-tethered through biotin–streptavidin linkage
on a surface passivated with biotinylated bovine serum albumin (BSA). Fluorescence emission was
recorded using an emCCD (electron multiplying charge coupled device) camera at a frame rate of 10 Hz.
At this time resolution, rapid conformational dynamics are time-averaged, but surface attachment
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allows extended observations of the same molecule for seconds to minutes. (A) Representative single
molecule fluorescence intensity time trace of SNAP-25A (top panel) does not show spontaneous
switching. The fluorescence intensities were converted to Förster resonance energy transfer (FRET)
efficiency (bottom panel, black line). SNAP-25A molecules showed a stable FRET efficiency with no
switching between different FRET values. (B) Representative single molecule fluorescence intensity
time trace of C-term-N2B (top panel) and FRET efficiency (bottom panel, black line) fit by hidden
Markov modeling (HMM) to obtain the dwell times in each state (bottom panel, red line). Donor and
acceptor signals for C-term-N2B molecules show step-wise, anticorrelated changes in intensity, yielding
steady FRET for seconds before spontaneously switching to different FRET values, which would
correspond to distinct disordered states with a different average size. (C) FRET efficiency histogram
for C-term-N2B molecules show a broad distribution across the entire range of FRET values (black line)
in contrast to SNAP-25A molecules (red lines). (D) Histogram of state dwell times for C-term-N2B
obtained from HMM. The mean state dwell time is on the order of seconds and showed no correlation
with FRET efficiency. (E) Transition density plot for C-term-N2B shows the FRET efficiency before
a transition (y-axis) plotted against the FRET efficiency after that transition (x-axis) for all observed
transitions. These transitions proved too variable to resolve or assign to specific conformations. A.U.:
Arbitrary units.

2. Evidence of Configuration Switching in IDP Studies

One of the best examples of state switching in polypeptides is protein folding. There are two
states: the unfolded state, which is characterized by a broad ensemble of disparate, interconverting
conformations, and the folded state, which is characterized by local fluctuation within a narrow
range of conformational space. In most cases, such folding transitions are unidirectional under
physiological conditions. However, some proteins, such as the ankyrin repeat (AR) domain from the
IκB transcription inhibitor, undergo reversible order to disorder transitions at room temperature [24].
Only single molecule fluorescence resonance energy transfer (smFRET) of surface attached molecules
could detect the “nanospring dynamics” that occurred on the seconds timescale as individual akyrin
repeats came “unglued” [25]. Ensemble nuclear magnetic resonance (NMR) measurements on the same
protein showed well-resolved NMR cross-peaks and high-order parameters but no signs of dynamic
behavior [24]. Such a slow timescale for state switching suggests a large energy barrier separating
these regions of conformational space.

A similar conformational state switching has been reported in α-synuclein, an IDP linked to
Parkinson’s disease that undergoes a disorder-to-order transition upon interaction with amphiphilic
small molecules or membranes. However, in this case, the transition is not spontaneous but regulated
by functional interactions [26–28]. Other IDPs are known to change their form of disorder in response to
physiological signals such as ion influx or posttranslational modifications like phosphorylation [29,30].
A key aspect of state switching in these IDPs is that the entire conformational landscape is not always
accessible or there are sharp energy barriers, which separate discrete subregions of conformational
space. The conformation is not “continuously tunable” [26].

Given the broad ensemble of conformations an IDP may adopt, it is not always possible to know
how much of the conformational landscape is being explored and when such switching is occurring.
One hallmark of deeper energy basins within the conformational landscape is the presence of slow
timescale dynamics. However, most structural methods are not well suited for detecting slow timescale
conformational dynamics.

A comparison of synaptic IDPs and IDRs revealed stochastic conformational switching in two out
of five proteins in a test set despite the fact that all proteins appeared similarly intrinsically disordered
by other measures [23]. The cytoplasmic domains from both neuroligin and the GluN2B subunit of
the N-methyl-D-aspartate (NMDA) receptor (NMDAR) showed continuous hop-like conformational
diffusion with Förster resonance energy transfer (FRET) shifts equivalent to nanometer scale motions
in a single 100 millisecond time bin (Figure 1B). The sensitivity to stoichiometry provided by single
molecule detection allows IDP clustering or aggregation to be distinguished from single molecule
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conformational switching. These IDRs adopted a compact globular form of disorder, yet another IDP
(synaptobrevin) with a similar form of disorder failed to show transitions [23].

The transitions in GluN2B were detected with seven different FRET labeling combinations
representing dye separations from 83 to 172 residues [31]. Only the shortest separation of 15 residues
failed to show any transitions, which is expected because a short polypeptide segment should not be
capable of large conformational changes. This important control confirms that photophysical effects on
dye environment and orientation are not the origin of the transitioning phenomena. Because of their
complexity, the transitions observed in synaptic IDRs proved uninterpretable in terms of structural
intermediates [23].

Similar stochastic transitions between FRET efficiency levels were observed in the smFRET traces
for protein 4.1, a cytoskeletal adaptor protein that stabilizes spectrin–actin crosslinks [32]. The protein
appeared to switch between an unresolved number of discrete conformational states. Interestingly,
while binding of protein 4.1 to the nuclear mitotic apparatus (NuMA) protein changed the pattern
of transitions, it did not eliminate the transitions, indicating that the complex retains switch-like
dynamics. Similarly, binding partner interactions with the synaptic scaffold protein postsynaptic
density protein 95 (PSD-95) also showed no effect on conformational switching in the IDR from
neuroligin [23]. Conformational switching may play a functional role even after these IDPs interact
with downstream factors.

State switching in IDPs is also possible on faster timescales. The yeast prion protein Sup35 is
a translation termination factor that forms amyloid fibrils. At low concentrations, smFRET showed that
the protein formed a compact disordered globule [33]. However, fluorescence correlation spectroscopy
(FCS) analysis of fluorescence quenching revealed at least two well separated components to the
dynamics, including a slower component that originated from long-range contacts.

3. Theoretical Framework for Understanding IDP Conformational Switching

Swollen random coils can fully sample a “flat” energy landscape. Fast sampling is possible because
little energy is needed to overcome small barriers between different configurations. Such IDPs have
been described using equilibrium statistical mechanics as freely joint Gaussian chains, self-avoiding
coils, and worm-like chains [17,23,34]. The conformational switching, described above in Section 2,
challenges such approaches because these IDPs are sequestered off from the entirety of the
conformational space. Thus, in the absence of the simplifying assumption that all states are present
and equally probable, one cannot construct a statistical ensemble that represents all the possible states.

Intrinsically disordered protein conformational switching has been likened to the Lorenz attractor
in nonlinear chaotic systems [35]. Like the Lorenz attractor, this switching behavior in IDPs has been
shown to be sensitive to initial conditions and is also restricted to be near the attractor points in
conformational space. Chaos, in dynamical mechanical systems, is dependent on underlying nonlinear
relationships in the governing interactions. Intrinsically disordered proteins certainly have interactions
within their peptide chain, with other components in solution, and with the host fluid that are likely to
involve nonlinearities.

All conformational transitions are noise-assisted reactions of the type described by Kramers’
transition state theory [36–38]. The energy for excursions between basins must come from fluctuations
where the polypeptide gains enough energy from the thermal milieu. Therefore, the continuum of
timescales relates to the continuum of barriers between different regions of conformational space.
Polypeptides are not uniform chemical polymers. Within the core of a compact, globular IDP there
exists a nonlinear potential as alternate long-range interactions (favorable and unfavorable) are
transiently sampled as distinct regions of the polypeptide chain are brought into close proximity.
Given such a fluctuating force, thermally activated transitions could occur across a range of timescales.
Even rare transitions are possible within some finite time.

Within Kramers’ theory, the time to escape a basin is related to the damping factor associated with
internal friction. Studies of IDPs have pointed to the important role of internal friction in modulating
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conformational dynamics and folding [39,40]. Friction within expanded IDPs depends on the quality
of solvent interactions. However, in collapsed, globular IDPs, shielding of residues in the interior
removes solvent interactions and can create a complex network of coupled and decoupled chain
segments [34,41]. Thus, nonlinear dynamics arising from feedback among these different couplings
should not be surprising. Large transitions (e.g., folding–unfolding) involve a complex set of possible
pathways within the energy landscape [42].

Conformational switching occurs over a wide range of timescales, ranging from very slow
processes lasting for seconds down to microsecond timescales [43]. To explain this, a scale-free
approach is needed. The energy landscape we have postulated for these IDPs, containing multiple
minima with high energy barriers, is also characteristic of glasses (Figure 2). Mean-field theories of
disordered glasses can describe the existence of stable and metastable states [44–46]. At low density or
low packing fraction (φ), glasses remain liquid and can sample all states (Figure 2C). As the packing
fraction increases, the individual particles are subject to jamming and undergo a glass transition where
they become trapped within individual basins (Figure 2D). In this jammed state, excitations can extend
over a wide range of timescales [47].

Figure 2. Switching in IDPs shows similarity to structural glasses. (A) IDPs can be modeled as
worm-like chains when the packing fraction (φ) of the constituent particles is low (φL). Glasses
can flow when the packing fraction is low but undergo a phase transition at high packing fractions
when particles are caged by interactions with their neighbors. Applying this analogy of glasses to
describe IDPs, the amino acids are the constituent particles. (B) If amino acids interact, the packing
fraction increases, giving rise to a more complex energy landscape with states at different energy
levels. (C) These states (simple basins) represent the minima of the energy landscape. When the
packing fraction is lower than the glass transition (φg), or collapsed state, the polypeptide can sample
a continuum of states following polymer models. Transitions between states would be described by
Kramers’ transition state theory. (D) When there are many network interactions, the packing fraction
increases and not all conformations are accessible. The limiting states are separated by deep wells
and discrete states can be identified. Such conformational switching could result from a number of
different mechanisms including internal friction, long rage potentials, ion mediated interactions, or
other forces that modulate the network interactions. (E) Discrete limiting states produce conformational
switching, yet there is still a subensemble of conformations inside each basin. (F) At high packing
fractions, the subensemble of states can also become discontinuous, generating potential transitions
across widely separated temporal domains. (Figure adapted from reference [47]).

166



Biomolecules 2019, 9, 114

Deep within the glass phase, each individual basin becomes a metabasin composed of a fractal
hierarchy of sub-basins (Figure 2F) [48]. This fractal free-energy landscape was recently proposed to
explain the roughness transition in structural glasses [47]. A similar fractal hierarchy or scale free-
energy landscape could arise from packing of chain segments within an IDP. The packing particles
are collapsed chain segments within the polymer along with coordinated ions and bound solvent
(Figure 2B). A high packing fraction could lead to jamming and produce metastable configurations,
which might switch to other equally stable configurations as intrachain interaction forces evolve with
the conformational search. In this model, such local phase transitions would extend to other packed
chain segments, leading to the observed IDP conformational switching across a wide temporal regime.

4. Possible Mechanisms to Sequester Regions of Conformational Space in IDPs

The origin of continuous slow timescale dynamics or state switching is not clear. Proline
isomerization is one of the conformational changes in polypeptides known to operate on this timescale
and can result in state switching. Conformational exchange rates linked to proline isomerization
were detected in the IDR of the transcriptional regulator E2 from human papillomavirus (HPV) by
collecting NMR nuclear overhauser spectroscopy (NOESY) spectra at different mixing times [20].
This discrete conformational transition in E2 is the rate-limiting step for antibody recognition of this
viral antigen. Interestingly, proline depletion of GluN2B reduced the number of molecules that showed
any stochastic FRET transitions, but proline-depleted constructs showed similar transition rates to the
wild type [49]. Thus, for GluN2B, proline appeared to facilitate switching but not govern the timescale.

Aside from proline isomerization, the major determinant of IDP conformation are self-interactions
(i.e., between amino acids in the chain) and solvent interactions. Most intrachain interactions in
IDPs are local, yet chain segments can partition into both packed and extended forms of disorder.
These chain segments are continuously exposed to one another during the conformational search,
with favorable interactions restricting chain motions and unfavorable interactions limiting access
to some conformations. Within the disordered globule, the quality and quantity of the solvent is
evolving as water and ions interact with local chain segments and are drawn into the “core” of
the IDP. For example, ions from solution could neutralize local charge densities stabilizing distinct
configuration space from those visited in the absence of the ions. Compacted chain segments of IDPs
can temporarily exclude water [34,41,50], which would result in stable local minima that would limit
the conformational search. As noted above, the complexity of conformational space within these fractal
basins would mean that available thermal energy could be dissipated by small, local rearrangements
rather than long-range motions.

Chain reconfiguration could also transiently trap unfavorable interactions within the globular
interior. This unfavorable interaction would destabilize any metastable local conformations and
drive the system to a new region of conformational space. Reintroduction of water to a temporarily
dehydrated chain segment would upset the balance of the chain interactions. Chain reconfiguration
will inevitably bring charged amino acids within the globular interior with a finite probability of
unfavorable interactions being trapped by approach jamming. These sorts of trapped interactions
represent high energy metastable intermediates that could suddenly be released when a random
fluctuation exposes a pathway that permits access to alternate regions of conformational space.
Such an event would manifest as sudden stochastic changes in the sampled conformational space,
or what we have termed IDP conformational switching.

It remains to be established that effects as subtle as sequestering an additional ion or water
molecule could generate the spontaneous IDP ensemble switching that is the focus of this discussion.
There are some relevant examples where such small perturbations can affect molecular properties.
Deoxyribonucleic acid (DNA) certainly can transiently recruit or bind ions from solution changing
its polymeric properties [51], bearing in mind that DNA can easily be modeled as a worm-like
chain [52,53]. Certainly, changes in proteins at the level of a single amino acid can impact disordered
states [54–63]. Changes of the amino acid sequence in IDPs and IDRs have been linked to human
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diseases. Aggregation of α-synuclein has been linked to sequence composition in familial forms of
Parkinson’s disease. Familial mutations that enhanced aggregation slowed conformational dynamics,
while mutations that sped up intramolecular diffusion inhibited aggregation [64]. De novo missense
mutations in the cytoplasmic IDR of the NMDAR, discussed above, are linked familial forms of
epilepsy [65,66]. That changes at the level of individual amino acids can reshape the energy landscape
of IDPs suggests that transient interactions with ions or water could generate the observed ensemble
switching phenomenon.

5. State Switching Can Occur Close to the Boundary of a Folding Transition

Most protein folding studies to date have focused on single domain proteins displaying simple
two state behavior. The folding of large multidomain proteins can be more complex with metastable
intermediate states in their energy landscapes. At low denaturant concentrations (0.65 M GdmCl),
the three-domain, 214 amino acid protein adenylate kinase (AK) began to show stochastic FRET
transitions between six states [42]. The transitions were too variable to resolve nor could they all be
assigned to specific denatured intermediates. Furthermore, the “situation [became] even more complex
at higher concentrations of denaturant.” [42]. This shows that a folded protein slightly destabilized by
denaturants shows similarly complex transitioning to that observed in switching IDPs.

Thus, transitioning molecules arise when the impetus for a polypeptide to fold is lowered slightly
and becomes more complex as more of the conformational landscape becomes available. Ultimately,
transitions become faster until they are unresolved and become continuous dynamics of the type
described by polymer models. Thus, a similar transition should be possible if an expanded coil is
brought close to a folded state. Interestingly, smFRET measured in the presynaptic fusion protein
SNAP-25 did show scaling that fit to polymer models [23]. However, stochastic FRET switching
was induced in SNAP-25 upon binding the SNARE protein syntaxin, which is a binary intermediate
in the formation of the tripartite SNARE complex [67]. This confirms that an expanded coil-like
IDP can be converted to state switching as protein interactions restrict access to portions of the
conformational landscape.

6. Functional Relevance of IDP Ensemble Switching through Phosphorylation

Aside from transitions involving an ordered state, few biological functions have been directly
connected to the modulation of IDP conformational ensembles. Post-translational modifications can
change the interaction potential of existing amino acids [29,30,68–71]. Phosphorylation is among the
best-documented mechanism for dynamically affecting biological function of proteins. In particular,
phosphorylation has been connected with modulating disorder in IDPs [29,68–75].

For example, the ribonucleic acid (RNA) binding protein fused in sarcoma (FUS) forms aggregated
protein deposits in neurodegenerative disorders, which are modulated by phosphorylation. Nuclear
magnetic resonance studies found that phosphorylation of FUS, or phosphomimetic mutations, did not
“alter the disordered structure of FUS” [50]. However, phosphorylation of FUS did decrease transient
polypeptide collapse and increase the radius of gyration. These changes in the IDP ensemble were
associated with reduced intermolecular interaction and aggregation such that a phosphomimetic
variant reduced the toxicity of FUS to live cells [50].

Phosphorylation of an IDR was also linked to biological function of the NMDAR, which uses the
energy of neurotransmitter binding to open its ion channel. Allosteric inhibition of channel gating by
extracellular zinc can be alleviated by Src kinase phosphorylation of the C-terminal IDR of the GluN2B
subunit (C-term-N2B) [76], which switches conformation as noted above (Figure 3A) [23]. The effect of
Src phosphorylation is mediated by expansion of this globular IDR without affecting conformational
transitions (Figure 3B,C) [31]. Deleting prolines near the phosphorylation sites had the opposite effect
and compacted the IDR while reducing the probability of transitions. Both of these modifications,
which change the size of the disordered states in opposite directions, eliminated the ability of zinc
to allosterically regulate channel gating without disrupting the underlying gating mechanisms [49].
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Thus, this IDR appears to have an optimal packing density that supports allosteric coupling between
domains of the receptor.

Figure 3. Effect of Src kinase phosphorylation on the conformational ensemble of the NMDA receptor.
The C-terminal intrinsically disordered region (IDR) of the GluN2B subunit of the NMDA receptor
(C-term-N2B) was randomly labeled with donor and acceptor fluorophores at residues 1323 and
1453 [31]. Src kinase phosphorylates C-term-N2B on tyrosine residues 1336 and 1472. (A) Representative
single molecule fluorescence intensity (top panels) and fluorescence resonance energy transfer (FRET)
efficiency fit by hidden Markov modeling (HMM) (bottom panels) for unphosphorylated (left) and
phosphorylated (right) C-term-N2B. Phosphorylation did not induce structure in C-term-N2B as the
dynamic transitions continued. (B) FRET efficiency histogram of C-term-N2B before (black line) and
after (red line) Src phosphorylation. Phosphorylation led to shift towards lower FRET indicating
a general expansion of the polypeptide, which was confirmed with hydrodynamic measurements.
(C) Dwell time histograms for transitions in C-term-N2B, obtained from HMM, before (black line) and
after (red line) Src phosphorylation. Although phosphorylation shifted the ensemble FRET efficiency,
stochastic transitions were unaffected. A.U.: Arbitrary units.

Phosphorylation-induced modulation of an IDP ensemble was also connected to regulation
of cellular signaling processes in prostate cancer. Prostate-associated gene 4 (PAGE4) is an IDP
that is expressed exclusively in adult males who have prostate cancer. Interactions between
PAGE4 and transcription factors have been suggested to control androgen sensitivity [77–83].
Both homeodomain-interacting protein kinase 1 (HIPK1) and CDC-Like Kinase 2 (CLK2) phosphorylate
PAGE4, with CLK2 modifying many more sites. Experiments combining NMR, paramagnetic
relaxation enhancement (PRE), small angle X-ray scattering (SAXS) and smFRET have determined
that HIPK1 phosphorylation compacts the ensemble, while CLK2 phosphorylation leads to expansion.
Molecular dynamics (MD) simulations linked changes in PAGE4 ensembles to distinct phosphorylation
patterns [84]. These different phosphorylation patterns influenced transcription factor binding.
HIPK1-treated PAGE4 binds to AP-1, whereas CLK2 treatment of PAGE4 decreases its affinity for AP-1.
Phosphorylation by HIPK1 effectively disrupts the PAGE4 interaction with c-Jun and consequently
stimulated c-Jun dependent transcription in prostate cancer cell models [85,86]. In contrast,
CLK2 phosphorylation of PAGE4 inhibited c-Jun dependent transcription. Importantly, HIPK1 is
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expressed in both androgen-dependent and androgen-independent prostate cancer cells, whereas
CLK2 and PAGE4 are expressed only in androgen-dependent cells. A model for the PAGE4–Jun-Fos
(AP-1)–AR regulatory circuit suggests phosphorylation patterns in prostate cancer cells can oscillate.
Thus, it was proposed that androgen dependence may vary in time [78] with switching between
androgen-dependent and androgen-independent phenotypes being a result of details of PAGE4
phosphorylation [77,79,80,84]. This differential phosphorylation is associated with opposing shifts in
the conformational ensemble of PAGE4.

7. Conclusions and Prospects for Understanding IDP Switching

Intrinsically disordered proteins are essential components of cellular signaling pathways because
of their adaptability to the local environment. Cell signaling events can lead to changes in ionic
composition or pH that affect solvent quality while posttranslational modifications affect net charge
and hydropathy. Intrinsically disordered proteins can respond instantly to such signals by shifting
to alternate conformational ensembles. Their unique capabilities can allow a single IDP to interact
with multiple binding partners. Intrinsically disordered proteins also play structural roles as linkers
or entropic elements. Additionally, IDPs are linked to the formation of membraneless organelles (i.e.,
liquid phase separation) [87,88]. These important functions allow for more nuanced coordination of
signal transduction.

Here, we have highlighted a recently identified conformational switching phenomenon observed
in a small but growing number of IDPs. Intrinsically disordered proteins in this class appear
disordered by standard measures of secondary structure or hydrodynamic mobility but also appear to
fluctuate between well-separated regions of conformational space. If the conformational ensembles
are functionally distinct, then mechanisms that biases conformational sampling will govern protein
activity. We suggest such control over IDP switching may be an important regulator of cellular
signaling networks.

Few experimental methods are sensitive to conformational switching in IDPs [89]. Integrative
structural biology approaches where several methods are applied to a single protein may help
inform our understanding of the molecular mechanisms controlling intrinsic disorder in proteins.
Several methods including smFRET, NMR, electron paramagnetic resonance double electron–electron
resonance (EPR-DEER), paramagnetic relaxation enhancement (PRE), and small-angle neutron
scattering (SANS)/small-angle X-ray scattering (SAXS) have all been applied to IDP studies.
These different methods are able to provide complementary information about local chain contacts and
global disordered structure. Comparing and cross-validating such results with multiple methods may
help reveal specific interactions that are critical for determining details of the disordered state. To date,
switching has only been observed in vitro, so it remains to be determined if such switching transitions
are present within live cells [3], where smFRET may enable direct observation [90–92]. Similarly,
switching has been primarily studied under dilute conditions so it remains unknown whether the
phenomenon persists in the condensed phase [93,94].

In addition to experimental approaches, MD simulation is a critical tool to understand the
mechanisms that govern access to the full conformational ensemble. Molecular dynamics simulations
of IDPs are particularly challenging. Details of the force fields are critically important and are a topic
of continued development [95,96]. The long timescales required to observe ensemble switching are
difficult to achieve for standard MD simulation and require more sophisticated ensemble sampling
approaches. Despite these difficulties progress applying MD simulation to IDPs is an area of active
work [84,97–103]. Critically, experimental studies and simulations provide essential feedback to each
other [103–107]. The molecular mechanisms controlling rapid dynamics in IDPs are becoming clearer
through MD simulation [83,101]. However, spontaneous ensemble switching of an IDP has yet to be
reported so molecular details remain unknown.

If IDP ensemble switching does regulate signaling, then these mechanisms could be used for
therapeutic intervention in those pathways. Efforts are already underway to identify small molecules
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that can specifically bind IDPs [2,108,109]. An exciting functional connection has been found for
the transcription factor TFIID where a drug-like molecule affected the DNA interaction to prevent
transcription initiation by RNA polymerase [2,109]. Additional strategies for intervening in signaling
pathways within the diseased state will likely emerge as our understanding grows as to how IDP
conformational dynamic leads to function within cellular networks.
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Abstract: Tau is a microtubule-associated protein that promotes microtubule assembly and stability.
This protein is implicated in several neurodegenerative diseases, including Alzheimer’s. To date,
the three-dimensional (3D) structure of tau has not been fully solved, experimentally. Even the most
recent information is sometimes controversial in regard to how this protein folds, interacts, and
behaves. Predicting the tau structure and its profile sheds light on the knowledge about its properties
and biological function, such as the binding to microtubules (MT) and, for instance, the effect on
ionic conductivity. Our findings on the tau structure suggest a disordered protein, with discrete
portions of well-defined secondary structure, mostly at the microtubule binding region. In addition,
the first molecular dynamics simulation of full-length tau along with an MT section was performed,
unveiling tau structure when associated with MT and interaction sites. Electrostatics and conductivity
were also examined to understand how tau affects the ions in the intracellular fluid environment.
Our results bring a new insight into tau and tubulin MT proteins, their characteristics, and the
structure–function relationship.

Keywords: tau; microtubules; electrostatics; diffusion; protein structure prediction; molecular
modelling; molecular dynamics; tau–microtubule association

1. Introduction

Tau is an intrinsically disordered protein (IDP) that stabilizes and promotes the assembly of
microtubules (MTs) in neurons (Figure 1); it is, therefore, a microtubule-associated protein (MAP) [1].
Tau is involved in cell polarity and, as it is distributed along the axons, is responsible for the
maintenance of neuron structure and healthy function [2,3]. Structurally, tau is also considered
as a spacer between adjacent MTs, although that is not its main function [4].

Figure 1. Graphical representation of a neuron, highlighting a microtubule present in the axon and the
interaction with the tau protein, through the four repeats at the microtubule binding region (MTBR).
Adapted from Servier Medical Art [5].
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The adult largest tau isoform has 441 amino acids, comprising a projection domain with two
amino-terminal inserts N, encoded by exons 2 and 3, a proline-rich region and the microtubule binding
region (MTBR), with four imperfect repeats (Figure 2). This isoform is commonly cited as 2N4RTau,
isoform-F, htau40 and Tau-4, and is the largest one in the human central nervous system (CNS), which
has five other isoforms [6].

Figure 2. Primary sequence and regions of 2N4RTau isoform, comprising 441 amino acids. N1 and N2
correspond to the two N terminal inserts, P1 and P2 are the proline-rich regions, and R1 to R4 are the
four imperfect repeats responsible for the binding to the microtubule.

Besides the relevant structural support function, that comes from the interaction between tau and
the tubulin MTs, tau plays an important role in nervous system diseases. If hyperphosphorylated, tau
does not perform its normal function, but aggregates in paired helical filaments (PHF) [7,8] which
inhibits the MT assembly. The PHFs cause tau lesions found in Alzheimer’s disease (AD) brains and in
other types of dementia [9–12].

Several post-translational modifications can occur in tau, namely, phosphorylation, glycosylation,
nitration, glycation, ubiquitination, among others [13,14]. The degree of these modifications is what
will lead to a normal or pathological functioning. In particular, tau phosphorylation is the most studied
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alteration, as it is established that the abnormal hyperphosphorylation is associated with AD [15,16],
a dementia that currently has no cure.

To date, tau’s complete structure has not been fully solved experimentally. Only portions of the
canonical sequence are known, or hyperphosphorylated sections, as listed in UniProt (Universal Protein
resource) [17] and in the RCSB PDB (Research Collaboratory for Structural Bioinformatics Protein Data
Bank) [18]. This fact hinders a more complete understanding of the structure–function relationship for
this protein. Indeed, the information concerning tau structure bound to MT is controversial [19–21],
even in the most recent papers on the subject [22,23].

Our work sheds light on the tau three-dimensional (3D) structure. We performed the complete
modelling of the 2N4RTau isoform, using protein structure prediction (PSP) techniques, and submitted
the obtained model to molecular dynamics (MD) simulations in order to characterize the following:
tau profile in neuron fluid, its interactions and structure when associated with MT, the effect of tau on
ions’ diffusion and conductivity, among other properties.

2. Materials and Methods

2.1. Tau Structure Prediction

Tau conformation was predicted using the I-TASSER (Iterative Threading ASSEmbly Refinement)
server, a method to predict protein structure and function that uses a multiple threading approach
based on templates from the Protein Data Bank (PDB) [24]. The I-TASSER is consistently considered
the best server for PSP in community-wide CASP (Critical Assessment of protein Structure Prediction)
experiments [25,26]. The threading templates used to predict tau structure were the proteins with the
following codes: 2nbi, 3zue, 2mz7, 1w0r, 4dur, and 1ziw. 2nbi corresponds to pleuralin-1, a structural
protein that shares 19% of sequence identity with tau. 3zue is a virus capsid protein presenting 22%
of overall sequence identity with tau. 2mz7 is the only template that matches an NMR tau structure
(amino acids 267–312) [21], and fulfil 10% of similarity. 1w0r is properdin, a glycoprotein with 20% of
sequence alignment with tau. 4dur corresponds to the X-ray structure of type II human plasminogen,
a hydrolase that shares 17% of similarity with tau, and 1ziw is the human toll-like receptor 3, making a
total of 17% of identity with tau.

The I-TASSER server starts the modelling from the structure templates mentioned above,
identified with LOMETS (Local Meta-Threading-Server), but other procedures and programs take
place to generate the final five hit models. From this list we chose the one with the best C-score.
The model was predicted in 2017 with the template structures available that year.

2.2. System Setup

Three types of systems were designed to study tau (Figure 3). The first one was a simulation box
composed only of neuronal intracellular fluid as control (Figure 3a). The second was a simulation box
containing the predicted tau structure in the neuronal fluid (Figure 3b), and the third contained tau
next to a tubulin wall (an MT section (PDB ID: 5JCO)) in the fluid (Figure 3c). The second and third
systems are hereinafter referred as tau in fluid and Tau::MT in fluid. For tau in the fluid, the protein
was centered in the box, but in the case of Tau::MT systems, the tubulin wall was placed at one of the
walls of the box and tau randomly near to MT, as shown in Figure 3.

The fluid inside the neurons was composed of water, a high concentration of potassium and
proteins with negative character, and a discrete concentration of sodium and chloride among other
ions [27]. In the simulations performed, we fixed the concentration of K+ and Na+ to the reported
values [27–29]: 140 mM for K+ and 5–15 mM for Na+ at the neuron resting state. These cations
are the ions involved in the transmission of electrical signals in these cells and, most importantly,
the probability of being affected by the negatively charged MT wall and by tau is high.

As it was not feasible to simulate explicitly all cytoplasmic proteins in neuronal fluid, since it
would require a greater computational power, we decided to replace the negative contribution from
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these proteins for Cl−. The final balance of charges, in the simulation boxes, would be the same using
negatively charged proteins or Cl− ions. In addition, as described below, we used particle mesh Ewald
(PME) for electrostatic treatment and periodic boundary conditions (PBC) in our simulations, therefore
the simulation only formally converges if the net electric charge is zero. That is why the addition of
ions to achieve neutrality is a common procedure in MD simulations.

 
Figure 3. Front view snapshots of the systems under simulation: (a) Intracellular fluid, (b) tau in fluid,
and (c) tau::microtubule wall in fluid. Water molecules were omitted in (b) and (c) to allow better
visualization. Tau is represented in green, microtubule in cyan, K+ in purple, Na+ in blue, and Cl− in
green spheres.

In all three cases, a simulation box with an approximate volume of 7200 nm3 was necessary.
The final number of simple point-charge (SPC) water molecules depended on the volume occupied by
tau or the pair Tau::MT.

2.3. Molecular Dynamics Simulations

Molecular dynamics simulations were performed on the systems described above, to understand
tau structure and properties.

Two stages of energy minimization were performed using a maximum of 50,000 steps: the
first using the steepest descent method and the second with the conjugate gradient algorithm [30].
Initialization steps using canonical (NVT, constant number of particles, volume and temperature)
and isothermal-isobaric (NPT, constant number of particles, pressure and temperature) ensembles
were performed applying position restraints (with force constant of 1000 kJ·mol−1·nm−2) to all heavy
atoms in the NVT procedure, and to the main chain at the NPT initialization step, during 100 ps each.
In the control situation (fluid), no position restraints were applied. The temperature was maintained
constant at 310 K with V-rescale algorithm [31] and the pressure was regulated at 1 atm with the
Parrinello–Rahman barostat [32]. The following coupling constants were considered: τT = 0.10 ps and
τP = 2.0 ps. Subsequently, all systems were submitted to MD simulations: the fluid during 10 ns, tau
in fluid during 60 ns, and Tau::MT in fluid for 70 ns, all using the NPT ensemble, without position
restraints. Three replicates of each system were run to guarantee a better sampling of conformation
states for these very large proteins under study.

All MD simulations were performed using the computational package GROMACS 5.1.4
version [30,33], within the GROMOS 54a7 force field (FF) [34,35]. The Lennard-Jones interactions
were truncated at 1.4 nm and we used the particle mesh Ewald (PME) [36] method for electrostatic
interactions, with a cut-off of 1.4 nm. The algorithm LINCS [37] was used to constrain the chemical
bonds of the proteins and the algorithm SETTLE [38] in the case of water. Parameters for K+ in the
scope of G54a7 FF were obtained from the paper of Cordomí et al. [39].
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2.4. Analysis

From the MD simulations, we analyzed the trajectories looking at the root-mean-square deviation
(RMSD) to determine when the systems were at equilibrium. Based on the RMSD results, the following
analyses were performed from 30 ns.

Root-mean-square fluctuation (RMSF) analysis and CLUSTER analysis with the single-linkage
method were used to understand regions and amino acids with greater flexibility and to determine
the middle structure of each tau replicate, respectively. This technique adds structures that are below
an RMSD cut-off, generating more or less populated clusters and, within the largest cluster, it finds a
middle structure that is the most representative of the whole simulation. Radial distribution functions
(RDF) were calculated for the positive ions around the tau surface.

GROMACS’ mean square displacement (MSD) was used to calculate the ions’ mean square
displacement in all systems. To calculate the diffusion coefficient (Di) of the particles, one can use the
Einstein relation [40], illustrated in Equation 1, where ri corresponds to the particle center of mass
position at a certain time t:

Di = lim
t→∞

1
6t

〈‖ ri(t)− ri(0) ‖2〉. (1)

From the Di obtained with this analysis, it is possible to calculate the molar conductivity,
as demonstrated in Equation 2. The Nernst–Einstein equation (2) establishes the relationship between
the molar limiting conductivity Λm,i and the diffusion coefficient Di for any given ion i, at a certain
temperature (T). In the equation, z corresponds to the charge of the ion i, F corresponds to Faraday’s
constant, and R is the gas constant. Here, our conductivity calculation is an approximation, since our
systems do not represent an infinite dilution of the ions (non-interacting ions). We disregarded the
ion–ion correction factor to use Equation (2) directly:

Λ
◦
m,i = z2

i Di

(
F2

RT

)
. (2)

The MSD was calculated for the total simulation time but considering time intervals of about
10 ns. We chose to do this because this analysis requires a large memory capacity for large systems and
to ensure reliable MSD data, resulting in a linear MSD(t) plot for each “-b to -e” time interval option.
All analysis programs used are available in the GROMACS 5.1.4 package [29,32].

The analyses of the electrostatic potential of the predicted tau structure and the microtubule section
(5JCO) were performed using the PDB2PQR server [41] and the APBS (Adaptive Poisson-Boltzmann
Solver) plugin in PyMOL molecular visualization program [42–44]. For the microtubule we calculated
the electrostatic surface for a tubulin heterodimer, since it is representative of the whole structure.

All figures presenting molecular structures were made with PyMOL and VMD (Visual Molecular
Dynamics) software [45].

3. Results and Discussion

3.1. Tau Structure Prediction and Validation

Tau conformation was predicted with the I-TASSER server (Figure 4a). This method generates
five hit models, from which we chose the one with the best C-score. The predicted tau is an elongated
structure with only two small portions presenting a well-defined secondary structure (SS). The lack of
SS is consistent with what is cited in the literature, which describes tau as an intrinsically disordered
protein [46,47]. This extended form is important to the tau function, as it allows a proper exposure,
flexibility, and contact of the MTBR residues with tubulin MT [48].

Some authors describe how the MTBR can gain some helical SS when interactions take place
with MTs or actin filaments [19,49]. Recently, Zabik et al. [23] performed NMR studies in tau peptide
fragments and in full-length tau, but tau easily forms oligomers, influencing tau 3D structure. Moreover,
tau in solution adopts a more compact conformation, with N- and C- termini interacting and inducing a
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paperclip structure (i.e., a folding over the MTBR that approximates the terminals). This conformation
contrasts with the extended conformation required for interaction with MT but is the most typical in
solution [23,50–52]. To address both situations, tau in intracellular solution and tau bound to MTs,
we simulated these two systems to disclose the tau structure in different contexts.

Figure 4. (a) Predicted structure of tau using I-TASSER and (b) 5JCO microtubule section from
Protein Data Bank (PDB). Both structures are side by side to its electrostatic potential surface,
which in red represents the negative potential values and in blue, the positive potential values.
The electrostatic potential (kb T ec

−1) was calculated using APBS-PDB2PQR software. For the
microtubule, the calculation was made using a tubulin heterodimer.

Predicted tau presents an electrostatic surface highly positive in the central region and a negatively
charged patch at the N-terminal. Tau electrostatics reinforces the approximation between terminals that
occurs in solution, folding over the middle domain of tau and resulting in a paperclip conformation.

In the case of tubulin heterodimer, the constituents of a microtubule, the surface is predominantly
negative with few neutral or positive patches on the back (microtubule interior). The electrostatic
surface that we calculated is very similar to the one presented by Baker et al. for a larger microtubule
structure [43].

Root-mean-square deviation is the most used analysis to monitor the structural behavior of a
protein—either to see the maintenance of a tertiary structure (protein stability in a medium) or to follow
the equilibration of a sampled conformation (the folding). In the case of the tau protein, we started from
a model structure that needed to be equilibrated in its most typical environment, that is, embedded
in the neuronal fluid, interacting or not with MTs. A large structural deviation was expected at the
beginning of the simulation as well as a conformational variety. Our systems, tau in fluid and Tau::MT
in fluid, took about 30 ns to reach equilibration (Figure 5a,b) and to start sampling conformations more
similar among each other.

The RMSF provides an insight into tau residue mobility, indicating the more rigid and more
flexible regions. In fluid (Figure 6a), tau is more flexible at the N-termini region and projection domain.
From the proline-rich region, it becomes less fluctuating. When near to the MT wall (Figure 6b),
the amount of interactions between tau and MT (electrostatics, van der Waals and hydrogen bonds),
which must form and break repeatedly, induces a more pronounced fluctuation throughout the tau
structure, with proline-rich region and MTBR being the most rigid regions for replicates 1 and 2. This
fact is in agreement with the strongest interaction of MTBR with the MT wall, reducing the mobility of
this area.

The cluster analyses were employed from 30 to 60/70 ns to determine the middle conformation of
each replicate (Figure 7a,b). Middle structures for tau in fluid also have helical SS in MTBR, namely,
replicate 1: amino acids 275–277 and 315-318; replicate 2: amino acids 315–319; and replicate 3: amino
acids 253–259, 269–273, 280–282, and 359–362. However, these structures seem to fold over themselves,
becoming more compact and less exposed, agreeing with tau NMR prediction in solution [23]. Visually,
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the structures obtained for Tau::MT in fluid are more similar and extended. In fact, all three present
helical content in MTBR, namely, replicate 1: amino acids 274–277 and 305–310; replicate 2: amino
acids 256–260 and 357–362; and replicate 3: amino acids 253–257 and 350–354. In addition, for tau from
Tau::MT replicates, we observed a more extended structure with N- and C-termini far from each other.

Figure 5. Backbone root-mean-square deviation (RMSD) of tau, fitting the backbone, for all tau
replicates (a) in fluid and (b) when associated with microtubule, from the initial predicted model.

Figure 6. Residue root-mean-square fluctuation (RMSF) (a) of each tau replicate in fluid and (b) of
tau::microtubule pair in fluid.

To better understand the interaction between tau and the tubulin MT wall, the middle
conformations for the pair Tau::MT were also calculated. Figure 7c shows these pairs highlighting the
N-terminal, proline-rich region, MTBR, and C-terminal with the color scheme proposed in Figure 2.

Replicates 2 and 3 interact with parts of two tubulin heterodimers and the N-termini are further
apart from the tubulin wall than in the case of replicate 1. There is no consensus on the type of tubulin
(α or β) to which tau binds preferentially, on the number of units [48,53], or even if the interaction
is longitudinal or lateral [54]. More recently, Kellogg et al. [22] proposed an atomic model of tau
bound to MT, suggesting that each tau repeat spans over three tubulin monomers as a continuous
stretch, even more extended than our middle structures and reaching a higher number of tubulin
monomers. The determination of the interaction mode between tau and MT has to take into account
the highly dynamic behavior of tau and its ability to disconnect from one MT to connect to another in
the neighborhood, in a kiss-and-hop mechanism, as cited by Janning et al. [55], suggesting that tau
binding might be slightly different in interactions each time.

183



Biomolecules 2019, 9, 116

Figure 7. (a) Middle structures of tau in fluid, (b) middle structures of tau when associated with
microtubules, with N-termini oriented to the top, and (c) tau::microtubule middle structures, with a
color scheme following Figure 2: grey for N-terminal, cyan for proline-rich domain, green representing
the MTBR, and beige for C-terminal. (c) Microtubule wall is represented in cyan cartoon and (a,b) tau
is represented in green cartoon.

Electrostatic interactions and hydrogen bonds take place in all three replicates associated with
MT, although for replicate 3, only the MTBR (Thr263, Lys281, and Lys290) and C-termini interact.
Tau replicate 1 interacts along all its structure, with important interactions at the proline-rich region
and MTBR (Ser202, Lys224, Arg230, Ser237, Ser241, Val306, Ser316, and Lys317). Replicate 2 interacts
a little less with the proline-rich region (Ser202, Val228, and Lys240), much with the MTBR (Arg242,
Lys274, Lys 280, His268, Gln288, Cys291, Gly308, and Leu315) and through the C-termini. It has to
be stressed that the amino acids cited above are mostly polar and many of them positively charged,
resulting in a good binding to the acidic C-terminal of tubulins (cyan helices, near tau, in Figure 7c).

Structurally, tau 3D structure, when tau interacts with MTs, is more extended than tau in solution,
with the termini far from each other. If oriented to the same direction, all three replicates are quite
similar (Figure 7b), which is a very good result for a simulation of a very dynamic IDP, under the
interaction forces from the MT wall. In addition, we observed that tau replicates sample helical
portions at the MTBR, as predicted or suggested in some works [19,46]. It is important to note that at
the end of each MTBR repeat, there is a PGGG motif. Proline is a helical breaker and glycine, due to
the absence of a side chain, is highly flexible and rarely found in helices. This motif should correspond
to an extended or bended region that will connect the four repeats. In fact, in our simulations, PGGG
does not sample secondary structure, and its inherent flexibility causes repeats not to be completely
extended along the MT wall, but to approach one another.

3.2. Tau Effect on Ionic Diffusion and Conductivity

To analyze the ions’ behavior, the RDF and the diffusion coefficients were studied. This is
important to understand the role of tau or Tau::MT pair in the distribution of the ions present in the
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intracellular fluid. The RDF describes how the density of a particle varies as a function of distance
from a reference molecule. Following this rationale, we can perceive how the K+ and Na+ ions interact
with tau and MT.

Figure 8 shows the RDF graphs for K+ and Na+ ions for all three replicates of tau in fluid
(Figure 8a–c) and Tau::MT in fluid (Figure 8d–f). This analysis helps to understand the role of the
electrostatic interaction with the proteins, in the ions’ mobility through the fluid. In all cases, K+

has a higher probability of being closer to the tau negative area (N-termini) than Na+. Note that the
concentration of both ions is very different (interfering with the probability), namely, 140 mM for K+

and around 5 mM for Na+, yet sodium is lighter than potassium and could be more mobile and interact
with tau more often, but an interaction preference with K+ is perceived. In this analysis, we focus on
the ions’ distribution up to 1 nm from the protein surface. Naturally, the ions also populate the bulk
water, corresponding to a high probability far from protein, but we neglected the distribution in this
area. If tau N-terminal retains K+, it can keep these ions further away from the cell membrane inner
face, increasing the membrane potential.

Figure 8. Radial distribution functions (g(r)) of K+ and Na+ ions in the vicinity of the tau surface, for
tau replicates in fluid (a–c) and tau::microtubule replicates (d–f). Purple trace for potassium and blue
trace for sodium.

The ion’s diffusion coefficients were calculated for K+, Na+, and Cl− (Figure 9). Chloride is used
for two reasons: to mimic the negative contribution from cytoplasmic proteins and to neutralize the
simulation box. In fact, Cl− is more mobile than the proteins in neuronal cytoplasm, but tau and
MT should be less sensitive to this negative ion, especially MT due to its electrostatics. Therefore,
the interaction pattern of Na+ and K+ with tau and MT proteins is probably little influenced by chloride
in our simulations.

Experimentally, the ions’ diffusion and conductivity are always expressed at 25 ◦C, not at 37 ◦C.
In addition, this calculation is made at infinite dilution, so in our systems we have to consider the
concentration effect, which makes a direct comparison to experimental values difficult. However,
the trend of Na+ < K+ < Cl− in terms of diffusion and conductivity is expected in all simulated systems.

In the first simulation, the intracellular fluid, the ions were free to move around the simulation
box, respecting the intracellular concentration and in the presence of chloride ions to neutralize the
system. We observed that the diffusion (Figure 9) follow the expected trend of Na+ < K+ < Cl− found
in many ionic solutions [56].

Looking at the ions in the system tau in fluid, we emphasize that the presence of tau does not
decrease the ions’ diffusion. All three ions maintain the diffusion rate, if we consider the estimated
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error (Figure 9). In contrast, when tau is directly associated with the MT (Tau::MT replicates), there is a
decrease in the diffusion. It was reported that tau diffusion along an MT lattice is influenced by the
ionic strength and pH, especially by K+ [57]. This suggests that when tau is near or attached to the
MT, the ions’ diffusion through the fluid should decrease as the ions are participating in the protein
diffusion process.

To circumvent the direct contribution of MT in ionic diffusion, we simulated a tau middle structure
(from Tau::MT replicate 2) attached to the box wall, and constraining the MTBR. Thus, we obtained the
expected structure when tau interacts with the tubulin wall, but only the tau effect on the conductivity
is observed.

A simulation box with the same volume and ion concentrations was modelled during 12 ns
(Figure 10). We observed, in this case, that tau increases the diffusion of the Na+ cation, possibly
making this ion more available in the fluid to move through the sodium channels and across the
membrane, as the probability of tau to retain K+ is much bigger than to retain Na+ (radial distribution
functions in Figure 8). The diffusion of K+ is once again similar to the one calculated in the intracellular
fluid, reinforcing the statement that tau is a protein that does not prevent the normal movement of this
ion and the consequent concentration balance in the interior and exterior of the cell.

(1
×1

0
5  c

m
2 /s

) 

Figure 9. K+, Na+, and Cl− diffusion, Di (1 × 10−5 cm2/s), in the different systems under study:
Neuron intracellular fluid (Fluid), tau in fluid (Tau::fluid), tau::microtubule in fluid (Tau::MT::Fluid)
and constrained tau in fluid (ConstrainedTau).

Λ (

Figure 10. Orthographic view of constrained tau to the box wall. Tau is represented in green cartoon,
K+ in purple, Na+ in blue, and Cl− in green transparent spheres.

Predictions for ion membrane diffusion in neurons indicate a DK
+ of 1.96 cm2/s and a DNa

+ of
1.33 cm2/s [58]. In addition, the potassium diffusive coupling has been reviewed in neural network
processes [59], but less information is mentioned for the behavior of the ions in the axonal region, that
is, when exclusively embedded in the intracellular medium. Our results for K+ and Na+ diffusions
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are slightly higher than the cited literature for transmembrane diffusion, but they result in almost the
same difference between these ions.

Looking now to the calculated conductivities (Table 1), we observe very similar conductivity
values in all systems, except for Tau::MT in fluid. In general, proteins affect the conductivity in two
ways: by carrying a charge and by influencing viscosity. Therefore, it is acceptable that the MT,
a bulky and negatively charged protein wall, has the effect of diminishing the global conductivity.
The MT has a very negative electrostatic profile that retains the cations, decreasing the diffusion and
the conductivity.

Table 1. Calculated conductivity (Λi) at 310 K, for each ion type in fluid, in all systems.

System Ion Average Conductivity (Λi) (S·cm2/mol)

Intracellular fluid
K+ 104.21 ± 2.351

Na+ 87.26 ± 11.621

Cl− 105.35 ± 7.728

Tau in fluid
K+ 100.53 ± 3.904

Na+ 84.60 ± 12.674

Cl− 103.87 ± 3.667

Tau::MT in fluid
K+ 80.39 ± 4.117

Na+ 68.67 ± 14.327

Cl− 82.93 ± 3.398

Constrained Tau in fluid
K+ 99.24 ± 2.914

Na+ 92.40 ± 10.121

Cl− 103.88 ± 6.523

Our findings indicate that tau in its dephosphorylated form (i.e., when performing its normal
function, with the proper conformation in solution and/or associated with MT) maintains the normal
K+ diffusion and discreetly increases Na+ diffusion, which, in fact, must be more available to leave the
inside of the neuron. The biological relevance of this finding is still unclear, but tau may have a role in
the electrical signal transmission along the axon.

4. Discussion

The present study unveils tau’s structural preferences and electrostatics, when this protein is free
in solution (intracellular fluid) or bound to microtubule in neuron fluid. The electrostatic potential
surface of tau (Figure 4) reveals a dipolar protein, where the proline-rich region and MTBR are
predominantly composed of basic amino acids (positive charge from side-chains). On the other hand,
the N-terminal is acidic, with several amino acids negatively charged at physiological pH. Looking at
the tubulin MT potential surface, a very negative electrostatic potential can be observed, especially
for the exterior (front), indicating that the binding of tau to its wall will occur through the positive
region of this protein, and the N-terminal will tend to move away from the wall, as much as possible.
In fact, it is widely reported that the binding occurs between tau MTBR and MT, and the electrostatic
distribution of both proteins indicates that this is the best choice to prevent repulsion.

The work of Guo et al. [60] (and references therein) summarizes tau’s structural basis and points
to a paperclip conformation in solution [50], where the terminals are in close proximity, as we verified
with our simulations. Kellogg et al. provided, in their work published last year, a near-atomic model
of Tau::MT interactions [22]. In contrast to the paperclip model, observed in solution, they determined
that tau is in an extended form, in which each MTBR repeat interacts with one tubulin dimer and with
its interface to the next tubulin. This configuration separates the terminals, which agrees with what we
see for tau in our Tau::MT simulations (Figure 5), although we sampled a less elongated MTBR. Under
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dynamics, the PGGG motif localized in each repeat causes consecutives bends that result in a folded
MTBR, thus our simulated model interacts with a small number of tubulin monomers. Summing
up, structurally, when we simulate our tau model, it behaves as expected in solution, as a paperclip,
and shares similarities with the findings of Kellogg, such as the distance between terminals.

Tau performs other important functions in the intracellular neuron environment, besides the
well-known functions in MT binding and stabilization [60]. Interestingly, with the exception of the
C-termini, each tau domain can be related with the interaction to other proteins. The N-terminal
has been involved in the inhibition of axoplasmic transport through a signaling cascade [61] and
in interactions with proteins at the neuron plasma membrane [62]. The proline-rich region also
interacts with several proteins, specially the Src family of protein kinases [63]. The MTBR has been
also associated with an interaction with the lipid membranes [64].

The tau localization in neurons is also an important factor for tau interaction and function. Tau is
mainly located in axons [63] and in a much smaller amount in somatodendritic compartments [65–67].
Guo et al. [60] summarizes the presence of tau in different neuron locations, but we highlight here
the association with neuronal membranes, which is required for tau participation in intracellular
signaling pathways [68,69]. It is also in the membrane that the propagation of electrical impulse occurs,
through the flow of positively charged ions. The action potential is maintained due to a concentration
difference of certain ions. Potassium has a higher concentration inside the cell, and sodium has a
higher concentration on the outside. The flux of these ions, using sodium and potassium channels at
the membrane, guarantees the process of polarization/depolarization and maintains an ionic balance.
Our simulations used concentrations of Na+ and K+ typical for the resting state.

Tau has been reported as a protein that interacts with many others and also with the cell membrane,
inside the neuron [47,60,63]. However, little information is provided concerning the effect of this
protein on sodium and potassium ions [57,70]. Our simulations point to a possible novel function or
role: due to its polar profile, tau may also play a role in the normal flow of the ions present in the
intracellular fluid, as it is highly localized in the axon. The axon propagates the signal, like a wire, and
this occurs due to the potential difference maintained by the flow of ions in the axon membrane [71].

Recently, the behavior of tau near a membrane was evaluated. Patel et al. [72] thought that once
tau aggregates in a similar way to amyloid peptides, it would be valid to look at its behavior when
close to the cell membrane. A tendency for the formation of ion channels, which allow the passage of
nonspecific ions, was observed. This fact reinforces the role of tau in the balance of K+ and Na+ ions
within the neuron and in the electrical signal propagation between cells. Our work paves the way to
disclose these interactions.

K+ and Na+ imbalances in neurons were observed in Alzheimer’s disease brains [70]. This fact
could arise from the malfunctioning of several proteins, including tau, which causes changes at the
structural and signaling level, affecting the normal concentrations of these ions.

Globally, tau has a basic character with a higher content of positively charged amino acids, but
among the 27% of charged residues, there are also negatively charged amino acids, which results in a
predominantly negative area, the N-terminal (Figure 4). Tau is, therefore, able to interact with ions in
an attractive or repulsive manner. In particular, the acidic N-terminal is prone to attracting cations,
since it is the tau acidic area and the portion that will interact less with MT, also negatively charged.
In fact, RDF and diffusion analyses have suggested that tau retains K+ near its surface, but maintaining
a normal diffusion, and increases Na+ mobility, which is less probable to be near tau.

5. Conclusions

Tau modelling and simulations disclose many properties concerning tau structure and
function. First, the prediction of a tau 3D structure leads to a model that was equilibrated in
solution—intracellular ionic fluid—and associated with an MT wall. In both cases, the secondary
structure features observed for the middle conformations are in agreement with experimental estimates:
tau in fluid is more compact, with N− and C− termini closer to each other, and with some helical SS at
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MTBR. Tau in Tau::MT systems is in an extended conformation, with helical portions at the MTBR and
with the terminals far from each other.

In terms of interactions, tau interacts with two tubulin heterodimers on average, through hydrogen
bonds and electrostatic interactions, mostly established between the basic region of tau and the acidic
C-termini of tubulins. Kellogg et al. [22] suggested a more elongated MTBR able to interact with a
higher number of tubulin dimers. However, we observed a less extended tau MTBR, due to the great
dynamics of this protein.

Concerning the effect of tau on ions, we observed a preference for interacting with K+ cations,
through the negatively charged N-terminal. More importantly, tau maintains the normal ion diffusion,
being a key factor to cell conductivity and signaling. Tau also increases the conductivity of Na+ ions,
in comparison with the fluid control, in the surrounding environment.

The maintenance of a normal tau structure–function relationship results in a normal interaction
with the ions, keeping K+ close to the tau surface and Na+ ions more available to leave the cell,
as expected, to maintain the intracellular concentration balance of both ions at the axon resting state.
Our findings about diffusion and conductivity are a starting point to understand, at the molecular
level, the participation of tau in the electrical signal propagation across healthy neurons.

In future work, we intend to study different degrees of phosphorylation in our tau model,
to evaluate what it will entail in the structure, in the interaction with MTs, and in the ions’ diffusion.

Author Contributions: Conceptualization, A.C.-P.; Investigation, T.C.; Methodology, T.C.; Supervision, A.C.-P.;
Writing—original draft, T.C.; Writing—review and editing, F.M. and A.C.-P. All authors discussed the results and
commented on the manuscript. All authors read and approved the final manuscript.

Funding: All authors thank the European Union through the European Regional Development Fund (ERDF)
under the Competitiveness Operational Program (BioCell-NanoART = Novel Bio-inspired Cellular Nano-architectures,
POC-A1.1.4-E-2015 nr. 30/01.09.2016). Artur Cavaco-Paulo thanks the support received from the Portuguese
Foundation for Science and Technology (FCT) through the strategic funding of UID/BIO/04469/2019 unit and
BioTecNorte Operation (NORTE-01-0145-FEDER-000004) funded by the European Regional Development Fund
under the scope of Norte2020—Programa Operacional Regional do Norte.

Acknowledgments: Access to computing resources funded by the Project “Search-ON2: Revitalization of
HPC infrastructure of UMinho” (NORTE-07-0162-FEDER-000086), co-founded by the North Portugal Regional
Operational Programme (ON.2 –O Novo Norte), under the National Strategic Reference Framework (NSRF),
through the European Regional Development Fund (ERDF), is gratefully acknowledged. We express our deepest
appreciation to Teresa Matamá for valuable advice and discussion on neuron physiology.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Weingarten, M.D.; Lockwood, A.H.; Hwo, S.Y.; Kirschner, M.W. A protein factor essential for microtubule
assembly. Proc. Natl. Acad. Sci. USA 1975, 72, 1858–1862. [CrossRef]

2. Drubin, D.G.; Kirschner, M.W. Tau protein function in living cells. J. Cell Biol. 1986, 103, 2739–2746. [CrossRef]
[PubMed]

3. Himmler, A.; Drechsel, D.; Kirschner, M.W.; Martin, D.W. Tau consists of a set of proteins with repeated
C-terminal microtubule-binding domains and variable N-terminal domains. Mol. Cell. Biol. 1989, 9,
1381–1388. [CrossRef]

4. Chen, J.; Kanai, Y.; Cowan, N.J.; Hirokawa, N. Projection domains of MAP2 and tau determine spacings
between microtubules in dendrites and axons. Nature 1992, 360, 674–677. [CrossRef]

5. Servier Medical Art by Servier (https://smart.servier.com/), licensed under a Creative Commons Attribution
3.0 Unported License (https://creativecommons.org/licenses/by/3.0/).

6. Andreadis, A. Tau gene alternative splicing: Expression patterns, regulation and modulation of function
in normal brain and neurodegenerative diseases. Biochim. Biophys. Acta (BBA) Mol. Basis Dis. 2005, 1739,
91–103. [CrossRef]

7. Despres, C.; Byrne, C.; Qi, H.; Cantrelle, F.-X.; Huvent, I.; Chambraud, B.; Baulieu, E.-E.; Jacquot, Y.;
Landrieu, I.; Lippens, G.; et al. Identification of the Tau phosphorylation pattern that drives its aggregation.
Proc. Natl. Acad. Sci. USA 2017, 114, 9080–9085. [CrossRef]

189



Biomolecules 2019, 9, 116

8. Morishima-Kawashima, M.; Hasegawa, M.; Takio, K.; Suzuki, M.; Yoshida, H.; Watanabe, A.; Titani, K.;
Ihara, Y. Hyperphosphorylation of Tau in PHF. Neurobiol. Aging 1995, 16, 365–371. [CrossRef]

9. Gong, C.X.; Iqbal, K. Hyperphosphorylation of microtubule-associated protein tau: A promising therapeutic
target for Alzheimer disease. Curr. Med. Chem. 2008, 15, 2321–2328. [CrossRef]
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Abstract: Intrinsically disordered proteins (IDP) are abundant in the human genome and have recently
emerged as major therapeutic targets for various diseases. Unlike traditional proteins that adopt a
definitive structure, IDPs in free solution are disordered and exist as an ensemble of conformations.
This enables the IDPs to signal through multiple signaling pathways and serve as scaffolds for
multi-protein complexes. The challenge in studying IDPs experimentally stems from their disordered
nature. Nuclear magnetic resonance (NMR), circular dichroism, small angle X-ray scattering, and
single molecule Förster resonance energy transfer (FRET) can give the local structural information and
overall dimension of IDPs, but seldom provide a unified picture of the whole protein. To understand
the conformational dynamics of IDPs and how their structural ensembles recognize multiple binding
partners and small molecule inhibitors, knowledge-based and physics-based sampling techniques are
utilized in-silico, guided by experimental structural data. However, efficient sampling of the IDP
conformational ensemble requires traversing the numerous degrees of freedom in the IDP energy
landscape, as well as force-fields that accurately model the protein and solvent interactions. In this
review, we have provided an overview of the current state of computational methods for studying
IDP structure and dynamics and discussed the major challenges faced in this field.

Keywords: intrinsically disordered protein; conformational ensemble; nuclear magnetic resonance;
replica exchange molecular dynamics; drug design

1. Introduction

Intrinsically disordered proteins (IDPs) have emerged as an important class of biomolecules that
are involved in a variety of cellular functions, ranging from signaling to gene expression, chaperoning,
and cellular transport [1]. These proteins lack a definite folded structure and adopt an ensemble
of conformations in their physiological environment. Their disordered nature is essential for their
biological function, as has been discussed in many recent reviews [1–4]. The IDP function is regulated
through a fine balance of alternative splicing, post-translational modifications, expression level, and
duration of presence in the cell [2]. Due to their dynamic nature, many IDPs can interact with multiple
proteins with low affinity but high specificity, enabling them to act as hubs in signaling networks, or
adapters for multi-protein scaffolds [1]. The low affinity of certain IDPs facilitates fast disengagement
from signaling partners, which could be advantageous for rapid shutdown and switching of signaling,
allowing better control over the cellular machinery [5]. Conversely, IDPs have also been found to
interact with their partner proteins with ultra-high affinity, while maintaining structural disorder
and flexibility in the bound state. [6] Dysregulation of IDP function has been linked to multiple
cancers, as well as diabetes, cardiovascular, and neurodegenerative diseases [4]. IDP conformational
dynamics has been proposed to facilitate phenotypic switching in stem cells and malignancy, without
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involving mutagenesis [7]. Therefore, IDPs form an important class of therapeutic targets, whose novel
mechanisms and dynamic properties open new ways of regulating cellular function through clinical
intervention [8].

In past decades, the emergence of IDPs has changed the traditional structure-function paradigm
of folded proteins, which posits that sequence dictates the native state (an ensemble of closely related
structures), which in turn dictates function. In contrast, the sequence of an IDP encodes an ensemble
of structurally diverse conformations, which exchange in the picosecond to millisecond timescale
under physiological conditions [9]. The biological function of the IDP is governed by the nature of
this ensemble as well as the associated dynamics of conformational exchange. Experimentally, the
IDPs are studied using a combination of techniques, including nuclear magnetic resonance (NMR),
small angle X-ray scattering (SAXS), circular dichroism (CD), and single molecule spectroscopy [3].
These methods provide information about local residue contacts and side chain orientations, secondary
structure content, as well as the dynamics and lifetime of such contacts. Such information, however,
comes as statistical averages of entire ensembles, and do not give information about individual
conformations in the ensemble. The structural heterogeneities of IDPs require further development
of analytical/computational tools for an accurate description of their statistical properties. Previous
major efforts include using modified polymer models that are more relevant for the dynamics of
IDPs [10–12], testing and improving on the solvent model [13,14], and the development of new tools
for analyses of experimental data [15,16]. An alternative approach would be to combine experimental
data with statistical structural models and physics-based simulations of protein dynamics to generate
the molecular models that account for the heterogeneous IDP ensemble [17]. Besides this, coarse
grain and enhanced sampling simulations can give valuable insights into the oligomerization and
interaction of IDPs with partner proteins. However, the sheer time and length scales associated with
IDP dynamics pose serious challenges to the application of computational methods, as is evident from
the recent literature [18,19]. Needless to say, there is an acute demand in the scientific community
for precise atomistic models of IDPs for gaining functional insights as well as designing therapeutic
agents inhibiting their functions. In this review, we discuss the various computational protocols that
are relevant to IDP research. Such protocols range from structure prediction of IDPs, studying their
dynamic behavior and mechanisms of partner protein interaction, to small molecule inhibitor design.
In the end, we summarize the challenges involved in applying these methods and possible future
directions in this field.

2. Energy Landscape of Intrinsically Disordered Proteins

All proteins exhibit complex dynamic behavior, ranging from high frequency vibrations to slower
local perturbations (picoseconds to microseconds), to even slower domain motions (microseconds
to seconds). In a landmark paper, Wolynes and coworkers connected the dynamics, conformational
sampling, and folding of proteins to the concept of free energy landscape [20]. Well folded proteins
that adopt a definite three-dimensional (3D) structure show a funnel like landscape, where the initially
formed secondary structure elements cooperatively fold into a tertiary structure stabilized by native
contacts. The sequence of such a protein contains strategically placed hydrophobic residues, which
in the folded state come together and form a hydrophobic core by efficient expulsion of water. An
energy landscape describing such a process is relatively smooth with less frustration (as shown in the
schematic in Figure 1A), although misfolded states and intermediate stable states could be populated
in the landscape. In protein folding, frustration refers to the hindrance in progressing down the folding
funnel, due to a lack of cooperativity in forming increasingly stable contacts. In contrast with a folded
protein, the energy landscape of an IDP is proposed to be rugged (Figure 1B), where multiple states
are separated by shallow energy barriers to facilitate exchange between the states [21–23]. Secondary
structure elements may be present in free solution, but they do not cooperatively contact each other to
fold into a stable structure as in the case of folded proteins. A reasonable explanation for the IDPs’
resistance to folding is the relative absence of hydrophobic amino acids in their sequences compared
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to folded proteins [3]. These amino acids are critical for forming the protein core and their absence
stabilizes the unfolded states. In some IDPs, the abundance of disorder promoting residues, such
as glycine and proline, inhibit the formation of stable helices and prevent folding tertiary structures.
IDPs thus exist as an ensemble of extended or partially folded states in free solution with frequent
exchange between these states. This rapid exchange prevents the detection of any single state in
NMR or circular dichroism experiments [21]. Each of the IDP conformations could be functionally
relevant in recognizing specific partner proteins for signaling or arranging a scaffold. In this regard,
IDPs are distinct from random polypeptide sequences [21] because, although disordered, the IDP
conformations could strategically orient specific recognition motifs such as phosphorylation sites to
facilitate interaction with partner proteins. Post-translational modifications such as phosphorylation
play a critical role in reshaping the conformational landscape of IDPs, preparing them for specific
binding and signaling events [24,25]. Although IDPs mostly remain disordered in free solution, one or
multiple intermediate states with ordered motifs may still be present in the energy landscape [26,27],
albeit at a higher (worse) free energy than the disordered conformations [28]. In certain IDPs, such as
the Aβ40 peptide, these partially ordered states become more predominant at a higher temperature,
indicating their presence in the free energy landscape at a higher free energy than the unfolded
states [28]. The presence of such partially ordered states in the IDP energy landscapes has been
shown using NMR and circular dichroism, as well as enhanced sampling molecular dynamics (MD)
methods [28–30]. The partially ordered states may be lowered in energy and stabilized upon binding to
partner proteins or aggregation (e.g., amyloid fibrils), as shown in Figure 1B [28,31]. Also, the presence
of diverse partially ordered states in the free energy landscape may facilitate interaction with multiple
partner proteins, which is a hallmark of IDPs.

Figure 1. (A) Schematic free energy landscape of a folded protein; the folded state is comprised
of an ensemble of structurally related states; (B) hypothetical intrinsically disordered protein (IDP)
landscape showing four disordered (unfolded) states populated in free solution, separated by shallow
energy barriers for rapid exchange; the multiple shallow minima in the disordered state free energy
landscape indicate high structural flexibility; post translational modifications such as phosphorylation
can stabilize one of the states over the others; a folded state is also present in the energy landscape, but
only stabilized upon binding to a partner protein.

3. Structure Prediction and Conformational Dynamics

3.1. Conformational Selection Based Methods

Computational structure prediction for folded proteins suffers from the challenges of
conformational sampling, due to the numerous degrees of freedom of the polypeptide chain, and the
difficulty for a protein to run across thermodynamic barriers among a set of structurally close decoys
within limited simulation time to identify the correct native ensemble. In contrast, IDPs have a larger
set of “correct answers” with regard to structure—an ensemble of highly diverse conformations ranging
from random coil to partially folded structures [32]. The challenge is in exhaustively sampling the set of
thermodynamically relevant conformations under physiological conditions, that explain the available
experimental structural data (e.g., NMR, SAXS). So far, several computational methods have been
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proposed that utilize experimental structural information to derive conformational ensembles of IDPs.
These methods can be categorized into two groups: a) one that uses NMR, SAXS, or Förster resonance
energy transfer (FRET) data to select the relevant conformations from a pool of previously generated
structural ensemble, and b) one that uses structural restraints derived from experimental data to drive
MD or Monte Carlo (MC) based sampling methods to generate the conformational ensembles [19,22].
The former category includes methods such as TraDES [33,34], flexible-meccano [35], ASTEROIDS [36],
and ENSEMBLE [37]. Both TraDES and flexible-meccano use probability distributions of amino
acid orientations from crystal structures to sample the IDP conformations. While flexible-meccano
generates chain conformations by randomly selecting the Φ/ψ dihedral angles of the residues from
the distributions derived from the crystal structure database, TraDES grows the chain one residue
at a time, using a Markov process. Both methods use specialized algorithms to accelerate the
conformational sampling, by using fast detection of steric clashes between atoms and avoiding slow
force field-based energy calculations. The conformational sampling can also be further guided by
utilizing secondary structure prediction or other user-defined criteria. Such a conformational search is
by no means exhaustive and becomes more challenging for larger proteins. Moreover, electrostatics
and solvent-protein interactions are ignored, which may lead to unrealistic protein conformations
in the ensemble, for example with water exposed hydrophobic segments. Conformation generation
programs like TraDES and flexible-meccano are often used in conjunction with conformation selection
programs such as ASTEROIDS and ENSEMBLE to generate a subset of conformers that fit available
experimental data, such as chemical shifts, NOE (nuclear overhauser effect), RDC (residual dipolar
coupling), PRE (paramagnetic relaxation enhancement), SAXS, and hydrodynamic radius (Figure 2A).
Starting from an initial pool of over 100,000 chain conformations, ENSEMBLE selects a random subset
of 5000 or less conformers and calculates the experimental properties, such as RDC, by averaging over
the ensemble [37]. It then tests the agreement of the calculated properties to the observed experimental
data. The program then adds more conformations to the set and eliminates existing conformations
using a Monte Carlo scheme, coupled with simulated annealing. The process converges when further
iterations do not improve the agreement with the observed data. ASTEROIDS uses a genetic algorithm
to evolve an initial pool of conformations to minimize a fitness function based on the difference
between calculated and observed experimental parameters. Such an ensemble filtering approach,
when combined with maximum likelihood algorithms, can mitigate the problem of overfitting [38,39].

3.2. Molecular Dynamics Based Methods

In contrast to the above methods that attempt to reproduce the experimentally observed IDP
ensemble by random sampling of polypeptide conformations, MD based methods perform the
conformational sampling using molecular dynamics algorithms, which simulate the dynamic behavior
of IDPs under physiological conditions in a solvent environment. Due to the computationally intensive
energy functions and the difficulty to cross over energy barriers, most MD based methods are orders
of magnitude slower than random sampling based algorithms. However, the benefit of MD based
methods is in the insights gained into the protein dynamics, such as exchange rates between different
conformations, persistence of specific inter-residue contacts, or the interactions of solvent and ions
with the protein. To facilitate sampling of the rugged conformational landscapes of IDPs, MD
algorithms are usually coupled with enhanced sampling methods (also known as generalized-ensemble
algorithms [29,40]), such as replica exchange (REMD) [41], bias exchange metadynamics (BEMD) [42],
and temperature cool walking (TCW) [29,43]. In REMD, multiple MD simulations (replicas) of
the same system are performed in parallel at different temperatures, with frequent exchange of
operating temperatures between the replicas [41]. In TCW, the simulations are performed at two
different temperatures, the target temperature and a higher temperature with transitions between the
two temperatures facilitated by simulated annealing. In both methods, by temporarily raising the
temperature of a replica, the system is able to overcome energy barriers that would have restricted
sampling, had the MD been performed at a single temperature. The exchange probabilities are selected
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such that a thermodynamically consistent structural ensemble is obtained at the target temperature.
The advantage of TWC over REMD is the lower computational resource requirement. While in REMD,
30 or more separate simulations are often required to cover the desired temperature range, but only
two simulations are necessary in TWC, although the transition between the two temperatures is
computationally demanding due to the use of simulated annealing (for a comparison between the two
methods, please see [29]). In BEMD [42], multiple simulations (replicas) are performed at the same
temperature, but with time-dependent biasing potentials along different sets of collective variables for
each replica, with frequent exchanges of the biasing potentials between the replicas. Bias exchange
metadynamics can be computationally efficient, since fewer replicas are required as compared to REMD.
However, as with standard metadynamics simulations, the choice of the collective variables is crucial
for proper sampling of the conformational space. Using REMD, Patel et al. compared the disordered
conformational ensembles of two heat shock proteins, explaining their difference in efficiency for
binding to unfolding proteins at higher temperatures [44]. The BEMD has been used to map the
conformational landscapes of several IDPs, such as the Aβ40 peptide involved in Alzeimer’s disease
and the islet amyloid polypeptide involved in type 2 diabetes [28,45]. Temperature cool walking was
used to study the effect of paramagnetic spin labels on the conformational ensembles of IDPs [46].
In relation to the IDP ensemble, the structures themselves and the rates of transition between these
structures, which govern the kinetics, are of equal importance. A change in environment, such as pH and
temperature and post translation modifications, can affect these rates and hence the biological function
of the IDPs. With the advent of fast GPU (graphical processing unit) powered computing networks, it is
now possible to map transition rates among various equilibrium states in the protein landscape, using
methods such as Markov state model (MSM) analysis [47]. The MSM uses numerous independent MD
trajectories to calculate the equilibrium states and the rates of transition between these states. However,
due to the numerous degrees of freedom in the IDP landscape, it is still challenging to apply MSM to
calculate transition rates in IDPs. Using the distributed computing network GPUGRID.net [48], Stanley
et al. developed a MSM for the kinase-inducible domain (KID) of the transcription factor CREB (cAMP
response element-binding protein), and showed that phosphorylation slows down the conformational
kinetics and facilitates binding with partner proteins [49]. Markov state model was also used to map
the conformational landscape of the hIAPP peptide involved in fibril formation in type II diabetes [30].
Alternatively, exhaustive simulations of protein dynamics using ASIC hardwares such as Anton [50,51]
have proved successful in folding proteins and studying protein dynamics over recent years [52]. The
applications of Anton in studying IDPs provide another avenue for generating and understanding
their heterogeneous structural ensembles [32].

One method which is promising for simulating IDP dynamics is generalized Newton–Euler
inverse mass operator (GNEIMO) torsional dynamics [53–55]. By performing protein dynamics in the
low frequency torsional degrees of freedom (DOF) while freezing the high frequency bond and angle
vibrations via constraints, GNEIMO is able to simulate long timescale transitions that are difficult to
achieve in all-atom Cartesian MD [56]. Besides the bonds and angles, selective torsional DOFs can be
constrained as well, depending on the system of interest. Thus, given a protein with both disordered
and folded regions, for instance, GNEIMO can simulate the conformational dynamics of the disordered
domain in the environment of the relatively static folded domain, while keeping the backbone (and
core sidechains) of the folded domain frozen. Constraining the uninteresting DOFs will lead to
accelerated sampling and a higher chance of simulating long timescale transitions in the disordered
region [55,56]. The GNEIMO employs specialized algorithms that are designed to preserve accurate
dynamics with constrained DOFs, without introducing artifacts [55,57]. The GNEIMO, combined with
temperature replica exchange, was used to simulate the dynamics of the flexible regions of fasciculin
and calmodulin [56]. During dynamics, two of the experimentally verified conformational states of
fasciculin were sampled by GNEIMO. For calmodulin, GNEIMO achieved the transition between
the calcium bound and unbound conformations. Such conformational transitions were achieved in
all-atom Cartesian MD by using biasing potentials [58], or using an united atom Gõ model [59].
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The above examples demonstrate that the MD based methods, including both the enhanced
sampling and brute force techniques, can give valuable insight into the conformational equilibria
and the associated kinetics of IDPs. Intrinsically disordered proteins typically show a wide range of
motion, from pico- to microseconds and longer. The rates/correlation times in these different temporal
regimes, along with the flexibility of the protein domains (represented by the order parameters), can be
obtained by deconvoluting the experimental data from NMR relaxation and fluorescence correlation
spectroscopy (FRET-FCS) [60]. The question remains whether MD simulations can accurately reproduce
the dynamic behavior of IDPs as reported by these experimental methods. In recent years, several
works have compared the quantitative dynamics information of IDPs obtained from the experiments
to those from the simulations. Tryptophan fluorescence quenching rates obtained with several model
(disordered) peptides were found to be in agreement with microsecond scale MD simulations [61].
This work also addressed the effect of force field and solvent viscosity on the rate of inter-residue
contact formation and diffusivity, which govern dynamic behavior. Using FRET-FCS, Soranno et al. [62]
measured the relaxation time for inter-termini distance in the unfolded protein L, which agreed with
the quantity calculated from microsecond long MD simulations on the ANTON supercomputer by
Piana et al. [14]. The MD simulations were performed using an improved water model (TIP4P-D)
to better reproduce the extended ensembles of IDPs. Using three different techniques (high-field
15N spin relaxation, low-field 1H relaxometry, nanosecond fluorescence correlation spectroscopy),
Rezaei-Ghaleh et al. monitored the conformational dynamics of α-synuclein at different timescales
(picoseconds to nanoseconds to 10s of nanoseconds) [63]. These timescales were compared to the
equivalent parameters calculated from a 16 μs MD trajectory of α-synuclein in explicit water [14].
While the relaxation rates obtained from the low field 1H relaxometry and nanosecond fluorescence
correlation spectroscopy were in agreement with the values obtained from MD, the relaxation times
obtained from 15N spin relaxation were over-predicted. Also, compared to the order parameters from
NMR, MD showed relatively restrictive backbone motion. To match the order parameter values from
MD to those from NMR, the authors had to apply a scaling factor to the MD time axis. The results
from these studies indicate that the MD simulations, with the appropriate force field and simulation
length, can provide quantitative insights into IDP dynamics. Nevertheless, the discrepancies with
experiments depending on the timescale of motion highlights the complex scenario with applying
MD methods in studying IDP dynamics. This also impresses upon the need for developing accurate
protein and solvent force fields that capture realistic dynamics as well as ensemble properties.

3.3. Force-Field Development for Intrisically Disordered Proteins

For MD based methods, accuracy of the underlying force field is a key determinant of the reliability
of the obtained results. From the time when protein crystallography was first introduced in the 1950s,
the general paradigm of protein function has rested with its folded structure, and most efforts were
originally spent in understanding and predicting the native state of globular proteins. Early force field
development focused on stabilizing the protein crystal structures, with less attention being payed to the
unfolded state. As a result, these force fields generated conformations with overpopulated secondary
structure elements (i.e., alpha helices and beta sheets) [18]. However, such inaccuracies have been
largely corrected in the recent versions of these force fields by modifying the protein backbone dihedral
parameters, and validating against experimental NMR and SAXS data [64–67]. The other issue with
many general-purpose force fields is the over-stabilization of collapsed, molten globule like states
compared to extended states. Both these issues are especially relevant while studying IDP structural
ensembles, which lack extensive secondary structures and are less compact than folded proteins. The
accuracy of various force fields has been widely discussed in the literature [18,68]. Rauscher et al. did
a detailed comparison of CHARMM, AMBER, and OPLS force fields in conjunction with several water
models (TIP3P, TIP4P, and implicit solvent) [69] (Figure 2B,C). This study highlighted the inherent
bias of all-atom force fields towards certain secondary structures, for example, the propensity of
CHARMM36 to overpopulate left-handed α-helices in disordered peptides. Also evident was the
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stabilization of over-compact structures by CHARMM36 and FF99SB*-ILDN (Figure 2C). Corrections
to such biases or deficiencies have been partially addressed in revisions to the existing force fields that
are targeted specifically towards simulating IDPs. Examples include force fields from the AMBER
family, such as FF03* and FF99SB* [65], and CHARMM family force fields CHARMM36m [67] and
CHARMM22* [70]. Since solvent–protein interactions play an important role in the structural propensity
of IDPs, it is desirable, alongside the protein backbone parameters, to optimize the protein–water
interaction parameters as well. Such modifications produced the AMBER FF03ws [71] and, recently,
the A99SB-disp [32] force fields. The latter was developed through a combined optimization of protein
dihedral parameters, hydrogen-bonding potentials and partial charges alongside water van der Waals
parameters to reproduce the structural properties of both folded and disordered proteins. Other
efforts in the development of force fields for IDPs include RSFF [72,73], KBFF [74], CUFIX [75], and
ff14idp [76].

3.4. Coarse Grain and Multiscale Methods

Due to the computational expense of all-atom MD simulations in explicit water, coarse-grain
protein and solvent models are viable alternatives to study the conformational ensemble of IDPs. In the
coarse grain description of the polypeptide chain, several atoms are combined into one moiety, with a
similar treatment applied to the solvent atoms. A special force field function is developed to model
the interaction between the different coarse grain moieties in a way that reproduces protein-specific
behavior. An alternative approach to coarse-graining is the implicit solvation model, where the explicit
solvent molecules are replaced by a mean field approximation, while the protein is kept fully atomistic.
Implicit solvation models can reproduce aspects of the protein–solvent interaction, such as cavity
penalty, electrostatic screening, and nonpolar burial. However, the detailed behavior of individual
solvent molecules at the protein/bulk water interface, including water mediated hydrogen bonds, are
not retrieved in such models. The use of coarse grain models reduces the number of particles in the
simulation box, leading to a significant gain in computational performance and enhanced sampling of
the conformational space. These models can be potentially used to simulate long timescale processes,
such as crowding and self-assembly of IDPs, which are normally beyond the reach of all-atom MD
based methods. Implicit solvation methods such as Generalized Born [77] have been widely used to
predict structures of folded proteins [78,79]. However, their application to IDPs [23,80] is limited by 1)
the computational cost involved in frequently calculating the effective Born radii in a rapidly changing
protein environment (more so than in folded proteins) [81], and 2) over-stabilization of secondary
structural elements and compact ensembles [31,82]. The latter problem was addressed by Lee et al. by
optimizing the GBMV2 (Generalized Born using molecular volume) implicit solvation model [83], in
conjunction with the CHARMM36 protein force field. The improved GBMV2 model predicted fewer
compact ensembles, in agreement with the experimental structural properties of several IDPs [82].
One of the implicit solvation models that has shown success in the IDP field is the ABSINTH model
(self-assembly of biomolecules studied by an implicit, novel, and tunable Hamiltonian) by Vitalis and
Pappu [81,84]. The ABSINTH builds and improves upon the EEF1 (effective energy function) solvent
model [85] that calculates the solvation free energy of the protein as a sum of individual backbone
and sidechain components. The solvation energies of the individual components are obtained from
experimental solvation free energies of small molecules that resemble the protein components and are
weighted by their solvent exposure during simulation. The ABSINTH has been used to explore the
effect of temperature and charged amino acid distribution in the protein sequence on the ensemble
properties of IDPs [86,87].

Alongside the implicit solvation models that approximate the electrostatic contribution of the
solvent environment towards fully atomistic protein structures, advancements have been made towards
modeling the polypeptide chain in a coarse grain form. The associative-memory, water-mediated,
structure, and energy model (AWSEM) [88,89], which was originally developed to study globular
protein folding, has been successfully modified for application to IDPs [90]. The AWSEM incorporates
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a coarse grain potential function comprising of terms that model hydrophobic, hydrogen bond, and
water mediated interactions, as well as terms to control secondary structure formation and local tertiary
interactions, both of which can be obtained from database or experimental/computational studies. A
recent computational study applied AWSEM to study a cancer-related IDP, prostate-associated gene
4 (PAGE4), and successfully reproduced the structural switch of this molecule induced by different
levels of phosphorylation [91]. Using the modified coarse grain protein model PLUM [92], Rutter et al.
reproduced the secondary structures and disorder propensities of amino acids in the N terminus of
the n16 peptide involved in biomineralization [93]. The predicted conformations showed agreement
with all-atom MD simulations. These coarse grain simulations also successfully distinguished the
dimerization propensity of the n16 peptide with its mutant which fails to dimerize, and in a later
paper, the aggregation behavior of multiple peptides [94]. Such developments give hope for increasing
the scope of MD simulations beyond the conformational sampling of single protein chains and
enable simulation of complex processes such as aggregation, self-assembly, and vesicle formation
involving IDPs.

 
Figure 2. (A) Comparison between experimental (blue) and simulated 1DNH residual dipolar coupling
(RDCs, red) from ensemble of α-synuclein generated by flexible-meccano and ASTEROIDS (a selection
tool for ensemble representations of intrinsically disordered states); reproduced with permission
from [95]; (B) comparison of experimental J coupling data from a disordered peptide with those
calculated from ensembles obtained from replica exchange molecular dynamics (REMD) simulations
with various force fields; The experimental 3JHN-Hα couplings are shown in gray shading (C) ensembles
obtained from various force fields in cartoon representation; reproduced with permission from [69].

4. Protein–Protein Interaction Involving Intrinsically Disordered Proteins

Due to their conformational diversity, IDPs interact with multiple partner proteins, DNA, and
RNA, leading to signaling, transport, endocytosis, gene expression, and fibril formation. The association
of IDPs ranges from homo and hetero-dimerization to aggregation involving hundreds of monomers.
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Many IDPs adopt folded structures upon binding to their partners and the same IDP can adopt multiple
folded structures depending on its binding partner [5,96]. Alternatively, disorder can be retained
upon binding, in the so called fuzzy complexes [97,98]. Besides proteins, IDPs are also involved in
interactions with ligands, nucleic acids and membranes, details of which can be found in several
reviews [8,99,100].

4.1. Disorder Retained upon Binding: Fuzzy Complexes

Many IDPs are reported to form fuzzy complexes with proteins and nucleic acid polymers,
whose importance in the biological processes has become increasingly clear in recent years [97,98].
The IDP involved in a fuzzy complex maintains its structural disorder upon binding to the partner
protein. The binding is driven by increase or no loss in entropy and lowering of enthalpy via
multiple weak protein–protein interactions [98]. In some cases, both the binding partners remain
disordered upon binding, as in the case of histone H1 and prothymosin-α. Here, the binding is
driven by long range electrostatic attraction, as opposed to specific inter-residue interactions [6]. As
part of a combined theoretical and experimental work, Milles et al. studied the association between
nucleoporins and the nuclear transporter importin β using all-atom MD simulations [101]. Out of
ten independent simulations, four binding events were observed within 100 ns (Figure 3A), and the
predicted binding site interactions agreed with the observed NMR 1H-15N HSQC (heteronuclear single
quantum coherence) spectrum. The multiple binding events within a short simulation time is in line
with the ultra-fast association rates of fuzzy complexes, which do not have the rate limiting step of
structural rearrangement or folding upon binding. Also, fuzzy complex IDPs can bind to their partner
proteins through multiple pathways, leading to fast binding.

4.2. Conformational Selection versus Induced Fit

For IDPs that adopt folded structures upon binding to their partner proteins, two types of
mechanisms have been proposed: (a) conformational selection and (b) induced fit [1,102]. In
conformational selection, one of the preexisting folded monomer conformations binds to the partner
protein, whereas in induced fit, the folding happens subsequent to binding (Figure 3B). Most IDPs are
thought to follow a combination of the two mechanisms, where one of the partially folded metastable
states binds to the partner protein (selection), followed by the rest of the folding (induced fit), which
is facilitated by the environment of the other protein [103]. Such complex binding mechanisms
often incorporate multiple steps with associated energy barriers and are typically beyond the scope
of all-atom unbiased MD simulations in an explicit solvent environment. As a result, coarse grain
simulations or all-atom biased simulations are employed where the interaction energy between different
parts of the protein are modeled based on experimental structural data and physics-based potentials.
Coarse grain models such as the modified Gõ-like models have been extensively used in studying the
binding of IDPs [104–108]. The coarse-grained Gõ model was originally developed to study the folding
of globular proteins [109]. It is based on the minimally frustrated energy landscape theory [110,111],
which posits that foldable protein sequences have evolved to create a funnel shaped energy landscape,
where only the native contacts are energetically favored and non-native contacts are not. Thus, the force
field interactions in the Gõ model are chosen to stabilize the native state over non-native conformations,
in order to approximate the protein free energy landscape. To adapt the Gõ model to study IDPs which
sample multiple conformations instead of one native state, multiple topology based energy terms (each
specific towards one conformation) can be combined together using exponential mixing, as described
in [108]. The resulting potential function can describe an energy landscape with multiple local minima,
separated by free energy barriers controlled by a mixing temperature. The parameters for modeling
the energy function can be derived from the crystal and NMR structures of IDP complexes. Such
a model, though simplistic compared to all-atom physics-based models, can be a powerful tool to
study kinetics and free energy landscapes of IDP binding. Using a multistate Gõ model, Knott et
al. studied the binding of the disordered nuclear coactivating binding domain (NCBD) of the CREB
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binding protein to the ACTR domain of p160 and the interferon regulatory factor IRF-3 (NCBD adopts
different folded conformations upon binding to ACTR and IRF-3). The energy parameters of the
Gõ model were derived from the crystal structures of the two bound complexes and the respective
binding affinities. The authors showed that the binding of NCBD to both ACTR and IRF-3 follow
an induced fit mechanism. In a separate work, Ganguly and coworkers showed that non-specific
electrostatic interactions play a key role in orienting NCBD and ACTR towards the native interaction
surface to facilitate fast binding [107]. Wang et al. developed a hybrid potential based on both physics
based and native topology-based terms, which they used to study the mechanism of binding between
the disordered measles virus nucleoprotein (MeV) and the phosphoprotein X domain (XD) [103].
The resulting binding free energy landscape showed that the initial binding of MeV proceeds via
conformational selection of an α-helical monomer conformation, followed by induced fit that results in
complete folding of MeV around XD (Figure 3C).

4.3. Liquid–Liquid Phase Separation and Aggregation

Due to their disordered and flexible nature, IDPs can exhibit a variety of complex thermodynamic
states, involving multiple proteins, RNA (or DNA), small molecules, and ions [8]. One prominent
feature of IDPs is their involvement in the formation of proteinaceous membrane-less organelles
(PMLOs) [112]. These organelles, that are abundant in both eukaryotic and plant cells [113], are an
essential part of the biological repertoire, being involved in sequestering enzymatic reactions and
small molecules or RNA/DNA from the bulk cytoplasm [114]. Such organelles may also be involved
in protein aggregation related neurodegenerative diseases [115]. The PMLOs are formed by the
localized separation of a protein rich liquid phase (droplet) in equilibrium with a surrounding dilute
phase, a phenomenon commonly termed as liquid–liquid phase separation (LLPS). In LLPS, the
protein-rich phase shows liquid like properties such as low shear and surface wetting, and is distinct
from protein aggregate rich organelles such as inclusion bodies [113]. The flexibility of the IDPs and
the abundance of charged amino acids in their sequence are often cited as reasons for facilitating
LLPS [112]. The IDP domains that participate in phase separation often consist of charged amino acid
repeats (low complexity regions) that create multiple sites of interaction with neighboring proteins,
facilitating condensate formation [8,113,116]. However, there are currently unanswered questions
regarding the detailed mechanisms of IDPs in undergoing LLPS, and the role of amino acid composition
and placement, presence of folded domains, temperature, pH, post translational modification, and
concentration of different precursors such as RNA [112,116]. The problem of IDP phase separation
is best addressed by coarse grain MD methods [117] and analytical and semi-analytical polymer
theory [118], since the timescale of the slow diffusion controlled rearrangement of multiple IDP chains
involved in phase separation is beyond the reach of all-atom MD simulations. See [119] for a complete
review on coarse grain and multiscale simulations of the phase behavior of IDPs.

Coarse grain models, such as lattice models, are simplistic but highly powerful tools to explore
the phase behavior of polymers and surfactants [120,121]. In a lattice model, the simulation box
is discretized into a grid, and the protein (and RNA) is modeled as a chain of beads occupying
adjacent lattice sites. The beads of neighboring chains interact using a square well potential, where
the interaction strength is determined by the knowledge of the individual components. The system
is simulated by moving the beads to nearby lattice sites and accepting or rejecting the moves using
Monte Carlo. Using both experiments and coarse-grain lattice Monte Carlo simulations, Boeynaems
et al. provided insights into the formation of multi-layered PMLOs by IDPs, in the presence of RNA
and polyanionic proteins [117]. The authors showed that RNA molecules lacking stable secondary
structures facilitate the formation of LLPS droplets, whereas base pairing of RNA leads to (metastable)
solid-like gels. In another work using continuum coarse grain models, Dignon et al. simulated the
phase properties of two different IDPs (one of which is involved in fibril formation in amyotrophic
lateral sclerosis (ALS)) [116]. Their coarse grain model included a single bead for every amino acid,
interacting with each other through van der Waals and screened electrostatic interactions, whose
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parameters were optimized by comparing with experimental radii of gyration of the proteins of interest.
The authors simulated the phase behavior of the proteins at different temperatures, thus constructing
the complete phase diagram. They also discussed the effect of mutations and the presence of folded
domains on the observed phase behavior. Lastly, analytical and semi-analytical polymer theories
have been applied for modeling IDP phase behavior. Such theories come with different degrees of
approximation and resolution, and they can capture salient features of IDP phase properties, such as
the effects of amino acid pattern and chain length. For a recent work in this area, please see [122].

 

Figure 3. (A) Formation of a fast binding fuzzy complex between nucleoporin (red cartoon) and
importinβ (grey surface), simulated using an all-atom molecular dynamics (MD) simulation; the
binding sites on importin β and nucleoporin are colored in orange and cyan respectively; reproduced
with permission from [101] (https://doi.org/10.1016/j.cell.2015.09.047) under the terms of the Creative
Commons Attribution License (CC BY); http://creativecommons.org/licenses/by/4.0/ (B) schematic
demonstration of conformational selection and induced fit binding mechanisms; in the absence of
binding partner, the IDP switches between the non-binding (blue) and binding (red) conformations; in
conformational selection, the IDP binds to the partner protein in the binding conformation without
any structural rearrangement; for induced fit binding, the IDP initially encounters the partner using
the non-binding conformation, then adopts the binding conformation in presence of the partner;
reproduced with permission from ref. [108] (C) coarse-grain free energy landscape showing a combined
conformational selection and induced fit binding of a disordered C terminal segment of the measles
virus nucleoprotein to the X domain of the measles virus phosphoprotein; reproduced with permission
from ref. [103]; Copyright 2013 national Academy of Sciences.

Several IDPs, for example the tau protein, amyloid β peptides, α-synuclein, and hIAPP,
show a propensity to form high density, fibril like aggregates that are implicated in diabetes and
neurodegenerative diseases like Alzheimer’s (AD) and Parkinson’s [123]. It has been proposed that
transient secondary structure elements naturally present in these IDP ensembles can induce aggregation
and fibril formation under overcrowded conditions [31]. Qiao et al. constructed the Markov State
Model for the hIAPP peptide involved in amyloid fibril formation in type 2 diabetes through extensive
MD simulations [30]. These simulations revealed metastable states in the energy landscape, which

203



Biomolecules 2019, 9, 146

were shown to facilitate fibril formation. A well-studied IDP involved in fibril formation is the Aβ

peptide. Using REMD simulations, Das et al. studied the conformational landscape of the wild type
Aβ peptide and two of its mutants, the disease resistant A2T and A2V, which induces early onset
Alzheimer’s [124]. While the A2T mutation inhibited the wild type population of β hairpin structures
that promote aggregation, the A2V mutation preserved such conformations. Using the MD simulations,
the authors were able to provide insights into the mechanisms behind such conformational shifts. In
a separate study, REMD simulations were used to explain the binding mechanism of short peptides
(based on the A2T and A2V mutants) to wild type Aβ peptide, that were designed to impede fibril
formation [125]. The atomistic MD simulations provide insights into the aggregation process by
analyzing the conformational propensity of isolated IDP monomers. Simulating the actual aggregation
process, however, is beyond the scope of atomistic simulations, and would require coarse grain protein
models. Examples of works in this area include [126,127].

5. Intrinsically Disordered Proteins as Therapeutic Targets

Due to the increasing evidence of IDPs being involved in various diseases and their abundance in
the human genome [4,128], these proteins have emerged as promising drug targets. Many IDPs act as
signaling hubs (central points in cellular signaling networks) and dysregulation of these hubs often has
a significant effect on the cellular function. In diabetes and neurodegenerative diseases, aggregation
of IDPs, such as hIAPP and tau-protein, lead to β cell death and amyloid fibril formation [123,129].
Thus, designing small molecules or peptides to bind to IDPs is a viable strategy to modulate signaling
networks or prevent aggregation and reverse disease phenotypes. To date, the discovery of several drug
candidates that bind to disordered regions of proteins reinforces this possibility [130–135]. However,
some of the challenges involved in targeting IDPs for drug discovery are: 1) lack of stable binding
pockets due to high inherent flexibility [135–137], 2) weak affinity of the binders due to transient
interaction with the protein [128], and 3) potential lack of selectivity to the target IDP [128]. The
suggested strategies for targeting IDPs with small molecules include stabilizing IDPs in their native
disordered ensemble (to prevent aggregation), inhibiting interaction with specific binding partners,
and allosteric modulation of protein conformation [136].

Experimental drug discovery relies on high throughput screening assays (HTS), which can be
expensive and are limited by the number of compounds that can be screened (up to 100,000 compounds
a day). Computational drug screening (high throughput virtual screening, HTVS) [138] can filter small
molecule databases with more than a million compounds and significantly reduce the number of
candidates to be tested in experimental assays, saving time and effort. However, most of the existing
methods for computational drug discovery are designed to identify compounds that bind to deep,
well-formed pockets in conventional folded proteins. The principles that help to distinguish binders
from non-binders in these proteins are shape fitting, stable, energetically feasible protein–ligand
interactions and effective shielding from the solvent upon binding. In contrast, IDPs adopt multiple
conformations in free solution (instead of a single dominant one that can be targeted for designing
a drug) and lack stable hydrophobic cores that would facilitate the formation of deep pockets. In
fuzzy complexes, the protein–protein interface is comprised of many weak and dynamic inter-protein
interactions, as opposed to a few stable hotspots. This makes it highly challenging to design small
molecules using the established drug design principles to disrupt such interactions. However, IDPs can
have relatively rigid hydrophobic pockets, while the rest of the structure remains flexible, as shown in
the case of nuclear protein 1 (NUPR1). [132] Such pockets can be targeted for binding small molecules.
Several small molecules have been successfully identified and confirmed to bind to disordered regions
of proteins, for example the oncogenic transcription factor c-Myc, that disrupts its association with
its partner protein Max [130,131]. The NMR nuclear Overhauser effect spectroscopy (NOESY) data
showed that two separate binding sites exist in c-Myc, that bind two different small molecules. Multiple
small molecule inhibitors have been identified for the IDP α-synuclein, which is a major target for
Parkinson’s disease [133,134]. An analysis of 51 IDP structures from public databases showed that IDPs
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contain on average 50% more druggable pockets than folded proteins [139]. This evidence suggests
that it is feasible to design small molecules to bind to IDPs and modulate their functions, potentially
with high specificity [128]. However, new design principles are needed for identifying small molecule
binders to IDPs, which have to be formulated based on mechanistic insights gained from studying
existing examples.

The binding sites and interactions between small molecules and their cognate IDP partners have
been studied using NMR and molecular simulations. Using NMR guided docking and MD simulations,
Neira et al. studied the binding of several small molecules to the IDP NUPR1 involved in pancreatic
duct adenocarcinoma [132]. These compounds were found to bind to a hydrophobic region in the
NUPR1 monomer that was relatively rigid compared to the rest of the structure. Thus, binding of
the compounds didn’t significantly reduce the flexibility of the protein and minimized entropy loss.
Additionally, they shielded hydrophobic residues such as Phe, Tyr, and Leu from water exposure,
leading to favorable binding. A similar binding of small molecules to a hydrophobic/aromatic rich
region in c-Myc was reported by Michel et al. [140]. Using BEMD simulations in explicit water, the
authors compared the conformational ensemble of c-Myc in the presence and absence of the small
molecule 10058-F4, followed by validation with NMR chemical shift data. 10058-F4 was shown to
preferentially bind to several protein conformations that were less populated in the free solution. Upon
the binding of 10058-F4, the equilibrium shifted towards the increased population of the ligand specific
conformations. The preexistence of small molecule binding conformations in free monomer ensemble
(although in fringe proportion) was shown in the flexible fusion peptide of HIV-1 using collective
MD simulations [141]. These studies give some useful pointers towards targeting IDPs with small
molecules: 1) the conformational ensemble of the ligand free IDP may already have conformations that
are conducive to binding small molecules, 2) extensive conformational sampling using computational
methods is capable of sampling these conformations, and 3) relatively rigid or hydrophobic domains
on IDP surfaces could be potential hotspots for drug interaction, and this could serve as a signature
for selecting the small molecule specific conformations from an ensemble. However, it may be
advantageous to give priority to those conformations that are already highly populated in the ligand
free ensemble. As mentioned in [141], targeting less populated IDP conformations for drug design
could elicit a higher dose requirement of the resulting drug.

Intrinsically disordered proteins are also promising targets for developing allosteric modulators,
since conformational flexibility has been shown to enhance allostery in IDPs and bacterial flagellar
switch [142–145]. Methods like ALLOSTEER, which can identify pockets that are both druggable
and allosterically active, can immensely benefit IDP drug discovery [146]. Using ALLOSTEER, it is
possible to identify allosterically active pockets that are distant from the protein–protein interface
and the binding site residues that are critical for allostery [147]. Drugs binding to such pockets can
modulate the binding of the IDP to the partner protein, while not having to compete directly with the
partner protein by binding at the interface. A computational protocol for designing small molecules
for an IDP therefore could start with a protein structural ensemble obtained from experimental data
and computational sampling, followed by clustering of conformations and identification of druggable
pockets in each cluster representative, using methods such as FindBindSite [148] and FPOCKET [149],
and narrowed down using design principles such as structural rigidity, hydrophobicity, and allostery.
Then, conventional HTVS methods can be used to screen small molecule libraries in each pocket, and
compounds which show low binding energies in multiple conformations can be selected as potential
drug candidates (Figure 4). Such protocols are likely to improve with future insights gained in the
interaction between IDPs and small molecules.
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Figure 4. Example computational protocol for identifying drug candidates for IDPs; the IDP structural
ensemble is clustered into representative conformations and druggable pockets are identified in each
conformation; these pockets are further filtered by criteria such as hydrophobicity, backbone flexibility,
and allosteric communication with functional sites. Virtual screening is performed in each pocket and
final hits are selected based on high affinity in multiple IDP conformations.

6. Concluding Remarks

Compared to folded proteins, the energy landscape of an IDP is seemingly more complex
with multiple populated basins at physiological conditions. With folded proteins, the challenges
in computationally exploring the energy landscape come from the free-energy barriers separating
the intermediate states along the folding pathway and the difficulty in energetically distinguishing
the native ensemble from decoys. In addition to this, the challenges with IDPs are the vast degrees
of freedom and the intricate balance between the inter-protein and solvent interactions that govern
structural equilibrium. Methods that use experimental data to select a subset of conformations from a
statistical coil ensemble do not cover all possible conformations of an IDP, which can be stellar even
for a short polypeptide chain. A major concern is that transient or sparsely populated structures that
do not significantly contribute to the statistical average properties may be missed. These transient
conformations could be nevertheless critical for partner protein recognition or inhibitor binding. The
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other question is regarding the uniqueness of the structural ensemble that is obtained by fitting to
the experimental NMR data, the so called degeneracy issue [22,150]. Normally, a large number of
experimental restraints are needed to uniquely reproduce an IDP ensemble using computational
sampling. Such experimental data are rarely available, leading to potentially ambiguous results from
the fitting [151]. Thus, careful cross-validation of the predicted ensembles is needed, possibly using
alternative experimental methods such as site-directed mutagenesis. The relevance and accuracy
of the experimental data itself is also a matter of concern, since experimental measurements often
require modification of the protein by attaching probes and labels. Given the fact that, for many
IDPs, the conformational equilibrium is highly sensitive to post-translational modifications such as
phosphorylation, it is debatable to what extent NMR probes affect the IDP ensembles [46]. De novo
methods like MD and enhanced sampling algorithms, that model protein dynamics using physics-based
approaches, can solve some of the aforementioned issues, but these methods have their own challenges
due to limited computational power and inaccurate force fields. Analyzing recent literature, it is
clear that more improvement is needed to accurately describe the energetics of IDPs, including the
balance between secondary structure formation and solvent interaction. The heterogeneous solvent
environment of IDPs makes it harder to model the chemical nature of the polypeptide chain during
dynamics simulations, such as polarization effects and protonation states of charged residues and
histidines, which can change more rapidly compared to the folded protein environment. Moreover,
the expanded structures of IDPs require larger simulation boxes than folded proteins, which is a
hindrance towards fully sampling the IDP dynamics using atomistic simulations. Thus, a multiscale
approach is better suited for conformational sampling of IDPs, where an initial ensemble of backbone
conformations obtained through coarse grain methods can be further refined using finer resolution
algorithms, giving detailed information such as the orientation of residue sidechains or transition
barriers. These ensembles must be validated against available experimental data and compared
with the ensembles obtained through random coil algorithms. The available public databases of IDP
ensembles can largely aid in the development and improvement of computational techniques for
exploring IDPs [152,153].

In recent years, multiple experimental and computational studies have given insight into the
binding mechanisms of IDPs, such as conformational transitions upon binding and the associated
kinetics. However, more research is needed in this field, especially since protein–protein binding is a
complex topic that is not fully understood, even for folded proteins. It is not clear, for example, how
IDPs recognize their partner proteins with such high specificity, despite a lack of specific inter-residue
interactions at the binding interface, and how dynamics plays its role in the binding specificity.
Molecular modeling and simulation studies can be complemented by co-evolutionary analysis of IDPs
and their partners. Co-evolutionary analysis has been heavily explored for folded proteins [154,155],
and is just now being studied for IDPs [156]. Such insights will be invaluable in the rational design of
therapy targeting IDPs, i.e., small molecules and peptides to disrupt binding and aggregation.
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