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Tel.: +39-91-23897269 (A.M.); +39-935-536491 (D.T.)

Modern engineering design processes are driven by the extensive use of numerical
simulations, and naval architecture as well as ocean engineering are no exception. Structural
design or fluid dynamic performance evaluation can only be carried out by means of several
dedicated pieces of software. Classical naval design methodology can take advantage of
the integration of these pieces of software, giving rise to more robust design in terms of
shape, structural and hydrodynamic performances, and manufacturing processes.

This Special Issue (SI) on “Advanced Techniques for Design and Manufacturing in
Marine Engineering”, published in the Journal of Marine Science and Engineering, aimed to
invite researchers and engineers from both academia and industry to publish the latest
progress in design and manufacturing techniques in marine engineering as well as to debate
current issues and future perspectives in this research area.

After a rigorous peer review process we accepted 11 papers [1–11], covering a wide
range of topics related to the themes proposed in the Special Issue. In [1], machine-learning-
based algorithms are developed in order to enhance the real-time decision process of
an AUV sailing yacht. In [2], topology optimization techniques and laser powder bed
fusion manufacturing have been synergically adopted to redesign the bulb of sailing yachts,
leading to drag reduction and improving overall boat performance. In [3], the topic of
sail design is discussed by means of numerical fluid structure interaction methods and
a practical tool is proposed to support the analyst during the design process of a yacht
sail plan. The sail design process is also investigated in [4] but using different tools,
such as combining a velocity prediction program, RANS computations, and analytical
approaches. The problem of grid generation in a CFD model has been studied in [5], where
the authors propose, for the particular shape of a submarine, an automated procedure
based on Cartesian adaptive grids. The applicability of a CFD numerical technique to a
complex biphase fluid medium is the key point of [6], where the robustness of the method
is tested to simulate the ventilation phenomenon occurring in stepped hull planing motor
yachts. In [7], an analytical tool incorporating the main dimensional naval coefficients of a
sailing boat is adopted during the early design stage, with the additional aim of quickly
predicting the overall resistance of the hull. In [8], different pieces of sensor information
have been used by the authors to train an algorithm able to control water sample collection
in deep water. Computational methods have been used in [9] to determine the resistance
of ship fuel tanks when subjected to an increased internal pressure. In [10], a simulation
model has been used to design a platform able to compensate for the wave action on a
vessel, with particular attention to the shape optimization of the structure in order to reduce
the total weight. Finally, in [11], CFD tools using moving meshes have been adopted to
simulate turbulent flows that originate in an oscillating water column device and move a
Savonius turbine.
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Abstract: A wave compensation platform based on 3-SPR parallel platform is designed for marine
ships with a dynamic positioning system. It can compensate for the heave, rolling, and pitching
movement of a vessel under level 4 sea state. The forward kinematics of the mechanism is used to
draw the central point position workspace and the attitude workspace of the moving deck of the
compensation platform. The compensation effects of the 3-RPS parallel compensation platform and
the 3-SPR parallel compensation platform are compared, and the feasibility and superiority of the
compensation scheme using the 3-SPR parallel compensation platform are proved. To lower the
working height of the upper deck of the compensation platform and reduce the extension range of
the support legs, the structure of the compensation platform is optimized, and a novel 3-SPR parallel
platform is designed. Finally, a simulation model was established. Using the inverse kinematic
model as a compensation movement solver which can online calculate the length of branch legs
based on the measured heaving, rolling, and pitching values of vessels, the compensation effect of the
new structure under a certain sea state is simulated. The result demonstrated the efficiency of the
ship motion decoupling movement of the newly designed compensation platform and proved the
competence of it.

Keywords: wave compensation platform; 3-SPR parallel platform; 3-RPS parallel platform; structure
optimization; workspace analysis; level 4 sea state

1. Introduction

A considerable amount of energy sources are stored in oceans which occupy 71% of the surface
area of the earth. Due to increasing continental energy usage leading to the shortage of traditional
energy, the necessity of ocean energy excavation becomes progressively important [1]. However, rough
sea circumstances, caused by sea wind and waves, renders plenty of problems that make not only the
transportation of cargo or human beings between vessels but the landing or taking off the process of
helicopter much more hazardous than that on land [2,3]. For example, cargo on decks may slide from
one side to another as a result of ship rolling; a normal rigid gangway maybe tear apart due to the
variable distance between two ships, and a landing copter may crash on the deck of a rising ship.

The heave compensation platform is a system designed particularly for decoupling ship motions
under diverse ocean circumstances [4]. This system structurally consists of two decks and several
mobile cylinders, by using ship motion prediction algorithms [5] and an active control system to
module these cylinders’ length, the heave compensation platform system can maintain its upper deck
motionless [6,7].

Under the affection of sea waves, the motion of a ship is a six-degrees-freedom movement
which can be divided into simple motions: rolling, yawing, pitching, surging, swaying, and heaving,
presented in Figure 1. In consideration of modern vessels, such as the supply ships of the offshore

J. Mar. Sci. Eng. 2020, 8, 1013; doi:10.3390/jmse8121013 www.mdpi.com/journal/jmse3
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wind farm and the drilling ships, the movement of yawing, surging, and swaying can be drastically
alleviated by the ship dynamic positioning system [8]. This means the main purpose of a heave
compensation platform shifts to compensating the remaining motions of a ship [9].

Figure 1. Six-degrees-freedom motions of the vessel.

According to the literature of mechanical structure, a parallel platform has the characteristics
of high motion precision, large structural stiffness, and strong spatial motion ability [10], which is
suitable for compensating multi-degree-of-freedom ship motion. 3-RPS (R, P, S denote revolute,
prismatic, spherical joints, respectively) parallel platform and 3-SPR parallel platform are the most
prevail structure which owing a 3-degrees-freedom movement that is similar to the remaining motions
of a ship [11,12].

This paper presents a structural design of a novel heave compensation platform which can
compensate vessel movement under 4 level sea state. First, the workspace of compensation platforms
based on the 3-RPS parallel platform and 3-SPR parallel platform are analyzed. Second, the structure
of the compensation platform is optimally designed to get a lower working height and shorter branch
leg elongation. At last, the forward and backward kinematic model is established, and a heave
compensation simulation using different forms of the platform is done to verify the conclusion.

2. Movement Analysis of Heave Compensation Platforms

To make sure a parallel platform is competent for ship motion compensation, a movement ability
analysis is required. Among existing approaches, the working space analysis of a parallel manipulator
is a visualized description showing its movement capacity in terms of geometry, which is an important
index to measure the performance of a motion platform [13].

2.1. Working Space Analysis of 3-RPS Parallel Compensation Platform

The construction of a 3-RPS parallel compensate platform is presented in Figure 2. In the practical
application of this type of compensating platform, the sub-platform fixed on the ship deck is the
revolute joint attached platform, and the spherical joint attached platform works as the compensation
deck. According to the 3-RPS parallel manufacture’s kinematic model [14], the working space of the
compensation deck can be acquired.

4
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Figure 2. 3-RPS parallel compensate platform.

In terms of decoupling a ship movement under level-4 sea state for which the significant wave
height is 2.5 m, the heave compensation platform system needs a vertical moving range of no less than
±1.5 m. For the great capacity of cargo or workers, the area of the compensation deck of this system
must be adequate. The prototype was designed with configurations are set as below: both decks of
this system are equilateral triangles with a side length of 5 m. The range of the prismatic joint is 3–6 m,
and the maximum deflection angle of the spherical joint is 40◦.

The forward kinematics of the parallel 3-RPS platform is used to establish the motion model of the
compensation platform [15], the constraint range of the movement joints are added, and the workspace
of the compensation platform is calculated and drew by MATLAB.

The calculated interval length is 1 cm, and different combinations of prismatic joint lengths are
used as inputs to solve the pose of the upper deck of the compensation platform in this case. The images
of different attitudes are drawn and shown in Figure 3. In the figure, the lower blue triangle represents
the deck fixed platform on the ship deck and the upper part is the moving platform motion space.

Figure 3. 3-RPS parallel compensate platform motion space.

As can be seen from Figure 3, in the motion space image of the compensation platform directly
drawn, the upper and lower parts of the motion space of the moving platform are all flat, the images of
the moving platform solved by different inputs overlap with others badly. The posture of the platform
inside the motion space cannot be observed clearly.

5
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In this paper, the workspace of the 3-RPS compensation platform comprises the position workspace,
which describes the position of the point lying at the center of the moving platform [16], and the
attitude workspace is a diagram that describes the deflection of the moving platform.

Figure 4a shows the workspace of the central point of the moving platform of the parallel 3-RPS
compensation platform. To facilitate observation, slices of different heights of the position workspace
are drawn, as shown in Figure 4b.

 
 

(a) (b) 

Figure 4. Position workspace of 3-RPS compensation platform; (a) 3D shape of the position workspace;
(b) slice figure of different altitudes.

By analyzing Figure 4, the position workspace of the parallel 3-RPS compensation platform has
the following characteristics:

1. The highest and lowest point of the position workspace is determined by the range of three
prismatic joints; there is only one point at the highest and lowest points of the compensating
workspace, where the compensating platform has no deflection ability.

2. The structure of the compensation platform possesses a similar symmetry with its
position workspace.

3. The slicing area of the position workspace varies with different heights and increases and then
decreases from top to bottom.

Position workspace can only show the variation of platform position, it cannot express the
deflection angle of the moving platform, so the attitude workspace is required to show the deflection
of the moving platform [17], 3-RPS parallel compensation platform attitude workspace is shown
in Figure 5.
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(a) (b) 

Figure 5. Attitude workspace of 3-RPS compensation platform, (a) is the attitude workspace image,
(b) is a contour map derived from the attitude workspace.

Take a point in the contour map and introduce the vector from the central point to the point.
The length of the vector represents the deflection angle degree value and the direction of the vector
represents the deflection direction. Such as a point within a contour. It indicates that the angle of this
platform pose represented by this point can be realized at this height.

The deflection capability of a parallel 3-RPS compensation platform has the following
characteristics:

1. Deflection capability of the platform varies with the height of the moving platform. With the
height decreases from high to low, the deflection capability of the platform also increases firstly
and then decreases.

2. Deflection capability of platforms at the same height and in different directions is not the same.
With the change of height, the direction of the maximum deflection angle also changes, and the
deflection capability of each direction near the height median is relatively average.

2.2. Workspace Analysis of 3-SPR Parallel Compensation Platform

The structure demonstration of the parallel 3-SPR compensation platform is shown in Figure 6.
The motion model of the parallel 3-SPR compensation platform is established by using the same
structure size as the 3-RPS platform above. Comparing with the compensation platform based on
the 3-RPS parallel structure, the equation sets of the 3-SPR compensation platform is more complex
because the revolute joint constraint of the 3-SPR platform is attached to the moving platform [18].
The kinematic of the 3-RPS compensation platform is relatively simple, and the pose of the moving
platform corresponds to the solution of leg length [19] Therefore, we can use a method of “inverse
solution” to calculate the workspace of the parallel 3-SPR compensation platform.

7
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Figure 6. 3-SPR parallel compensation platform.

The inverse solution is illustrated below. First, compute the position of the moving platform of
the 3-RPS platform, get the transfer matrix from the mobile platform relative to the deck fixed platform,
and then calculate the inverse matrix of this transfer matrix, this process is equivalent to swap the
motion platform and fixed platform in the model. This inverse matrix is the transfer matrix represents
a movement from the deck fixed platform relative to the moving platform, the last step is using this
inverse matrix to perform a point coordinate transformation of the original fixed platform, and the
position solution of 3-SPR compensation platform moving platform will show itself. The nonlinear
least square method is used to obtain the position workspace and attitude workspace of the 3-SPR
compensation platform [20], as shown in Figures 7 and 8.

 

(a) (b) 

Figure 7. Position workspace of the 3-SPR compensation platform. (a) The 3D shape of the position
workspace; (b) slice figure of different altitudes.

8



J. Mar. Sci. Eng. 2020, 8, 1013

 

(a) (b) 

Figure 8. Attitude workspace of 3-SPR compensation platform, (a) is the attitude workspace image,
(b) is a contour map derived from the attitude workspace.

According to Figures 7 and 8, the workspace of a parallel 3-SPR compensation platform has the
following characteristics:

(1) section shape and section area of the position workspace and attitude workspace varies with the
height of the moving platform;

(2) shape of the position workspace changes dramatically in the area with lower height, while the
shape of the position workspace is inert in the area with higher height;

(3) overall shape of the position workspace and attitude workspace possesses a trilateral symmetry.

2.3. Compensation Feasibility Comparison Analysis

The parallel 3-SPR compensation platform and parallel 3-RPS compensation platform are similar
in structure, both of them have the motion capability of three degrees of freedom. However, the
volume and shape of the position workspace and the movement capacity of the moving platform
vary. The platform which is more suitable for wave compensation operation is selected through
comparative analysis.

Firstly, the comparison diagram of attitude workspace is shown in Figure 9. The blue geometry is
a 3-SPR compensation platform attitude workspace. The golden one represents the attitude workspace
of 3-RPS.

It can be seen that the geometry shape of the attitude compensation space of the two compensation
platforms is the same, and the difference lies in the different directions. The maximum deflection
capacity of the two platforms is the same, and the deflection capacity varies inversely to the height.

Secondly, moving platform position workspace is compared, as shown in Figure 10. In the figure,
the centrally located golden geometry is the position workspace of the 3-RPS compensation platform.
The blue transparent geometry is a parallel 3-SPR compensation platform position workspace.

9
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Figure 9. Attitude workspace comparison diagram of two platforms.

Figure 10. Position workspace comparison of two platforms.

As can be seen from the figure, with the same structural size parameters, the two platforms’
workspaces have the same total height. The position workspace volume of the central point of the
3-SPR platform is much larger than that of the 3-RPS platform, indicating that the 3-SPR compensation
platform has stronger horizontal moving capability than the 3-RPS compensation platform.

In the motion space diagram of the moving platform, the position information and attitude
information can be better combined, and the work of the two compensation platforms can be more
directly compared. In the motion space of the moving platform, different platform poses will render
image overlap. Enlarging the calculation interval step can decrease the number of platform positions
in the image and using the sidelines of the moving platform to contrast two platforms’ movement.
The motion space contrast diagram is shown in Figure 11.

10
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(a) (b) 

Figure 11. Moving platform motion space comparison: (a) is a parallel platform moving platform
3-RPS compensation movement space; (b) is the 3-SPR parallel compensation platform’s motion space.
In both figures, the solid triangular pattern at the bottom indicates the fixed platform, while the solid
triangular lines at the top forms the moving platform under different poses.

It can be seen that the parallel 3-SPR compensation platform has a large motion space. When the
moving platform of the 3-SPR compensation platform performs a compensation movement, the central
point of the moving platform will have a large horizontal displacement relative to the vertical line
passing through the central point of the fixed platform. This movement is called platform parasitic
movement [18]. The amplitude of platform parasitic movement is proportional to the deflection angle
of the platform. The parasitic movement of the moving platform also exists in the deflection of the
moving platform of the 3-RPS compensation platform, but the amplitude of the parasitic movement is
much smaller.

From this we can conclude that: those two compensation platforms possess the same deflection
capability but the orientation of the attitude workspace is inversed; The 3-SPR parallel compensation
platform covers a bigger room of position workspace than the 3-RPS parallel compensation platform
does; 3-SPR parallel compensation platform owns a stronger horizontal moving ability and its moving
platform deflection simultaneously causes obvious platform parasitic movement.

It should be pointed out that, due to the finite area of the ship’s deck, a compensation platform
cannot be installed on the center of the ship deck, and there is an inevitable distance between the
moving platform and fixed platform, so the ship rolling and pitching movement will consequently
make moving platform produce an associated sway and surge movement relative to the fixed platform;
thus, a compensation system shall have the ability to compensate this movement. By comparing the
workspace of the 3-RPS compensation platform and the 3-SPR compensation platform, we can know
that the ability of the 3-RPS compensation platform to compensate for horizontal movement is far less
than that of the 3-SPR compensation platform.

Under the same ship attitude condition, both the 3-RPS platform and the 3-SPR platform of the
same size produce an ideal compensation effect. The comparison of the compensation effect is shown
in Figure 12.
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(a) (b) 

Figure 12. Compensation effect comparison; (a) is the compensation effect of the 3-RPS compensation
platform; (b) is the compensation effect of the 3-SPR compensation platform.

From the ideal comparison effect of the two platforms, it can be indicated that the 3-RPS
compensation platform cannot effectively compensate for the associated sway and surge caused by the
rolling and pitching of the ship movement. In contrast, the 3-SPR compensation platform can reduce
this movement by its horizontal moving ability. Therefore, in the practical wave compensation system
installation, the parallel 3-SPR compensation platform is more competent.

3. Structural Optimization Design of Parallel 3-SPR Compensation Platform

For waves with a significant wave height of 2.5 m, the heave compensation platform should have
a vertical motion range of 3 m to compensate for the ship movement. The vertical distance between the
lowest pose of the platform and the ship deck should be at least 3 m, and the vertical distance should
be 4.5 m when the compensation system is in the ready phase, and the vertical height can reach 6 m at
the highest pose. In the actual system, such a height is very dangerous. Meanwhile, the cylinder rod is
getting more easily to lose stability with the cylinder’s elongation extend. Therefore, on the premise
of not changing the total height of the position workspace of the platform, the height of the moving
platform and the elongation of the cylinder rod should be reduced as much as possible.

Structural optimization method 1: changing the area ratio of upper and lower platforms.
By changing the area ratio between the upper platform and the lower platform, the dexterity of
the platform can be increased, but the area of the upper platform should not be too small, and the
optimal situation is that the upper platform area is half of the area of the lower platform [14]. However,
this method has no obvious effect on the reduction of the working height of the heave compensation
platform and the shortening of the cylinder rod elongation.

Structural optimization method 2: involving the motion of the revolute joint in heave compensation.
The mechanism of the revolute joints participating in heave compensation is shown in Figure 13. The
vertical height of the end of the leg can be directly affected by the angle change of the revolute joint when
the length of the rod is unchanged. In the previous heave compensation platform motion, the rotation
ability of the revolute joint was not fully utilized. Therefore, the structure of the compensation platform
could be changed to make the revolute joint fully participate in the compensation motion [21].
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Figure 13. Mechanism of revolute joints participating in compensation to heave motion.

The first optimization structure is changing the corresponding mode of the spherical joints and the
rotating joints. Rotate the moving platform by 180◦ around the axis passing the vertical direction of the
central point without changing the corresponding relationship between revolute joints and spherical
joint. To avoid the collision of the three branch support legs, each leg is divided into two sections in
the middle and interlaced with each other. The specific structure is shown in Figure 14.

Figure 14. The first type of optimized structure.

This structure has solved the problems in the original platform such as the extent of the high
altitude of the upper deck and length of branch legs. To compensate ship movement under level
4 sea state, the platform height of neutral position goes down from 4.5 m to 3.5 m, prismatic joints
elongation can be reduced from the original 3 m down to 2.2 m, and the platform still has the extremely
good deflection ability. However, the structure of this type of platform is complex, and it is also more
difficult to synchronize the two cylinders on the same branch leg.

In the second optimization structure, the arrangement of the revolute joints and the corresponding
mode between the rotation joints and the spherical joints are changed [21]. The axes of those three
revolute joints rotate 30◦ counter-clockwise (or clockwise) around their vertical direction at the same
time. Meanwhile, the corresponding modes between the rotation joints and the spherical joints are
transferred counterclockwise (or clockwise), too. The structure diagram of the improved platform is
shown in Figure 15.

Figure 15. The second optimization structure.
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The second form of structure optimization is simple in structural expression and easy to build
in practice, and the revolute joint fully participates in the compensation movement of the platform.
However, the motion model of the compensation platform has changed greatly. A new calculation of its
working space is required. The motion model of this novel compensation platform is analyzed below.

4. Modeling and Analysis of the Optimized 3-SPR Platform

To facilitate explaining, the platform connected with the spherical joint is named as S-deck, and
the other platform connected with rotation joints is called R-deck. Three branch legs are represented
by S1P1R1, S2P2R2, S3P3R3, with Si, Pi, Ri respectively indicate spherical joints, prismatic joints and
rotation joints. Establishing coordinate system, make the origin located at the center of the R-deck,
with Y axis pointing to vertex R3, Z axis pointing vertically down, and the X axis is defined by the
right-hand rule.

As shown in Figure 16, the revolution axis of the R1 point rotation joint of the new platform is
perpendicular to the line connecting R2, and R1 point. The revolution axis of the rotation joint of R2

point is perpendicular to the line connecting R3 R2 point, and the revolution axis of R3 point rotation
joint is perpendicular to the line connecting R1 R3 point.

Figure 16. Structure demonstration of optimized compensation platform.

Set R-deck as equilateral triangle, with side length L, and set the coordinates of the three vertices as

R1=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

−L
2

−√3L
6

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

R2=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

L
2

−√3L
6

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
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⎢⎢⎢⎢⎢⎢⎢⎢⎣

0√
3L
3

0

⎤
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(1)

Set the length of the three branch chains be respectively as g1, g2, g3.
Name the point of spherical joint that connected on the same branch leg with rotation joints Ri as

Si. and its coordinates are assigned as

S1=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1

y1

z1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
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⎢⎢⎢⎢⎢⎢⎢⎢⎣
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⎤
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x3

y3

z3

⎤
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(2)

Due to the movement of rotation joints only possess one degree of freedom, the vertex S1 must
be located in a plane which is perpendicular to R-deck and with line R1R2 on it. The same as S2

to line R2R3 and S3 to line R1R3. These three planes are named as plan R1R2S1, plan R2R3S2 and
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plan R3R1S3. Therefore, the x-coordinate value in S1, S2, S3 has the following relationship with the
y-coordinate value

⎧
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3L
6
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3x3+
√
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(3)

and the coordinate of three vertices is changed into
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(4)

Since the length of those three branch legs are represented as g1, g2, g3, so the trajectory of vertex
S1 is a special circle that uses vertex R1 as the center, g1 as the radius, and be on the plane comprising
vertex R1, R2, and S1. The trajectory of vertex S2 and S3 can also be obtained by this way. Those three
trajectories’ functions are shown below.

⎧
⎪⎪⎪⎪⎨
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2
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(4x3)2+z3
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2

(5)

There is another constrain that the length of the side of deck-R is L, so the functions that expressing
this relationship are shown below.

∣∣∣∣
→

S1S2

∣∣∣∣=
∣∣∣∣
→

S2S3

∣∣∣∣=
∣∣∣∣
→

S3S1

∣∣∣∣=L (6)

Calculate the side length using vertices’ coordinate and then simplify those equations. We can get
the functions ⎧

⎪⎪⎪⎪⎨
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2
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(7)

Combining Equations (5) and (7), we can get
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2
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(8)

Equation (8) is a nonlinear system of equations, using the nonlinear least square method to solve
it and the coordinate of those three spherical joint centers can be derived. Using the coordinate values
to calculate the transform matrix representing the movement from the R-deck to the S-deck. Reverse
the matrix and using the reversed matrix can we derive the coordinates of rotate joint centers after the
movement of the R-deck to the S-deck.

The position workspace, shown in Figure 17a, and attitude workspace, shown in Figure 17b, of
this new rotated 3-SPR compensation platform can be drawn by calculating all the feasible positions of
the center point of the R-deck and all feasible angles that the R-deck can reach.
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(a) (b) 

Figure 17. Position workspace and attitude workspace of the novel compensation platform. (a) is the
position workspace of the new platform. (b) is the attitude workspace of the new platform.

It can be seen that the workspace of the 3-SPR compensation platform mentioned above and the
workspace of the new rotated 3-SPR compensation platform possesses similar volume and shape,
which means the new platform is competent for compensating the sway and surge movement
concomitant to the roll and pitch movement of a vessel. It also can be seen that the height of the
compensation platform workspace has been reduced.

5. Results and Discussion

5.1. Working Height and Side Length Optimization

The working height and altitude of the new compensation platform is no longer determined by
the prismatic joint alone, but influenced by the angle of the rotating joint and prismatic joint together.
At the same time, the branch legs do not support the R-deck vertically, so the effective component of
support force also changes with the height of the platform. Finding out the relationship between those
elements will facilitate the equipment configuration design and establishment of a control system.

First, the correlation of branch leg elongation and the neutral height with different side lengths
is discussed. The neutral height is the height of the medium position of a compensation platform,
to completely decouple the ship motion under 4-level sea condition, the height of the position workspace
of the novel compensation platform is set to 3000 mm. The relation of those three elements is shown in
Figure 18.

It can be seen that, with the same side length of the deck of compensation platform, the increase
of the neutral height of the platform leads to the increase in the elongation of the branch leg, and with
the same neutral height of the compensation platform, the decrease in side length also leads to increase
in elongation of branch legs. Therefore, for the purpose of decreasing the elongation of branch legs,
the side length of the compensation platform should be set as long as possible and the neutral height
should be set as low as possible.
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Figure 18. Correlation between branch leg elongation and neutral height under different side
length circumstance.

Another aspect to be discussed is the percentage of the efficient support force of the branch legs.
Due to the branch legs no more support the moving deck of the compensation platform vertically,
the proportion of force that propping up the moving deck is related to the height of the moving deck.
The efficient support force can be calculated using Equation (9) below, where Fe represents the efficient
force, Fa represents the actuation force, and θ represents the angle of the revolute joint of the branch leg.

Fe = Fa × sinθ (9)

The bar chart in Figure 19 shows the relation between the percentage of efficient support force of
a branch leg calculated according to the lowest position of the moving deck of different neutral heights.
The side length is also involved in the discussion of different conditions.

Figure 19. Correlation between the percentage of vertically support force of branch legs and neutral
height under different side length circumstances.

As the figure shows, with the increment of the neutral height of the compensation platform under
a certain side length, the percentage of efficient support force goes up, and reducing the side length
without changing the neutral height can also provide more efficient support force from the branch leg
to the moving deck. Thus, we may conclude that: to increase the efficient force, the side length should
be reduced and the neutral height should be set at a high value.

Comparing the conclusions discussed above, the effect of side length and neutral height of
compensation platform on the elongation of branch legs and percentage of efficient support force
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is approximately opposite. For the purpose to make the compensation platform possess the same
capacity as the original platform set the side length to 5 m. The correlation of platform height, length
of leg, and efficient force percentage is shown in Figure 20.

Figure 20. Curve of the relationship between branch leg length and the percentage of efficient support
force, and the curve of the relationship between platform height and prismatic joint length.

To make sure the compensation platform has a good active reaction, the proportion of efficient
force should not be too low. Therefore, the optimized neutral height of the compensation platform is
set to 4 m with the efficient force ratio goes to 62.47%, and due to the height of the workspace is 3 m,
the lowest position of the moving deck is 2.5 m with the percentage of efficient support force is 45%.

The new platform also owns a faster movement response than the old one. For instance, when the
platform height increases from 250 cm to 400 cm, the branch legs length only needs to increase by
81.3 cm.

The height of workspace of this compensation platform can also be moderated to face different
needs. For instance, if the compensation platform is using to decouple the ship movement from a
heavy cargo or machine, the neutral height of this platform should be increased to provide more
percentage of efficient support force, and if this platform is used to compensation the wave motion
for a lightweight one or be used as a part of the heave compensation gangway for transportation, the
neutral height can be set lower to make the movement of the moving platform more flexible and get a
faster actuation response.

5.2. Compensation Movement Simulation

The kinematic simulation model is built to analysis the effect of the wave compensation and
compare the performance of the novel platform with the original one. The simulation model in
Simulink is shown in Figure 21.

Solidworks is used to draw the structure model of the new 3-SPR compensation platform and
import the assembly model into the Simscape module of Simulink. This simulation includes an inverse
kinematic [22] solver which is designed according to the structure model message. This solver can
calculate, online, branch legs’ length that compensates the vessel movement by inputting the value of
heave motion, pitch, and roll of the vessel.
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Figure 21. Diagram of simulation in Simulink.

Employing a prismatic joint and a universal joint between the S-deck and the rigid ground
coordinate of this Simulink model. Utilize the prismatic joint motion to simulate the heave movement
of the vessel and the universal joint revolution to imitate the rolling and pitching. The subsystem of a
branch leg in Simulink model is shown in Figure 22.

Figure 22. Subsystem diagram under the leg section mask is composed of a spherical joint, a prismatic
joint and a revolute joint. Using the prismatic joint as the actuator, and the spherical joint and
revolute joint are respectively connected to the S-deck and the R-deck. The direction of different legs is
determined by rigid transform module under the R-deck system.

The maximum values of vessel motion are important to this simulation for they directly determine
the structural configuration of the compensation platform, and whether the platform is capable for this
job. In contrast, the verisimilitude of the vessel motion is less important which means simplifying the
component of the wave will not affect the result of simulation distinctly. The significant amplitude of
heave motion under 4-level sea states is about 1.25 m, and the maximum rolling angle is proximate
10 degrees, and the pitching angle is smaller. In order to make the results easier to be read and let the
figure show more periods, the components of the wave have been simplified and the frequency of all
movements has been increased. To make sure the compensation platform can fully compensate the
ship motion, all the amplitude of movement has been amplified. The vessel motion under 4-level sea
status is simulated using the coefficient written below in Table 1. Figures 23 and 24 show the time
history of ship heave, rolling, and pitching motion.

Table 1. Vessel motion simulating configuration.

Heave Rolling Pitching

Amplitude 1500 mm 15 degree 5 degree
Frequency (rad/s) 0.5 1 0.5

Phase (rad) 0 0 0.1
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Figure 23. Heave movement of vessel.

Figure 24. Roll movement and pitch movement of vessel.

Figure 25 shows the leg elongation of the novel structure during the compensation process to the
simulative wave above. To compensate a ±1.5 m wave, the support legs of the novel compensation
platform need to possess a range of elongation of about 2.3 m.

Figure 25. Leg elongation extent of the novel wave compensation platform.

Figure 26 presents the leg elongation of the original platform during the process of compensation
to the simulative wave. As shown in the picture, to compensate that wave, the support legs of the old
compensation platform need to have a 4 m elongation range at least.

 
Figure 26. Leg elongation extent of the original wave compensation platform.

Therefore, the simulation of the compensation process of both novel and original platform comes
to the conclusion that the novel compensation platform has a smaller range of support legs’ elongation
than the old one under the same condition of wave height. Meanwhile, a shorter range during the
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same time indicates a smaller elongation speed. The diagrams contain the velocity of the branch legs’
extension movement of both platform structures during the compensation process is below.

By comparing Figures 27 and 28, it can be seen that the maximum velocity of support legs of the
novel compensation platform is about 0.9 m/s, but the old one is 1 m/s. In addition, the maximum
velocity of the leg 2 of the old platform is up to 1.5 m/s. To compensate the same wave, the support
legs of the novel compensation platform need smaller velocity than the old one, which means the
movement response of the new platform is faster.

Figure 27. The velocity of support legs of the novel compensation platform during the compensation
to the simulative wave.

Figure 28. Velocity of branch legs of the original compensation platform during the compensation to
the simulative wave.

Due to the structural constraints, the parasitic movement of the parallel platform is unavoidable.
A move simulation of the moving platform during the compensation process is done to analyze the
compensation effect of the novel compensation platform. The heave roll and pitch movement of the
moving platform after compensation is shown in Figures 29 and 30 respectively.

Figure 29. Heave movement of the R-deck of the compensation platform. The final movement range is
less than 1 cm.
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Figure 30. Rolling value and pitching value of the R-deck of the compensation platform. The maximum
rolling angle is less than 0.34 degrees and the biggest pitch angle is 0.136 degrees. Both are drastically
less than the revolute movement of the vessel.

It can be seen in Figure 31 that the associated movement is about 0.1 mm which is difficult to feel.
Generally speaking, the heave movement of vessel has been reduced by 99.96%, rolling movement has
been alleviated by 97.74%, and the angle of pitch movement has been reduced by 97.28%.

Figure 31. Associated movement of the R-deck along axis x and axis y. The associated movement is
caused by the parasitic movement of the parallel platform structure.

6. Conclusions

Considering the range of vessel motion under level-4 sea state, compensation platforms based
on 3-RPS parallel structure and 3-SPR parallel structure were presented. Using forward kinematic
methodology, we analyzed the compensation ability, and the workspace of both compensation platforms
were drawn.

By comparing the position work space and the attitude workspace, associating with the parasitic
movement of both platforms, we came to the conclusion that the 3-SPR parallel structure is more
competent for vessel movement compensation than the 3-RPS parallel structure.

In order to enhance the safety and actuating response of the compensation platform, a structure
optimized 3-SPR parallel platform was designed which has a lower workspace altitude and shorter
elongation range of branch legs. Using the forward kinematic method calculated the workspace and
verified its feasibility of compensating.

A simulation model of the vessel motion compensation using the novel parallel structure and
the original platform were built. Employing the inverse kinematic method as the movement solver,
the performance of the compensation processes were compared. The feasibility and efficiency of the
novel compensation platform was verified and calculated. After being compensated by the novel
compensation platform, the heave movement of vessel was reduced by 99.96%, rolling movement can
be alleviated by 97.74%, and the angle of pitch movement was reduced by 97.28%.
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Abstract: Because environmentally-friendly fuels such as natural gas and hydrogen are primarily
stored in the form of cryogenic liquids to enable efficient transportation, the demand for cryogenic
fuel (LNG, LH) ships has been increasing as the primary carriers of environmentally-friendly fuels.
In such ships, insulation systems must be used to prevent heat inflow to the tank to suppress the
generation of boil-off gas (BOG). The presence of BOG can lead to an increased internal pressure,
and thus, its control and prediction are key aspects in the design of fuel tanks. In this regard,
although the thermal analysis of the phase change through a finite element analysis requires less
computational time than that implemented through computational fluid dynamics, the former is
relatively more error-prone. Therefore, in this study, a cryogenic fuel tank to be incorporated in ships
was established, and the boil-off rate (BOR), measured considering liquid nitrogen, was compared
with that obtained using the finite element method. Insulation material with a cubic structure was
applied to the cylindrical tank to increase the insulation performance and space efficiency. To predict
the BOR through finite element analysis, the effective thermal conductivity was calculated through
an empirical correlation and applied to the designed fuel tank. The calculation was predicted to
within 1% of the minimum error, and the internal fluid behavior was evaluated by analyzing the
vertical temperature profile according to the filling ratio.

Keywords: cryogenic tank; boil-off gas (BOG); boil-off rate (BOR); finite element analysis (FEA);
liquid nitrogen

1. Introduction

The International Maritime Organization (IMO) has established emission control areas
(ECAs) in the North and Baltic seas to improve the air quality and limit the presence of
low-quality residual fuel (or heavy fuel oil, HFO). Marine emission legislations such as
the Tier III requirements of the revised MARPOL Annex VI mandate ships to reduce NOx
emissions, with an objective of reducing the greenhouse gas emissions by 20% and 50%
until 2020 and 2050, respectively [1,2].

Owing to these requirements, alternative fuels such as natural gas and hydrogen gas
are being used instead of HFO as ship propellants. In particular, liquefied natural gas
(LNG), whose volume can be reduced by cooling natural gas to 110 K, is environmentally
friendly as it can reduce the energy efficiency design index by 20% [3–5]. It has been
predicted that ships to transport LNG and those that employ LNG as a fuel will undergo
accelerated development by 2035 [6,7]. Nevertheless, to enable the efficient storage and
transportation of LNG, the storage systems must be insulated to maintain the temperature.
Moreover, in LNG storage tanks, boil-off gas (BOG) is generated owing to the vaporization
of liquefied gas as the external heat is ingressed. The BOG can deteriorate the structural
intensity owing to the pressurization of the storage system. Therefore, this gas is usually
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purged and subjected to reliquefaction [8–10]. However, because this process results in
economic losses, it is desirable to predict and minimize the amount of BOG in the design
stage.

LNG tanks can be categorized into membrane and independent types. Membrane-
type tanks are mainly implemented in the LNG cargo hold of carriers instead of as fuel
tanks [11]. IMO A and B type tanks, which are independent tanks, can resist the sloshing
load owing to their stiff structure. Moreover, such tanks have a secondary barrier to
prevent the leakage of liquids and equipment to process the BOG [12,13]. Therefore, such
tanks are advantageous in terms of inspection and repair capacities. In contrast, type C
independent tanks are designed as pressure tanks with a high inner pressure and without
the equipment for BOG processing (Table 1) [14]. Such tanks are mainly used as fuel tanks
for LNG-propelled ships due to their low space efficiency.

Table 1. IMO independent type tanks for LNG ship [14].

Type Prismatic Type MOSS Type Cylindrical Type

IMO Tank Type Type A Type B Type C

Schematic
structure

   

Secondary
barrier Complete Partial No requirements

Characteristic Fully refrigerated at
atmospheric pressure

Fully refrigerated at
atmospheric pressure

Pressurized at ambient or
lower temperature

Notes For small vessels less than
approx. 20,000 m3 capacity For large vessels For LNG carriers

In the context of the expansion of the ECAs and more stringent environmental regula-
tions, it is necessary to examine small vessels sailing along the coast as well as large vessels.
The heat transfer rate of small pressurized liquid tanks is larger than that of a large liquid
tank owing to the larger surface area to volume ratio of the former [15]. However, most of
the existing research pertains to large cargo holds [16–18], and the research on fuel tanks is
limited. In particular, the research on cryogenic fuel tanks for small vessel applications is
inadequate.

Several researchers have employed computational fluid dynamics (CFD) to examine
the physical phenomena pertaining to the various types of BOG occurrences [19–23].
However, the boil-off rate (BOR) calculations are challenging owing to the complex heat
transfer and fluid flow involved, owing to which, the calculation time to ensure the
convergence in the case of small steps is extremely large. In particular, it is difficult to set
the initial temperature considering the filling ratio (FR) of a tank because the temperature
changes continuously owing to the liquid evaporation, and heat convection occurs in a
complex manner [24]. Many researchers performed finite element analyses (FEA) based
on the conduction model to address the complex convection behavior and reduce the
calculation time compared to that required for CFD computations [25–28].

Considering these aspects, in this study, cryogenic fuel storage tanks for small ships
were designed according to the rules of the IMO and ship classification, and the amount
of generated BOG was measured experimentally. Based on the measurement data, a
numerical analysis was performed to predict the BOR of other small tanks. The BOG
was measured considering the change in mass of the cryogenic liquid inside the tank,

26



J. Mar. Sci. Eng. 2021, 9, 36

and the numerical analysis was performed using a commercial FEA code. Variables that
are boundary conditions in the process of numerical analysis were derived by empirical
correlation. In the verification process of an experiment, it is possible to predict the results
or variables used for calculation by the method by recent deep learning. This method can
be applied to predict the phase change of cryogenic fluid, and there are cases applied to
equipment such as heat exchangers [29,30]. However, in this study, BOR prediction by
finite element analysis was performed, and data were verified through comparison with
experimental results.

2. Experiment Details

2.1. Design and Manufacturing of the Experiment Structure

IMO type C independent tanks consist of an inner pressure tank and insulation to
prevent heat ingress. In the case of the pressure tank, hemispherical parts are attached at
both ends of a cylindrical tank in the horizontal orientation to resist the internal pressure.
The cylindrical and hemispherical parts are manufactured using stainless steel 304L, which
demonstrates excellent characteristics under cryogenic temperatures [31].

For fuel tanks operating at cryogenic temperatures, the thickness of the inner wall
should be determined considering the thermal stress and internal pressure. The thickness
of internal tanks under pressure is regulated by the international gas carrier (IGC) code
and Korea Register (KR) [32]:

tc =
PD

2 f J−1.2P + 1.0

th = PR
2 f J−0.2P + 1.0

(1)

where tc and th denote the minimum thickness of the cylinder plate (mm) and hemisphere
plate (mm), respectively; P is the design pressure (MPa), D is the diameter of the cylinder
plate (mm); R is the radius of the hemisphere (mm); f is the maximum allowable stress
(MPa); and J is the weld efficiency.

The IGC code classifies tanks with an operating pressure of 0.2 MPa or higher as IMO
type C independent tanks. However, as the BOR generally decreases with an increase in
the internal pressure, most storage containers currently operate in environments greater
than 0.5 MPa [33]. Therefore, the design pressure of the tank produced in this study was
set to range from 1 MPa to 1.5 MPa, and the thickness of the pressure tank was set as 4 mm.

The insulation system was made of polyurethane foam (PUF) and manufactured as
a cuboid box. In general, a saddle support is installed in the case of the conventional
cylindrical tank; however, such support is unnecessary when manufacturing the support
as a cuboid box, and this aspect can help prevent heat loss. PUF, synthesized with polyol
and isocyanate [34,35], was expanded in a plywood box mold. The density of the applied
PUF was 96 kg/m3, to ensure the required insulation performance. The specifications of
the tank are listed in Table 2.

Table 2. Specification for IMO Type C tank.

IMO Type C Tank

Dimension
Length (mm) 1414
Breadth (mm) 624
Height (mm) 612

Pressure
Design (MPa) 1.5

Operating -

Insulation thickness
Maximum (mm) 224
Minimum (mm) 100

Internal volume (m3) 0.127
Test fluid Liquid nitrogen
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2.2. Experimental Apparatus and Procedure

Thermocouples (TCs) and a weighing scale (WS) were sed to measure the internal
temperature distributions and BOR of the cuboid insulation type C tank. As shown in
Figure 1, the fuel storage tank was filled with liquid nitrogen instead of cryogenic fuel to
ensure safe operation. The WS (CAS Corporation, Korea) least count was 0.1 kg, and data
were obtained every 10 s considering the period of the experiment. T-type TCs, which are
suitable for cryogenic temperatures, were attached to the surface of the inner tank through
spot welding. Subsequently, the TCs were connected to the data acquisition (DAQ) system,
and the data were transferred to the main computer (Figure 2). The devices were attached
at 10% FR intervals to determine the temperature distribution at the FRs at the 10% to 90%
height point and further welded at the location of the maximum load (98%) after the 90%
location. To avoid the damage of the TCs during the foaming of polyurethane, a coating
was applied on the welded area, and an aerogel mat was placed on the inner tank to protect
the tank (Figure 3).

Figure 1. Schematic of experiment and arrangement for TC.

 

Figure 2. Data acquisition apparatus to measure inner tank surface temperature (a) Spot welding of thermal couple (b) data
acquisition system
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Figure 3. Schematic diagram of (a) heat transfer model, (b) hydrodynamic model.

In the experiment, the amount of spontaneous vaporization was measured by fully
charging the tank fully through the pressure difference of the liquid nitrogen at a certain
pressure. Ventilation valves and pressure relief valves were installed in addition to the
inlet valves to ensure sufficient discharge at pressures above 1.5 MPa. Each valve operated
independently, and the vent valve was installed at the 98% level to prevent 100% filling.

Pre-cooling was performed to prevent the occurrence of structural defects caused by
the difference in the thermal expansion coefficient owing to the rapid temperature change
in the tank. In general, the cryogenic cargo hold for ships is implemented for one or two
days [36]; however, in this study, a period of 6 h was considered, to allow the temperature
to converge, considering the size of the tank.

3. Numerical Analysis of the Heat Transfer

3.1. Theoretical Model

The BOR of the IMO independent-type C fuel tank was calculated using a thermal
conductivity model. In general, the BOR is defined as the amount of liquid evaporated
through vaporization during the day relative to the total load in the storage tank. Over
time, external heat enters the cryogenic tank (Q), which causes the BOR to increase. The
BOR can be calculated as follows:

BOR =
Qin × 24 × 3600 × 10

V × ρ × Hvap
× 100 (2)

where Qin is the heat inflow from the outside, and ρ and Hvap denote the density of the
cryogenic fluid and latent heat, respectively.

As shown in Figure 3, the fluid heat transfer in a liquefied gas storage tank in a static
state can be interpreted from two perspectives. First, as shown in Figure 3a, assuming that
the inner fluid is a conduction model, the BOG generation can be interpreted as conduction
to the inner fluid through the heat from the external environment. In the case shown in
Figure 3b, the fluid dynamic behavior inside the tank is considered. A stable isothermal
distribution exists in the lower part of the liquid state; however, a thermal stratification
section appears due to the temperature difference in the upper part, and convection occurs
owing to the temperature difference [37–39]. The vapor space in the tank rises upwards, the
evaporation continues, and the density increases, in a process known as weathering [4,40].
In the domain of vertical storage tanks, considerable research has been performed on the
thermal stratification section owing to the uniform cross-section [41,42]; nevertheless, a
horizontal shape has not been applied to ships owing to the geometrical differences.
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Considering these aspects, in this study, the analysis was performed using the thermal
conductivity model. However, the convection phenomenon of the upper tank due to
BOG can cause significant errors when calculating with the thermal conductivity model.
Therefore, effective thermal conductivity was applied to increase the precision of the BOR
prediction. The effective thermal conductivity was applied to the adjacent layer of gas and
inner tank internal, and the heat inflow was calculated by using the empirical correlation
for the effective thermal conductivity to reduce the error. The adjacent layer was assumed
to be a shell and calculated by considering the geometry and FR of the tank.

3.2. Effective Thermal Conductivity of the Interface of the Liquid and Vapor

The governing equations used in the numerical analysis were derived from the energy
conservation equations, and the transfer rate equations were applied. The resulting heat
diffusion equation can be expressed as follows:

∂

∂x

(
k

∂T
∂x

)
+

∂

∂y

(
k

∂T
∂y

)
+

∂

∂z

(
k

∂T
∂z

)
= ρcp

∂T
∂t

(3)

where k is the thermal conductivity, cp is the specific heat capacity, ρ is the density, and T is
the reference temperature.

As the hydrodynamic behavior is not considered in the thermal conductivity model,
the temperature of the fluid boundary layer can be considered to be equivalent to that of
the adjacent part (no-temperature jump condition). This condition can satisfy the no-slip
condition, according to which, the velocity of the fluid in the boundary layer is zero [26].
These conditions can be expressed as in Equation (4):

.
qconv = h

(
Tadj − TBOG

)
= −kconv

(
∂T
∂n

)
.
qconv =

.
qcond = −k f luid

∂T
∂y y=o

(4)

where h is the heat transfer coefficient of the BOG, subscript adj represents the adjacent
fluid layer of the gas, and n is the normal vector.

The heat from the outside of the tank leads to convection, and the effective ther-
mal conductivity is applied to the adjacent fluid layers to account for this aspect in the
conduction model. The effective thermal conductivity can be expressed as in Equation (5):

ke f f = kNu (5)

Nu =
hL
k

(6)

Here, Nu is the Nusselt number, defined as the ratio of the convection coefficient to
the conduction coefficient.

The convection coefficient depends on the structure; therefore, empirical correlations
are applied to obtain the corresponding value. Migliore et al. defined the Nusselt number
as in Equation (7) [4]:

Nu = 0.116Ra0.32 (7)

Ra = Gr · Pr (8)

Ra, that is, the Rayleigh number, is derived from the dimensionless number defined
in Equations (9) and (10):

Gr =
gβ(TL − TG)Lc

3

v2 (9)

Pr =
μCp

k
(10)
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where Gr and Pr represent Grashof Number and Prandtl Number, respectively. Here, g is
the gravitational acceleration, β is the thermal expansion coefficient, Lc is the characteristic
length, and ν and μ represent the kinetic and dynamic viscosity coefficients, respectively.

In general, as the FR decreases, the temperature difference of the gas layer increases,
and the Grashof number increases, corresponding to an increase in the effective thermal
conductivity. Figure 4 shows the BOR calculation process flow through the numerical
analysis. In this study, the temperature obtained experimentally and the effective thermal
conductivity for each FR of the tank were used as the input values. The BOR was calculated
by solving the heat transfer equation, and a no-temperature jump condition and no-slip
condition were implemented considering the heat conduction model.

 
Figure 4. Flow chart depicting solution procedure.

3.3. Numerical Model Description

A commercial finite element code, ABAQUS, was used to predict the BOR in the tank
through a computational analysis. As the thermal conductivity model was considered,
both the liquid and gas were modeled, and an extremely thin layer was implemented as
the boundary layer of the gas. The effective thermal conductivity of the boundary layer,
Keff was calculated using Equation (5). Plane symmetry conditions were implemented in
the model, to reduce the computation time.

PUF, with a density of 96 kg/m3, was used as the heat insulation material. The thermal
conductivity of PUF according to the temperature is presented in Table 3. The physical
properties for the FEA analysis are listed in Table 4. The initial temperature was that
obtained experimentally for each FR, and the natural convection condition was assigned to
the outside. The BOR was predicted by calculating the aggregate heat flux flowing into the
tank. The mesh convergence test was performed to determine the size of the element. The
heat flux between the liquid and gas at 50% FR was compared for different mesh sizes. As
shown in Figure 5, the heat flux converged for an element size of approximately 10 mm.
Therefore, in the heat transfer analysis, the element type was set as DC3D8 in ABAQUS,
and the generated mesh is shown in Figure 6.
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Table 3. Material property for thermal analysis.

Item
Temperature

(K)

Thermal
Conductivity

(mW/m-K)

Density
(kg/m3)

Specific Heat
(J/kg-K)

PUF

100 0.0163

96 1500
140 0.0212
170 0.0246
200 0.0266
230 0.0248

Stainless 304L

100 9.75

7860 499
150 11.55
200 12.89
250 13.9

Plywood - 0.13 880 1260

Table 4. Test results of BOR experiment.

FR (%) Mm Ms BOR(%)

98 93.5

95.41

-
90 85.9 28.27
80 76.3 29.74
70 66.8 38.22
60 57.2 42.61
50 47.7 43.14
40 38.2 43.15
30 28.6 42.68
20 19.1 41.08
10 9.5 36.91

Figure 5. Results of mesh convergence test.
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Figure 6. Elements of analysis model.

4. Results and Discussion

4.1. Experiment Results

As shown at Figure 7, liquid nitrogen was present at 77 K at atmospheric pressure;
however, the temperature converged at 100 K owing to the increase in the saturation
temperature after the pressurization process. During the initial 20 h, the pressure inside
the tank increased to a set pressure of 1.5 MPa, and the temperature of the liquid increased
accordingly. At this stage, because the convection of the vapor did not occur, isothermal
temperature behavior was observed. Vaporized convection occurred near TC 10, corre-
sponding to the 98% level, resulting in a rise in the temperature. Thereafter, due to the
circulation caused by the temperature difference in the liquid in the upper and lower
parts, the isothermal temperature distribution did not occur. In particular, the temperature
variation due to the phase changes was not significant in the bounder layer, owing to the
temperature distribution generated by the central jet in the stratified section. After 55 h,
the temperature inside the tank rose sharply, and most of the liquid evaporated, thereby
forming a pressure tank.

 

Figure 7. Time dependent temperature distributions of inner tank at each point.

The initial pressurization reduced the weight loss owing to the increase in the tem-
perature of the liquid nitrogen, thereby inhibiting the vaporization, which decreased the
BOR. The WS was used to determine the difference in the BOR over time, and the changes
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in the mass over time were as shown in Figure 8. Except in the stages immediately after
the buffering and immediately before the exhaustion, a linear behavior was observed. As
time elapsed, the pressure was maintained at 1.5 MPa, and a certain amount of BOG was
released. The BOR for the different mass changes was as defined in Equation (11):

BOR =
dMm/dt

Ms
× 24 × 100(%) (11)

where Mm is the weight of the liquid nitrogen measured in real-time, and Ms is the weight
of the total liquid nitrogen.

 
Figure 8. Time dependent liquid nitrogen weight.

In the context of the given period, the least count of the WS was limited; therefore, the
time according to the FR for each 10% unit was set as dt, and the BOR values according to
time are listed in Table 4. The BOR increased and later decreased as FR decreased, likely
because of the active heat exchange with the liquids due to the augmented convection
of the internal gases. As the pressure increased, the temperature of the saturated vapor
increased, thereby preventing the evaporation of the liquid. Therefore, when the pressure
increased after buffering, the BOR was smaller than that at the other FRs.

Figure 9 shows the temperature profile with time, for the different levels. Immedi-
ately after the liquid nitrogen buffering (0 h), the vertical temperature profile was almost
identical. After 10 h, despite the formation of internal vaporization gases, the vertical tem-
perature profile pertaining to the increase in the temperature of the liquid did not change
significantly during the tank pressurization [43]. Over time, a thermal stratification region
occurred at the liquid and gas boundaries, resulting in a certain temperature distribution.
When half of the liquid nitrogen was exhausted at 30 h, a temperature difference occurred
near the height of 200 mm, and a thermal strain was observed from the tank bottom, even
though a certain amount of liquid nitrogen remained after 50 h.
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Figure 9. Vertical temperature profile over time.

4.2. Numerical Analysis Results and Prediction of BOR

The thermal analysis of the cubic fuel tank for ships was performed using a numerical
method via commercial finite element codes. The temperature of the internal liquid nitrogen
was set as the initial boundary condition, as obtained experimentally. Figure 10a–d show
the temperature distribution of the tank according to the numerical analysis results for each
FR. As shown in Figure 10a, a large temperature gradient occurred in the vapor layer, and a
temperature of 140 K was noted at the top of the tank. However, as shown in Figure 10d, the
temperature gradient of the gas part was not significant, and a temperature distribution of
110 K to 130 K was observed at the top of the tank. In the insulation temperature distribution,
a temperature gradient occurred along the cylindrical part of the tank. At the corners of the
insulation system, the temperature was similar to the ambient temperature.

Figure 10. Temperature distributions of analysis model at each FR (a) 30% (b) 50% (c) 70% (d) 90%.

Figure 11 shows the comparison of the predicted and experimentally obtained vertical
temperature profiles for each FR. The temperature gradient for the gas parts was larger
than that for the liquid part, likely owing to the assumptions considered in the thermal
conductivity model. Because the momentum of the gas due to the evaporation of the liquid
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was not considered, the temperature at the top of the tank, as obtained using the thermal
conductivity model, was higher than the experimentally obtained value. This tendency
was more notable at smaller FRs. Nevertheless, because the effective thermal conductivity
was applied to the adjacent layers of the gas boundary to predict the BOR through FEA, a
realistic heat ingress value was expected to be obtained.

 

Figure 11. Comparison between experiments and numerical analysis for vertical temperature profile.

The BOR was calculated by combining the heat flux from the contact surface of the
tank to the gas. The BOR obtained through the simulation and experiment are shown in
Figure 12. In both the settings, as the FR decreased, the BOR increased and later decreased
under a certain volume. The experimental BOR was slightly lower than the simulation
value for the FR ranging from 70% to 90%. As the initial design pressure was set as 1.5 MPa,
the BOG was not generated immediately after the experiment commenced. The maximum
error of 19% was observed at an FR of approximately 90%, likely because of the ambiguity
of the buffering point in the time measurement during the experiment. As the FR decreased,
Keff increased, resulting in a higher BOR. When the FR increased to 50%, the area of contact
in the liquid area reduced, and the resulting heat inflow reduced.

 

Figure 12. Comparison of BOR with simulation and experimental.
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5. Conclusions

Experimental and numerical analyses were conducted to predict the BOR of a cubic
IMO type C independent tank for small ships. In the experiment, the BOR was measured
using a WS, and TCs were welded on the tank to analyze the surface temperature according
to the FR. The BOR of the designed cubic tank was slightly larger than that for the LNG
tank for commercial ships by approximately 35; nevertheless, this difference can likely be
reduced by changing the thickness and density of the insulation material. The measured
BOR using FEA is expected to have an error rate of less than 10%. The following key
conclusions were derived:

(1) In the early stage of the BOR experiment, the rise in the pressure inside the tank was
dominant due to the gas generation owing to the evaporation. This phenomenon
increased the saturation temperature of the liquid nitrogen, and the internal liquid
temperature converged to 105 K. Therefore, under high FRs, the amount of BOG
generation was the smallest.

(2) When analyzing the finite element of the fuel tank through the thermal conductivity
model, the error can be reduced by applying the effective thermal conductivity value
to the boundary layer of the gas instead of considering the hydrodynamic behavior. In
particular, in this work, the BOR prediction was relatively accurate during the pressure
convergence period compared to that in the experiment. In this regard, it is necessary
to verify the effective thermal conductivity values depending on various empirical
formulas and to consider the parameters for the section in which the pressure changes.
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Abstract: The multi-net visible fidelity zooplankton collector is designed to obtain near-bottom fi-
delity zooplankton. The collector is sent to the designated sampling location based on the information
provided by the camera and altimeter. The host computer sends instructions to control the opening
of the net port for sample collection and closing of the sampling cylinder cover after sampling. The
collector contains three trawls so that three samples can be collected for each test, and environmental
parameters can be collected simultaneously. After sampling, The sample maintains its fidelity, that is,
maintaining the temperature and pressure of the seabed sample after sampling. Two experiments
were carried out in the Western Pacific, and six bottles of zooplankton samples were successfully
obtained. The development of a multi-net visible zooplankton collector is of great significance for the
collection of near-bottom zooplankton.

Keywords: near-bottom zooplankton; multi-net; visible sampling; fidelity; deep sea

1. Introduction

Knowledge of the biology and ecology of deep-sea organisms is still very limited
compared with all other marine ecosystems [1,2]. Among all deep-sea habitats and do-
mains, knowledge of the planktonic component is far more limited than for the benthic
counterpart [3]. Zooplankton biodiversity decreases with increasing water depth, but the
equitability increases [4]. The high cost of shipping times and technologies to operate in
deep-sea environments makes it difficult to conduct oceanographic sampling [5]. This is
particularly evident for investigations on deep-sea zooplankton [6]. Meso- and macro-
zooplankton organisms play a key role in biological processes in all marine ecosystems,
being a “linkage” between phytoplankton/micro-zooplankton and the higher trophic lev-
els. In addition, zooplankton organisms are able, through vertical migration, to contribute
to the functional linkage between the photic zone and the dark deep ocean [7–9].

Sophisticated sampling systems are now available to quantify the abundance of plank-
tonic organisms [10]. The development of electronically controlled multiple net units
designed to allow sampling in discrete depth strata has revolutionized our ability to
determine the vertical structure and depth-integrated abundance of zooplankton. Less so-
phisticated net-based sampling devices, however, remain in widespread use, both because
of their low cost and their ease of deployment. The well-known ones were developed by the
U.S. GLOBEC program (U.S. GLOBEC is a multi-disciplinary research program designed by
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oceanographers, fishery scientists, and marine ecologists) with the Bongo and the Multiple
Opening and Closing Net Environmental Sensing System (MOCNESS) [11,12] and Bedford
Institute of Oceanography Net and Environmental Sampling System (BIONESS) [13]. One
sampling type adopts a louvered structure, uses the weight of the net pole to realize the
opening and closing of the net port, and uses the diagonal drag method for sampling. The
tripping of the net pole is controlled by a device composed of a stepping motor, and the
net port is opened when the net pole moves to the bottom of the frame. However, if the sea
conditions are not good, the net pole cannot maintain its balance during the fall process
and it will get stuck. Another sampling type is Multinet [14], which uses an “inverted L”
type opening and closing method.

However, these collectors do not consider the preservation of samples with fidelity,
that is, they do not store the collected samples with in-situ insulation and pressure preser-
vation. A sample collected in this way is very different from an in-situ sample. Therefore,
research on a visible sampling technique for near-bottom fidelity zooplankton in the deep
sea will have important theoretical and practical significance for obtaining live hydrother-
mal zooplankton.

2. Methods

2.1. Multi-Net Visible Collector

The specific indicators of the developed multi-net visible zooplankton collector are as follows:

• Maximum design working depth: 4000 m;
• Number of trawl nets: 3;
• Network port area: 0.5 m2

• The effective volume of the sample barrel: ≥0.25 L;
• The pressure in the sample storage bin shall not be lower than 80% of the original

pressure at the sampling point within 6 h after boarding;
• The temperature rise in the sample storage bin after boarding does not exceed the

original temperature of 8 ◦C;
• Hybrid transmission of the underwater power supply and data images are realized

with transmission power ≥1.5 kw and transmission distance ≥6 km;
• The environmental parameters transmitted in real time include temperature, salinity,

depth, turbidity, and dissolved oxygen;
• The total weight of the trailer body: 1.2 tons;
• Outer frame size: 1.5 m × 1 m × 2 m.

2.1.1. Sampling Principle

The multi-net visible zooplankton collector consists of two parts: the main body
and the sample collection. The overall structure diagram and main body diagram are
shown in Figures 1 and 2. After the research vessel reaches the working position, the
collector is lowered into the water and sent to the designated sampling location based on
the information provided by the camera and altimeter. The motor is sent a command to
open a net port through the spring trigger opening and closing mechanism (Figure 3). After
the net port is opened, the opening and closing mechanism sends feedback information,
the motor stops rotating, and the sampling operation starts. After sampling, the fuse is
energized and blown by the command sent, and the sampling cylinder cover is closed
under the action of the torsion spring. After the cylinder cover is closed, the opening
and closing net mechanism closes the net port under the drive of the motor, and the first
sampling ends. After the first sampling is over, the collector can be dragged to the next
sampling location, and the above steps are repeated for the second and third sampling in
sequence, or the collector is taken out of the water directly.
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Figure 1. The overall structure of the multi-link visual control large-caliber trawl system.

 

Figure 2. The main body of the multi-link visual control large-caliber trawl system.

Figure 3. Net opening and closing mechanism.

43



J. Mar. Sci. Eng. 2021, 9, 332

2.1.2. The Spring-Triggered Switch

The spring-triggered opening and closing structure (Figure 3) includes a frame, a 60 W
brushless DC motor, a camshaft with six cams, three nets, six net port levers, an induction
turntable with 14 magnets (magnetic N and S poles are installed crosswise), a sensor, and a
locking mechanism with six paddles.

The three net ports are four-sided when they are opened. Two sides are fixed on the
trawl support rods, and the other two sides are fixed on two net port levers (one is the
opening lever and the other is the closing lever). In the driving mechanism of the opening
and closing net (Figure 4), the motor is connected to the camshaft through a coupling, and
six cams and an empty station are evenly distributed on the camshaft. The other end of
the camshaft is connected to the sensing structure (Figure 5), and the sensor is installed on
the sensing plate. The locking mechanism (Figure 6) is fixed on the frame, one end is in
contact with the cam, and the other end is locked by the hook. The six levers are fixed on
the frame through the middle hole to form a lever mechanism. The other side is connected
to the frame by a spring, and the spring is in a stretched state in a non-working state.

 

Figure 4. Driving schematic diagram of the net opening and closing mechanism.

 

Figure 5. Schematic diagram of locking device of opening and closing net mechanism.
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Figure 6. Schematic diagram of the induction device of the net opening and closing mechanism.

2.2. Temperature Retention System

In order to maintain the original temperature of the zooplankton sample, a sample
collection cylinder that can maintain temperature is designed as shown in Figure 7 (the
left picture is the front and the right is the back). This part includes an outer frame, three
insulation barrels, and a steel wire fixing seat. The sample collector is designed based on the
principle of double-layer water bath insulation, and the base material adopts engineering
plastics, which has a good insulation effect. The tail sample collection device uses plastic
with poor thermal conductivity, uses a solenoid valve to trigger the collection of biological
samples, and uses a water bath for sample insulation.

Figure 7. Schematic diagram of the sample collection cylinder structure.

The structural cross-sectional view of the temperature-retaining cylinder is shown in
Figure 8. It is divided into an outer tube and an inner tube with a filter screen. A cylinder
cover is arranged on each end cover, and a torsion spring is installed between each cylinder
cover and the end cover. When the cylinder cover is opened, the two covers are connected
by steel wire and a fuse, and the torsion spring is in a compressed state. When the fuse is
energized and blown, the two cylinder covers are closed under the action of their respective
torsion springs, and the sea water and zooplankton samples are sealed in the cylinder.
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Figure 8. Cross-sectional view of the insulation tube.

2.3. Control System

The monitoring system of the visible collector mainly includes a deck monitoring
unit, an optical cable communication machine, an underwater optical fiber communication
module, an embedded control system main board, and driving cabins. The system structure
diagram is shown in Figure 9.

 

Figure 9. Sampling monitoring system structure diagram.

The power supply system converts the shipborne AC high-voltage power into a
600 V/2 A DC stabilized power supply through a DC stabilized power supply and transmits
the power to the subsea equipment through an armored photoelectric composite cable. The
video image signal of the seabed, the sensor data of the seabed uplink and the feedback
data of the action execution result, and the control command data of the upper computer’s
downlink are transmitted to the seabed through the optical fiber. The monitoring platform
realizes the real-time monitoring of the direct-view sampling of near-bottom zooplankton
and is responsible for controlling the operation status of the seabed trawl based on seabed
monitoring data and video images, as well as drawing the real-time change curve of CTD
temperature, conductivity, and pressure (depth) data.
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The principle block diagram of the main control cabin is shown in Figure 10, which
mainly shows the transmission of direct current, the detection of water leakage, inclination,
and flow conditions, the switch control of underwater lights, underwater cameras and
bottom altimeters, and the upload of underwater video signals and underwater data.

 

Figure 10. Block diagram of the main control cabin.

3. Results

3.1. The Field Assessment

The multi-net visible zooplankton collector was set up in two sampling stations with
water depths exceeding 3000 m in the Northwest Pacific. The sampling device was tested
on deck before launching. Through the photoelectric composite cable, the following were
carried out: communication test, network port opening and closing test, ball valve opening
and closing test, and the altimeter, camera lighting system, flowmeter detection and other
functional testing tests. After the research vessel arrived at the predetermined station, its
course was adjusted to the top wind and top current, maintaining a speed of 1.5–3 knots
with straight sailing. The cable was unwound at a speed of about 30 m/min to a depth of
3000 m, and then the cable was slowly unwound to a distance of 5–10 m from the seabed,
after which the cable laying was terminated. The following steps were conducted: Turn
on the CTD and other sensors to record and synchronize environmental data during the
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unwinding process. Keep the speed and heading stable during the near-bottom operation.
Turn on the camera and underwater lights, as well as the video and data recording system.

When the multi-net visible zooplankton collector is tested near the seabed, open the
first layer of nets, start trawling for 15 min, close the first layer of nets and open the second
layer of nets. Continue to trawl for 15 min, close the second layer of nets and open the third
layer of nets. After 15 min of trawling, close the third layer of nets. When the sampling is
over, start to recover the collector, raise the cable at a speed of about 30 m/min, and slow
down when the collector comes out of the water. After the collector is recovered on deck,
check the pressure and temperature in the sample cylinder and determine whether the
sample is successfully collected to verify the feasibility of the collector.

MACTD16-1-BPTV station carried out the first operation in the seamount area of
the Northwest Pacific, with a maximum working depth of 3487 m and an accumulated
underwater working time of about 4 h. MACTD16-BPTVA station carried out the second
operation in the seamount area of the Northwest Pacific, with a maximum working depth of
3764 m; the cumulative underwater working time was about 4 h. During the two operations,
a total of six samples of near-bottom zooplankton were collected, and synchronized video
and environmental data were obtained. The collector was kept in good condition during
the operation. The test site is shown in Figure 11.

 

Figure 11. The sea trial site of the collector.

3.2. Experimental Results

The multi-net visible zooplankton collector was used to conduct two sets of experi-
ments at two stations. After the sampling was completed, the data obtained through CTD
included the water depth, pressure, and temperature of each station at the time of sampling.
The records are shown in Table 1.

Table 1. Data record table.

Sample
No.

Sampling
Time

Working
Depth

Pressure
(MPa)

Temperature
(°C)

Pressure (MPa)
(6 h Later)

Temperature
(°C) (6 h Later)

Sampling

1 15 min 2685 26.00 3.369 24.2 10.10 Yes

2 15 min 3487 34.00 3.020 31.0 7.60 Yes

3 15 min 3016 0.35 17.200 / / Yes

1 15 min 3205 32.00 3.112 29.8 8.10 Yes

2 15 min 3764 37.00 3.031 34.2 7.78 Yes

3 15 min 3341 33.00 3.117 29.5 7.82 Yes
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It can be seen from the data in Table 1 that in the first sampling experiment, the internal
pressure was not maintained due to the closure failure of the No. 3 network port, and
the temperature was also the sea surface temperature at that time. After inspection and
adjustment, the collector was lowered again. In the second sampling, the network ports of
the three sample cylinders closed normally. The maximum working depth of the collector
was about 3487 m. The sensors in the chambers showed that the pressure-retaining effect
was good, and the pressure and temperature data were also obtained successfully. Six hours
after the samples were taken, the pressure and temperature data of the sample cylinders
were used to verify the performance of the device and the sample acquisition capabilities.

According to the pressure gauge, the pressure of the sample cylinders after 6 h was
higher than 80% of the initial pressure. The water temperature on the seafloor was about
3 ◦C, and the maximum temperature in the sample cylinder after the collector was recovered
on deck was 10.1 ◦C, an increase of 7.1 ◦C. The pressure and temperature data showed that
the samples were maintained at their original pressure and temperature.

The fidelity samples were sent to a biological laboratory for research; the collected
samples could not be viewed directly because opening the lid will cause the sample to lose
its original temperature and pressure. Through the samples remaining in the trawl net and
in the sample cylinder No. 3 in the first test (Figure 12), it was determined that the sample
was obtained successfully.

 

Figure 12. Samples in the trawl net and sample tube #3.

4. Discussion and Conclusions

4.1. Analysis of Failure to Close the Trawl Net Port

For this substantial sampling test, the sampling success rate of the two experiments
was 100%, and the success rate of retaining the sample in the in-situ environment was
83.3%. The main reason that led to the failure of the No. 3 network in the first test was the
failure of the No. 3 lever spring when it was reset. Every two levers control the opening
and closing of a trawl, and each lever uses the contraction force of the spring to complete a
90◦ rotation to complete the opening and closing of the net port. As shown in Figure 13a,
in the initial state, both pole 1 and pole 2 remain vertical, and the four nodes of the network
port are fixed at four respective points: A, B, C, and D (the thick black line in Figure 13
represents the network port), where point A is fixed on the bottom plate, point B is on
rod 1, and points C and D are on the upper and lower ends of rod 2. When the motor sends
a rotation signal, the camshaft rotates by an angle to disengage the claw sleeve and the
claw of pole 1. Rod 1 rotates 90◦ around the axis to reach the position shown in Figure 13b
under the action of the spring force, so that net 1 is fully opened into a large “mouth” shape
and enters the working state. When the motor gives a rotation signal again, the camshaft
rotates by an angle again, which triggers pole 2 to rotate 90◦, reaching the position shown
in Figure 13c, and completing the closing of trawl 3. However, due to the failure of the
spring reset, network port 3 is always kept open, so the temperature and pressure of the
sample cannot be maintained.
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(a)                       (b)                        (c) 

Figure 13. Samples in the trawl net and sample tube #3. (a) Initial state, (b) Working state, (c)
Final state.

Since the work of the three trawls is relatively independent, their work sequence is
determined by the movement of the levers. The bounce sequence and time interval of the
levers can be freely controlled by arranging the position of the cam so that the opening and
closing of the trawls can be controlled.

4.2. Conclusions

The multi-net visible zooplankton collector for near-bottom of the deep sea can carry
out large-volume drag sampling and can maintain the pressure and temperature of the
original environment of the sample. During the sampling process, the operation can be
monitored by the camera, and environmental parameters can be collected simultaneously.
In the Northwest Pacific experiment, five bottles of zooplankton samples were obtained,
and the temperature and pressure of the samples were retained. The multi-net visible
zooplankton collector provides a good start for obtaining near-bottom fidelity zooplankton
and will be used for fidelity research of deeper-sea organisms.
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Abstract: In this paper, a tool able to support the sailing yacht designer during the early stage of the
design process has been developed. Cubic Rational Bézier curves have been selected to describe the
main curves defining the hull of a sailing yacht. The adopted approach is based upon the definition of
a set of parameters, say the length of waterline, the beam of the waterline, canoe body draft and some
dimensionless coefficients according to the traditional way of the yacht designer. Some geometrical
constraints imposed on the curves (e.g., continuity, endpoint angles, curvature) have been conceived
aimed to avoid unreasonable shapes. These curves can be imported into any commercial Computer
Aided Design (CAD) software and used as a frame to fit with a surface. The resistance of the hull can
be calculated and plotted in order to have a real time estimation of the performances. The algorithm
and the related Graphical User Interface (GUI) have been written in Visual Basic for Excel. To test the
usability and the precision of the tool, two existing sailboats with different characteristics have been
successfully replicated and a new design, taking advantages of both the hulls, has been developed.
The new design shows good performances in terms of resistance values in a wide range of Froude
numbers with respect to the original hulls.

Keywords: sailing yacht design; rational Bézier curves; VBA; excel; CAD; VPP

1. Introduction

In the work of an engineer, the design is often the central and more important part
of the entire process. In a wide range of industries, such as automobile, aircraft, and
shipbuilding [1], the first step of the process consists of finding an existing well-designed
geometry to be used as a benchmark for the new model. In this work, the interest of the
authors is related to maritime applications. It is interesting to notice that, in this field, the
design approach is mostly based on the traditional design techniques of trial-and-error.
Consequently, the obtained results are highly dependent on the designer experience and
knowledge [2,3]. To facilitate the design of hulls, naval engineers are investigating the
possibility to define the so-called hull equation [4]. This equation should be able to describe,
from a mathematical point of view, the hull of a sailboat, a motorboat, or a ship. Although
an intensive effort in this sense, nowadays is not possible to describe the hull with one
equation because the geometry of a hull depends on several parameters and most of them
are related one each other [5]. Several works can be found in the literature where authors
present methods to generate a quick but detailed preliminary design or, on the other hand,
approaches to optimize the geometry. For instance, in [6] a design tool is developed using
cubic polynomial expressions to define the control curves of a hull. In [7] cubic Bézier
curves and the curve-plane intersection method are selected to properly design a submarine
hull. Also, ref. [8] proposes a new design framework to generate the parametric design and
modification of yacht hulls. In particular, the hull is split into three regions to assure better
design flexibility. Splitting the whole hull domain into sub-domains is a common practice as
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can be observed in [9] where the hull has two domains, one below the chine and one above
the chine. Other authors were more focused on the optimization phase as in [10] where a
novel simultaneous engineering design approach has been proposed or in [2] where an
interactive design approach for hull forms optimization is developed. Concerning the
evaluation of the performances of a given design, there are several tools that can be used
to estimate the resistance generated by the hull. Velocity Prediction Programs (VPPs) are
commonly used in the nautical field. These programs can calculate speed, heel, trim, forces
of sails and of course the resistance of the hull among other important characteristics of a
sailboat [5]. One of the most popular methods used to define a VPP is presented in [11]
and an updated version in [12]. Both are based on the experimental campaign conducted
at the Delft Ship Hydromechanics Laboratory of the Delft University of Technology; in
these formulations the resistance of the hull is linked to its coefficients and parameters
such as the prismatic coefficient, the length of the waterline, the beam of the waterline, the
displacement and so on. In [11] the allowable range in terms of Froude number to estimate
the value of the resistance of a sailboat is between 0.10 and 0.60; while in the updated
version [12] the Froude number ranges between 0.15 and 0.75. Another popular approach
is presented in [13], the focus of the authors in this study is related to the evaluation of the
resistance for planing hulls in smooth and rough water. However, VPPs are not the only
way to estimate the performances of a sailboat. There are more sophisticated softwares
allowing the designer to learn more about his design like Computational Fluid Dynamics
(CFD) software that is a method where Navier-Stokes equations are solved. CFD models
are very powerful tools although more expensive and time consuming and need a rigorous
process of verification and validation (V&V) [14,15]. In [16] the Least Square Root method
(LSR) to define the validation uncertainty of the numerical model is described. Once the
numerical model is verified and validated, the designer can explore different designs to
investigate their performances as in [17] where planing hulls are studied. Other examples
can be found in [18] where CFD is used to study the influence of the trim angle.

The design tool proposed in this paper, written in Visual Basic Application for Excel,
is intended as a Computer Aided Design (CAD) software guiding the designer in creating
an hull form according to the classical naval design methodology which is mostly based
on shape coefficients and non-dimensional ratios. The user enters information in terms of
control points coordinates, angles and weights; however, these data are strictly related to
dimensions (e.g., length of waterline, maximum beam, draft), to tangency (e.g., deadrise,
hard-chine, round bilge) and to shape (e.g., fullness, continuity). Since one of the most
important aspects when developing a tool for a designer is to strongly link it to the experi-
ence, the developed software works with the most important coefficients and parameters
of a sailboat by using specific properties of the rational Bézier curves. In Section 2, these
curves are presented in terms of equations and properties, while in Section 3, an approach
to estimate the resistance curve of a sailboat is presented. In Section 4, the applied approach
to replicate and design a sailboat used in this work is showed. In Section 5 the method
presented is validated replicating an existing sailboat and, finally, in Section 6 a new design
is compared with two existing ones.

2. Rational Bézier Curves

The rational Bézier curves are a particular family of the Bézier curves as presented
in [19]. They can be described with the following Equation (1).

C(t) =
∑n

i=0 wiBi,n(t)Pi

∑n
i=0 wiBi,n(t)

, t = 0, . . . , 1 (1)

where n is the order of the curve, Pi and wi are the control points and the weights respec-
tively, while Bi,n(t) are the Bernstein polynomials defined over the parametric abscissa t
and described by the following Equation (2).
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Bi,n(t) =
n!

i!(n − i)!
ti(1 − t)n−i, i = 0, 1, . . . , n, (2)

The principal difference between a rational Bézier curve and a classic one consists
in the possibility of modifying the shape of a given curve without moving the control
points. This is possible thanks to the weights assigned to each control point. In this way
the designer can manipulate the shape of the curve and maintain the order of continuity in
the ending points in terms of tangency and curvature. Being these curves tangent to the
control polygon at the endpoints, the designer can have direct control on the initial and
final angle of tangency of the curve. An example of this property is shown in Figure 1.

Figure 1. Tangency at the end points of a Bézier curve.

Regarding the control of the curvature (k) at the ending points there is another
important property of the rational Bézier curves that allows the designer to link the position
and weights of the control points to the value of the curvature. This relation is presented in
the next Equation (3).

k(t0) =
w0w2

w2
1

n − 1
n

h
a2 , (3)

where n is the order of the curve, wi are the weights of the control points while a and h are
defined in Figure 2.

Figure 2. Curvature at the end points of a rational Bézier curve.

A practical application of these two properties can be seen in the following example.
In Figure 3 two rational Bézier curves sharing the common point B are plotted.

 
Figure 3. Two rational Bézier curves with a point in common.
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The curve resulting from the union of these two curves presents a continuity of the
second order. As it is possible to observe in Figure 3, the ending point of the blue curve is
coincident with the starting point of the green curve (G0 = C0 continuity) and points AB2,
B and BC1 are all aligned (G1 continuity). Regarding the curvature (G2 continuity), the
designer can apply Equation (3) to establish that the curvature of the green curve is the
same as the curvature of the blue curve calculated in point B (or vice-versa). To achieve
this condition the designer can first calculate the value of the curvature in point B of the
blue curve using Equation (3), then with the following Equation (4) calculate the value to
assign to the weight of the control point BC1 to match the same value of the curvature of
the blue curve and the green curve in their common point.

wBC1 =

√
2
3

wBwBC2

k(B)
h
a2 . (4)

Another interesting property of the rational Bézier curves consists of the possibility
of increasing the degree of the curve without modifying the shape of the curve itself. In
Figure 4 is shown an example of this property.

Figure 4. Degree elevation of a rational Bézier curve.

The original (quadratic) curve is defined by three points A, AB and B. To obtain the
corresponding cubic curve the designer can apply the following procedure:

XA
∗ = XA

YA
∗ = YA

XAB1
∗ = XA

3+ 2
3 XAB

YAB1
∗ = YA

3+ 2
3 YAB

XAB2
∗ = 2

3 XAB + XB
3

YAB2
∗ = 2

3 YAB + YB
3

XB
∗ = XB

YB
∗ = YB,

(5)

where the coordinates marked with * are representative of the new curve. The new curve is
defined with four control points, A, AB1, AB2 and B, resulting in a higher degree curve
compared to the starting one.

3. Estimation of Resistance for a Sailboat

Since 1975, researchers interested in sailing have been developing regression curves
based on polynomial expressions with the aim of estimating the resistance of the hull
of a sailboat. Nowadays there are several approaches to evaluate the resistance curve
of a sailboat; one of the most common is the formulation proposed by [11] and the up-
dated version presented in [12]. Both the formulations are based on the experimental
campaign conducted at the Delft Ship Hydromechanics Laboratory of the Delft University
of Technology. For the purpose of this work the older formulation has been preferred
since in [12] typical coefficients concerning maxi yachts and higher Froude number are
taken into account. Equation (6) shows the regression formulation for the estimation of the
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residuary resistance, Rrh, of the bare hull whose applicability ranges between Fr 0.10 and
0.60 stepped by 0.05.

Rrh
∇c·ρ·g = a0 +

(
a1· LCBf pp

Lwl + a2·Cp + a3· ∇c
2
3

Aw + a4· Bwl
Lwl

)
· ∇c

1
3

Lwl +

+

(
a5· ∇c

2
3

SW
+ a6· LCBf pp

LCFf pp
+ a7·

( LCBf pp
Lwl

)2
+ a8·Cp2

)
· ∇c

1
3

Lwl .
(6)

The coefficient ai In Equation (6), can be found in reference [11], while in the Nomencla-
ture section the meaning of the parameters are defined. To obtain the total hull resistance it
is also necessary to compute the component of the resistance due to friction. In Equation (7)
there is one of the possible empirical formulation widely used by the researchers [5] to
define the friction coefficient.

c f =
0.075

(log(Re)− 2)2 . (7)

Consequently, the friction resistance can be expressed with the well-known equation:

R f =
1
2

ρv2Swc f . (8)

The sum of the resistances estimated in Equations (6) and (8) permits to obtain the
total resistance of the bare hull of a sailboat, as shown in Equation (9).

R = Rrh + R f . (9)

4. Design Approach

In this work, quadratic and cubic rational Bézier curves, whose formulation has been
presented in Section 2, are used to design a sailboat. The shape of the hull is defined by
three sections (fore, mid and aft), three longitudinal curves (sheer, chine and keel) and
the right ahead. In this way, the whole domain is divided into three parts, as can be seen
in Figure 5 where the red circles represent the intersection of the curves. In this way, the
design variables of the problem are the Cartesian coordinates of the control points (the red
circles) and the tangency of the curves at their ends.

 

Figure 5. Curves frame used to define the hull surface.

Sections are defined with rational Bézier curves of second or third-degree depending
on the type of the boat, respectively hard-chine or round-bilge. Each section is composed
of two curves—one starting from the keel ending to the chine and the second one starting
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from the chine ending to the sheer. In this way, it is possible to generate a wide range of
shapes. In Figure 6 the structure of the sections of a round-bilge hull is presented.

 

Figure 6. Structure of the curve of a section of the hull.

To properly define the shape of all the curves of Figure 5, the designer can insert the
values of the coordinates of the control points of the curves with the help of a user-interface
as shown in the following Figures 7 and 8. The definition of the curves by means of the
rational Bézier formulation is particularly suitable for the design of the hull of a sailboat.
In fact, once the main dimensions have been defined (e.g., max beam, max draught, length
of water line), the designer can adjust the fullness of each curve without modifying the
control polygon but just acting on the weights of the control points or the tangency at
their ends.

 

Figure 7. User-interface of a section.
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Figure 8. User-interface of the sheer, chine and keel lines.

To assure G0 continuity of the section, the position of the control points of the two
curves at the chine have to be coincident. G0 continuity is enough for a hard-chine sailboat.
While for a round-bilge sailboat, G1 and G2 continuity have to be imposed as well. G1
continuity can be obtained by controlling the tangency of the curves in the common point
B lying on the chine (angles β1 and β2 in Figure 9). So, in the case of hard-chine β1 �= β2,
while in the case of round-bilge β1 = β2.

 
Figure 9. Control polygon of a G1 second-degree rational Bézier curve.

As can be seen the control points AB, B and BC are all lying in the same line so the
angle at the end of the first curve is the same as the starting angle of the second curve
and G1 continuity is respected. To assure the G2 continuity, the second-degree curve is
not sufficient so, as presented in Section 2, the curve is automatically modified to obtain a
third-degree curve using Equation (5), then Equations (3) and (4) are applied to impose
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the same curvature at the common point of the two curves (point B). In Figure 10 the new
control polygon assuring G2 continuity of a section is shown.

Figure 10. Section modeled with a G2 third-degree rational Bézier curve.

Once all the curves have been defined, the Visual Basic for Application (VBA) tool
prints several exchange files with the information of each curve following two different
strategies. In the first one each curve is sampled in a fixed number of points and their
coordinates (in ASCII format) can be imported in several CAD software that re-creates the
curves by interpolating these points. In the second format, each curve is defined with the
syntax form of an IGES file [20] preserving, in this way, its mathematics. According to the
latter method, a macro has been set up in the parametric software CREO 4.0 from PTC
aimed to import all the curves and automatically generate the sweep surface of the whole
hull. Figure 11 shows the surface of a round-bilge sailboat.

Figure 11. Surface model of a sailboat designed in CREO 4.0 with the information from the VBA tool.

Now the designer can have a closer look to the curves and surface using all the feature
of a commercial CAD software. For instance, Figure 12 shows a screenshot of the gaussian
curvature of a hard-chine hull.
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Figure 12. Curvature analysis of the surface of the hull.

Still inside CREO 4.0 the coefficients used in Equation (6), whose definition is given in
the Nomenclature section, are automatically calculated. The VBA tool grasps these infor-
mation and evaluates the resistance curve of the specific hull vs. the Froude number [11],
plotting the results as shown in Figure 13.

Figure 13. Resistance curve of the hull of a sailboat.

5. Design an Existing Sailboat

In this section two existing sailboats are replicated to validate the method presented
in Section 4. The type of sailboat selected are the so called SKIFF (Sail Keep It Flat and Fast)
shown in Figure 14 that take part to the international annual regatta 1001Velacup®held in
Italy every year in September.

 

Figure 14. The Sail Keep It Flat and Fast (SKIFF) LED and TryAgain during the regattas of 2013 in La
Spezia, Italy.
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These two boats, although quite similar in terms of displacement, length and main
parameters, are characterized by a different hull shape. LED is a classical round-bilge,
designed to sail at a low Froude number while TryAgain is a hard-chine hull, mainly
designed for sail at a higher Froude number. In Figure 15 the designs of both the hulls are
shown (LED on the top and TryAgain on the bottom).

 

Figure 15. Hull design of LED (top) and TryAgain (bottom).

Applying the method presented in Section 4, the two hulls were replicated. In particu-
lar, Figure 16 shows the overlap of the original and rebuilt curves, while Figure 17 shows
the cut-off of the rebuilt surfaces modelled as previously said in CREO 4.0 with transversal
planes to show the sections (red curves), with horizontal planes to show the waterlines
(blue curves) and with longitudinal planes to show the buttocks (green curves). A well
faired curves frame has been obtained without undesired changes in slope or curvature
confirming the goodness of the proposed approach.

 

Figure 16. Lines of the original hulls (black) and rebuilt ones (red). LED on the left part and TryAgain
on the right (part).
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Figure 17. Rebuilt hull surfaces: LED (left) and TryAgain (right).

Once the geometry of the hulls has been defined, the main characteristics of the two
sailboats are automatically calculated. Table 1 shows the comparison of the main hull
characteristics whose definitions can be found in [5].

Table 1. Coefficients of the original and rebuild hulls.

Entity Symbol Unit
LED TryAgain

Original Rebuilt Original Rebuilt

Displacement ∇ m3 0.257 0.258 0.262 0.263
Length Overall LOA m 4.60 4.60 4.60 4.60

Length Water Line LWL m 4.46 4.46 4.49 4.49
Max Beam Water

Line BWL m 1.05 1.05 0.95 0.95

Wetted Surface SW m2 3.49 3.48 3.46 3.50
Water Plane Area AW m2 3.21 3.20 3.10 3.14
Max Transversal

Area AX m2 0.107 0.107 0.094 0.093

Long. Centre of
Buoyancy LCB m 2.48 2.52 2.25 2.26

Long. Centre of
Flotation LCF m 2.69 2.70 2.60 2.60

Max Draught Tc m 0.14 0.14 0.17 0.17
Prismatic Coefficient Cp 0.539 0.540 0.621 0.629

Midship Section
Coefficient Cm 0.728 0.728 0.582 0.576

As can be seen in the previous table, also the differences in terms of coefficients are
very narrow so the method results effectively to replicate a sailboat. In addition, the
resistance curves have been calculated with the procedure presented in Section 3 and
in Figure 18 the original and rebuilt hulls are compared. It is evident that the rebuild
process does not affect the performance prediction: the resistance curves of both the hulls
are completely overlapped, and no appreciable differences can be observed. Some basic
comments about this plot can be done as follows: differences between the two hulls can
be appreciated in the range Fr = [0.25–0.4] where LED has lower resistance than TryAgain
and in the range Fr = [0.4–0.55] where the opposite happens. This is mainly due to the
performance characteristic of the round bilge (LED) and of the hard chine (TryAgain): at
low speed, faired streamlines are favored by the smoothness of the round bilge reducing
the friction resistance; at higher speed, lifting forces generated by the hard chine enhance
pre-planing phenomena and, as a consequence, a reduced wave resistance [5].
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Figure 18. Resistance curves of the original and rebuild hulls.

6. Design of a New Sailboat

As can be seen in Figure 18, depending on the sailing conditions, LED or TryAgain is
better than the other one. To understand the reasons for these differences in terms of the
resistance of the two hulls, an investigation on the effect of the coefficients on the computed
resistance was carried on. In Table 2 the coefficients of LED and TryAgain are compared to
see which one is the most different. The last column reports the difference (CoeffTryAgain −
CoeffLED)/CoeffLED.

Table 2. Comparison between the coefficients of LED and TryAgain.

Coeff. LED TryAgain Diff. (%)

VC 0.258 0.263 +1.90
LCB 2.47 2.26 −9.29
SW 3.48 3.50 +0.57

LWL 4.46 4.49 +0.67
BWL 1.05 0.95 −10.53
AW 3.20 3.14 −1.91
LCF 2.70 2.60 −3.85
TC 0.14 0.17 +17.65
AX 0.107 0.093 −15.05
CP 0.540 0.629 +14.15
CM 0.728 0.576 −26.39

As can be seen in the previous table, the largest differences in terms of coefficients of
the two sailboats are the Longitudinal Centre of Buoyancy (LCB), the Beam of the Water
Line (Bwl), the Max Draught (Tc) and the Max Transversal Area (Ax).

VPP is very sensitive to slight changes of the coefficients. In particular, there are
appreciable differences in terms of resistance starting from Froude 0.4, since for lower
ranges of Froude number the biggest quote to the resistance is related to friction. Reducing
the value of LCB causes better performances for medium speeds, reducing BWL generates
a sailboat that performs in a better way at high Froude numbers, reducing TC and AX have
a not optimal resistance trend for low values of Froude numbers but on the other hand
good one for high Froude numbers.

The goal is to obtain a new shape that has the advantages of the two hulls LED and
TryAgain. To reach this objective the new hull should have a low BWL and a low CP in
order to preserve the performances of LED at a low Froude number; at the same time, this
new hull should need a hard-chine to preserve the performances of TryAgain at higher
Froude number. As a matter of course, reducing the value of BWL will lead to having a
higher TC to match the total displacement of the sailboat.

With all this information, the authors started an intensive campaign to obtain a new
sailboat. The approach can be considered heuristic and knowledge-based with the goal
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of obtaining a new hull design as similar as possible to LED, with good performances at
low values of Froude numbers, but with a chine to take advantage of its positive effect at
high values of Froude numbers. After several attempts using the approach here presented
a new design was defined and the obtained lines are shown in Figure 19 while in Table 3
the coefficients of the three sailboats are compared.

 

Figure 19. The lines of the new design.

Table 3. Comparison of the coefficients of LED, TryAgain and LED_UP_06.

Coeff. LED TryAgain LED_UP_06

VC 0.258 0.263 0.259
LCB 2.47 2.26 2.48
SW 3.48 3.50 3.39

LWL 4.46 4.49 4.48
BWL 1.05 0.95 0.995
AW 3.20 3.14 3.08
LCF 2.70 2.60 2.71
TC 0.14 0.17 0.16
AX 0.107 0.093 0.107
CP 0.540 0.629 0.540
CM 0.728 0.576 0.689

In Figure 20 the surface of the new hull is generated and cut off with transversal
planes to show the sections (red curves), with horizontal planes to show the waterlines
(blue curves) and with longitudinal planes to show the buttocks (green curves).

 

Figure 20. Surface of LED_UP_06.

Finally, applying the method presented in Section 3, the resistance curves of the three
hulls are compared and the result plotted in Figure 21.
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Figure 21. Comparison between the resistance curves of LED, TryAgain and LED_UP_06.

As can be seen in the previous figure, the VPP indicates that LED_UP_06 is the best
hull in light wind condition (low Froude number), then TryAgain gains advantage for
medium ranges of speed, followed by LED_UP_06.

To resume, in Figure 22, the resistances calculated for LED and TryAgain have been
compared to the ones calculated for LED_UP_06. The blue areas indicate where and how
much LED_UP_06 is better than the original hulls, while the red areas indicate the opposite.
The green line compares LED with LED_UP_06 and the area below this line is always blue
in the analyzed Fr range. This means that the new hull guarantees better performances
with respect to LED at any Fr. The red line compares TryAgain with LED_UP_06 and the
areas below this line are red or blue depending on the value of Fr. Basically, LED_UP_06
behaves better than TryAgain in the range Fr = [0.21–0.4] and the improvements arrive at
the 9% of the resistance. TryAgain has lower values of resistance for medium-high values
of Froude number (Fr > 0.4), which is a consolidated result in literature since a higher
value of CP leads to better performances in this range of speeds. Nevertheless, the better
performance due to the pre-planing attitude shown by TryAgain at high Fr can become
significant in the choice between the two hulls only when high speed is assumed during
regattas. Usually these competitions are held in light breeze conditions and rarely boats are
fully planing. Moreover, frequent restarts of the boat due to maneuvering require a boat
able to quickly accelerate and in this sense, the low resistance shown by LED_UP_06 at
medium Fr range could be of great importance.

Figure 22. Difference in percentage between LED and LED_UP_06 and TryAgain and LED_UP_06.

7. Conclusions

In this work, a tool and the relative methodology to design and evaluate the perfor-
mances of hulls of sailing boats is presented. The algorithm and the related Graphical
User Interface (GUI) have been written in Visual Basic for Excel. A total of seven rational
Bézier curves of the third-degree are selected to define the geometry of the hull. To prove
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the validity of the tool and the applied approach, two existing sailboat hulls have been
successfully replicated and a new design of a sailboat is presented.

This procedure has been used to rapidly design a new hull that includes benefits given
by a round bilge and a hard chine hull. It has been demonstrated that a hybrid solution
between these two opposite shapes ensures better performance especially in the mid-range
of Fr, before lifting effects on the hull due to dynamic pressure prevail.

In future works the new hull will be investigated by means of CFD simulations, in a
wider range of real sailing conditions in terms of Froude number, trim and leeway angles,
allowing the designer to understand in a deeper way why the hulls present differences in
terms of performances.
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Nomenclature

Rrh Residuary Resistance N
∇c Displacement m3

ρ Density of Water kg/m3

g Gravity Acceleration m/s2

LOA Length Overall m
SW Wetted Surface m2

AX Max Transversal Area m2

Lwl Length of Water Line m
Bwl Beam of Water Line m
Tc Canoe Body Draft m
LCBfpp Center of Buoyancy m
LCFfpp Center of Flotation m
Cp Prismatic Coefficient (CP = ∇c/LWL Ax) -
Aw Water Plane Area m2

ai Coefficients -
Pi Coordinate of control points m
wi Weight of control points -
Bi,n Bernstein polynomials -
Re Reynolds number -
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Abstract: The use of ventilated hulls is rapidly expanding. However, experimental and numerical
analyses are still very limited, particularly for high-speed vessels and for stepped planing hulls. In
this work, the authors present a comparison between towing tank tests and CFD analyses carried
out on a single-stepped planing hull provided with forced ventilation on the bottom. The boat has
identical geometries to those presented by the authors in other works, but with the addition of
longitudinal rails. In particular, the study addresses the effect of the rails on the bottom of the hull,
in terms of drag, and the wetted surface assessment. The computational methodology is based on
URANS equation with multiphase models for high-resolution interface capture between air and
water. The tests have been performed varying seven velocities and six airflow rates and the no-air
injection condition. Compared to flat-bottomed hulls, a higher incidence of numerical ventilation
and air–water mixing effects was observed. At the same time, no major differences were noted in
terms of the ability to drag the flow aft at low speeds. Results in terms of drag reduction, wetted
surface, and its shape are discussed.

Keywords: computational fluid dynamics; hull design; air cavity ships; hull ventilation; stepped
planing hull

1. Introduction

The drag reduction is the main issue in limiting fuel consumption or enhancing the
performance of High Speed Vessels (HSV). Traditionally the global drag is divided into two
principal components: wave-making drag and viscous drag [1]. Under the name of viscous
drag are included all the effects due to the fluid viscosity, i.e., all the effects that would
be zero if the fluid is inviscid. The viscous part affects several phenomena, including the
so-called form effect, the friction effect, the roughness, and the flat plate friction. According
to the ship typology and its Froude number, the resistance can change from about 40% to
95% of the global resistance [2]. Over time, there have been numerous attempts to reduce
the drag’s viscous component, including the use of multihull, the Surface Effect Ships, the
use of foils (to reduce the wet surface), or the use of hull ventilation [3]. From the first
experiments to today, there have been many efforts to exploit the effect of the ventilation
for drag reduction. Hull ventilation can be addressed both in a natural or forced manner.
The presence of an air pocket can also have a lift role or only a lubricating effect. The shape
or the mass of air can be in the form of cushion [4], layer [5], bubbles, or microbubbles [6].

In order to exploit natural ventilation of planing hulls, wedge boats and stepped
bottom were theorized and studied, both experimentally and numerically, since the fore-
runners’ work of Savitsky [7]. In fact, the planing hulls behave in a similar way to an
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airfoil. In this way, the natural under pressure generated behind a step can be exploited to
facilitate the entry and diffusion of air for ventilating the bottom.

Dashtimanesh et al. dealt with multistep hulls suggesting empirical methods [8]
and by the CFD approach [9,10]. De Marco et al. tried the Large Eddy Simulations (LES)
approach, with different moving mesh techniques [11]. Niazmand Bilandi et al. applied
the 2D+ T theory with success, extending 2D theory to tridimensional problems at double-
stepped planing hulls [12,13]. The results have been furthermore applied to laboratory
experiments and mathematical modeling [14]. In the range of experimental studies, the
studies of systematic variations in a series of stepped hull are particularly interesting, such
as the works of Lee et al. [15] and of Taunton et al. [16].

Butuzov et al. were pioneers in the concept of modern forced ventilated hulls [17].
Since then, many authors have carried out numerical and experimental studies on Air
Cavity Ships (ACS) and Air Cushion Vehicles (ACV). Mäkiharju et al. studied the problem
of scaling air behavior from model to real scale [18]. A great contribution to this topic comes
from Matveev’s research who studied a two-dimensional [19] and three-dimensional [20]
approach. In 2015, Butterworth carried out experimental campaigns on a container ship [21],
while in 2017, Cucinotta et al. performed an experimental campaign on three different
planning models and a mother hull [22]. Wang et al. carried out experimental tests
obtaining similar results and finding excellent performances in terms of porpoising [23].
Barbaca et al. [24] and Qin et al. [25] focused their attention on the cavity flow, taking
advantage of cavity growth, shedding, and closure characteristics.

A tool that has made it possible to achieve significant research progress in this field is
Computational Fluid Dynamic (CFD). This made it possible to reduce research times and
costs, overcome scale problems, and better monitor the phenomena under the hull [26].
Hull [27] and foils [28] fluid dynamics can be addressed successfully by implementing
CFD analyses. Furthermore, it is possible to implement the calculus with Fluid Structure
Interaction analysis (FSI) [29] and optimization analysis [30].

By means of CFD, Cucinotta et al. simulated the hydrodynamics of two models, [31]
and [32], validating them through experimental data. In these analyses, the authors showed
good results regarding drag reduction and numerical convergence and reliability. Since air,
as has been widely observed, tends to escape from the hull sides, especially at low speeds,
the attempt to use longitudinal rails to contain the air flow has been proposed and assessed
in this work. Therefore, the authors present the results of experimental tests and CFD
analyses carried out on a model identical with that presented in [22] but with the addition
of longitudinal rails within the stepped part of the hull and assess their evaluation.

The article is structured in a first part, which describes in depth the used methods,
firstly of the experimental campaign and secondly of the CFD campaigns, and in a second
part that shows the results and the relative comments. Finally, after the conclusions, a list
of nomenclature is reported.

2. Methods

The chapter describes the geometric characteristics of the hull and the position of the
step for the injection of the air and the geometric dimensions of the rails. In order to have a
general idea of the line of the hull, a lines plan is proposed and the trend of the transversal
section area is reported for the sake of completeness. The second part of this chapter
introduces the simulation settings. The mesh and the refinement zones are presented and a
complete description of the sequence of simulations conducted allows us to understand
the approach used during this campaign of investigation. Particular attention concerns
the methodology used for the wall-treatment inside the commercial CFD software and the
initial boundary conditions.

2.1. The Model

As reported in [33], the original yacht is 18 m in length and whose principal dimensions
are reported by Cucinotta et al. [22].
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The bottom part of the hull was modified in order to have a step for injection of the
air. A series of rails from the step to the transom was added. The model is fully described
by [22] and for the sake of readability, the main dimensions are reported in Table 1.

Table 1. Main dimensions.

Dimensions Ship Model Unit

LWL 14.884 2.481 m
LP 16.2 2.7 m
BWL 4.314 0.719 m
BPX 3.72 0.62 m
BPA 3.2 0.54 m
BPT 3.66 0.61 m
T 1.000 0.167 m
Δ 34 0.153 t
S 78.6 2.182 m2

xG (% of LOA) 35.92% 35.92% -
AP 52.2 1.45 m2

NST 1 1 -
LST 8.00 1.333 m
SST 0.304 0.0084 m2

NIN 10 10 -
B × H 0.31 × 0.09 0.051 × 0.015 m × m
SIN 0.279 0.0077 m2

Longitudinal Rails Dimensions

N 8 8 -
BR × HR 0.041 × 0.059 0.007 × 0.01 m × m
TDR 0.340 0.056 m

Figure 1 shows the linesplane, with the presence of the step and its position with
respect to the transom. The step is located 8 m away from the transom (1.33 m for the scale
model) and the rails starting from this step until the end of the hull. The presence of the
step produces a discontinuity in the transversal section area of about 0.3 m2.

Figure 1. Multi-Step hull–Position of rails.

The experimental campaign was carried out in the University of Naples facilities and
the results are reported in [22]. Figures 2 and 3 and show, respectively, the bottom of the
model and a picture from the tests in the towing tank.
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Figure 2. The bottom of the hull.

 

Figure 3. A test in towing tank.

2.2. Simulation Settings

The approach used for solving the fluid dynamics around the hull is the Computational
Fluid Dynamic (CFD in this paper). The main goal of simulation is to solve the pressure and
velocity field around the hull, the volume fraction (the interface between the air and the
water), and, finally, the relative position of the boat in terms of trim and sinkage. In order
to capture all characteristics of the fluid field in terms of pressure and velocity, a URANSE
(Unsteady RANS) approach was chosen. This approach allows to use the Navier–Stokes
equations to solve all the unknowns of fluid. The finite volume method is implemented
in the commercial software STAR CCM+ [34] used for this campaign of simulations. A
crucial parameter is the time-step and the discretization order of the scheme used (in this
simulation 2nd order) for the time-marching solution. The ITTC [35] suggests using a
time-step in a range given by a function of the length of the hull and velocity of the boat,
according to the formula

Δt = 0.01 ÷ 0.05
l
v

in which l is the length and v the velocity of the boat. A complete uncertainty analysis
that comprises the evaluation of time step size, Courant number, grid dimension, and
convergence ratio was carried out according to [35]. The detailed results are reported
in [31].
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The complexity of the simulation is due to the interaction between water and air in
two different ways (interface of the sea, injection of the air in the bottom of the hull). Both
fluids are treated as incompressible.

The multiphase simulation, with the VoF (Volume of Fluid) scheme, is used and thanks
to the High-resolution interface capturing scheme (HRIC), a clear interface is captured
during the entire duration of the simulation. A surface tension equal to 0.072 N/m
between the two fluids is imposed. All the solver settings are the same as the ones used by
Cucinotta et al. [31]. However, for the sake of clarity, Table 2 reports all the settings used
during the simulation.

Table 2. Settings.

Discretization Method Finite Volume Method

Solver Implicit Unsteady
Approach Segregated Flow
Continuity and Momentum Equation coupling SIMPLE-Algorithm
Convection Term 2nd Order
Turbulence Model k-Omega Menter
Surface tension CSF model
Temporal Discretization 2nd order
Iteration for Time Step 10
Time Step Equation (1)
Gradient Discretization Hybrid Gauss-LSQ
Algebraic system of Equations solver AGM-Algebraic Multigrid Solver
Interface VoF-Volume of Fluid
Convection Scheme for VoF HRIC-High-Resolution Interface Capturing
Ship hull motion DBI-Dynamic Fluid Body Interaction
Inner Iterations for Ship Motion 10
Mesh motion Overset Mesh
Interpolation for Overset Linear

In addition to the multiphase problem, the simulation also solves the motion of the
boat. The approach used is the overset mesh. It helps to keep the quality of mesh very
high. In order to use this procedure, the model was divided into two different regions:
the background region (the fixed region in the space) and the overset region. The latter
is free to move along the Z-axis (axis perpendicular to initial free-surface) and it is free
to rotate itself along the Y-axis. The method used for solving the motion of the boat is
the DFBI (Dynamic Fluid Body Interaction). It allows to solve the flow around a rigid
body and simultaneously the motion of the rigid body caused by external forces and the
forces induced by the flow (viscous forces, pressure forces). The equations of motion are
the classic rigid body equations. For each step, the Navier–Stokes equations are solved
considering the volume fraction under the hull by means VoF model. The viscous effects
and the pressure field are integrated over the vessel in order to obtain the value of forces
and moments. In function of these quantities, the solver applies the rigid body equations
considering as center of motion the center of gravity of the boat. Finally, considering all the
effects solved thanks to Navier–Stokes equations and Vof method (turbulence, air under
the hull, waves, pressure field around the hull, viscous effects), the position, velocity, and
acceleration of the boat is updated.

The geometry was defined with the commercial CAD software and all lines of the hull
were defined with the higher precision possible (NURBS modeling). The ITTC [35] defines
a series of guidelines in order to do a virtual towing tank. All these dimensions are shown
in Figure 4.
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Figure 4. Overset and Background regions.

2.3. Boundary Conditions and Mesh

Figure 5 shows the background block with all the boundary conditions defined inside
the solver. Each boundary condition is a field function that involves the velocity and
pressure component of the fluid. The inlet has a Velocity Field function, it considers the
position of the free surface and the velocity of the boat. The free surface is an unknown
quantity that is solved each time step. The hidden surface is defined as symmetry in order
to simulate only half of the domain. The outlet surface has a pressure boundary condition.
It helps to update the free surface also in the outlet.

Figure 5. Boundary conditions.

In the overset region, the external surfaces are the ones linked with the background
region. A zone where it is possible to have problems during the simulation is the overlap-
ping zone between overset and background. There is a gap of elements where the solver
exchanges the results of the corresponding zones; it is crucial to have a size of mesh very
similar in this gap to avoid overflow errors. The blue surface is the symmetry area and the
hull in grey is a wall no-slip surface. The step for injection of the air is a wall in no-slip
condition (simulation is without air injection) and Inlet mass flow when the simulation
involves the air injection.

The trimmed cartesian mesh process is used for this simulation. This approach allows
defining different blocks for refinement. As shown in Figure 6, the refinement is conducted
to keep a low aspect ratio and capture physics phenomena of different zones of interest. It
is evident that a clear refinement is inside the overset block, in the free-surface zone, and
the area around the boat with the Kelvin triangle (Figure 7).
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Figure 6. Mesh in all regions of the simulation. It is possible to notice the overset refinement.

 

Figure 7. Kelvin refinement.

The hull has meshed with particular attention to the immersed zone (Figure 8). The
rails were captured by the mesh with a local refinement, this increases the number of
elements of the mesh. The total number of cells for the overset zone is 4.57 Mln and for the
background zone is 0.49 Mln.

Figure 8. Hull refinement.
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The wall surface of the hull has meshed with a prism layer of elements that allows
capturing the boundary layer appropriately. The parameter that the authors keep under
control is the Wall y+ that for all simulations is always between 30 and 200 (Figure 9).

Figure 9. Wall y+ at full speed.

Finally, thanks to CFD, it is possible to know the area of hull wetted by the water or
by the air. It is possible to solve this quantity considering a cut-off method on the volume
fraction. The wetted surface by the water is calculated defining an interval of volume
fraction where the hull is considered wet by the water. In this work, the chosen threshold
was a volume fraction comprises between 0.5 and 1. The solver integrates the area where
there are these values of water fraction and so evaluate the amount of hull wetted by
the water.

2.4. Simulations Campaign

The simulations were conducted in two different parts. The first part involves the
construction of the resistance curve in function of the velocity without the injection of the
air. These results will be compared with experimental tests. During the simulation, the
trend of the main physic quantities (drag, trim, and sinkage) was plotted and when these
curves reached a stable condition, the simulation was over.

The velocities under investigation are the same as the experimental tests conducted
and reported by Cucinotta et al. [22]. From the first campaign, the recorded pressure and
velocity fields of the fluid and the relative position of the yacht in terms of trim and sinkage
to each Froude number were recorded. These steady states became the initial conditions of
the transient simulation of the second campaign. This methodology helps the convergence
and the speed of the calculus.

During the first campaign of simulation, an uncertainty analysis has been conducted
following the methodology proposed by ITTC [35]. The total uncertainty can be divided
in three different terms: iterative (UI), grid (UG), and time-step uncertainties (UT). Stern
et al. [36] suggested that the value of uncertainty caused by the grid is an order of magnitude
greater than other ones and it is recommended for each simulation to evaluate this value
of uncertainty. The method consists in evaluating several n-th physic quantities (Sn1, Sn2,
and Sn3) to three different meshes (1 fine mesh, 2 medium mesh, 3 coarse mesh) with a
constant ratio between number of cells (rk) (see Table 3). In this case, the physic quantities
assessed are Drag, Trim, Sinkage, and Wetted Surface. For each parameter chosen, it can
be calculated the difference between medium-fine mesh (2) and between coarse-medium
mesh (3). Thanks to these values, it is possible to evaluate the convergence ratio RG (4) and
the order of accuracy PG (5).
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Table 3. Convergence ratio.

Value of Convergence Ratio Type of Convergence

0 < RG < 1 Monotonic
RG < 0 & |RG| < 1 Oscillatory

RG > 1 Monotonic divergence
RG< 0 & |RG| >1 Oscillatory divergence

Finally, with these two values it is possible to obtain the uncertainty with the Richard-
son formulation (6).

εn21 = Sn2 − Sn1, (1)

εn32 = Sn3 − Sn2, (2)

RG =
εn21

εn32
, (3)

PG =
ln
(

εn32
εn21

)
ln rk

. (4)

Un = FS

∣∣∣∣∣ εn21

RPG
G − 1

∣∣∣∣∣ (5)

The main objective of this part is to define the reduction of resistance with the injection
of the air. The flow rates analyzed were generally ranging from 5500 L/min (liter per
minute) to 10,500 L/min, with a step of 1000 L/min. The Froude number studied were
between 0.64 and 0.89 and from 5500 to 10,500 L/min for the Froude number between 1.02
and 1.36. Only for low Froude numbers the same high flowrate was not tested, since the
difference between low and high flowrate became negligible.

The total number of conditions analyzed is 28. Another important objective of this
campaign of simulation is the distribution of the air under the hull during the the air
injection. The conditions that were simulated are briefly summarized in Table 4.

Table 4. Velocities and time-step used for the simulations.

First Part of Simulation Second Part of Simulation

VM [m/s] Fn Δt [s] Two-Steps
Interval of Flow Rate

[L/min]
Step Flow

Rate [L/min] Δt [s] Two-Steps

3.15 0.64 0.01 Wall-No slip 5500−8500 1000 0.005 Air Flow Inlet
3.78 0.76 0.01 Wall-No slip 5500−8500 1000 0.005 Air Flow Inlet
4.41 0.89 0.01 Wall-No slip 5500−8500 1000 0.005 Air Flow Inlet
5.04 1.02 0.01 Wall-No slip 5500−10,500 1000 0.005 Air Flow Inlet
5.67 1.15 0.01 Wall-No slip 5500−10,500 1000 0.005 Air Flow Inlet
6.30 1.27 0.01 Wall-No slip 5500−10,500 1000 0.005 Air Flow Inlet
6.72 1.36 0.01 Wall-No slip 5500−10,500 1000 0.005 Air Flow Inlet

2.5. Hardware

All the operational phases described were conducted on a workstation with an Intel
Xeon 2 GHz, 2 CPU with 16 core, 36 GB of memory, and a Nvidia Quadro M5000 8 GB.

3. Results

3.1. Results of the First Part of the Simulation

The first part of the simulation concerns the model without air injection. The curves of
resistance, trim, and sinkage were compared with the ones of experimental tests. In adding
to this information, the other purpose of this block of simulations is to have a starting
point for the next campaign of simulation. Figure 10 shows the comparison between
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experimental and numerical simulation. The maximum difference between the two curves
is to the maximum velocity.

Figure 10. Resistance curves comparison.

Usually, the increase of velocity could lead to a higher probability of numerical
ventilation effect. This effect is caused by two main reason: the VoF method, at high Fn
and with an overset mesh [37], and the planing hull characteristics (the acute angle caused
by the intersection between the hull and the free-surface) [38]. Even if this phenomenon is
known and studied, there are very few specific studies on a problem as complex as that
relating to a cavity of air injected at high speed under a surface equipped with dynamic
motions and with a mesh overset. This effect produces localized areas under the hull with
the presence of the air which in reality does not exist. This presence of the air could lead to
a reduction of the drag with respect to experimental tests. In this case the effect is localized
and produces a difference lower than 7%.

Another two crucial parameters compared are the trim and the sinkage. Figure 11
shows the behavior of the trim of the model during the different velocities. The trend of
the curves is similar, with peaks of the CFD model more marked than the experimental test.
Trim prediction is always the most challenging issue because it depends not only on the
pressure but also on its distribution and, in particular, in this case, it is strictly related to
the wetted length. However, even if the trend tends to change about Fn 0.8, the maximum
difference is lower than 10%. In Figure 12 the sinkage comparison is reported, the two
curves have the same trend.

The CFD results of this campaign confirm that the settings used for the Virtual Towing
Tank allow having results very similar to experimental tests. The comparison highlights the
same trend for the three different quantities reported. Another important physic quantity
is the wetted surface of the boat. This quantity is not a result of the experimental tests, but
it can be evaluated with CFD simulations. Figure 13 shows the ratio between the wetted
surface area in static condition and during the corresponding speed. The graph highlights
a drastic decrease of the wetted surface between 0.7 and 1 of the Froude number. In this
condition, the wetted surface is about 65% of the static one. At the Froude number of
0.7, the hull starts to planing so there is a decreasing of the wetted surface. The complete
planing is reached at a Froude number of about 1.0.
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Figure 11. Trim comparison.

 

Figure 12. Sinkage comparison.

Figure 13. Wetted surface ratio–Dynamic/Static surface.
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At the last value of this campaign of velocity, as mentioned above, an uncertainty
analysis was conducted in order to evaluate the influence of the grid to the final result. At
the value of Fn of 1.36, three different meshes were investigated with the number of cells in
ratio of 1.4 (as suggested by ITTC [35]). Table 5 shows the results of the physical quantities
investigated to the three different meshes. For all the parameters under investigation,
the method used suggests a monotonic convergence (Table 6). Thanks to the monotonic
convergence, the safety factor of the Richardson expression (6) as suggested by Stern [36]
can be equal to 1. The same table shows that the maximum uncertainty is about 5.1% for
the mesh used in this campaign of simulations. The maximum uncertainty is for the value
of drag.

Table 5. Number of elements and different result for different meshes.

Parameter Fine Medium Coarse

Elements 2,345,723 1,663,633 1,184,081
D 281 293 315

τCFD [deg] 5.55 5.72 6.01
DTBowCFD [m] 0.086 0.091 0.102

SDYN [m2] 1.408 1.443 1.502

Table 6. Uncertainty analysis.

Medium/Fine Coarse/Medium

Parameter εn21 εn32 RG PG U [%]

D 12 22 0.55 1.75 5.1
τCFD 0.17 0.29 0.59 1.54 4.3

DTBowCFD −0.005 −0.011 0.45 2.28 4.8
SDYN −0.035 −0.06 0.59 1.51 3.6

3.2. The Second Campaign of Simulation

In this part of the simulation, for each number of Froude simulated in the first cam-
paign, the virtual tests were performed adding the air injection. Also in this case, the
numerical simulations were compared with experimental tests and in adding, thanks to
the Virtual Towing tank, the wetted surface was reported for each condition of air flow.

Figure 14 shows the first two flow rates with the relative curves of experimental tests.
In both cases, the CFD results of air injection have a trend lower than experimental tests.
In general, the air injection to these flow rates produces a decrease of resistance in the
magnitude of 1% on average for the experimental tests. For CFD results, this decrease of
resistance, on average, is in the magnitude of 5%. The difference between experimental
tests and numerical simulations is lower than 15% in all the points. The difference between
experimental tests and numerical simulations could be caused by the great mixture of air
and water to these values of flow rate. The VoF scheme, with the HRIC model tends to
underestimate the mix of air and water in the rails and underestimate the wetted surface,
introducing a more positive effect on drag than experimental tests.

Thanks to CFD it is possible to evaluate the differences in terms of reduction of the
wetted surface with the air injection. The reduction of the wetted surface allows decreasing
the frictional resistance of the model. On average, the reduction of wetted surface for
5500 L/min and 6500 L/min is about 60%. Figure 15 shows the trend to different velocities
for both the flow rates. The first two flow rates investigated suggest that no great difference
there is between 5500 L/min and 6500 L/min. The air under the hull probably is not
entirely developed and the effect in terms of drag is very low in both flow rates.
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Figure 14. Experimental and CFD results to air injection 5500 L/min and 6500 L/min.

Figure 15. Wetted surface comparison–Air (5500 L/min and 6500 L/min) and No air.

Figure 16 shows the drag curves for 7500 L/min and 8500 L/min flow rates and the
relative ones without air injection. In both cases, the CFD results of air injection have a
trend lower than experimental tests. In general, the air injection to flow rate of 7500 L/min
produces a decrease of resistance in the magnitude of 2% on average for the experimental
tests. For CFD results, this decrease is about 7%. In the case of 8500 L/min, the reduction
is about 8% for experimental tests and 11% for CFD results. The difference between
experimental tests and numerical simulations is lower than 15% in all the points.

Figure 16. Experimental and CFD results to air injection 7500 L/min and 8500 L/min.

Figure 17 shows the wetted surface at different Fn for flow rates of 7500 and 8500 L/min.
The decrease of the wetted surface area is respectively 62% and 65%. To the flow rate of
8500 L/min the decrease of drag is appreciable in experimental tests and in CFD simulations.
The flow of air under the hull starts to cover a higher percentage of bottom of the hull.
This value of flow rate seems to be the turning point, lower than this value the effects
are negligible.
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Figure 17. Wetted surface comparison–Air (7500 L/min and 8500 L/min) and No air.

Figure 18 shows the drag curves for 9500 L/min and 10,500 L/min flow rates and the
relative ones without air injection. In this case, the CFD curves have a trend lower than
the experimental ones, but the difference is reduced to lower than 10%. In general, the air
injection to flow rate of 9500 L/min produces a decrease of resistance in the magnitude
of 11% on average for the experimental tests. For CFD results, this decrease is about 15%.
For a flow rate of 10,500 L/min the decrease is 13% for the experimental test and 17% for
CFD results.

Figure 18. Experimental and CFD results to air injection 9500 L/min and 10,500 L/min.

Comparing to similar experiences carried out on the same hull but without the pres-
ence of the rails (i.e., [31,32]), in this study, the agreement between experimental and
numerical data is lower for all the ventilated cases. This result probably depends on the
difficulty of the interface models used to predict the real ventilated hull surface. In par-
ticular, the HRIC scheme tends to underestimate the air-water mixing in correspondence
of hull discontinuity, and consequently to overestimate the ventilated surface, leading a
reduction in the drag prediction. This numerical phenomenon must be properly evaluated
as it was not a problem for flat bottom hulls.

Figure 19 shows the trend to different velocities for flow rates to 9500 and 10,500 L/min.
The decrease of the wetted surface area is respectively 68% and 69%. The flow rates are the
higher ones and the air under the hull cover almost the entire bottom.

Figure 20 shows the trend of drag reduction to different flow rates at the same Fn.
The curves show that with the increase of the Froude number the curves tend to an high
level of reduction of resistance. The curves show that to Fn number of 0.639 and 0.766, the
decrease of resistance is almost equal to zero and also with the increase of the flow rates
this behaviour remains the same.
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Figure 19. Wetted surface comparison–Air (9500 L/min and 10,500 L/min) and No air.

Figure 20. Reduction of resistance vs flow rate to the same Fn.

To the Fn number of 0.894 the starting point of increase of percentage reduction is the
flow rate of 6500 L/min. This starting point it is also visible for the Froude number equal
to 1.149 but it is translated to the flow rate of 7500 L/min. To the highest values of Froude
number, the curves seem flat and the flow rates does not affect the reduction of drag. To
these values of Fn, there is not great need to push the flow rate until to 10,500 in order to
obtain the desidered effects.

The advantage of this hull grows with increasing speed, up to a peak reduction of
24% (at Fn 1.362 and 9500 L/min). For a speed of Fn < 1, the ventilation is not particularly
effective and tends not to lead to benefits. For Fn ≥ 1, on the other hand, the benefits grow
rapidly and the most advantageous air flow rates are those at 9500 L/min, above which
the gain is reduced again.

In Figure 21 are reported all the wetted surfaces, for each Fn, in three different condi-
tions, respectively, the no-air condition and the minimum and maximum tested flow rates.
In the pictures, the water is represented by the color red and the air by the color blue. The
figure highlights that to all the Froude numbers, the flow rate of 5500 L/min is not enough
to wet the bottom of the hull completely. At this flow rate, for little Froude numbers, the
air tends to escape from the sides, while for high Froude numbers there is a tendency of
the air to be dragged up to the stern, remaining at the center of the boat. At the same time,
at high speeds, air and water are less mixed. For this reason, for the Froude number higher
than 1.27, the air does not escape from the sides of the boat and on the bilge area there is a
channel of a stable water. From the same figure, it is possible to see that the ideal condition
seems to be reached with the condition of 10,500 L/min at the Froude number of 1.15. In
this case, the bottom of the hull and the area around the bilge are almost wholly wetted by
the air without mixing with water.
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Figure 21. Cont.
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Fn = 1.36 

 
No-air 

  
Flow rate 5500 L/min Flow rate 10,500 L/min 

Figure 21. Wetted surface in three different conditions: no-air and injection of the air to the minimum and maximum
flow rate.

The longitudinal rails at low flow rates cannot retain the air and consequently are a
disadvantage more than an advantage since they increase the wetted surface.

4. Conclusions

The experimental and numerical campaigns carried out on an ACS showed the high
potentiality of the hull ventilation, also for planing hulls. The natural under pressure
generates under the step, as in an airfoil lower surface, help the air to ventilate the hull
without escaping too fast.

The hull reach a greatest advantage of about 24% of drag reduction. In the best
conditions, it is clearly visible that the chain is wet (a sign that the air does not escape
laterally) and that consequently the air channel completely fills the cavity up to the transom.

Event if it can be considered a good result, the rails under the hull have not been
shown to give a great benefit compared to the hull without them. The idea for which
they were designed, was that of channeling the flow of air towards the stern, limiting the
lateral escaping, has proved to be ineffective. The airflow towards the stern in fact depends
mainly on the Froude number. As Fn increases, the air tends to follow the travel direction,
in the same way as the hull with the flat bottom [31]. On the contrary, the rails considerably
increase the wet surface. The overall balance is therefore negative.

Even if the accordance between experimental and CFD results is good, the hull
equipped with rails, compared to the flat ones showed in other papers, reveals a more
significant error. This is probably due to greater difficulty in estimating the actual wetted
surface in the area of the rails.

In this sense, the VoF scheme with the HRIC model, which well describes the wave
surface into the air–water interface, tends to underestimate the mix of air and water in the
rails and underestimate the wetted surface. Indeed, the real effect showed by experiments
leads to the generation of microbubbles, instead of big, well-formed bubbles. The CFD
campaign, therefore, showed that on this kind of boat, when the discontinuities under the
hull increase, not only the hull has not great benefits in terms of drag reduction, but also
that the numerical error increases.

The obtained results indicate interesting possibilities for future development in the
study of biphasic phenomena under the hull, particularly in the presence of abrupt discon-
tinuities. Different models than HRIC can be, in future, developed and applied to search
for a better matching between experimental and numerical outcomes.
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Nomenclature

Definition Symbol Unit
Overall Length LOA m
Waterline Length LWL m
Projected Chine Length LP m
Waterline Beam BWL m
Projected Maximum Beam BPX m
Projected Beam at generic X position BPC m
Projected Beam Transom BPT m
Deadrise Angle β ◦
Height of medium buttock line HLM m
Draught T m
Displacement Δ t
Total Resistance RT N
Weight force W N
Longitudinal centre of gravity xG m
Wetted surface Area S m2

Dynamic Wetted Surface Without Air Injection SD m2

Dynamic Wetted Surface With Air Injection SDAir m2

Projected Area AP m2

Velocity of Ship VS m/s
Velocity of Model VM m/s
Froude number Fn -
Length of Ship LS m
Length of Model LM m
Scale λ -
Number of Steps NST -
Position of the step relative to the transom LST m
Refinement ratio of the three meshes rK
Area Step SST m2

Number of nozzles NIN -
Dimensions-Basis × Height BIN × HIN m × m
Area of nozzles SIN m2

Volumetric Flow Rate Q m3/s
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Abstract: In this paper, an efficient and robust Cartesian Mesh Generation with Local Refinement
for an Immersed Boundary Approach is proposed, whose key feature is the capability of high
Reynolds number simulations by the use of wall function models, bypassing the need for accurate
boundary layer discretization. Starting from the discrete manifold model of the object to be analyzed,
the proposed model generates Cartesian adaptive grids for a CFD simulation, with minimal user
interactions; the most innovative aspect of this approach is that the automatic generation is based on
the segmentation of the surfaces enveloping the object to be analyzed. The aim of this paper is to
show that this automatic workflow is robust and enables to get quantitative results on geometrically
complex configurations such as marine vehicles. To this purpose, the proposed methodology has
been applied to the simulation of the flow past a BB2 submarine, discretized by non-uniform grid
density. The obtained results are comparable with those obtained by classical body-fitted approaches
but with a significant reduction of the time required for the mesh generation.

Keywords: Cartesian adaptive grids; immersed boundaries; LES simulation

1. Introduction

The increasing popularity of Computational Fluid Dynamics (CFD) in marine en-
gineering sciences, observed in the last few decades, is to be ascribed to the growth of
computational power, in combination with the increase of robustness and accuracy of CFD
solvers. Today, Reynolds averaged Navier–Stokes simulations on body-fitted meshes are
commonly performed in naval architecture, in order to save time in the design process and
make it less expensive; conventional towing tank or water channel tests are usually limited
to a few shapes obtained in the final design. Nevertheless, the bottleneck of the whole
simulation procedure remains mesh generation; in order to obtain a mesh that satisfies the
requirements of smoothness and proper clustering, particularly in boundary layers and
wakes, its generation still requires lengthy human interaction and relevant expertise by
the user.

Nowadays, the most used method for geometry discretization is the body-fitted ap-
proach, particularly for high Reynolds number flows, and most solvers handle unstructured
or block-structured grids, possibly with partial overlapping: their generation remains the
most demanding task in the total effort and time for the complete simulation [1,2]. The
major reason for this last aspect is that the process is never completely automatic, except in
those cases where the geometry is so simple that it is possible to parametrize its shape. This
is even more complicated in optimization algorithms, where only minor model changes in
shape (and not in topology) are allowed.

In the two last decades, the Immersed Boundary (IB) method has emerged as a valid
alternative to the body-fitted meshes-based CFD methods. The key idea of IB methods
is to locally modify the governing equations in order to enforce the boundary conditions
without a body-fitted mesh: this avoids the complex and time-consuming body-fitted
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meshes generation, by allowing the discretization with a simple structured Cartesian mesh.
The most important advantages of this technique are the easy grid generation, also when
dealing with moving boundaries. The IB idea can be attributed to Peskin et al. [3], who
used it to simulate cardiac mechanics and the associated blood flow. Nowadays, many
variants and procedures of the IB original ideas are proposed: in order to enforce the
boundary condition on the interfaces, some exploit a continuous forcing term in the field
equations, others explicitly locally modify the equations; excellent reviews can be found,
for instance, in [4,5]. With the introduction of wall models [6,7], the use of IB methods
was applied also to resolve high Reynolds number flows, mitigating the need for accurate
resolution within the boundary layer.

This paper proposes an efficient and robust Cartesian Mesh Generation with Local
Refinement for Immersed Boundary Approaches. In particular, the proposed methodology
was developed to be suited for the method proposed in [8], which couples the Immersed
Boundary approach to the level-set method, and also makes use of wall functions at rigid
walls. Although several methods have been published in the literature [8], none of them
completely satisfies the requirements of the specific IB considered here; furthermore, for the
authors’ knowledge, none considers the differential geometric properties of the model sur-
faces to be analyzed to define an optimized geometry-based discretization. The proposed
method aims to overcome these limitations by introducing strategies of diversification of
the mesh dimensions in the different parts of the model, based on automatic segmentation
of the surfaces enveloping the object.

The proposed methodology, i.e., the Cartesian Mesh Generation with Local Refinement
and the IB method with wall functions, is applied to study the flow past a submarine at
a high Reynolds number. The obtained results show how the use of the proposed CFD
tools is extremely helpful to capture the main flow characteristics in the wake of all the
appendages, although the details in the boundary layers are lost because of the adoption of
wall functions. The reported results suggest that the use of immersed boundary approach
is mature enough to be used as an investigation tool in naval architecture.

2. The Cartesian Mesh Generation Method

The proposed Cartesian mesh generation method is specifically developed for the IB
method developed in [1]; the approach produced a Cartesian grid with the following features:

• a signed distance from the wall (positive inside the body and negative outside) is
defined at each point;

• the mesh can be easily refined close to the boundary and where the solution requires
finer discretization (typically in the wake);

• it can consist of block structured Cartesian blocks with possible partial overlapping.

Particular attention is given to the data structure, in order to optimize the storage and
minimize interfaces, in view of parallel calculation.

In the related literature, many methods have been published for the generation of
Cartesian grids (the interested reader can find details in [8]), although none completely
suited to the needs of the developed flow solver. Therefore, a specific grid generation
algorithm, whose flow-chart is shown in Figure 1, is implemented.
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Figure 1. Flow-chart of the proposed method.

2.1. Model Analysis

The proposed algorithm starts from a discrete manifold model (in STL format) and
store it into two tables (named as “Points” and “Triangles”) containing the information
about the planar triangular facets (Figure 2a):

• Points (xi, yi, zi) for i = i, . . . , np: where the coordinates of the np unique points are
stored;

• Triangles: where three pointers to Points are stored for each triangle.

The structure of the two tables avoids redundancy of information. The model is then
positioned by rigid roto-translation operations in the Global Reference System (O, x, y, z)
of the computational domain so that:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

xM
min = 0

yM
G = 0

zM
G = 0

flow direction // x-axis

Here,
{

XM
G , YM

G , ZM
G
}

are coordinates of the model centroids where the origin of the
new reference frame is translated; all the coordinates of the Points are then recomputed in
this reference system (Figure 2b). The model processing includes an automatic surfaces
segmentation, based on a fuzzy analysis of the discrete differential properties, according to
the method proposed in [9] (Figure 2c).
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Figure 2. Key steps of the proposed grid generation method: (a) the imported discretised manifold model; (b) the oriented
discretised manifold model; (c) the results of the discretised manifold model segmentation; (d) the boxes generated with the
geometry-based refinement criterion; (e) the boxes generated with the progressive refinement decrease criterion.

2.2. Boxes Definition

The sole explicit operation from the user is the definition of the computational do-
main where local refinement is required on the basis of the expected flow structure (i.e.,
wakes); this is done by the definition of a box, identified by the two extreme vertices
{Xmin, Ymin, Zmin} and {Xmax, Ymax, Zmax} in the Global Reference System and by the size
of the far-boundary cells

{
Δx f ar, Δy f ar, Δz f ar

}
, where Δx f ar = Δy f ar = Δz f ar = h × 2kG ,

where kG is an integer and h is the minimum cell size. The first generated grid is a set of
hexahedra having face normal oriented along in the three axes directions of the Global
Reference System. The number of Voxels along the three directions is defined as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Nx = max
(

1, int
(

Xmax−Xmin
Δx f ar

))
Ny = max

(
1, int

(
Ymax−Ymin

Δy f ar

))
Nz = max

(
1, int

(
Zmax−Zmin

Δz f ar

)) (1)

Each of the Nv = Nx · Ny · Nz cells is identified by three sets of generalized indices,
defined in the following:

• Equivalent structure cell indices Gijk =
(
Gi, Gj, Gh

)
where 1 ≤ Gi ≤ Nx, 1 ≤ Gj ≤ Ny,

1 ≤ Gh ≤ Nz;
• Three coordinates of the center Cijk = (Cijk,x, Cijk,y, Cijk,z);
• Refinement level index Kijk = kG.

The complete grid with proper local size is generated by implementing the following
refinement criteria, applied to the initial grid:
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• geometry-based criterion: refinement based on the distance from the wall surface of
the model;

• flow-based criterion: refinement defined on the bases of flow features, in regions with
relevant variations of the fluid-dynamic quantities (for example, pressure gradient
and vorticity);

• explicit window-based criterion: any other refinement in regions of interest.

The first criterion is automatic; the second and the third ones require that the operator
defines each of the NROI region of interest by its two extreme vertices

{
Xw

min, Yw
min, Zw

min
}

l
and {Xw

max, Yw
max, Zw

max}l (where 1 ≤ l ≤ NROI) coincident with two vertices of the initial
grid and the refinement level as 2kW (with the integer kW < kG). In the sequel of this
research activity, the last two will also be rendered fully automatic.

The geometry-based refinement criterion is based on the surfaces segmentation (Figure 2d):
for the i-th segmented surface, the algorithm:

• creates a box (whose extreme vertices
{

XM
min, YM

min, ZM
min
}

and
{

XM
max, YM

max, ZM
max
}

coincide with the initial grid) that contains it;
• calculates a value of the grid dimension (2kM,i with the integer kM, i < kG) on the basis

of the surface minimum characteristic dimension.

Regardless of the refinement criteria, the boxes are generated with the extreme points
coincident with grid nodes of the computational domain. This allows for keeping the
consistency of the discretization schemes also with local refinements.

2.3. Progressive Coarsening

To guarantee the smoothness of the refinement level in each direction between a cell
and its neighborhoods, an isotropic recursive algorithm working is implemented. At each
iteration, six wrapping boxes are generated around each box for which ki <

kG
2 (Figure 2e)

with grid dimension ki,new = 2 ∗ ki. The algorithm stops when all the outermost boxes
within the computational domain have grid dimension ki <

kG
2 .

2.4. Removal of Overlapping Boxes with the Same Grid Dimension

The above processes can generate prisms with the same grid dimension that overlaps:
to reduce this redundancy of information, a voxelization-based method with subsequent
clustering of adjacent prisms is implemented.

2.5. Grid Generation with Signed Distance Calculation

For each Voxel of each box, the vertices are generated according to the scheme of
Figure 3. In order to minimize redundancy, all this information is stored in two tables:

• nodes (xi, yi, zi) for i = 1, . . . , Nn, where the coordinates of the Nn unique vertices are
stored;

• Voxels where, for each Voxel, the eight pointers to nodes are stored.

Figure 3. The scheme generation of the vertices of each voxel.

The fourth column of the table nodes is the signed distance between the corresponding
node and the model, whose sign encodes whether the point is inside (negative) or outside
(positive) to the watertight surface. The value of the distance is evaluated by searching
the minimum distance between each node and some points generated parametrically
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on the triangular faces of the model. The distance sign is defined, for its simplicity and
computational efficiency, by using a ray-tracing technique [8].

3. Case Study

The case study analyzed in this paper is a BB2 submarine with casing and ap-
pendage taken from https://www.marin.nl/markets/defence/naval-subsurface-vessel-
hydrodynamic-design-services, accessed on the 24 February 2021 (Figure 4). The model
has foreplanes on the sail and tailplanes; no propulsion systems and mobile appendages or
rudders are present.

Figure 4. The analyzed BB2 submarine with some of the characteristic dimensions.

The choice of this model was done to apply the proposed method to a practical
geometry of interest for naval architecture. The Cartesian grid generation of this model is
critical because of the different characteristic dimensions and shape of the appendages.

3.1. The Refined Cartesian Meshes’ Generation

The original solid model was transformed into a discrete model defined by triangular
flat faces. Figure 5a shows the oriented model with the bounding box dimension and points’
density measures. The clear non-uniformity of points distribution permits to analyze the
robustness of the proposed generation method. In Figure 5b, the fundamental characteristics
of the computational domain defined for the CFD analysis are depicted. First of all, the far
boundaries are placed far enough to minimize blockage effects; then, once grid dimension
(kG) is defined, its extreme points ({Xmin, Ymin, Zmin} and {Xmax, Ymax, Zmax}) were recom-
puted in order to obtain integer numbers of cells according to (1). Figure 6 shows the results
of the surfaces segmentation method superimposing the auto-generated geometry-based
boxes refinement. The algorithm correctly recognizes and segments eight surfaces and
calculates the kM,i integers on the base of the corresponding surface minimum characteristic
dimension.
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Figure 5. The oriented model (a) and the computational domain (b).

Figure 6. The segmented model with geometry-based boxes refinement.

For the application of the proposed algorithm to a realistic CFD analysis, three re-
finement boxes are introduced to properly capture the expected wakes behind the sail,
foreplanes, and tailplanes (Figure 7).

Once the computational domain and the refinement windows are defined, the grid
is generated according to the operations shown in Figure 1 and discussed in Section Grid
generation; for the test case under consideration, the generated grid consists of 12.8 million
cells. This value is about 20 times smaller than that used in [10] to analyze the same
geometry, simplified by eliminating the two foreplanes. Figure 8a shows the zero level of
the signed distance function with superimposing the grid sections on three perpendicular
planes, whereas Figure 8b highlights the difference between the original shape and the one
obtained by interpolation from the signed distance function. From the figure, it can be seen
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that the larger errors are close to the sharp trailing edges of the profiles which, anyhow, are
between 60 mm and 100 mm with a maximum error of always <0.14%.

 

Figure 7. The segmented model with window-based boxes refinement.

Figure 8. The grid generation results.

3.2. Mathematical Models and Numerical Algorithms

The CFD simulation was carried out by the immersed boundary algorithm described
in [8], to which the reader is referred for details. For the sake of completeness, the key
elements of the algorithm are summarized here.

The immersed boundary approach is applied to the solution of the Navier–Stokes
equations for incompressible flows. The governing equations that are solved by numerical
approximations are here reported with index notation (the repeated index convention
is used): ⎧⎪⎪⎨⎪⎪⎩

∂ui
∂xi

= 0

∂ui
∂t

+
∂uiuj

∂xj
+

1
ρ

∂p
∂xi

=
∂τij

∂xj

(2)

The symbols adopted for physical quantities are:

• t for time;
• ei, i = 1, 2, 3 for the base unit vectors;
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• xi, i = 1, 2, 3 for spatial coordinates;
• x = xiei for the position vector;
• ρ for the density;
• ui, i = 1, 2, 3 for the i-th velocity component;
• u = uiei for the velocity vector;
• p for the pressure;
• μ for the dynamic viscosity;
• ν = μ/ρ for kinematic viscosity;
• νT for the turbulent viscosity;
• and τij = (ν + νT)(ui,j + uj,i) for the stress tensor divided by ρ (the Boussinesq

hypothesis was adopted).

Detached Eddy Simulation [11–13] was used for the computation of νt required to
model the turbulent stresses. The above equations hold in the fluid domain. On the solid
wall, no-slip conditions were applied (i.e., ui = 0), whereas, on the fictitious boundary in
the far-field, the velocity was enforced on the inlet boundary, and ambient pressure was
fixed on the outlet. As initial conditions, the flow was started from a resting position and
accelerated to the final value during a transient of time length given by L/U∞, L being the
body length, and U∞ the velocity in the far-field.

The equations are discretized by a finite difference approach, where the convective
and pressure fluxes are discretized by a fifth-order WENO scheme [14], while the viscous
terms are approximated with second-order centered approximation. Time integration was
performed by a second-order fully implicit scheme, with a constant time step equal to
U∞Δt/L = 5 × 10−3.

3.3. Numerical Set-Up

In all the simulations, the adopted Reynolds number was Re = 2.7 × 106, as in the
experiments reported in [10].

To enforce the boundary conditions on the submarine walls, the Immersed Boundary
procedure described in detail in [8] was applied; the algorithm can be summarized as
follows:

1. at the beginning of each time step, the solution is extrapolated inside the body in the
normal direction to the body surface;

2. the solution at internal points is then modified in order to get null velocity on the
rigid walls;

3. the discrete equations are locally modified to retain at least second order accuracy in
the neighborhood of the wall.

Given the high value of the Reynolds number, the wall stresses were evaluated by the
use of wall functions, as described in the referenced paper; of course, by this approximation,
the details of the boundary layers on the hull are lost, and only the wall stress exerted
on the external flow is represented in the model. With the adopted grid, cell size on the
walls in terms of wall units is y+ = duτ/ν = O (200∼300), d being the cell thickness,
uτ =

√
τw/ρ the friction velocity, and τw the tangential stress on the wall. Nevertheless,

vorticity production on the solid walls and the following evolution in the wakes are very
well represented, as shown in the next section.

3.4. Results

The computed pressure on the submarine hull is reported in Figure 9, whereas the
instantaneous vortex structures are reported by the Q-criterion [15] with Q = −50 in
Figure 10. From this figure, it can be seen that the grid is able to capture the details of
the large vortical structure; in particular, the tip vortices from the sail wings are very
well captured, together with their interaction with the vortex structures in the wake of
the sail. Similarly, all the details of the large eddies in the wake of the main body and of
the tail appendages are captured, and their evolution is very well represented in all the
refined regions.
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− 
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− 
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Figure 9. Non-dimensional pressure contours of the submarine surface.

Figure 10. Instantaneous vortex structures visualized by the Q criterion (Q = −50).

The time average of the computed solution is reported in the lower part of Figure 11
in terms of axial velocity on the symmetry plane; in the top part of the same figure, the
instantaneous contours of the same variable are also reported. In Figure 12, the averaged
axial velocity is reported on six cross planes downstream the hull.

The numerical uncertainty was evaluated by following the procedure described in [16],
as recommended by most international engineering associations (e.g., International Towing
Tank Conference ITTC and American Institute of Aeronautics and Astronautics AIAA). A
first level of coarser grid was generated from the finest one by removing every other point
in each direction. A third level of coarsening was impossible because the grid would have
been too coarse to capture some basic element of both geometry and flow characteristics.
Therefore, we adopted the two–grid verification procedure in [16], where the uncertainty
U is evaluated as

U = F
||u f − uc||1

r2 − 1
1

|u f ||1
× 100 (3)
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where r = 2 is the adopted refinement ratio in each direction, u f is the solution computed
on the fine grid, uc is the solution on the coarse grid, and F is a safety factor that, as
suggested in [16] for the two-grid uncertainty verification, was chosen to be equal to 3. The
quantity ||u f − uc||1 is the L1-norm of the difference between the two solution, whereas
|u f ||1 is the L1-norm of the field computed on the fine grid. The uncertainty, computed on
the averaged velocity field, was U = 3.08% for the case considered in the reported example.

 

− 
−
− 
− 

Figure 11. Non–dimensional instantaneous (b) and averaged (a) axial velocity component on the
plane y = 0.

 
Figure 12. Averaged non-dimensional axial velocity on six downstream sections.

Finally, in Figure 13, the contours of the resolved and modeled kinetic energy are
reported on both the symmetry plane and on several cross-sections. From this figure, it
can be seen that, according to the Pope criterion [17], the grid is adequate for a correct LES
simulation, and the ratio between the modeled to the total turbulent kinetic energy being
always below 0.2.
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Figure 13. Resolved (a) and modeled (b) turbulent kinetic energy.
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4. Conclusions

In this paper, an almost fully automatic methodology for CFD analysis for high
Reynolds number flows is also presented. The proposed workflow includes a new method
for Cartesian Mesh Generation with Local Refinement devised and applied to the IB method
developed in [8]. The innovative aspects in the present Cartesian adaptive grid method can
be found in the strategies of diversification of the mesh dimensions in the different parts
of the model, based on automatic segmentation of the surfaces enveloping the object. In
addition, grid refinement can be explicitly controlled in regions where the flow is expected
to exhibit high gradients. This, together with the use of the IB method and of the wall
functions described in [8], allows the simulation of high Reynolds number flows, with
limited grid requirements of the boundary layers. The whole methodology, starting from a
discrete manifold model of the object to be analyzed and from the following input:

• definition of the computational domain and regions of interest with the dimensions
of the corresponding grid;

• the key information for the CFD simulation (expected high flow gradients);

automatically produce the grid for the CFD analysis. The aim of this paper is to show that
this automatic workflow is robust and enables to obtain quantitative results on geomet-
rically complex configurations such as marine vehicles. For this purpose, the proposed
methodology was applied to study the flow past a BB2 submarine. The grid was able to
capture the details of the large vortical structures from the sail wings and from the tailplanes,
as well as their interaction with the wakes emanating from the sail and from the main body.
Furthermore, the grid proved to be adequate for a correct LES simulation in the wake.

The present research activity will be extended to include the development of an
automated mesh refinement strategy, able to capture flow details without explicit input
from the user. Moreover, other operating conditions (underwater maneuvers, surfacing,
diving) will be addressed, and the results of the fluid dynamic simulations will be verified
and validated against available experimental data. In particular, in future research, the
capability of the present Immersed Boundary approach coupled with automated mesh
refinement will be checked for free surface flows around surface piercing vessels, like ship
hull or submarine vehicles operating at snorkeling depth.
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Abbreviations

The following abbreviations are used in this manuscript:

CFD Computational Fluid Dynamics
IB Immersed Boundary
LES Large Eddy Simulation{

XM
G , YM

G , ZM
G
}

coordinates of the model centroids
ROI Region of Interest
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{Xmin, Ymin, Zmin} and {Xmax, Ymax, Zmax} two extreme vertices of the computational domain
2kG the computational domain grid dimension{

XM,i
min, YM,i

min, ZM,i
min

}
and

{
XM,i

max, YM,i
max, ZM,i

max

} two extreme vertices of the box containing i-th
segmented surface

2kM,i
the grid dimension of the box containing i-th
segmented surface{

Xw
min, Yw

min, Zw
min
}

l and {Xw
max, Yw

max, Zw
max}l

two extreme vertices of the l-th ROI defined by the
operator

2kw,l
the grid dimension of the l-th box defined by the
operator
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Abstract: A procedure for the optimization of a catamaran’s sail plan able to provide a preliminary
optimal appendages configuration is described. The method integrates a sail parametric CAD model,
an automatic computational domain generator and a Velocity Prediction Program (VPP) based on
a combination of sail RANS computations and analytical models. The sailing speed and course
angle are obtained, with an iterative process, solving the forces and moment equilibrium system of
equations. Analytical formulations for the hull forces were developed and tuned against a matrix of
CFD solutions. The appendages aerodynamic polars are estimated by applying preliminary design
criteria from aerospace literature. The procedure permits us to find the combination of appendages
configuration, rudders setting, sail planform, shape and trim that maximise the VMG (Velocity Made
Good). Two versions of the sail analysis module were implemented: one adopting commercial
software and one based on the use of only Open-Source codes. The solutions of the two modules
were compared to evaluate advantages and limitations of the two approaches.

Keywords: velocity prediction program; numerical optimization; High-Fidelity analysis; geometric
parameterization; multihull design

1. Introduction

A sailing boat is a mechanical system in which several forces and moments act in a
complex environment whose static and dynamic equilibrium affect the overall performance.
The sailing speed depends on the boat characteristics and on the sails performances with a
mechanism that requires several aspects of physics involved to be opportunely modelled.
For this reason, yacht design should be faced within so-called Velocity Prediction Program
(VPP) environments [1]. VPPs are procedures that evaluate the global equilibrium of the
system balancing hull and sail forces. Their accuracy is strongly related to the accuracy of
the model adopted to estimate the forces [2]. The typical approaches to feed the models are
the generation of experimental databases [3,4] or the integration of CFD (Computational
Fluid Dynamic) computations [5]. Adopting numerical flow solutions, however, can
significantly increase the cost of computations leading to procedures that are not compatible
with the practical requirements of design especially in the preliminary sizing phases. The
identification of the most opportune compromise between accuracy and computational
requirements is the winning strategy to develop efficient design tools. The adoption
of a combination of surrogate models and available sails data to reduce the calculation
requirements in VPPs is proposed in [6]. In [7] analytical formulations for sail aerodynamics
have also been described. In [8], the data deriving from experiments and computations
are used to develop a VPP for the Olympic Nacra 17 foiling catamaran. In some cases,
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as for instance in foiling vessels, the sailing dynamic stability plays a crucial role. In [9],
the dynamic stability is included in a VPP developed for the International Moth dinghy.
In [10], such aspect is studied for a 16-foot foiling catamaran.

The method here proposed integrates a parametric geometry model of the sail plan,
an automatic computational domain generator and a VPP based on a combination of CFD
computations and analytical models. Sailing speed and course angle are obtained, with an
iterative process, solving the forces and moments equilibrium system of equations. The
hull forces are modelled by empirical analytical formulations whose coefficients are tuned
against a matrix of known solutions of the isolated demihull. This model provides a very
fast evaluation of the forces at a given velocity, displacement and leeway angle. Dagger
boards and rudders are modelled as wings. Their aerodynamic polars are estimated
applying preliminary design criteria from the aerospace literature. The closure of the
equations system is assured by the sail forces and the position of the aerodynamic centre of
effort provided by RANS (Reynolds Averaged Navier–Stokes) computations. The VPP is
integrated in a numerical optimization environment which permits to find the sail planform,
shape and trim that, in combination to a preliminary evaluation of the optimal appendages
configuration and rudders setting, maximise the boat VMG (Velocity Made Good). The test
case used for the development of the method is a Classic A-Class catamaran.

Part of the work reported in this paper was funded within the 4th EU PRACE’s SHAPE
programme. At the end of the project a technical report was produced and made available
online [11]. The present work was inspired by that report from which it differs for a deeper
description of the implemented modules with particular focus on the VPP.

The paper is divided into three parts: the first introduces the VPP that couples the
analytical model of the boat to the sail RANS solution, the second one describes the
development of the modules of the optimization environment and the last one compares
the solutions of two versions of the sail analysis model applied to a simple A-Cat sail
optimization problem. The two proposed CFD modules differ in the numerical tools
used to implement them. One was developed adopting well-known commercial software
while the other is based on Open-Source codes. The integration of the latter model allows
to propose a design tool completely free from commercial licenses (the VPP and the
parametric CAD model of the sail are already based on Open-Source software) with a clear
advantage in economic terms. Nevertheless, its accuracy and the complexity related to
its implementation in an optimization environment should be verified case by case. The
comparison here reported was planned with this purpose.

2. Performance Prediction Model

A boat model, fully based on analytical formulations, is proposed. The objective is
to provide a very fast and versatile tool able to estimate the boat characteristics with an
accuracy acceptable in the preliminary development phase and suitable for an optimization
environment. The strength of this approach is the capability to easily parametrise several
aspects of the boat components providing the possibility to involve in the optimization a
wide range of design variables as chord, draft, twist, setting, airfoil and planform of the
appendages. The boat model is developed in form of a Scilab function [12] able to interact,
in a comparative iterative process within the equilibrium equations system, with the sail
RANS aerodynamic solution to constitute a VPP.

2.1. Boat Global Forces and Moment Equilibrium

Figure 1 reports the orientation of the adopted reference frame and summarises the
forces acting on the boat.
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Figure 1. Scheme of forces acting on the boat.

The forces equilibrium equations of the complete boat, referred to a frame with the X
axis aligned with the sailing direction and the Z axis perpendicular to the water plane, are:

X equilibrium

DTOT = DDD + DDU + DRD + DRU + DH + DMx + DBx = Ft (1)

D refers to drag, the subscripts ∗DD , ∗DU , ∗RD and ∗RU refer, respectively, to downwind
dagger board, upwind dagger board, downwind rudder and upwind rudder. DH is the
demihull resistance, DMx and DBx are the aerodynamic drag component along the X
direction, respectively, of the crew and the boat. Ft is the thrust force of the sail.

Y equilibrium (assuming to neglect the lift generated by the boat)

Fhcosϕ + DMy + DBy = LDD cos(ϕ + δD) + LDU cos(ϕ − δD) + LRD cos(ϕ + δR) + LRU cos(ϕ − δR) + LH (2)

Fh is the sail heeling force, ϕ is the heeling angle, DMy and DBy are the aerodynamic
drag component along the Y direction, respectively, of the crew and the boat. L refers to lift
force, δ refers to the appendages dihedral angle and LH is the side force generated by the
demihull. The subscripts ∗D and ∗R refer to dagger boards and rudders.

Z equilibrium

WM + WBE + Fhsinϕ = WBO + LDD sin(ϕ + δD) + LDU sin(ϕ − δD) + LRD sin(ϕ + δR) + LRU sin(ϕ − δR) (3)

WM is the crew weight, WBE is the boat empty weight and WBO is the boat operative
weight.

The moment equilibrium along the X axis and around the centre of buoyancy of the
downwind hull gives:

MX equilibrium

WBE
d
2

cosϕ + WMlMcosϕ = WBEhgsinϕ + Fhhh + LDD hDD + LDU (hDU − dsinδD) + LRD hRD + LRU (hRU − dsinδR) + WBEhBsinϕ (4)

where the left-hand side of the equation represents the maximum possible righting moment
with the helmsman at trapeze. The term hh is the height of the sail centre of effort and hg is
the height of the boat centre of gravity. The other terms h refer to the arm of the resulting
force relative to the element identified by the subscripts.

It was decided to not involve the yaw and pitching moment equilibrium in the
system. The first in general impacts the rudder angle while the latter mainly influences
the hull longitudinal setting. Both parameters can be controlled with an opportune sail
rig/appendage centring and crew position. In more detail, the idea is to avoid including
the yaw equilibrium, for which the variables would be the relative mast/daggerboard
positions, and to include the rudder setting as variable of design. Its most opportune setting
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can be obtained as output of the optimization and operatively achieved by positioning the
mast and the appendages in a location that allows sailing with the required rudder setting.
The option to avoid solving the pitching moment equilibrium might appear not opportune
in case of very slender hulls such as the catamaran’s ones. In our case, nevertheless, the
extremely light empty weight of the boat (comparable with the weight of the crew) allows
to force the longitudinal attitude in all sailing conditions controlling the position of the crew
without the requirement of including the longitudinal degree of freedom in the system. As
it was done for the rudder, the longitudinal setting can be imposed as variable of design
without deriving it as consequence of the equilibrium. In the view of developing a static
VPP, the assumption to neglect the two additional equilibrium equations is considered
acceptable for the presented application.

2.1.1. Hull Forces Modelling

A large amount of literature is available, and several strategies are offered to model a
traditional monohull sailing yachts, from databases solutions to accurate regression based
polynomial expressions [13,14]. Such methods are not valid in case of fast catamarans hulls
although experiments on slender bodies, both in calm water and head waves, are available
to support the development of analytical models [15]. A significant contribution on this
topic is provided by the Molland’s work [16]. Nevertheless, the documented correlations
inspired the develop of simplified formulations customised to a typical A-Class cat hull
shape whose coefficients are to be tuned knowing a limited set of forces data of the hull
to be modelled. The formulations were developed by a comparison with a wide matrix
of data of a reference hull at several attitudes and leeway angles. The reference database
was obtained by RANS analyses in place of experimental measurements. The literature
confirms, in fact, the confidence in the accuracy of CFD solutions for both displacing
and planning hulls [17,18]. The adopted base of validation of the analytical model is the
demihull of a Flyer S A-Class catamaran (Figure 2).

 

Figure 2. Reference demihull adopted to develop the analytical hull forces model.

Two formulations were developed for hull side force and for drag. To estimate the
hull side force (force laying in a plane parallel to the water plane and normal to the sailing
direction), the bare hull is modelled as a lifting body as follows:

LH =
1
2

ρwV2SH
∂CLH

∂β
β (5)

where ρw is the sea water density, V is the boat velocity and β is the leeway angle. The
reference surface SH is the side projection, on the symmetry plane, of the submerged part
of the demihull and changes with displacement. It is modelled, for a typical A-Class hull
shape, by two formulations approximating a set of values computed by a CAD system and
valid before and after a defined operative weight WBO0 :

SH =

{ (
kSH1WBO0 + kSH2

)( WBO
WBO0

)τSH , WBO < WBO0

kSH1WBO + kSH2 , WBO ≥ WBO0

(6)
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The coefficients kSH1 and kSH2 are computed knowing two surface values in the linear
region. τSH is estimated adding a known value at an operative weight lower than WBO0 .

According to the matrix of CFD solutions of the reference demihull, the slope of the

side force curve
∂CLH

∂β linearly change with the displacement. Nevertheless, also a non-
linear relation with the velocity (Reynolds effect) and the leeway angle was observed. To
account for those effects the developed formulation contains exponential expressions of
the two parameters:

∂CLH

∂β
= VτH1 βτH2 (kH1WBO + kH2) (7)

The parameters kH1, kH2, τH1 and τH2 are tuned against the known hull data. The
graphs in Figure 3 compare the analytical solutions at two velocities and three leeway
angles with the reference CFD database.
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Figure 3. CFD and analytical solutions of demihull side force for the reference hull.

The bare demihull total resistance is expressed by:

DH =
1
2

ρwV2SwetCT (8)

The reference wet surface Swet depends on the operative weight and is modelled with
two formulations similar to the ones adopted to model SH . The values to be approximated
are computed by CAD. The model estimates the surface value starting from zero displace-
ment in order to provide the procedure the capability to analyse also configurations in
which the lifting contributions of the foils are predominant to the hull forces.

Swet =

{ (
kSw1WBO0 + kSw2

)( WBO
WBO0

)τSw , WBO < WBO0

kSw1WBO + kSw2 , WBO ≥ WBO0

(9)

The terms kSw1 , kSw2 and τSw are found knowing the hull wet surface at two displace-
ment values in the linear and one in the non-linear region. Figure 4 reports the comparison
between the wet surface modelled by the developed analytical formulation and the values
of the reference hull computed by CAD.
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Figure 4. Hull wet surface of the reference demihull.

The total resistance coefficient is modelled as a combination of a friction and a resid-
uary component [19]:

CT = (1 + k)Cf + Cw (10)

The form factor (1 + k) accounts for the over velocity generated by the thick shape
of the body [20]. Its value is evaluated from literature or from a known bare hull drag
value. The skin friction coefficient is estimated according to the ITTC-57 friction line
expression [21]:

Cf =
0.075

(logRN − 2)2 (11)

where RN = VLwl
ν is the Reynolds number referred to the hull waterline length. Good

agreement with CFD computations was observed (Figure 5) adopting as Lwl the full length
of the hull (modern A-Cat hulls have an inversed bow shape).
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Figure 5. Skin friction coefficient of the reference demihull.

A significant simplification was chosen to model the residuary drag coefficient Cw. A
combination of two quadratic formulations with Froude number, for speeds lower and
higher than a critical value and linearly function of the operative weight, was adopted:

Cw =

⎧⎪⎨⎪⎩ (WBO + ww)

(
kw1 +

kw2
FNcr

+ kw3
FNcr

2

)
FN

2, FN < FNcr(
WBO + ww)

(
kw1 FN

2 + (kw2 FN + kw3), FN ≥ FNcr

(12)
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The factor (WBO + ww) accounts for the dependency from the operative weight and
is tuned by the term ww. The values of ww, kw1 , kw2 and kw3 are to be tuned against the
matrix of the known demihull solutions. If a large database of hull solution is available,
the combination of values that best match the data might be identified with a trial-and-
error procedure. The values adopted for the reference hull were identified by a numerical
optimization procedure that converges toward the combination of values that minimize the
absolute difference between the analytical formulation and the computed CFD values. To
further best match the data, the boundary Froude number might differ from the theoretical
critical value of 0.4 referred to the waterline length. The Figure 6 compares the solutions
of the analytical wave drag model with the CFD solutions of the reference hull at two
operative weights.
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Figure 6. Wave drag coefficient of the reference demihull.

Figure 7 compares the computed (by CFD) and the modelled (by the developed
analytical models) viscous and residuary drag of the reference hull. It is evident how
the viscous component is dominant in most of typical A-Cat speed range. Therefore, the
relative roughness of the wave drag model poorly affect the accuracy of the total hull
drag estimation.

An additional factor that accounts for the drag increase due to the leeway angle was
also included. Such dependency was assumed to be quadratic with leeway angle. From the
CFD computations it was also observed to be linearly dependent to the operative weight
and exponentially to velocity. The proposed factor to be included is:

1 + kβVτβ
(
WBO + wβ

)
β2 (13)

The terms kβ, τβ and wβ are tuned against the known hull solutions. The final analyti-
cal drag formulation assumes then the form:

DH =
1
2

ρwV2Swet

[
(1 + k)Cf + Cw

][
1 + kβVτβ

(
WBO + wβ

)
β2
]

(14)
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Figure 7. CFD and modelled drag breakdown for the reference demihull.

Figure 8 compares, for the reference hull, the modelled hull drag increase due to the
leeway angle with the CFD computations at two velocities.

 

100

110

120

130

140

150

160

0 1 2 3 4

To
ta

l d
ra

g 
[N

]

β [deg]

V = 10 knots

180

200

220

240

260

280

300

0 1 2 3 4

To
ta

l d
ra

g 
[N

]

β [deg]

V = 14 knots

 CFD (WBO = 150 kg) 

Analytic. (WBO = 150 kg) 

CFD (WBO = 190 kg) 

Analytic. (WBO = 190 kg) 

Figure 8. Hull resistance increase due to leeway angle for the reference demihull.

The analytical formulations can be tuned to model new hulls knowing a total of
three CAD measurements at three displacements and a minimum of six CFD solutions or
experimental forces measurements at two values of velocities, attitudes and leeway angles.
The coefficients adopted to model the reference Flyer S demihull forces are listed in Table 1.
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Table 1. Values of the parameters adopted to model the Flyer S demihull forces.

Reference Surfaces Side Force Wave Drag Leeway Drag

kSH 1 = 0.00437 kH1 = 6 × 10−7 ww = 80 kg kβ = 2 × 10−6

kSH 2 = 0.07 kH2 = 1.3 × 10−4 kw1 = 2.16 × 10−6 τβ = 1.5
τSH = 0.83 τH1 = 1.3 kw2 = −8.3 × 10−6 wβ = 400 kg

kSw1 = 0.00876 τH2 = 0.2 kw3 = 9 × 10−6

kSw2 = 0.95
τSw = 0.5 shape factor k = 0.01

WBO0 = 94 kg

2.1.2. Appendages Forces Modelling

Dagger boards and rudders are modelled as wings. Their aerodynamic polars are
estimated applying preliminarily design criteria from literature. The formulation for lift is:

L =
1
2

ρwVe f f
2SCL (15)

The lift coefficient, in the linear region of the lift curve of a non-symmetric foil, can be
expressed as:

CL =
∂CL
∂α

αe f f + CL0 (16)

where ∂CL
∂α is the slope of the lift curve and CL0 is the lift generated by the foil at zero

incidence. The effective velocity Ve f f is the component of the boat velocity vector normal to
the foil leading edge (for rectangular planform) and αe f f is its angle of incidence. Ve f f is the
only velocity component responsible for the generation of lift (the friction contribution can
be neglected). The spanwise component, in fact, does not affect the lift but only causes a
shifting of the boundary layer [22]. From geometrical considerations it can be demonstrated
that, for moderate values of the leeway angle, the effective velocity can be approximated to
the boat speed:

Ve f f ≈ V (17)

and the effective incidence can be approximated, for instance for the downwind ap-
pendage, to:

αe f f ≈ βcos(ϕ + δD) (18)

From the above considerations and referring to the Figure 1, the lift coefficients of
dagger boards and rudders are then expressed in function of β as follows:

CLDD
=
(

∂CL
∂α

)
DD

[βcos(ϕ + δD) + r] + CL0DD

CLDU
=
(

∂CL
∂α

)
DU

[βcos(ϕ − δD)− r]− CL0DU

CLRD
=
(

∂CL
∂α

)
RD

[βcos(ϕ + δR) + γ]

CLRU
=
(

∂CL
∂α

)
RU

[βcos(ϕ − δR) + γ]

(19)

The 3D lift curve slopes are estimated by empirical formulations used in aeronautics
in the preliminary design phase [23]. Assuming a linear twist and constant airfoil section
along the full span, it is modelled (with dimension 1

deg ) as:

∂CL
∂α

= f

(
∂Cl
∂α

)
2D

b
2p

1 + 57.3

(
∂Cl
∂α

)
2D

b
2p

πλ

(20)
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The terms p is the foil planform perimeter subtracting the root chord length, b is
the appendage draft and λ the aspect ratio of the mirrored full span geometry. The term(

∂Cl
∂α

)
2D

is the 2D lift curve slope of the adopted airfoil.
The dagger boards lift coefficients at zero incidence CL0D are obtained solving the lift

curve equations for CLD = 0 (first two expressions of Equation (19)) substituting to the
factor between squared brackets the 3D angle of incidence at which the foil generates zero
lift that, for the downwind dagger board, for instance, is given by:

αCL0 = αCL02D
+ Jε − r (21)

αCL02D
is the zero-lift incidence of the airfoil, ε is the foil twist and r the root stagger

angle.
The appendages drag formulation is:

D =
1
2

ρwV2SCD (22)

where the drag coefficient CD is expressed in function of the lift coefficient.

CD = CD0 +
CL

2

πλe
+ CLε

(
∂Cl
∂α

)
2D

v +

[
ε

(
∂Cl
∂α

)
2D

]2
w (23)

The 2D lift curve slope of the airfoil
(

∂Cl
∂α

)
2D

required in Equations (20) and (23), the
zero lift incidence αCL02D

of Equation (21), the drag at zero lift CD0 in Equation (23) refer
to the characteristics of the selected airfoil and can be provided in several ways. In the
method described in this paper three options were implemented: they can be provided
as an external experimental database, in a form of coefficients of analytical 2D polars or
can be computed “on the fly” by a coupled panel/boundary layer code [24] in which the
airfoil is parameterized by a NURBS control polygon or provided in formatted coordinates
of points. The values of f in Equation (20), J in Equation (21), e, v and w in Equation (23)
are reported in the literature as a function of aspect and taper ratio [25].

The analytical formulations above described are valid for isolated wings. The effect
on rudders of the daggerboard downwash was considered moderate and neglected at this
stage. From the downwash chart reported in [26], it was estimated that this approximation
introduces uncertainness on the total drag in the order of fractions of percentage. Other
phenomena such as wall interference, ventilation and the effects of the moderate curvature
of Classic A-Cat daggerboards were also not considered. An activity to refine the models is
on progress by fine tuning additional factors against an extended database of CFD solutions
on hulls with appendages (Figure 9). For sail optimization purpose, nevertheless, moderate
uncertainness in the accuracy of the VMG is not expected to invalidate the search direction
of the shape that maximize the sail thrust.

 

Figure 9. Example of a CFD solution of the hull with appendage used to fine tune the foils analyti-
cal models.
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Substituting the foils forces formulation in the equilibrium system of equations—
Equations (1)–(4)—and including the hull side force model—Equation (5)—we obtain,
assuming the boat velocity V and the height of sail aerodynamic centre of effort hh to be
given as input, a system of five equations and five unknowns (DTOT , FH , WBO, LH and β).
The solution of the equations system is implemented as a script function (written in Scilab)
that produces as output the boat total resistance DTOT and the sail heeling force FH (which
are the parameters to be compared with the CFD sail solutions) at a given speed V, centre
of effort height hh and set of parameters characterising the boat configuration (Figure 10).
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Figure 10. Scheme of the equilibrium equations function.

2.2. Closure of the Performance Solution Problem

No sail aerodynamic model is included in the function modelling the boat performance.
As anticipated, it requires an input of two unknown parameters that are not related to the
boat geometry or setting: the velocity of the boat V and the height of the sail centre of effort
hh. The closure of the problem is provided, iterating with the CFD aerodynamic solution of
the sail at fixed sailing conditions.

Figure 11 describes the workflow to estimate the VMG for a given combination of
parameters characterising the boat configuration. The procedure begins guessing an initial
sailing speed V and course TWA. A CFD analysis, with the selected sail plan, shape and
trim, is then run at these conditions. Sail forces and centre of effort are extracted and used
to verify the equilibrium system. The verification consists in checking if the boat total
resistance and the sail heeling force, computed by the analytical model for the given hull
and appendage configuration, are equal, respectively, to the sail thrust force and the heeling
force deriving from the CFD computation:{

DTOT = FtCFD
Fh = FhCFD

(24)

If the two solutions are different, new values of boat speed and true wind angle are
selected. The CFD computation is restarted at the new conditions and the procedure is
repeated until the equilibrium equations criteria are verified (within a prescribed tolerance).
The VPP problem is completed with the production, as output, of the “Velocity Made
Good” (VMG = VcosTWA), which represents the velocity of the boat toward the wind
direction [27] with the selected sail geometry (considered rigid) and appendages.
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Figure 11. Flow chart of the VPP module.

To speed up the convergence of the VPP solution, the procedure of sailing conditions
exploration was split into two nested cycles. The principle is to use an external loop, which
involves the RANS computation, to model analytical polars of the sail aerodynamics to
indicate the inner search algorithm the direction where to find the sailing conditions that
verify the equilibrium. The estimated sail aerodynamic model is then refined every external
cycle until the equilibrium is verified in both loops. The analytical polars formulations used
to model the sail aerodynamics are similar to the one adopted to model the appendages:

CLS =

(
∂CL
∂α

)
S

AWA + CL0S (25)

CDS = CD0S + kSCLS +
CLS

2

πλSeS
(26)
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The term eS is the sail induced drag factor (always lower than 1) or “Oswald efficiency
factor” and is related to the shape of the spanwise load distribution. For preliminary design
purpose it is reported as function of aspect and taper ratio. λS is the sail aspect ratio. The
coefficient kS in related to the sail camber. CL0S and CD0S are, respectively, the lift and drag
coefficients the sail rig would exhibits at zero angle of incidence if it was rigid with the
current shape.

The thrust and heeling forces are expressed in function of sail lift and drag coefficients
by the equations system [28]:{

FtCFD = 1
2 ρa AWS2SS(CLSsinAWA − CDScosAWA)

FhCFD = 1
2 ρa AWS2SS(CLScosAWA + CDSsinAWA)cosϕ

(27)

where ρa is the air density and SS is the sail reference surface. The apparent wind speed
AWS and angle AWA, which are the sail reference freestream velocity and angle of inci-
dence, are obtained as function of the true wind speed TWS (for convention measured at
10 m from the sea level) and its angle TWA by the relations:

AWA = tan−1
[

TWSsinTWAcosϕ

TWScosTWA + V

]
(28)

AWS =

√
(TWSsinTWAcosϕ)2 + (TWScosTWA + V)2 (29)

Substituting the Equations (25), (26), (28) and (29) into the system (27) we obtain
the formulation of FtCFD and FhCFD, in function of V and TWA, that will be used in the
verification criteria of the equilibrium equations system (24).

The drag polar is a quadratic formulation with the lift coefficient. The sail aerodynam-
ics requires then at least three iterations to be completely modelled. Its progressive update
follows different criteria during the first three iterations of the external cycle of the flow
chart in Figure 11:

• In the first iteration the sail lift curve slope
(

∂CL
∂α

)
S

and the induced drag factor eS are
estimated from literature as function of sail aspect and taper ratio. The value of zero-
lift drag coefficient CD0S is roughly guessed. The sail lift and drag coefficients CLS and
CDS, obtained from the CFD analysis, are used to estimate CL0S from Equation (25)
and kS from Equation (26).

• In the second iteration the additional CFD solution is used to complete the analytical

lift curve formulation adjusting the values of the lift curve slope
(

∂CL
∂α

)
S

and zero-
incidence lift coefficient CL0S. The parameters updated in the polar curve are CD0S
and kS while the value of eS is still guessed.

• In the third iteration the analytical drag polar formulation is completed with the
computation of the induced drag factor eS which is last unknown parameter. The
lift curve is updated connecting a quadratic formulation to the previous computed
linear part.

• In all the following iterations the sailing condition estimation are performed modelling
the polars regions under investigation updating both curves by a generic quadratic
formulation using the closest three solutions.

Figure 12 reports, for a typical A-Class sail plan, an example of the evolution of the
sail polars computation during the progress of the first three iterations and the estimation
of the values to be used for the computation of the sailing conditions in the fourth iteration
(green circles). If the sail aerodynamic conditions fall in the linear region of the lift curve
three iterations are in general sufficient to converge. If not, the reported analytical polars
formulation are no more valid. The quadratic formulations, with which the non-linear
sail aerodynamics is modelled in the following iterations, simply constitute interpolating
curves whose coefficients have no particular physical meaning.
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Figure 12. Example of sail analytical polars computation progress.

The searching criterion of the aerodynamic coefficients in the inner cycle is driven
by an optimization procedure, based on the Nelder–Mead Simplex algorithm [29], whose
objective function is the minimisation of the differences between the forces derived from
the boat analytical model and from the CFD computation:

Obj.Func. = |DTOT − FtCFD|+ |Fh − FhCFD| (30)

The values of V and TWA that satisfy the equilibrium are used in the next external
loop where the sail polars are updated. The iterations continue up to the satisfaction of
the equilibrium system in both loops. When the convergence is reached, the boat VMG is
computed and produced as output.

It was experienced that the number of RANS computations required to reach a conver-
gence rarely was higher than four or five (if sail is not stalled or, in general, if separations
are not too large). Furthermore, a restarting procedure from the previous solution and a
progressive reduction of the CFD iterations, was implemented. This strategy showed to
be very efficient in boosting the convergence, but its robustness is related to the capability
to select starting sailing conditions as realistic as possible. The procedure fails in case
of sudden sail separation. To reject such solutions a check if complete stall occurs was
implemented.

3. Optimization Environment

The above-described performance prediction procedure was integrated in an opti-
mization environment in which the optimal sail plan, trim and appendage configuration is
researched. Several approaches are possible to parametrize the geometry. A very efficient
method consists in adopting mesh morphing techniques [30]. Such approach has the ad-
vantage to operate directly on the numerical domain avoiding the remeshing requirement.
The adoption of structured meshes or efficient remeshing algorithms, however, might allow
to develop procedures with computational efforts comparable to mesh morphing strategies.
The method here presented integrates, in an automatic process, the sail parametric CAD
model, the computational domain generation, the RANS analysis and the VPP model.

3.1. Sail Parametric Geometric Module

The selected strategy to parametrise the computational domain is based on the update
of a parametric CAD model and in the regeneration of the CFD mesh. The software used is
the Open-Source FreeCAD (www.freecadweb.org accessed on 1 April 2021) tool, a general-
purpose parametric 3D CAD modeller [31]. The software can also be used as a library by
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other programs. The geometry generation and its exportation are managed by a Python
script (Figure 13).

 

 

Figure 13. Scheme of the geometry generation module.

The topology of the sail plan consists in a single mast/mainsail configuration. The
CAD parameters were selected with the aim to investigate the largest possible range of
geometries. Traditional sail plans, wing masts or wing sails with a small portion of flexible
sail can be generated. The model is built by a loft surface through a foot, an intermediate
arbitrarily positioned and a head curve that are used as control sections. The luff curve
is used as guide. In a similar manner, the mast is generated from three geometries at the
same stations. The planform is controlled by reference surface, aspect ratio, taper ratio
and by other parameters that give the possibility to investigate a wide range of shape. The
examples in Figure 14 give the sense on the flexibility of the parametric model.

Figure 14. Examples of sail planforms that can be generated by the parametric CAD module.

The sail sections are generated by cubic Bezier curves. The first point of the control
polygon is connected to the mast luff, the last one coincides with the leech of the sail. The
four coordinates of the two intermediate control points are parameters of the geometry
(red polylines in Figure 15). The mast sections are generated by spline curves controlled by
three parameters. The spanner angle (angle between the mast chord and the boat symmetry
plane) is a setting parameter. The input reference surface area is kept unchanged. After the
geometry creation, the final sail area is measured and the loft surface cut in order to restore
the required value. The procedure is linked to the sail CFD analysis module. Two versions
of the fluid dynamic computation were setup: one based on commercial software and one
based on an Open-Source solver.
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Figure 15. Examples of mast/sail sections that can be generated by the parametric CAD module.

3.2. Sail CFD Analysis Module Implemented Adopting Commercial Software

A well consolidated mesh update procedure [32], widely applied to several aerody-
namic optimization problems, was implemented. It is based on an automatic generation of
a structured hexahedral multiblock mesh using ANSYS ICEM/CFD and in the run of the
analysis using the CFD ANSYS Fluent solver. Due to the complexity of the geometry (all of
the boat, included the helmsman, is modelled) a mixed strategy, in the mesh generation,
was adopted. The domain was divided in several regions with common boundaries and
each region was meshed applying the more appropriate strategy. A structured CH grid
topology was created in a limited volume around the sail and dimensioned to envelope the
full range of possible geometries. An unstructured hybrid prism/tetra mesh was generated
around the boat in the volume between the sail structured mesh and the water plane.
The sail/boat mesh assembly is contained in a box, four boat lengths large and tall, in
which another hybrid prism/tetra mesh portion was generated. The remaining volume
was meshed with hexahedral cells growing toward the top with a progression aimed to
better model the inflow air boundary layer. The full domain is 10 boat lengths wide and is
extended 10 boat lengths upstream and downstream the model. The several elements of
the mesh are connected by zonal interface boundaries in which a simple “flow-through”
condition between the non-conformal zones is imposed. The first image of Figure 16 shows
the assembly of the parts with the interfaces in evidence. The other two images detail the
structured grid around the sail which is the only part of the mesh subjected to update every
optimization iteration.

           

Figure 16. Detail of the parts of the computational domain.

Figure 17 reports the final assembly of the mesh. The total dimension is around half
millions of cells. This value was selected after a mesh sensitivity analysis. It was evaluated
as a reasonable compromise between accuracy and computational costs being the mesh
to be adopted for an optimization procedure in which is more important the difference
between candidates than the absolute accuracy of the analysis.
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Figure 17. Final assembly of the Ansys Fluent computational domain.

The numerical analysis consists in a steady fully turbulent RANS computation. The
extracted solutions are the sail heeling and thrust forces, in upwind sailing conditions,
together with the resultant aerodynamic centre of pressure. The two-equation k − ω SST
(Shear Stress Transport) turbulence model of Menter [33] was used. Wall Functions were
applied to model the wall boundary layer. The boat is moving on a local reference frame
at the given speed V and direction TWA with respect to the true wind. These values
are updated iterating with the analytical boat model in a process that constitutes the VPP
module that provides the performance of the boat with the selected geometric configuration.
At far field the wind boundary layer velocity profile [34] in the absolute reference frame is
imposed. A pressure outlet is imposed at the outlet boundary behind the boat. Figure 18
reports the solution on a typical geometry with 10 knots of true wind speed at 10 m from
the water plane. The streamlines evidence the structures of the sail tip and root vortices.
The wind boundary layer velocity magnitude is reported by a contour plot on a plane
behind the boat.

 

Figure 18. Typical CFD solution on an A-Class catamaran.

Sails often exhibits separations in the region of the mast (Figure 19 reports an example
of the typical evolution of this phenomenon behind a traditional A-Class rig). Furthermore,
they usually perform in high lift conditions when trailing edge separations might also
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occur. The solver convergence histories could then be affected by unsteadiness or, in
general, by irregularities. The simple extraction of the value of the last iteration might
provide misleading information. A routine able to filter and to evaluate the quality of the
solutions was then developed. It consists in extracting a linearized interpolation of the last
portion of the convergence history, in evaluating its slope, the maximum deviation of the
solution from it and in extracting a value applying opportune constraints in order to reject
unacceptable solutions. Figure 20 reports an example of how this filter works.

 

Figure 19. Evolution of separations behind the mast on a traditional A-Cat rig.
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Figure 20. Filter used to extract the solutions from the convergence histories.

3.3. CFD Analysis Module Based on Open-Source Tools

The CFD analysis module was replicated adopting Open-Source codes. The objective
is to make available a tool completely unlinked from commercial software. The work-
flow of the developed procedure is sketched in Figure 21. The steps of the process are
summarized below:

• CAD import and pre-processing;
• Geometry meshing;
• Flow field solving;
• Data visualisation and post-processing.
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Figure 21. Schematic chart of the Open-Source based CFD analysis workflow.

The baseline CAD model contains the boat (hull, platform, mast and sail) and the
body of the sailor. The flow solver used is OpenFOAM. The mesh was generated by the
mesher SnappyHexMesh with the support of Salome-Mesh, which was used to generate the
triangularisation of the surfaces. The domain is built by defining a background mesh that
is iteratively refined accordingly to geometry CAD surface intersection and projection
(top-down approach). This technique is very flexible and very low demanding with respect
to the quality of the geometry CAD surface definition. The typical resulting computational
domain and the mesh are showed in Figure 22.

 
Figure 22. Computational domain and mesh details of the Open-Source based CFD configuration.

The simpleFoam solver with the k − ω SST turbulence model was used. The simula-
tions have been conducted in the relative reference frame where the boat is stationary and
the wind swirling boundary profile is generated at far field by its components tabulated
in a formatted file. Wall functions were adopted to model the boundary layer. From
preliminary analyses it was observed the Open-Source CFD configuration to provide a
solution that differ in the order of 3–5% with respect to the solutions obtained with the
commercial solver Figure 23 reports a typical convergence history of the solutions.
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Figure 23. Typical solution convergence obtained by the Open-Source CFD configuration.

To include the Open-Source based analysis in the optimization environment, the
following steps were implemented in an automatic procedure by a set of batch scripts and
Python routines:

• Conversion from CAD to STL;
• Mesh generation and CFD configuration update;
• CFD run and solutions export;
• Post-processing and results extraction.

The obtained procedure is ready to substitute the commercial based one in the opti-
mization environment. Figure 24 lists the software adopted to implement the two CFD
analysis modules.

 

 

Figure 24. Software used to implement the two analysis modules.

3.4. Implementation of the Optimization Environment

Figure 25 sketches the workflow of the implemented optimization procedure. After
the CAD model update the process is guided by a script that loads the new geometry,
recomputes the mesh and exports the new grid in the solver format. The CFD configuration
is then updated and the VPP module, described in the previous section, executed to provide
the performance of the selected configuration. According to the solutions obtained, the
optimization algorithm selects a new combination of parameters and the cycle progress
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until the “Optimum” configuration is identified. All the modules are managed by Scilab
routines.

 
Figure 25. Scheme of the optimization procedure.

More than 40 parameters can be selected to characterise the boat configuration (airfoil,
planform, positions and attitude of appendages as well as the parameters controlling the
shape and the trim of the sail rig). Such a wide range of potential design variables gives
great flexibility in exploring innovative solutions. The optimization environment, further-
more, provides the designer a powerful tool that supports the exploration of their limits.

4. Test of the Analysis Modules

The analysis modules were tested on a simplified optimization problem. It consisted in
defining a DOE matrix, using two design variables, and in the definition of a response sur-
face on which to search the optimum. The test has the double objective to find out potential
criticisms of the CFD workflows and to compare the performance of the commercial and
the Open-Source based analysis procedures. The optimization problem consisted in finding
the optimum sail setting of an A-Class traditional rig at a fixed boat speed V = 10 knots,
a true wind angle TWA = 45 deg and a true wind speed TWS = 10 knots. The variables
were the mast spanner angle and the sail setting intended as the angle between the sail
chord at the base and the symmetry plane of the boat. It was decided a range of variation
for the spanner from 35 to 50 degree with a step of 5 deg. The range of variation of the
sail setting angle was from 1 to 7 degree with a step of 2 deg. The DOE table was then
populated with 16 solutions. Figure 26 reports the geometries of two design candidates
belonging to two extremes of the variables design space.

The target of the optimization was the maximisation of the sail thrust force. The
objective function to maximize was defined as follows:

Obj.Func. = Ft = FYsinTWA − FXcosTWA (31)

where the input forces are referred to a frame aligned to the true wind speed direction.
The optimum sailing condition of classic catamarans is with the upwind hull in flying

condition just outside the water. This is also the conditions at which almost the maximum
righting moment is generated. In equilibrium conditions, the heeling moment must be
equal to the righting moment. Assuming the helmsman is positioned at the trapeze, having
a weight of 90 kg and an arm slightly higher than 3 m, the maximum allowable righting
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moment, including the contribution of the boat weight (Mhmax), is around 3500 Nm. This
value was implemented as an optimization constraint:

MYsinTWA − MXcosTWA ≤ Mhmax (32)

 

Figure 26. Comparison between two extremes of the variables design space.

Figure 27 compares the response surfaces computed with the solutions obtained by
the two solvers. A second-degree polynomial formulation was sufficient to approximate
the computed CFD solutions generating a residual error always below 0.3%.

Figure 27. Comparison of the response surfaces obtained with the solutions of the two solvers.

The colours of the response surfaces are associated to the value of the heeling moment.
The black curves on the surfaces are the Mhmax isolines at 3500 Nm. The optimum solution
has then to be searched along these curves. The green points indicate the positions of the
optima solutions found with the two methods. The optimum found using ANSYS Fluent is
located on the boundary of the variables space since the isocurve do not have a maximum
within his domain. The maximum found with the OpenFOAM based analysis procedure is
close to the middle of the spanner range. The Table 2 reports the two optima solutions.

The thrust force estimated by the Open-Source based analysis procedures has a differ-
ence in the order of 2.4% with respect to the solution obtained by the commercial based
analysis procedure. Both estimated almost the same optimum sail setting while larger
differences are observed concerning the spanner setting. This variable, in fact, was shown
to cause the generation of an isoline on which to search for the optimum almost horizontal
in a wide range of the variable values. As a consequence, small differences in the solutions
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of the two solvers led to the identification of very different optima that, nevertheless,
generated very similar performances. In other words, the spanner angle showed to have a
moderate impact on the objective function in a wide range of the variable space.

Table 2. Optima rig setting solutions.

ANSYS Fluent OpenFOAM

Spanner 35 deg 41.7 deg
Sail setting 5.9 deg 6 deg
Thrust force 238.2 N 232.5 N

Figure 28 compares the pressure distribution obtained by the two solvers for the
configuration with the spanner angle equal to 50 degrees and the sail setting at five degrees.
The two solutions are very similar, confirming the quality of the Open-Source solution in
comparison to the commercial one.

Figure 28. Comparison of pressure distribution obtained with the two solvers.

The ANSYS Fluent based analysis procedure ran on a workstation equipped with
20 cores (2 processors Intel Xeon E5-2680 2.8 GHz with 10 cores each). The complete
convergence was reached, for each design points, with 200 iterations in less than ten
minutes. The OpenFOAM based procedure ran on HPC nodes equipped with Intel Xeon
2670 v2 2.5 GHz. A single run required 15 min with 20 cores to complete the CAD setting,
mesh generation, computation and solution extraction process. The computational costs of
the two methods can then be in general considered comparable. As concluding remarks,
it can be stated that the Open-Source based analysis module can be considered a valid
candidate to replace the commercial based procedure.

5. Conclusions

A numerical optimization environment for a catamaran’s sail plan and appendages,
that couples a VPP based on analytical models and on a sail RANS computation, was de-
veloped. Two versions of the CFD analysis module were implemented and compared: one
based on commercial software and one fully based on Open-Source tools. The procedures
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that manage the several modules were written using the Scilab computing environment.
The geometric parametric module was implemented by Python scripts used to drive the
Open-Source FreeCAD software to generate the CAD model. The analytical formulations,
used to model the hull and the appendages forces, were implemented in a form of inde-
pendent functions and coupled to the CFD solutions of the sail to solve the equilibrium
system of equations of the boat in an iterative procedure. This procedure constitutes the
VPP module that estimates the performance of the selected configuration in terms of boat
VMG in upwind sailing conditions. The analysis is performed, in the procedure based on
commercial software, using ANSYS ICEM/CFD to generate the mesh and ANSYS Fluent to
provide the aerodynamic solution. In the Open-Source based analysis, the tools adopted
were Salome-Mesh for pre-processing, SnappyHexMesh for the mesh generation, OpenFOAM
for the CFD solution and Pareview for the post-processing. The performance of the two
analysis modules were compared applying them on a simple test case: the optimization
of the setting of the sail rig of an A-Class catamaran defined by two variables. A DOE
approach was adopted, and a response surface generated on the solutions obtained with
the two procedures. The objective function was the maximization of the sail thrust force
with the constraint of a fixed heeling moment.

The two methods generated relatively similar optima solutions (with a difference in
the objective function in the order of 2%). Except for cases where significant separation
was present (close to the maximum lift), OpenFOAM provided, in general, solutions whose
differences were lower than 5% with respect to the forces obtained with ANSYS Fluent.
The difference of the thrust force of the two optima solutions was in the order of 2.4%.
Considering that an optimum solution is expected to have no separations (or at least limited
separated regions), it thus can be stated that OpenFOAM is a valid candidate to replace
ANSYS Fluent in the optimization procedure. This assumption is also valid evaluating the
computational requirements of the two solvers. Both codes completed an analysis of a case
with attached flow in less than 15 min using 20 cpu.
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Nomenclature

α Angle of incidence
β Leeway angle
γ Rudder angle
δ Appendage dihedral angle
λ Aspect ratio
ϕ Heeling angle
ρw Sea water density
AWA Apparent wind angle
AWS Apparent wind speed
b Draft of appendage
d Distance between hulls centrelines
CD Drag coefficient
CD0 Drag coefficient at zero incidence
Cf Friction drag coefficient
CL Lift coefficient
CL0 Lift coefficient at zero incidence
Cw Wave drag coefficient
D Drag
DBx X component of the boat aerodynamic drag
DBy Y component of the boat aerodynamic drag
DH Hull drag
DMx X component of the crew aerodynamic drag
DMy Y component of the crew aerodynamic drag
e Oswald efficiency factor
Fh Sail heeling force
Ft Sail thrust force
h Appendage aerodynamic centre
hB Height of boat centre of gravity
hh Height of sail centre of effort
hg Height of the boat centre of gravity
L Lift
LH Hull side force (parallel to the sea plane)
lM Arm of crew righting moment
p perimeter of the appendage (excluded root)
r Daggerboard stagger angle
RN Reynolds number
S Reference surface
TWA True wind angle
TWS True wind speed
V Boat speed
WBE Boat empty weight
WBO Boat operative weight
WM Crew weight
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Abstract: The process of designing a sail can be a challenging task because of the difficulties in
predicting the real aerodynamic performance. This is especially true in the case of downwind sails,
where the evaluation of the real shapes and aerodynamic forces can be very complex because of
turbulent and detached flows and the high-deformable behavior of structures. Of course, numerical
methods are very useful and reliable tools to investigate sail performances, and their use, also as a
result of the exponential growth of computational resources at a very low cost, is spreading more
and more, even in not highly competitive fields. This paper presents a new methodology to support
sail designers in evaluating and optimizing downwind sail performance and manufacturing. A new
weakly coupled fluid–structure interaction (FSI) procedure has been developed to study downwind
sails. The proposed method is parametric and automated and allows for investigating multiple
kinds of sails under different sailing conditions. The study of a gennaker of a small sailing yacht is
presented as a case study. Based on the numerical results obtained, an analytical formulation for
calculating the sail corner loads has been also proposed. The novel proposed methodology could
represent a promising approach to allow for the widespread and effective use of numerical methods
in the design and manufacturing of yacht sails.

Keywords: finite element method; computational fluid dynamics; FSI; sail design; gennaker; sail loads

1. Introduction

In recent years, the exponential growth of computational resources at a very low cost
has allowed for the widespread use of numerical methods in the nautical field as well
as at an industrial level, not only for scientific research or highly competitive purposes.
Nevertheless, to date, advanced numerical methods are commonly used in the nautical
field only for competitive applications, but it is conceivable that in the future these methods
could also be used in other application fields. Recent racing yachts, as demonstrated by
the last edition of the America’s Cup, have achieved very high performances thanks to the
massive improvements in yacht and sail design, materials, and fabrication. The design of
the hulls, sails, and rigging of competitive racing yachts needs more and more detailed
research and development that can be obtained by combining advanced computational
resources and experimental studies. In particular, with regard to the design of sails, based
on traditional and empirical manufacturing processes, nowadays, the best sail designers
aim to use more new research and development tools [1].

To improve sail design and to better understand sail aerodynamics, numerical sim-
ulations and experimental testing are the most used and reliable methods [2–5]. These
methods have led to a better comprehension of the complex phenomena and the physics
underlying sailing and, consequently, through them, a remarkable increase of the perfor-
mances of yacht sails has been obtained in recent years [6,7]. Experimental full-scale testing
is the most accurate and reliable method, but, because of cost constraints, its use is only
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recommended for a few exceptional cases [7,8] or to validate numerical methods [2,9,10].
Instead, numerical simulations are cheaper than experimental methods, but in order to
obtain reliable and accurate results, they need long setup times by highly qualified and
experienced users and they require high-performing computational resources.

Among the numerical methods, computational fluid dynamics (CFD) simulations are
the most widely used in the design process of high-performance sailing yachts [8]. CFD
analyses can be effectively used to design high-performance hulls [11] and to simulate
both upwind and downwind sail configurations [12–17]. Usually, the flow in upwind
sailing is mostly attached and the turbulence effect is quite limited; the flow regime around
a downwind sail can be highly turbulent [7] and, consequently, simulating real sailing
conditions can be a very difficult task. For this reason, in the past, many studies have
concentrated on upwind sails [6], and in recent years, many researchers have focused on
simulating the complex downwind sailing conditions [6,18,19]. The first numerical studies
on downwind sails frequently treated the topic in a simplified numerical way, considering
only the flow effects around a rigid structure [17]. However, the physics of downwind sails
is by far more complex than the upwind ones, not only because of the highly turbulent
flow, but also because these kinds of sails have an inherent unsteadiness, even in quite
stable conditions [7]. This happens mainly because downwind sails are made of very light
and flexible cloth, and are attached to the yacht’s structure at three points, namely, the
head, the clew, and the tack [20]. The shape of a downwind sail is formed by self-generated
aerodynamic forces that are strongly affected by the sail shape itself [21]. Moreover, the
shape can change remarkably when sailing, depending on the trim settings and wind
conditions [7]. All of these aspects must be taken into account when simulating the real
sailing conditions of these kinds of sails, and the sail shape must be accurately measured
in the flying condition [10,21]. For this purpose, nowadays, several authors focus on the
issue of predicting the flying shape a sail develops under the impact of flow forces. In
this context, it is well known that the fluid–structure interaction (FSI) is a key feature to
study these kinds of problems [11,16,22,23]. Today, sail designers use specific software
to define the constructed (molded) sail shape based on their experience, but they do not
have any certainty about the real flying shape [6]. The possibility of predicting the real
flying shape of a downwind sail could allow designers to improve the sailing performances
of yachts [5,7,24,25], for instance, by maximizing the driving forces. However, knowing
the real flying shape could also allow for optimizing the mechanical characteristics or
the manufacturing process of the sails, in order to improve their stability, to reduce their
weight, and to optimize their mechanical behavior [18,22,26,27]. Many papers have focused
on evaluating the real shape of sails only to predict sailing performances [20,22,25,28].
However, to the best of our knowledge, no relevant papers have tried to measure the flying
shape and the loads of a sail, taking into account both the point of view of sailors, whose
primary interest is the sail performance, and of the sailmakers, who are also responsible for
suitably dimensioning and manufacturing the sail.

In this work, a new approach based on the perspective of both sailors and sailmakers
is proposed. In particular, the authors propose calculating the flying shape and the loads on
downwind sails, not only to estimate propulsive forces [2,10], but also to help sailmakers
in dimensioning and defining the best arrangement of the sail reinforcements. For this
purpose, a weakly coupled FSI procedure [16] is used to find the real flying shape and to
estimate the loads on the head, the clew, and the tack of the sail when the sailing conditions
change. On the basis of the numerical results obtained, an analytical formulation for the
calculation of the forces on the sail is also proposed.

2. Materials and Methods

In this work, to determine the flying shape and to evaluate the loads on downwind
sails, a numerical FSI approach was used. Starting from a previous work of the authors [16],
a new weakly coupled method was developed and tested. The new procedure is parametric
and fully automated, and it only needs some input data to calculate the flying shape and
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the loads on the sail. As it is known, to perform a numerical FSI analysis, two embedded
problems, aerodynamic and structural, need to be solved together [29]. In this study, to
solve the aerodynamic and structural problems, the commercial CFD solver Ansys CFX
and the Ansys Static Structural solver were used, respectively. JavaScript and a python-
based programming language were used to develop the algorithm that managed the whole
procedure, including the data exchange between the workbench and spreadsheet, which
was developed ad hoc.

2.1. FSI Analysis: Setup of CFD Environment

The proposed procedure was developed to solve the FSI problem of a downwind sail
but, with the aim to simulate the flow as accurately as possible, and so a mainsail was
also considered in the CFD simulations. As mentioned, the procedure is parametric, in
order to study different sailing configurations in a very simple and fast way. The main
CFD parameters that must be first set to run the FSI analysis are reported in Table 1.

Table 1. Computational fluid dynamics (CFD) analysis parameters.

Parameter Unit

Apparent wind speed (AWS) m/s
Apparent wind angle (AWA) deg

Mainsail boom angle (αm) deg
Downwind sail trim angle (Δαg) deg

The downwind sail trim angle, Δαg, is a parameter that has been introduced to
simulate different sail trims. In particular, the sheet angle of the downwind sail, that is the
angle between the tack–clew line and the centerline of the boat (αg in Figure 1), is defined
as αg = αg_design + Δαg; where αg_design is the design sheet angle of the downwind sail. In
this way, once the specific sail type and its design sheet angle have been chosen, different
sail trims can be simulated by simply changing the value of parameter Δαg.

 
Figure 1. Main CFD parameters and sailing geometric variables.

The domain used for the CFD simulation was made parametric by setting the positions
of the main boundary surfaces (inlet, outlet, and top) as a function of the maximum sail
chord, Cm, as defined in Table 2.

Table 2. Distance of the boundary surfaces in function of Cm [m].

Inlet Outlet Top

5 × Cm 10 × Cm 1 × Cm
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Following a largely used approach, the boundary conditions at the inlet surfaces
(Figure 2) were set following the formulation proposed by Richards and Hoxey [30].
Concerning the other boundary surfaces, the outlet was set as “opening condition” [16], the
bottom surface was set as a rough wall, and the top surface was set as the inlet. The flow
velocity at the top surface was calculated using the same formulation of the velocity profile
proposed in [30]. The k-ω SST formulation [31] was chosen as the turbulence model.

 

Figure 2. CFD domain: boundary surfaces (top is fully transparent, bottom is white), and inner (grey)
and outer regions.

Regarding the shapes of the sails, the geometry of the mainsail was fixed while the
downwind sail was updated at each simulation according to the deformed shape calculated
using the FEM analysis. To optimize the computational costs, the domain was divided
into an inner region (grey in Figure 2), meshed using a mixed hexa-tetrahedral mesh
with prismatic layers on the surfaces of the sails, and an outer region, where hexahedral
elements were used. Mesh refinements were applied to the cells adjacent and close to the
sail surfaces. The height of the first prismatic element attached to the surfaces of the sails
was set to achieve the condition of y + ≈ 1.

A convergence study was performed to quantify the influence of the grid resolution
on the CFD results. The ratio between the distances of the grid nodes is equal to 3

√
2. Four

similar grids with about 1.5 M (base), 0.75 M, 0.38 M, and 0.18 M cells were investigated.

The relative step ratio of the i-th grid is hi =
3
√

Nbase
Ni

, with N being the number of cells,
resulting in h = 1.00 (base), 1.26, 1.59, and 2.00, respectively. The convergence trend is
approximated with the following equation [32]:

S(hi) = S0 + C × hi
p (1)

The values of coefficients S0, C, and p are computed with the least-squares method.
Figure 3 and Table 3 show the drive force computed for the different analyzed grids and
the results of the uncertainty estimation. A monotonic convergence can be observed in
Figure 3. The value of the estimated uncertainty, Ug, for h = 1 (corresponding to 1.5 M cells
grid) is 2.1%; this value can be considered acceptable.

134



J. Mar. Sci. Eng. 2021, 9, 624

 

45.5

46.0

46.5

47.0

47.5

48.0

48.5

49.0

49.5

50.0

0 0.5 1 1.5 2

Dr
iv

e 
Fo

rc
e 

[N
]

h

Fit

Drive Force

UG

Figure 3. Drive force vs. relative grid size.

Table 3. Estimated uncertainty for different grids.

Number of Cells Drive Force [N] h UG [N] UG%

1,500,000 47.05 1.00 0.99 2.1%
750,000 47.28 1.26 1.44 3.1%
375,000 48.21 1.59 2.54 5.5%
187,500 48.87 2.00 3.25 7.0%

Basing on the grid verification results and the good performance hardware available,
we used the 1.5 M cells grid. As a result of the unavailability of experimental data, it is
not possible, to date, to present a complete validation of the numerical model based on a
comparison of specific CFD results with corresponding experimental data. However, in
Section 4, the results obtained with the proposed method are compared with others in the
literature. A good level of agreement between the numerical and the experimental results
has been noted; this demonstrates that the proposed method is able to give sufficiently
reliable results. Of course, a complete validation will be carried out in future work.

The meshed domain and the details of mesh around the sail are shown in Figure 4.

 

Figure 4. CFD meshed domain and enlarged views of the mesh around the sail.

The CFD analyses have been set with these stop conditions:

• values of the residuals of the continuity and momentum equations lower than 1.0 × 10−5;
• maximum number of iterations equal to 200.

For all of the analyzed configurations, it was observed that the residuals rapidly
decreased under the threshold value (1.0 × 10−5), and the aerodynamic quantities (forces,
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pressure, etc.) converged towards stable values after a reduced number of iterations. As
an example, for AWA = 90◦ and Δαg = 0◦, after 45 iterations, the values of the driving
force remained stable around a value of about 47 N; moreover, the standard deviation
of the values of the driving force calculated in the last 30 iterations was lower than 0.5%.
Figures 5–10 show some results obtained for AWA = 90◦ and AWA = 115◦. In particular,
Figures 5 and 6 show the velocity streamlines that develop from the inlet to the outflow
boundary surface. For AWA = 90◦, the flow was quite clean around the body of the
gennaker, even if some divergences occurred near the head and the leech, indicating
flow separation in these areas. For AWA = 115◦, the flow was slightly less regular than
AWA = 90◦, and a larger recirculation region could be evidenced at the downstream.

 

Figure 5. Velocity streamlines for AWA = 90◦.

 

Figure 6. Velocity streamlines for AWA = 115◦.
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Figure 7. Velocity contour plots at the mid-height section for AWA = 90◦.

 

Figure 8. Velocity contour plots at the mid-height section for AWA = 115◦.

 

Figure 9. Iso-surfaces of Q-criterion for AWA = 90◦.
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Figure 10. Iso-surfaces of Q-criterion for AWA = 115◦.

This phenomenon is also supported by the horizontal velocity contour plots
(Figures 7 and 8) at the half downwind sail height. In fact, for AWA = 115◦ (Figure 8),
a larger area with a low flow velocity at the downstream was observed compared with
AWA = 90◦ (Figure 7).

To better visualize the flow structures, the second invariant of the velocity gradient [4],
Q, was used. Figures 9 and 10 show the iso-surfaces of Q = 500 s−2. In both cases, it can a
strongly turbulent fluid at the downstream can be observed; for AWA = 115◦ (Figure 10), a
large flow vorticity can also be seen at the upper part of the sail.

2.2. FSI Analysis: Setup of FEM Environment

As a result of the assumption of a rigid mainsail, FEM analysis was performed only
on the downwind sail. The FEM model is parametric; the main parameters are the sail
geometry, the Young’s modulus, the Poisson ratio, and the sail thickness. The geometry
of the sail was automatically meshed using eight-node shell elements (Shell 281). This
kind of shell element has six degrees of freedom at each node, and it is characterized by a
mathematical formulation suitable for simulating thin structures (like sails). Suitable mesh
refinements were applied on the head, the clew, and the tack.

A convergence study was performed with five structural meshes, with the following
average sizes for the shell elements: 200, 100, 5, 30, and 20 mm. The different analyzed
meshes had about 1540, 5700, 9200, 12,870, and 18,574 elements, respectively. The result of
the convergence study is shown in Figure 11, where the value of the maximum displacement
is plotted as a function of the average element size.

 

150
155
160
165
170
175
180
185
190
195

20406080100120140160180200220 M
ax

 d
isp

la
ce

m
en

t [
m

m
]

Average element size [mm]

Figure 11. Plot of the maximum displacement vs. average element size.
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From Figure 11, it can be observed that convergence is obtained (relative differences
between two consecutive meshes lower than 5%) for values of the element size lower than
100 mm. Given the result of this convergence study, the mesh with an average size of 50
mm was chosen. This represents a good compromise between the quality of the results and
the computing time.

The chosen mesh, composed of about 9200 elements, is shown in Figure 12.

 

Figure 12. FEM mesh of the sail.

To calculate the loads on the rig, the fluid-dynamic pressure distribution calculated at
each step by the CFD module was applied over both sail surfaces. The following boundary
conditions were applied on the head and the tack (corners “B” and “C”, respectively,
in Figure 12): the displacements along the x, y, and z directions were fully constrained
and only the rotations along the x, y, and z axes were allowed. The clew (corner “A” in
Figure 12) was joined by a spherical joint to a link element, represented by a black dashed
line in Figure 12, which simulates a rope. The end of the rope connected to the sail can
move freely along the x, y, and z directions; the other end, instead, can only rotate, but no
displacement is allowed. A multipoint constraint approach [16] was used to distribute the
constraints over many nodes of the head, tack, and clew regions so to avoid peaks of stress
due to the application of a load in a single node.

2.3. FSI Procedure

The flow chart of the developed procedure is shown in Figure 13. To launch the
procedure, in addition to the CFD and FEM parameters, the following input parameters
must be preliminarily defined:

- the sail design shape, Sd;
- the number of steps, Ns, that the FSI analysis is subdivided into;
- the displacement threshold of the current deformed shape, Td.
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Figure 13. Flow chart of the developed fluid–structure interaction (FSI) procedure.

Sd represents the shape of the sail as defined by the designer. The geometry (shape)
file can be loaded in different file formats (iges, sat, dwg, etc.). As “classic” weak coupled
procedures could be very unstable because of the large deformations of the sail under the
wind load, in the new proposed procedure, the wind velocity was gradually increased
in different subsequent steps, until the design value was reached. In this way, the sail
shape gradually changed as the wind speed increased and, consequently, no convergence
problems of the structural simulations arose. The parameter Ns is used to define the
preliminary number of steps and influences the wind velocity, Vs, imposed at each step.
The value of the velocity at the i-th step, Vs, is calculated as follows:

Vs = AWS {1 − 0.5[(Ns − i)/(Ns − 1)]2}. (2)

Moreover, to better simulate the progressive deformation of the sail, thus avoiding
any abrupt change in geometry between two subsequent steps, a check on the maximum
value of the displacement was also introduced at the end of each step. For this purpose, a
threshold parameter, Td, has been defined. Td represents the admissible maximum value
of the displacement of the deformed shape measured at each step.

A simple user interface developed in MS Excel (Figure 14) allows for setting the
numerical parameters and launching the FSI analysis.

As soon as it is started, the implemented procedure works iteratively in the following
way: the sail geometry, which during the first iteration is the designed one (Sd), subjected
to Vs < AWS, is analyzed through the CFD module. The calculated fluid-dynamic pressure
distribution is used as the boundary condition for the subsequent structural simulation
performed by the FEM module. When the FEM simulation is completed, the maximum
value of the total displacement of the sail, Dmax, is calculated and compared with the
threshold value, Td. If Dmax is higher than Td, it means that the sail is deformed excessively,
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so the current velocity is decreased and the procedure restarts from the CFD simulation. If
Dmax is lower than Td, the deformed shape of the sail is extracted from the FEM solver and
is used as the updated input geometry for a new CFD analysis. Before starting the new
CFD simulation, the current wind velocity, Vs, is increased by an amount that depends
on the value of Ns. When Vs = AWS, the procedure stops and the flying shape of the sail
is obtained.

 

Figure 14. MS Excel user interface.

2.4. Case Study

A common all-purpose gennaker typically used to equip small size sailing boats,
like dinghies, was studied. The sail area was 14.2 m2, the luff edge length was 5.95 m,
and the maximum chord (Cm) length was 3.20 m. A nylon typically used for this kind of
applications, characterized by a Young modulus of 5500 MPa, was chosen for this sail. As
mentioned in Section 1, the aim of this paper is not only to present a new FSI approach
to measure the flying shape of a downwind sail, but also to test the proposed method
to evaluate the structural loads. In particular, it was investigated how the loads on the
clew, the head, and the tack vary depending of different sailing conditions and, on the
basis of the numerical results obtained, an attempt was made to find a possible analytical
formulation that would allow for estimating loads as the wind speed varied. Based on
the typical sailing conditions of these types of sails, we chose to study the gennaker at
different values of AWA ranging between 90◦ and 130◦, with 5◦ increments. Moreover,
for each analyzed AWA value, we decided to investigate different configurations of the
gennaker by varying its trim angle (Δαg) between 0◦ and 20◦ (with increments of 5◦), in
order to find the best trim depending on the wind angle. This resulted in about 60 different
configurations to simulate. For this reason, to limit the computational time, a reduced
wind velocity was chosen (AWS = 3 m/s). This choice allowed for investigating all of
the sailing configurations in a reduced time using a Dual Intel Xeon E5-2670 processor
(12 cores) workstation with 128 GB RAM. The mainsail boom angle (αm) was set to be
constant and equal to 35◦. The values of all of the parameters are presented in Table 4.

Table 4. Values of the parameters used for the case study.

Parameter Value

Displacement threshold value (Td) 0.035 m
Number of steps (Ns) 5

Sail thickness 0.7 mm
Young’s modulus 5500 MPa

Poisson ratio 0.25
Apparent wind speed (AWS) 3 m/s
Apparent wind angle (AWA) 90◦ ÷ 120◦

Mainsail boom angle (αm) 35◦
Downwind sail trim angle (Δαg) 0◦ ÷ 20◦

3. Results

3.1. Flying Shapes

Figures 15 and 16 show the flying shapes of the gennaker obtained for two differ-
ent sailing configurations. In particular, the presented results are the ones obtained for
AWA = 90◦ (Δαg = 0◦) and AWA = 110◦ (Δαg = 15◦), respectively. The design shapes are
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colored in green and the flying ones are blue. The maps of the 3D deviations of the flying
shapes from the design ones are also presented in Figures 15 and 16. Different point of
views, two from the leech and the luff sides and one frontal, are presented in order to better
detect the differences between the real and the flying shape.

   

Figure 15. Design shape (green), flying shape (blue), and map of the 3D deviations [m] for AWA = 90◦ and Δαg = 0◦.

   

Figure 16. Design shape (green), flying shape (blue), and map of the 3D deviations [m] for AWA = 110◦ and Δαg = 15◦.

It can be noticed that the largest positive displacements occur for AWA = 110◦ and
mainly occur along the leech edge. Moreover, it can be observed that for AWA = 90◦, the
largest positive displacements mainly involve the upper part, while for AWA = 110◦, the
lower part of the gennaker is the most deformed.

3.2. Loads on the Corners of the Sail: An Analytical Formulation

For all of the analyzed configurations, the driving force and the loads on the corners of
the sail, which are the head, the tack, and the clew, were calculated during all of the steps of
the FSI simulation. In this way, it was possible to know how these forces varied as the wind
speed increased until the chosen value of AWS. To better investigate the structural loads
on the head, the tack, and the clew of the sail, for each of the analyzed configurations, the
polynomial trendlines of the corner loads and their analytical formulations were extracted
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by a specific tool of MS Excel. For example, Figure 17 shows the plots of the corner loads
over the wind speed for AWA = 120◦ and Δαg = 20◦. The polynomial trendlines and their
analytical formulations are also reported.

Figure 17. Plots of the corners loads vs. AWS for AWA = 120◦ and Δαg = 20◦.

As soon as the analytical formulations of the trendlines were calculated for all of the
configurations, a careful analysis of the values of the first and second order coefficients was
performed. From this analysis, it emerged that, in all of the analyzed configurations, the
first order coefficient was much smaller than the second order one. In particular, it was
calculated that the first order coefficient was, on average, 3.7% of the second order coeffi-
cient. By taking this into account and in order to find a simplified analytical formulation
for the calculation of the loads on the corners, we neglected the first order coefficient. For
this reason, the following equation has been preliminarily proposed for the calculation of
the load F on the corners:

F = CC·AWS2 (3)

where CC [kg/m] is the load coefficient that has to be defined.
To determine the most suitable value of CC to make the Equation (3) usable in different

sailing conditions, the second order coefficients were analyzed for all of the configurations.
Figure 18 shows the values of the second order coefficients calculated for the clew, the tack,
and the head in all of the analyzed configurations.

 

Figure 18. Plots of second order coefficients vs. AWA at different values of Δαg.

It can be seen that for each corner (clew, tack, and head), the coefficient values change
as AWA and Δαg vary. For example, it can be noted that for the clew corner at AWA = 100◦
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(red circle in Figure 18), the highest value of the coefficient was calculated when Δαg = 0◦,
while for the head corner at AWA = 120◦ (blue circle in Figure 18), the highest value was
obtained when Δαg = 20◦. To simplify the data analysis and to determine the most suitable
values of CC to be used in Equation (2), we considered only the maximum values of the
second order coefficients at different values of AWA. Figure 19 shows the plots of the
maximum values of the second order coefficients for the clew, the head, and the tack at
different values of AWA.

 

Figure 19. Plots of maximum value of second order coefficients vs. AWA.

From Figure 19, it can be observed that the trends of the maximum values of the
second order coefficients are substantially constant up to the value of AWA≈110◦; beyond
this value, a constant decrease can be. Based on this data, adopting a conservative approach,
it was decided to use the average value of the second order coefficients calculated between
AWA = 90◦ and AWA = 110◦ as the load coefficient CC for Equation (3). Table 5 reports the
values of the second order coefficients and their average values calculated for the clew, the
head, and the tack.

Table 5. Second order coefficients: single and average values.

AWA [◦] Clew Tack Head

90 2.69 4.53 5.53
95 2.67 4.51 5.54

100 2.66 4.56 5.59
105 2.62 4.50 5.48
110 2.58 4.47 5.40

Average values (CC) 2.64 4.51 5.51

Following the proposed approach, the loads on the head, the tack, and the clew could
be estimated using the following analytical formulations:

Fclew = CC_clew·AWS2 = 2.64·AWS2 (4)

Ftack = CC_tack·AWS2 = 4.51·AWS2 (5)

Fhead = CC_head·AWS2 = 5.51·AWS2 (6)

The values of the loads evaluated through CFD simulations and by Equations (4)–(6)
are plotted in Figure 20.
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Figure 20. Plots of the loads on the sail corners calculated by the CFD simulations and by Equa-
tions (4)–(6) for AWS = 3 m/s and different values of AWA.

It can be seen that for AWA < 110◦, the values of the loads evaluated through the
proposed analytical formulations are quite similar to the corresponding ones calculated
using the CFD simulations. For values of AWA > 110◦, as expected, the proposed equations
returned slightly overestimated values for the loads, but, considering that a correct design
approach should take into account the highest values of the loads on a structure, this could
be acceptable.

4. Discussion and Conclusions

The study of the fluid–structure interaction is still one of the most interesting topics in
order to predict the performances of sails. A sail, in fact, is usually made of thin plastic
material or fabric-based composite, and it forms a three-dimensional camber shape with
wind pressure. The shape of the sail camber can remarkably change as the wind conditions
vary, and this could result in a varied lift and drag performance by the sail [26]. These
phenomena are relevant above all in the case of downwind sails, which are only attached
to the yacht’s structure at three points—the head, the clew, and the tack.

In this work, the issue of the FSI problem of downwind sails has been addressed
by developing and testing a new weakly coupled procedure. Regarding the presented
procedure, one of the main innovative features is related to the possibility of simulating the
progressive deformation of the sail, through the gradual application of aerodynamic loads.
This feature allows for reducing convergence problems and to avoid solution instabilities,
in order to overcome the typical drawbacks of classic weak coupled procedures [19,33].
Another key feature of the new procedure is that it is parametric and fully automated. In
fact, both CFD and FEM modules have been setup in such a way as to automatically update
the models and the boundary conditions when simulation parameters change. Of course,
the procedure is parametric within certain limits; if the type of sail to be analyzed changes
remarkably, it is necessary to manually create the preliminary setup of the numerical
models. Concerning the automation of the procedure, thanks to a specifically developed
algorithm that fully manages the process and the data exchange between the CFD and the
FEM modules, different sailing conditions can be simulated by simply introducing some
parameters in a MS Excel user-interface.

The new procedure has been used to study a gennaker of a small sailing boat to
evaluate its flying shape and to calculate the forces on the corners of the sail. The FSI study
has been completed with no interruption or convergence problems within the considered
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sailing conditions. This demonstrates that, for the specific analyzed test case, the new
procedure is effective and stable.

An extensive literature search was carried out to find experimental data to validate
the numerical proposed methodology. Unfortunately, to the best of our knowledge, in the
literature, there are no experimental studies on sails identical or very similar to the one
studied here. However, some experimental studies performed on downwind sails show
that the results obtained with the proposed methodology can be considered sufficiently
reliable. As evidence of this, the values of the drive force coefficient, CFx, have been
calculated at different AWAs using the numerical method proposed here (Figure 21) and
compared with the values measured experimentally by Motta et al. [34]. Some similarities
can be evidenced.
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Figure 21. Drive force coefficients calculated with the numerical proposed method.

The trends of the coefficient CFX as the AWA varies are very similar; in fact, they are
almost constant with a slight increase around 100◦–110◦. Moreover, the order of magnitude
of the coefficients is comparable, with 0.73 being the average value calculated with the
numerical methodology proposed here and about 0.58 being the average value measured
experimentally. Of course, as the compared sails are different, it is not possible to have
identical or very similar values of CFX, but considering that the order of magnitude is
identical, it could be deduced that the numerical results are sufficiently reliable. With
reference to the loads calculated numerically with the proposed methodology, good levels
of agreement were found with other case studies in the literature. In particular, it can be
observed that the ratios of the loads on the sail corners and the trends of the forces, when
AWA varies, are very similar to those found in other studies [2,20,34]. For example, the force
ratios Fclew/Fhead and Ftack/Fhead calculated at AWA = 90◦ using the new procedure are
about 48% and 81%, respectively; the same ratios have been experimentally measured by
Deparday et al. [2] for a similar case study and are equal to about 51% and 85%, respectively.
Regarding the trends of the loads, it can be observed that, similarly to what was found with
the numerical procedure proposed here, as well as in other experimental studies on similar
kinds of sails [2,34], a decrease in the forces was detected when AWA > 110◦. This good
level of agreement between the numerical data presented and other experimental data,
even if it cannot be considered a direct validation of the numerical results, demonstrates
the proposed method could give enough reliable results and can be used as a useful tool
for sail design.

With regard to the analytical formulation for calculating the sail corner loads discussed
in Section 3.2, the proposed Equation (3) of course cannot be used to calculate the corner
loads for all types of sails. It applies only for the specific kind of gennaker; however, in
our opinion, the proposed approach could be interesting because it could be effectively
repeated to find other formulations for different sail types. Still, nowadays, in fact, most
sailmakers design the reinforcements to apply on the head, the tack, and the clew, based
on their experience. Analytical formulations, grouped by similar types of sails, could
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be an inexpensive and easy to use method to suitably dimension the reinforcements on
the sail corners. Moreover, knowledge of the loads of the sail corners could allow for a
better comprehension on wind/rig/sail interaction [2,10]. Such an approach could allow
for remarkably improving the design and manufacturing process of sails, not just for
competitive sailing yachts, but also for cruising ones.

For future work, the authors believe that further developments could be addressed to
the setup and validation of a database of analytical formulations in order to evaluate the
loads on the sail corners and to the improvements of the numerical models. A database
of equations for an initial evaluation of the sail loads could be developed by analyzing
numerous sails different in shape and size; in this way, sailmakers could use a simple tool
to design the most suitable reinforcements for the sails, based not only on their experience,
but also on numerical data. CFD simulations could also be improved by investigating un-
steady sailing conditions, while FEM models could be enhanced by introducing additional
information on different types of sail materials regarding structure non linearities, and
by evaluating the rig deformation. In this way, very accurate and complete information
could be obtained and the sail performance could be optimized. In fact, as the developed
procedure is based on a weak coupled FSI method, the FEM module could be effectively
interfaced with an optimization module to find the best structural parameters for the
sails (e.g., optimal thickness of different regions of the sail and most suitable layout of
composite materials).

In conclusion, in our opinion, the novel proposed methodology is surely promising,
and further enhancements could allow for getting more information on the dynamics of
downwind sails and could lead to the widespread use of this procedure in the design and
manufacturing of yacht sails.
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Abbreviations

The following abbreviations are used in this manuscript:

CFD Computational fluid dynamics
FSI Fluid–structure interaction
AoA Angle of attack
AWA Apparent wind angle
AWS Apparent wind speed
TWA True wind angle
TWS True wind speed
Cm Maximum sail chord
αm Mainsail boom angle
Δαg Downwind sail trim angle
αg_design Design sheet angle of the downwind sail
CFX Drive force coefficient

147



J. Mar. Sci. Eng. 2021, 9, 624

References

1. Deparday, J.; Bot, P.; Hauville, F.; Augier, B.; Rabaud, M. Full-scale flying shape measurement of offwind yacht sails with
photogrammetry. Ocean Eng. 2016, 127, 135–143. [CrossRef]

2. Deparday, J.; Bot, P.; Hauville, F.; Motta, D.; Le Pelley, D.J.; Flay, R.G. Dynamic measurements of pressures, sail shape and forces
on a full-scale spinnaker. In Proceedings of the 23rd HISWA Symposium on Yacht Design and Yacht Construction, Amsterdam,
The Netherlands, 17–18 November 2014; pp. 61–73.

3. Campbell, I.M.C. A comparison of downwind sail coefficients from tests in different wind tunnels. Ocean Eng. 2014, 90, 62–71.
[CrossRef]

4. Viola, I.M.; Bartesaghi, S.; Van-Renterghem, T.; Ponzini, R. Detached Eddy Simulation of a sailing yacht. Ocean Eng. 2014, 90,
93–103. [CrossRef]

5. Ranzenbach, R.; Armitage, D.; Carrau, A. Mainsail Planform Optimization for IRC 52 Using Fluid Structure Interaction. In
Proceedings of the 21st Chesapeake Sailing Yacht Symposium, Annapolis, MD, USA, 15–16 March 2013.

6. Durand, M.; Leroyer, A.; Lothodé, C.; Hauville, F.; Visonneau, M.; Floch, R.; Guillaume, L. FSI investigation on stability of
downwind sails with an automatic dynamic trimming. Ocean Eng. 2014, 90, 129–139. [CrossRef]

7. Ramolini, A. Implementation of a Fluid-Structure Interaction Solver for a Spinnaker Sail. J. Sail. Technol. 2019, 4, 1–16. [CrossRef]
8. Le Pelley, D.; Morris, D.; Richards, P.; Motta, D. Aerodynamic force deduction on yacht sails using pressure and shape

measurements in real time. Int. J. Small Craft Technol. 2016, 158, 123–124. [CrossRef]
9. Renzsch, H.; Graf, K. An experimental validation case for fluid-structure interaction simulations of downwind sails. In

Proceedings of the 21th Chesapeake Sailing Yacht Symposium, Annapolis, MD, USA, 15–16 March 2013.
10. Augier, B.; Bot, P.; Hauville, F.; Durand, M. Experimental validation of unsteady models for fluid structure interaction: Application

to yacht sails and rigs. J. Wind Eng. Ind. Aerodyn. 2012, 101, 53–66. [CrossRef]
11. Miyata, H.; Akimoto, H.; Hiroshima, F. CFD performance prediction simulation for hull-form design of sailing boats. J. Mar. Sci.

Technol. 1997, 2, 257–267. [CrossRef]
12. Augier, B.; Bot, P.; Hauville, F.; Durand, M. Dynamic behaviour of a flexible yacht sail plan. Ocean Eng. 2013, 66, 32–43. [CrossRef]
13. Viola, I.M.; Bot, P.; Riotte, M. Upwind sail aerodynamics: A RANS numerical investigation validated with wind tunnel pressure

measurements. Int. J. Heat Fluid Flow 2013, 39, 90–101. [CrossRef]
14. Ciortan, C.; Soares, C.G. Computational study of sail performance in upwind condition. Ocean Eng. 2007, 34, 2198–2206.

[CrossRef]
15. Richter, H.J.; Horrigan, K.C.; Braun, J.B. Computational Fluid Dynamics for Downwind Sails. In Proceedings of the SNAME 16th

Chesapeake Sailing Yacht Symposium, Annapolis, MD, USA, 1 March 2003.
16. Cirello, A.; Cucinotta, F.; Ingrassia, T.; Nigrelli, V.; Sfravara, F. Fluid–structure interaction of downwind sails: A new computational

method. J. Mar. Sci. Technol. 2019, 24, 86–97. [CrossRef]
17. Viola, I.M. Downwind sail aerodynamics: A CFD investigation with high grid resolution. Ocean Eng. 2009, 36, 974–984. [CrossRef]
18. Graf, K.; Renzsch, H. Ranse investigations of downwind sails and integration into sailing yacht design processes. In Proceedings

of the 2nd High Performance Yacht Design Conference, Auckland, New Zealand, 14–16 February 2006; pp. 1–12.
19. Lombardi, M.; Cremonesi, M.; Giampieri, A.; Parolini, N.; Quarteroni, A. A strongly coupled fluid-structure interaction model

for wind-sail simulation. In Proceedings of the 4th High Performance Yacht Design Conference, Auckland, New Zealand,
12–14 March 2012; HPYD 2012, pp. 212–221.

20. Le Pelley, D.J.L.; Richards, P.J.; Berthier, A. Development of a directional load cell to measure flying sail aerodynamic loads. In
Proceedings of the 5th High Performance Yacht Design Conference, Auckland, New Zealand, 8–12 March 2015; HPYD 2015,
pp. 66–75.

21. Tahara, Y.; Masuyama, Y.; Fukasawa, T.; Katori, M. Sail Performance Analysis of Sailing Yachts by Numerical Calculations and
Experiments. Fluid Dyn. Comput. Model. Appl. 2012, 91–118. [CrossRef]

22. Deparday, J.; Augier, B.; Bot, P. Experimental analysis of a strong fluid–structure interaction on a soft membrane—Application to
the flapping of a yacht downwind sail. J. Fluids Struct. 2018, 81, 547–564. [CrossRef]

23. Renzsch, H.; Müller, O.; Graf, K. Flexsail—A fluid structure interaction program for the investigation of spinnakers. In Proceedings
of the RINA—International Conference—Innovation in High Performance Sailing Yachts, Southampton, UK, 28–29 October 2015;
pp. 65–78.

24. Bergsma, F.M.J.; Moerke, N.; Zaaijer, K.S.; Hoeijmakers, H.W.M. Development of Computational Fluid-Structure Interaction
Method for Yacht Sails. In Proceedings of the Third International Conference on Innovation in High Performance Sailing Yachts
(INNOVSAIL), Lorient, France, 26–28 June 2013.

25. Abel, A.G.; Viola, I.M. Force generation mechanisms of downwind sails. In Proceedings of the 7th High Performance Yacht
Design Conference, Auckland, New Zealand, 11–12 March 2021.

26. Bak, S.; Yoo, J. FSI analysis on the sail performance of a yacht with rig deformation. Int. J. Nav. Arch. Ocean Eng. 2019, 11, 648–661.
[CrossRef]

27. Lombardi, M. Numerical Simulation of a Sailing Boat: Free Surface, Fluid Structure Interaction and Shape Optimization.
Ph.D. Thesis, Ecole Polytechnique Fédérale de Lausanne, Lausanne, Switzerland, 2012.

148



J. Mar. Sci. Eng. 2021, 9, 624

28. Motta, D.; Flay, R.; Richards, P.; Pelley, D.L.; Bot, P.; Deparday, J. An investigation of the dynamic behaviour of asymmetric
spinnakers at full-scale. In Proceedings of the 5th High Performance Yacht Design Conference, Auckland, New Zealand,
8–12 March 2015; HPYD 2015, pp. 76–85.

29. Peri, D.; Parolini, N.; Fossati, F. Multidisciplinary design optimization of a sailplan. In Proceedings of the MARINE 2015—
Computational Methods in Marine Engineering VI, Rome, Italy, 15–17 June 2015; pp. 177–187.

30. Richards, P.; Hoxey, R. Appropriate boundary conditions for computational wind engineering models using the k-ε turbulence
model. J. Wind Eng. Ind. Aerodyn. 1996, 46–47, 145–153.

31. Collie, S.J.; Gerritsen, M.; Jackson, P. A Review of Turbulence Modelling for Use in Sail Flow Analysis; Report No. 603; Department of
Engineering Science, University of Auckland: Auckland, New Zealand, 2001. Available online: https://www.library.auckland.ac.
nz/ (accessed on 26 May 2021).

32. Viola, I.M.; Bot, P.; Riotte, M. On the uncertainty of CFD in sail aerodynamics. Int. J. Numer. Methods Fluids 2013, 72, 1146–1164.
[CrossRef]

33. Jackins, C.L.; Tanimoto, S.L. Oct-trees and their use in representing three-dimensional objects. Comput. Graph. Image Process. 1980,
14, 249–270. [CrossRef]

34. Motta, D.; Flay, R.; Richards, P.; Le Pelley, D.; Deparday, J.; Bot, P. Experimental investigation of asymmetric spinnaker
aerodynamics using pressure and sail shape measurements. Ocean Eng. 2014, 90, 104–118. [CrossRef]

149





Journal of

Marine Science 
and Engineering

Article

Laser Powder Bed Fusion of a Topology Optimized and Surface
Textured Rudder Bulb with Lightweight and Drag-Reducing
Design

Alessandro Scarpellini 1, Valentina Finazzi 1, Paolo Schito 1, Arianna Bionda 2, Andrea Ratti 3

and Ali Gökhan Demir 1,*

Citation: Scarpellini, A.; Finazzi, V.;

Schito, P.; Bionda, A.; Ratti, A.;

Demir, A.G. Laser Powder Bed

Fusion of a Topology Optimized and

Surface Textured Rudder Bulb with

Lightweight and Drag-Reducing

Design. J. Mar. Sci. Eng. 2021, 9, 1032.

https://doi.org/10.3390/

jmse9091032

Academic Editor: Md Jahir Rizvi

Received: 9 July 2021

Accepted: 9 September 2021

Published: 19 September 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Mechanical Engineering, Politecnico di Milano, Via La Masa 1, 20156 Milan, Italy;
alessandro1.scarpellini@mail.polimi.it (A.S.); valentina.finazzi@polimi.it (V.F.); paolo.schito@polimi.it (P.S.)

2 Department of Management, Economics and Industrial Engineering, Politecnico di Milano, Via Lambruschini,
4/B, 20156 Milan, Italy; arianna.bionda@polimi.it

3 Department of Design, Politecnico di Milano, Via Giovanni Durando 10, 20158 Milan, Italy;
andrea.ratti@polimi.it

* Correspondence: aligokhan.demir@polimi.it

Abstract: This work demonstrates the advantages of using laser powder bed fusion for producing a
rudder bulb of a moth class sailing racing boat via laser powder bed fusion (LPBF). The component
was designed to reduce weight using an AlSi7Mg0.6 alloy and incorporated a biomimetic surface
texture for drag reduction. For the topological optimization, the component was loaded structurally
due to foil wing’s lift action as well as from the environment due to hydrodynamic resistance. The
aim was to minimize core mass while preserving stiffness and the second to benefit from drag
reduction capability in terms of passive surface behavior. The external surface texture is inspired
by scales of the European sea bass. Both these features were embedded to the component and
produced by LPBF in a single run, with the required resolution. Drag reduction was estimated in
the order of 1% for free stream velocity of 2.5 m s−1. The production of the final part resulted in
limited geometrical error with respect to scales 3D model, with the desired mechanical properties.
A reduction in weight of approximately 58% with respect to original full solid model from 452 to
190 g was achieved thanks to core topology optimization. Sandblasting was adopted as finishing
technique since it was able to improve surface quality while preserving fish scale geometries. The
feasibility of producing the biomimetic surfaces and the weight reduction were validated with the
produced full-sized component.

Keywords: biomimetic design; lightweight structure; computer fluid dynamics; design for addi-
tive manufacturing

1. Introduction

Metal additive manufacturing (AM) has imposed itself as a competitive alternative
with respect to “conventional” production in multiple industrial fields. Supply chain
reduction [1], relative design freedom and material waste reduction are only some of the
innovations introduced. In the naval field, however, the technology results to be still in
early introduction stages. Small to single-unit batches are what is often required, with
sensible degree of customization. Lightweight and fluid dynamic resistance reduction
are persecuted, involving light materials and optimized shapes, with aim of minimizing
operational costs and obtaining more sustainable solutions.

With metal AM, higher degree of design and customization freedom can unlock new
levels of product performance, in terms of shape optimization and single client needs in the
naval industry. The localized production preserves from transport issues and allows design
centers to provide schemes on multiple distributed manufacturing sites. Standardization
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is required with the aim to validate products and guarantee reliability of the innovative
production technique. Despite the limited presence of AM in naval sector, these advantages
are already being explored [2].

Up to medium size vessels, composite materials lead the manufacturing path, while
for large, commercial or tourism cruise vessels, welding, riveting and bolted joins among
metal plates are the main approaches for production and assembly. AM technologies can
deal with both categories, relying on fused deposition modeling (FDM) techniques for
composites [2–4], eliminating any mold need [4,5], while metal techniques such as wire
arc additive manufacturing (WAAM) can satisfy plates-based constructions [6,7] and laser
powder bed fusion (LPBF), direct energy deposition (DED) or even electron beam melting
(EBM) can deal with smaller components, allowing fabrication of relatively complex and
curved shapes, unfeasible otherwise in a single production run [8,9].

On metal AM, lightweight is often achieved by means of topology optimization of
prior existing geometries [10], as well as the utilization of light metal alloys as could be Al-
alloys. In this approach, the design of the component is less constrained by fabrication and
can be driven by working condition needs. Al-alloys are commonly employed for aerospace
and automotive applications requiring lightweight design, where the desired mechanical
properties rely on the careful selection of the process parameters [11]. Fluid dynamic
behavior can be involved in the design and particularly on surface interaction [10,12–18].
As geometrical features can be manufactured directly during the production run of the
component, a new generation of products can be obtained, equipped with small-size surface
features. These may allow to work with fluid resistance phenomena, that previously had
to be accepted as they were, in a functionalization of the surface approach.

In this innovative environment, Politecnico di Milano’s Sailing Team (PoliMi Sail-
ing Team) explores the feasibility of using metal AM for the Sustainable Moth Challenge
(SuMoth Challenge) hosted by the Foiling Week. It requires teams to design, manufacture
and sail a moth class boat according to a common budget-based ruleset, that promotes
sustainability and innovation of materials and manufacturing. The moth class boat to be
realized is a one-sailor foiling vessel. The research interest over this type of vessel has
been concerning the design of passive and active elements to optimize the fluidodynamic
behavior against water and air, while the use of textured surfaces and topologically opti-
mized components for weight reduction appear to be neglected [19–21]. In this context,
the project also provides several exploitable points using the AM technologies. Even in a
relatively small size sailing boat, where most of the manufacturing process is linked to fiber
reinforced materials, metal parts play a vital role, often because of impossibility to obtain a
reliable assembly of multiple composite parts without them. However, the introduction
of metal components must not negatively affect the system, as a local increase of mass
may disrupt center of gravity position and so behavior of the boat, as well as the exposed
surface should not promote excessive dynamic resistance. The parts to be produced by
metal AM processes should address such difficulties. Despite the great potential and the
possibility to work in a complete digital environment from design to production, to the
authors’ knowledge, no previous work in literature addressed different points concerning
design, FEM, CFD, and production of a naval component as a whole.

The rudder bulb for the new generation racing boat of PoliMi Sailing Team was the
component under study (see Figure 1). Such component is loaded structurally both from the
boat and from the fluid environment. The concept is based on the optimization of the main
structure of the component for weight reduction as well as to have biomimetic textured
surface in contact with water. The combined features were produced via laser powder bed
fusion (LPBF) using an Al-alloy. The biomimetic surface texture was inspired by scales of
the European sea bass in order to reproduce the hydrodynamic advantage, which results
in drag reduction. Both features were designed and tested in a digital environment and
later on produced by the AM method. The described concept allows to reduce material
waste as well as providing the speed advantage during the race.
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Figure 1. PoliMi Sailing Team rudder bulb concept model, from the team’s archive.

Accordingly, the present work aims to demonstrate the potentiality of using metal AM
in the naval industry with the selected case study. Hence, this work discusses the design
and production stages of a novel lightweight and drag reducing rudder bulb via LPBF. The
work shows the finite element modeling (FEM) phases for weight reduction and computer
fluid dynamics (CFD) for identifying the advantage of the biomimetic fish scale surfaces.
Finally, the component production stages are explained showing high geometrical fidelity
with respect to the digital model.

2. Design of the Rudder Bulb

2.1. Design Requirements and Choices

The PoliMi sailing boat is equipped with two foiling wings, namely the main one, in
keel position and the rudder one. The rudder bulb has the aim of structural connection
between the rudder vertical and the horizontal wing. This latter is the one that generates
approximately 30% of the lift force required to the moth in order to “fly” above the waterline.
The other 70% is provided by the keel wing. The keel wing has no reason to be displaced
with respect to its vertical, as instead is an advantage in the rudder, as allowed by the
bulb that in the proposed design, provides regulation in such matter. The resulting spatial
translation, along the main boat axis, of the lift force with respect to the rudder vertical
below it, allows the sailor to have higher handling, especially while turning, by increasing
the span between the keel and the rudder lift force components. The beneficial effect cannot
be obtained by displacing all the rudder structure at once because moth class rules impose
specific limits in boat body length [22].

The bulb must be realized with a metal alloy, because of the high strength required.
The chosen Al alloy was AlSi7Mg0.6, which is already used in aeronautical applications
but novel to LPBF for this field. [23]

A reduction of mass down to 10–30% of the original internal bulb core volume (design
space) is desired, with no excessive loss of stiffness. For the surface, the objective was to
investigate the feasibility of using biomimetic surface textures. The feature was evaluated
by CFD for drag reduction and its producibility was assessed by the production of the
full-scale bulb.

2.2. Topology Optimization Strategy

The bulb base model embraces mainly low resistance external shape (i.e., elongated
bulb) and foiling wing position regulation (longitudinally). The first is obtained starting
from the existing applications as well as PoliMi Sailing Team’s experience. The overall
longitudinal length of the model is 290 mm. An innovative solution was introduced in
order to have the possibility to increase and reduce, during foil set up, the distance between
keel lift and rudder lift components. This approach helps to study and find an improved
cruising stability when boat is in “flying” condition (raised above water level).
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At the front side, the bulb body must host the rudder vertically (Figure 2a). The
joining was made by means of interference fitting, fixed in position with a central bolt.
3D modeling of bulb base geometry was obtained by means of Dassault Systèmes Solid-
works environment while Altair Inspire was used for the topology optimization.

Figure 2. Bulb 3D base model views, (a) top, (b) side, (c) bottom. The overall longitudinal length of
the component is 290 mm.

The wing was connected by means of bolts without interference fitting so two bolts at
a time are used to constrain the wing in translation and rotation. Hence, two different wing
positions (X-wise) could be used. This aspect was considered when defining optimization
load cases, as three area subdivisions are sketched in the model to pre-partition the wing
connection surface (visible in Figure 2c) for the configuration of the load cases.

Topology optimization was carried out starting from a base model shown in Figure 2a,
weighing 452 g with the same Al-alloy used in LPBF. The model was partitioned geometri-
cally in sub-bodies with the aim to identify the core from all the rest. The core was set as
the volume that can be modified by optimization iterations (design space), while the rest,
the surrounding “case” or “shell”, is the fixed portion, not modifiable and onto which loads
are applied. In Figure 3, longitudinal sections of the partitioned model are presented with
core (Figure 3a) and without core (Figure 3b). Target objective was to reduce the core mass
by 10–30% with respect to the initial design while maximizing the stiffness. The weight
performance was evaluated at the FEM level only.

Figure 3. (a) Bulb 3D model partitioning, longitudinal section view; the main green internal portion
is the “core” while its contour (shown in green) is part of the “case”, (b) case sectioned view, uniform
thickness of 1 mm. The overall longitudinal length of the component is 290 mm.

The introduced load cases were obtained considering actions on the bulb structure,
mainly transmitted by the down standing wing. The loads were applied contemporarily,
and varied according to modeled working condition, while some were common for all load
cases. All actions are assumed at maximum criticality of the event (boat speed of about
20 kts or an eventual sailing accident), no extremely rapid impact condition is considered
for the optimization. Reasonable impact cases as could be debris impacts or extreme
accident were considered to be sufficiently compensated by the minimum safety factor
imposed (1.8) with respect to the yield stress (YS). Five optimization runs were conducted
as shown in Appendix B.
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2.3. Definition of the Load Cases

Prior to the definition of the load cases, all actions on the component structure
were identified. Modeling of the actions was made by means of sailing team experi-
ence, balance analysis on rudder loads and practical assumptions. The following are the
considered actions.

i. Lift force (L) generated on rudder accounts approximately for the 30% of the overall
lift required, however, due to the changing attack angle, the wing may transmit a
variable load. To account for this variation, it is considered to have L to be equal to
600 N for 0◦ attack angle, with a direction perpendicular with respect to bulb–wing
interface. A magnitude of 400 N was assumed with inclinations of ±10◦ with
respect to the interface, to account for magnitude and direction variability load
cases. The overall drag force (Dw) due to the relative motion of the wing and the
water, transmitted to the bulb is estimated to be approximately 34 N at 0◦ while
increasing up to about 50 N in magnitude for ±10◦ attack angle.

ii. Exceptional circumstances may lead to boat roll up to capsize, during such event,
or after, while recovering, the wing opposes resistance to fluid, or it may be used as
lever for boat recovery. These situations may be emulated on the bulb by means
of a torque action (T). The value considered is 6.25 Nm. This value simulates a
force of F = 12.5 N applied at 0.5 m, as it is approximately the distance of one
wing extremity.

iii. It may happen that the rudder is carried upward due to boat rapid pitch angle
change. As a consequence, the wing acts as hydrodynamic resistance, trying to force
downward the bulb rear portion with it. The load (Pc) is estimated to be at max
400 N. This load is transmitted to the bulb body by means of wing connecting bolts.

iv. Bulb overall drag force (Db) at max boat speed condition was estimated to be about
50 N. However, for simplicity no change in magnitude was set when dealing with
different attack angle conditions.

v. During the assembly, the compression state imposed by bolts preload should be
considered. Rudder vertical bolt preload (Pv) is 60 N while preloads on wing bolts
(Pw, f ront and Pw, rear) are 125 N each.

All the actions are collected in Table 1. Further details are presented in Appendix A.

Table 1. The used load cases in the topological optimization stage.

Load Description Symbol Unit Magnitude

Lift force Rudder wing lift action

L(0◦) [N] 600

L(+10◦) [N] 400

L(−10◦) [N] 400

Wing drag force Rudder wing motion with respect to water

Dw(0◦) [N] 34

Dw(+10◦) [N] 50

Dw(−10◦) [N] 50

Capsize torque Torque due to capsizing of boat T [Nm] 6.25

Wing vertical resistance Resistance to vertical translation of the wing Pc [N] 400

Bulb drag force Bulb motion with respect to water Db [N] 50

Rudder vertical bolt preload Compression due to assembly Pv [N] 60

Wing bolts preloads Compression due to assembly
Pw, f ront [N] 125

Pw,rear [N] 125

Topological optimization was run by means of successive trials. The followed method-
ology was based on performing an optimization with stiffness maximization and design
space mass decrease targets. The obtained model was then analyzed with respect to all load
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cases and if displacements and safety factors were still acceptable, it was proceeded with a
new optimization characterized with a more ambitious core mass reduction with respect to
the full core model. All topology optimizations were performed with a symmetry plane
requirement with respect to the only symmetry plane of the base model (congruent with
section plane of Figure 3), it means that results had to satisfy the symmetry of material
spatial distribution with respect to this plane.

Design for laser powder bed fusion rules was also implemented in the optimization
work. In order to avoid internal supports, surfaces with angles lower than 45◦ with respect
to the build platform plane of the LPBF machines should be avoided. The overhang
control with 45◦ critical angle was not inserted initially to freely optimize the mass with
the required rigidity. The optimized geometries were evaluated for overhang regions
first. Later, the overhang control was implemented, setting the printing direction and the
overhang critical angle.

Minimum thickness of core part was set to be kept above 3–5 mm for all optimiza-
tions. It is known from experience that too thin optimized geometry is likely linked to
fitting failure when dealing with surface definition. Set material properties are YS, Young
modulus, Poisson’s ratio and mass density, respectively, at 200 MPa, 70 GPa, 0.33 and
2.68 g/cm3 using the LPBF as-built properties of the AlSi7Mg0.6 without considering
material anisotropy.

2.4. Biomimetic Texture Design

Muthuramalingam et al. [24] have studied the hydrodynamic behavior of 3D scanned
model-based sea bass scales pattern, reporting a decrease in the overall drag with respect to
a surface with no scales. The geometrical model was obtained from a CAD reconstruction
tool that used microscopy analysis to assess dimensions directly on fish skin. The fish skin
can be represented as a pattern of partially superimposed scales. It was chosen to model
each scale as a half circle, linearly growing in thickness and triangular in vertical section.
Starting from the midsection (Figure 4, section A-A), it is a triangle, with base length l
(equal to the circle’s radius), height hs as the maximum scale thickness and the two angles,
α as the “scale angle” and β.

(a) 

 
(b) 

 

A A 

A-A 

 

 

  

 

 

Figure 4. (a) Scale model geometry and (b) pattern parameters.
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As seen in Figure 4b, the pattern should allow the scales to be oriented according to
the longitudinal axis of the considered carrying body for the growing thickness of the scales
themselves and transversally (i.e., circumferentially in case of curvature) with the “scale
diameter” (as it corresponds to angle α’s origin position). The longitudinal distance among
neighbor-row scales is named dl, while among aligned not row-neighboring ones was set
to be 2 × dl. The transversal spacing among transversally aligned scales is named dc, while
among not transversally aligned scales the spacing is modeled as 0.5 × dc. To determine
the single scale geometry, at least three parameters among all mentioned should be set. The
chosen ones were l, hs and α, while dl and dc are used for the pattern. A surface pattern
was determined after a sensitivity analysis, which is not reported here for brevity. The
chosen values are listed in Table 2.

Table 2. Chosen scale pattern geometrical parameters.

α l dl dc

[deg] [mm] [mm] [mm]

3 3 0.9 6

2.5. Fluid Dynamic Behavior of the Fish Scale

Reynolds-averaged Navier–Stokes equations were solved with a k-ω SST turbulence
model using the open-source framework OpenFOAM. The geometry considered for the
fluid-dynamic study consists of a flat surface covered with scales: Rhinoceros environment
was used to generate the fish scale patterns used for the CFD analysis. A domain sensitivity
study, and a mesh independency study was performed, to achieve a reliable numerical
model to assess the fluid-dynamic performance of the fish scales. A plate equipped with
scales with a dimension of 50 mm in length and 6 mm in width was placed in the domain
reported in Figure 5. The boundary conditions are cyclic in the transversal direction to
emulate an infinitely large plate and has an inlet and an outlet. The mesh selected after the
mesh independency study for the numerical computations has a number of cells around
11 million cells, and the calculation was performed on the CFDHub HPC infrastructure at
Politecnico di Milano.

Figure 5. (a) Full domain, lateral view; (b) detail on scale pattern mesh refinement, (c) perspective,
(d) boundary conditions.

For comparison the initial design was modeled as a flat surface in the design domain
with no fish scales. The drag value was compared to the surface with the scale design
determined in Table 2.
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3. Materials and Experimental Systems

3.1. Laser Powder Bed Fusion System

The full-scale rudder bulb bas produced using a TRUMPF TruPrint 3000 LPBF machine
(Ditzingen, Germany). The AlSi7Mg0.6 powder employed had a 20–63 μm grain size
(Carpenter Additive, Philadelphia, PA, USA). The powder was produced by means of gas
atomization. Process chamber was set to work on Ar inert atmosphere to prevent oxidation-
related issues. The main process parameters are reported as in Table 3. The part density
was measured at 99.3% ± 0.2% by means of optical microscopy. LPBF built processor
software used to prepare the building platform in digital environment was Materialize
Magics 19 (12/2019–10/2020).

Table 3. Overall volume LPBF process parameters involved.

Process Parameters Level

Chamber oxygen concentration [%] 0.1

Inert gas type [–] Ar

Shielding gas flow rate [m/s] 0.8

Preheating temperature (Tph) [◦C] 100

Laser spot diameter (ds) [μm] 100

Layer thickness (z) [μm] 50

Layer scan strategy [–] No pattern

Scan direction rot. layer by layer [deg] 67

Laser power (P) [W] 345

Scan speed (v) [mm/s] 1500

Hatch distance (h) [mm] 0.10

3.2. Surface Finishing

In the study, manual sandblasting was used to improve the surface quality of scale
equipped LPBF built surface. The system used to perform the treatment was a Guyson
FL600 Blast system equipped with an 8 mm nozzle diameter, ejecting a 6 bar pressurized
mixture of air and abrasive grains. Abrasive grains were dried silica-based sand grains of
type BACCHI 510 PLUS.

Sandblasting was performed for approximately 30 s on all of the surface to be treated,
keeping the nozzle at a distance between 10 and 15 cm from the surface. For the manufac-
tured fish scales, it was observed that small features are preserved and enhanced in quality
if the blasting direction is not perpendicular with respect to the surface. An inclination of
approximately 45◦ was kept with respect to the longitudinal axis of the part.

3.3. Tensile Test

Tensile tests were performed on sandblasted tensile specimens to verify the mechanical
properties of the build according to ISO 6892. Equipment used to perform the test was
an MTS Alliance RT/100 tensile test machine along with an MTS 685.22 Hydraulic Grip
Supply (Eden Prairie, MN, USA).

3.4. Surface Analysis

The geometrical fidelity of the produced biomimetic surface was evaluated through
focus variation microscope (Infinite Focus, Alicona Imaging GmbH, Graz, Austria). Surface
height maps were acquired with vertical and lateral resolutions, respectively, at 1 and
15 μm. The acquisitions were followed by a form removal procedure tool together with a
coordinate system adjustment, to center the dataset over the origin of the reference system.
To distinguish between surface roughness elements and fish scales geometrical features, a
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cut off wavelength of 0.8 mm (ISO4287) was used for all roughness measures. This value
was smaller than the minimum periodicity length imposed by scale pattern geometries.

Primary profile analysis was used to compare the produced surface profile with the
theoretical dimensions. For the roughness measurements, paths of 10–15 mm were selected
to comply with the cut-off wavelength. Three paths were selected (Figure 6a) measuring
the average roughness (Ra).

 

Path1 

Path3 

Path2 

Profile1 

Profile3 

Profile2 

(a) (b) 

Figure 6. Roughness profile paths example (a), primary profile study paths example (b).

Along with the linear roughness parameters, the areal average roughness (Sa) was
measured. Primary profiles analysis was performed choosing three profiles laying on the
mid planes of the scale rows (Figure 6b). For each primary profile, the mean peak to valley
distance (Δpvmeas) was collected and distance among correspondent scales’ points (dlsr,i)
was sampled three times (Figure 7a). The considered distance among correspondent scales’
points (dlsr, meas) for the analyzed profile was the average between the sampled ones. The
final considered values for the analyzed scale pattern were then the average results among
the three observed profiles. These distances were used to generate a prior assessment of
the manufactured scales’ quality, comparing with the theoretical distances imposed by the
3D original model, respectively called Δpvtheo and dlsr, theo (Figure 7b).

 

Figure 7. (a) Primary profile mean peak to valley distance (red) and scale to scale correspondent
point distance (black) examples, (b) theoretical measures from scale pattern CAD model.
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Each dlsr,i value was taken at a different scale height, preventing eventual nuisance
effect in the measure due to a particular sampling position. The “sr” subscript stands for
“same row” and it was inserted to distinguish these measures from the previously defined
dl parameter, which refers to neighboring different rows, with dl = 0.5 × dlsr, theo.

4. Results and Discussion

4.1. Topology Optimized Model

The successful and sequential topology optimization runs are summarized in Table 4.
The observation of mass variability is an indicator of optimization quality. Limited variation
(up to 10%) is considered to suggest good optimization results, therefore it is possible to
consider analyzing the model.

Numerical details are presented in Appendix B.

Table 4. Optimization runs.

Run Name
Mass Target Overhang Control Core Mass Core Mass

[%] wrt. Original [Yes/No] [kg] [%] wrt. Original

A 50 No 0.218 50

B 15 No 0.061 14

C 10 No 0.038 9

D 15 Yes—45◦ printing orientation 0.061 14

E 15 Yes—90◦ printing orientation 0.059 14

Run A was the first optimization performed to assess settings and load case behaviors.
Target core mass was set to be reduced down to 50% of the original value. The result was
satisfying in terms of optimization success, but still far from mass reduction target. The
minimum safety factor resulting from stress analysis was 3.22, experienced in Working
(0◦, l) load case condition. The original full model started with a minimum safety factor
of 3.97. The high safety factor suggested the possibility to further remove the core material.
The geometry of run A was the starting point in run B. Resulting core relative mass, at
target level condition was about 13.9%. The model, once tested on the load cases, resulted
in minimum safety factor of 3.29. The result suggested that the previous 50% target was
not a limit for structural resistance of the optimized shape. Since B condition was still
characterized by a sensible gap from the full model, run C had the aim to explore further
mass reduction. Target was set to 10% and successful run results in 1.82 minimum safety
factor (Working (0◦, l) load case). However, even if the local high stress did not lead to
critical safety factor, maximum displacements reached were too high to be considered
acceptable. In particular, bulb geometry would displace in X and Y directions of about
2 and 1.6 mm, respectively. Displacements did not decrease sensibly by increasing the
optimization index, not even at index 9. This condition was not experienced in run B where
maximum displacement in any direction is not greater than 0.2 mm. At such point then,
mass reduction condition was set to be kept at 15%.

In the final stage of the topological optimization the overhang control was introduced
according to the build direction. Run D and run E embraced this need. Run D considered
generating a support free core while printing the bulb inclined by 45◦ with respect to
platform plane with its longitudinal axis and orienting the wing interface surface upward
(Figure 8D). Run E employed instead a vertical build of the bulb (Figure 8E).
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Orient. for (D) Orient. for (E) 

Figure 8. Run (D,E) with printing orientation emulation in order to account for support free core
(overhang critical angle 45). In light blue, the support structures are shown. The overall longitudinal
length of the component is 290 mm.

Both result in about 14% core mass (at target level) but D minimum safety factor falls
to 1.6, while in E is preserved at 3.18. No excessive displacement concerns results. Since the
preferred printing orientation is the one used in D, a more massive version of D result was
analyzed. After a few trials, optimization level was set to index 9; results satisfy the safety
factor requirement, resulting in a minimum of 2.46, while core mass reached 19.7% with
respect to the original core. With the achieved significant reduction of the core mass, the
final product mass comprised of the core and shell in the optimized condition was 190 g,
corresponding to a 58% weight reduction.

Such ratio is considered to be acceptable and optimization run D at index 9, named
“D(9)” was set as definitive core geometry. In Figures 9–11, a comparison of D(9) behavior
with respect to original model (solid) and “no core” model (null core mass) is reported
for the most relevant load cases. No-core condition was tested for comparison to the
minimization results achieved with core mass reduction of about 80%. D(9) model achieves
similar results as the solid original version while the total lack of core is associated to
excessive displacements. Minimum safety factor against yielding results critical only for
no core condition, on the majority of load cases. The behavior is related to local stress
concentration due to the only presence of the relatively thin case structure bearing loads.

Figure 9. Working (+10◦, l) load case analysis results.
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Figure 10. Capsize (clockwise, s) load case analysis results.

Figure 11. Rudder upward (l) load case analysis results.

Optimized bulb interior definitive shape results as in Figure 12a,b and isolated op-
timized core geometry is observable in Figure 12c,d. It is also visible the evacuation site
for internal powder removal. It is located in a low stress region as well as a hidden and
sufficiently covered position in terms of isolation with respect to eventual water penetration
since it would be surmounted by rudder vertical encastre extremity.

(c) 

(d) 

(a) 

(b) 

Evacuation site 

Figure 12. D(9) core together with interior partitions of bulb; (a) side horizontal view, (b) top horizontal view; while isolated
optimized core D(9) shape; (c) side, (d) bottom. The overall longitudinal length of the component is 290 mm.

Stress analysis, on original and optimized shapes, reports localized stresses in the rear
edge region on the rudder vertical socket (Figure 13a). The localized stress concentration
is present in all load cases and models and it is considered to not represent a material
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resistance critical location since stress levels reached comply in the minimum safety factor
(Figure 13c) reached and the local stress state is mainly compressive (Figure 13b); these
considerations are valid for all load cases.

(a) (b) 

(c) 

Figure 13. (a) von Mises stress, (b) tension-compression, (c) safety factor (wrt. YS) analyses on Working (0◦, s) load case.
The overall longitudinal length of the component is 290 mm.

4.2. Drag Reduction

The plate of fixed dimensions is proved to be capable of reaching a reduction of overall
drag force of about 1% at 2.5 m/s water speed with respect to a scales-unequipped plate,
by means of viscous drag component reduction. Drag force over the test plate is given
by the sum of viscous and pressure components along the main stream direction. The
viscous component undergoes 19.9% reduction while the pressure drag force component
is increased by about three times due to scale behavior as a series of walls. However, the
viscous drag reduction is enough to compensate the pressure component increase and
slightly overcome it, determining the reduction of the overall drag force. In Figure 14,
the upper view of the tested domain and analogy with the natural behavior on European
bass skin by means of speed corridors generation (streaks effect) is linked to viscous drag
reduction. The results were found to be coherent with previous research that modeled
fish skin [24].

The speed of 20 kts is considered as the highest boat speed. In this condition, loads
are of relevant entity for the involved metal component. Moth class vessel speeds may lay
around 5–10 kts (2.5–5 m/s). In particular, the ones built for the competition by research-
university teams are assumed to sail near such value and have 20 kts as sensibly high limit
for boat speed. The speed around 2.5 m/s is the most important one, since the boat starts
flying and take-off with lower driving force is an advantage when racing. According to the
novelty of the work, the presented speed of 2.5 m/s is also coherent in terms of possible
swimming speed of the involved species and so of the scale geometries involved. While the
drag reduction may appear very limited, for the competition purposes such reduction is
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expected to provide an advantage. Beyond the demonstrated results, the work shows that
biomimetic surface textures can be further exploited to enhance the sailing performance.

 

Figure 14. Streaks formation observed on the velocity field at back tested plate.

4.3. Bulb Production

Optimized bulb model was at first textured with the chosen scale type. Details are
reported in Appendix C. The final bulb geometry was then oriented as optimization case D,
with respect to building platform reference plane. With the aim to assess production
run mechanical properties, tensile specimens were inserted. As common good practice,
control specimens for destructive testing are frequently manufactured together with the
final product. This approach increases reliability of product material properties since
they can be assumed to be not sensibly distant from the one of control specimens. The
whole platform geometries are to be subjected to the same optimized process parameters.
Tensile specimens are oriented vertically, horizontally and with same longitudinal bulb
axis inclination. This may allow to assess material strength anisotropy among printing
orientations. Three specimens are inserted for each orientation. Tensile specimens are
supported with software-generated thin geometries (Materialize Magics 19, accessed on
September 2020).

Production results in continuative and uninterrupted process. No issues related to
evident deformations nor layer scanning errors are reported, with an exception made for
horizontally oriented tensile specimens that gained slight curvature with respect to their
main axis. Deformation is likely due to high residual stresses achieved during their larger
area scanned layers (approximately in correspondence of their mid height). The internal
powder evacuation site allowed to remove all powder during the unpacking step, by means
of building platform inclination. The built platform is as in Figure 15.

 

(a) (b) 

(c) 

Figure 15. (a) Frontal, (b) back perspectives on built platform, (c) bulb after sandblasting.
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4.4. Surface and Material Properties

The analyzed surface was taken in a portion of the bulb with reduced curvature.
In Table 5, the resulting roughness and primary profile quality measures are presented.
Sandblasting was applied to the bulb external surface. The surface analysis results in
improved quality on both roughness and primary profiles. In particular, sandblasting is
observed capable of smoothing the highest peaks preserving scale geometrical features.

Table 5. Roughness and primary profiles measures for as built and sandblasted conditions.

Condition
Ra Sa dlsr, theo dlsr, meas Δpvtheo Δpvmeas

[μm] [μm] [μm] [μm] [μm] [μm]

As-built 11.9 15.8 1800 1787 89.94 99.11

Sandblasted 7.13 9.09 1800 1888 89.94 84.29

The final product mass is 220 g, slightly higher than the forecasted one by optimization
software of 190 g (Altair Inspire 19.3, accessed on May 2020). The discrepancy is related
to scale pattern geometrical features addition, which have increased the case thickness.
Considering the volume occupied by bulb geometry when immersed in water, approxi-
mately 114 cm3, the overall force acting on bulb due to simultaneous actions of weight and
Archimedes’ force, leads to a vertical resultant magnitude of 0.24 N (oriented as gravity).
This means that the bulb is not provided of buoyancy by itself, which is wanted because it
would have acted as a destabilizing force in boat rolling behavior, but at same time does
not affect boat buoyancy capabilities significantly.

Tensile specimens result in YS of approximately 250 MPa for all printing directions,
while UTS and elongation at break (A%) result smaller for horizontal specimens of about
50 MPa and 3–4% with respect to the means of 45◦ inclined and vertical specimens which
both end up in similar values; UTS of about 400 MPa and A% at 5–6%. Bulb material
mechanical properties can be assumed to be similar to the ones of the specimens. Horizontal
specimens performed worse in strength and elongation at break. The reason may lay in
residual stresses-caused deformations that could have determined an earlier failure of
specimens, due to eventual superimposition of stress states. The bulb is oriented according
to 45◦ inclined configuration with its main axis. It may be inferred that by the fact that the
most relevant load cases would act as bending moment, they encounter the majority of
material disposed as such configuration, which appears to lead to acceptable mechanical
properties. The rather low elongation at break values observed of the AlSi7Mg0.6 alloy are
related to the inherent porosity and the layered structure of the material. While the achieved
density is acceptable for most of the applications, the level of porosity (approximately
0.7%) can be detrimental for fatigue behavior especially. Mechanical properties of the
material depend on the process parameters as well as the machine configuration and the
applied heat treatments. The measured properties are comparable to what is reported in
the literature [25–30].

Concerning the mechanical properties, AlSi7Mg0.6 can be hardened by an aging treat-
ment. In general practice, a stress-relieving treatment is applied to Al-Si-Mg alloys in order
to reduce the thermal stresses generated during the LPBF process [30]. Such treatments
generally result in a reduction of the mechanical properties and improve elongation at
break compared to the as-built material. Successively aging treatments can be done to
improve the mechanical properties and have an isotropic behavior. As a matter of fact,
maintaining the high YS and UTS values after an ageing treatment may be difficult and
require extensive research. Given the rudder bulb’s geometry that does not have exten-
sive transitions from bulky to thin regions, part deformations during the build could be
assumed negligible. Without the necessity to apply stress-relieving, further hardening can
be possibly avoided. However, the tailored mechanical properties can be beneficial for
further improving the topological optimization.
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In this work, isotropic mechanical properties with lower YS and E values during the
topological optimization were considered. The resultant mechanical performance of the
as-built material was higher. At a level of demonstrating the capability of the metal AM
process, the results were sufficient, and no further iterations were carried out with the
actual mechanical properties. This can allow to increase the safety factor. Given the fact
that the weight reduction was sufficient, and the aim was to maintain the core thickness
higher than a limit value, further mass reduction was not also found to be useful.

5. Conclusions

This work shows an applied case study where metal additive manufacturing was ex-
ploited for the design of a novel rudder hub. The geometrical flexibility of the laser powder
bed fusion process was combined with a lightweight Al-alloy to design the component
with biomimetic surface design. The main outcomes can be summarized as follows.

• The design step satisfied the mass reduction target. The core mass was reduced by
80.3% (corresponding to 19.7% of the original core mass) with acceptable increase in
elastic deformations and maximum displacements in the order of 0.1 mm for the most
critical load cases. The final mass composed of the shell and core was reduced by 58%
from 452 to 190 g.

• The biomimetic fish scale surfaces were modeled to understand their fluid dynamic
behavior. The results showed improved behavior in terms of viscous drag force
component which sees a reduction of about 19.9%.

• The designed rudder hub was manufactured along with specimens to verify the
mechanical behavior of the build. The results showed high geometrical fidelity of
the scale details, acceptable surface roughness after sandblasting and the desired
mechanical properties.

• The results confirm the great potential of using metal AM processes in the naval indus-
try as it combined great geometrical flexibility as well as design and manufacturing in
a digital environment. Along with the obtained results, the work shows a framework
for the design, manufacturing and verification of the metal AM products for the naval
industry with novel features.

In this work, the produced component had relatively small dimensions for the naval
sector, while larger parts can be required for other applications. Larger parts can be
produced by welding separate additively manufactured parts, which can be also designed
for the assembly purposes. The use of topological optimization methods can also be
beneficial for designing the component for successive assembly by welding methods. Laser
welding can be a viable option for the welding of parts with complex geometries. While Al-
alloys have overall good weldability with lasers despite their high optical reflectivity [31],
the weldability of LPBF produced Al-alloys can be difficult due to very large pore formation
observed with these materials [32]. Solid state welding processes such as friction stir
welding may be another option, but the complexity of the LPBF parts may require complex
weld paths not easily applicable to such processes due to the used tools and applied
forces. While this work demonstrated the feasibility of producing biomimetic features
and topological optimization together, the final verification of the component performance
remains an open issue. The work validated the feasibility of producing the biomimetic
surfaces and the weight reduction was verified. On the other hand, the drag reduction
estimated with the simulations requires further validation.
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Appendix A. Load Cases

Load cases were defined according to the load acting simultaneously on the considered
condition. However, exceptions existed for Pr,v, Pw, f ront and Pw, rear that were inserted
uniformly on all load cases, since there is no condition in which they were not present. The
capsizing directions were distinguished considering watching the boat from its forward
position. Clockwise and counterclockwise directions were considered, and consequently,
by being T a resistance action, it will be characterized by opposite direction. Attack
angle is named positive if rotation is related to boat forward position to move downward
with respect to boat stern height while negative in the opposite case. In Table A1 the
distinguished load cases are presented.

Table A1. Considered load cases.

Load Case Description Loads

Working (0◦) Rudder cruising with 0◦ wing attack angle Pr,v, Pw, f ront, Pw, rear, Db, Dw(0◦), L(0◦)

Working (+10◦) Rudder cruising with +10◦ wing attack angle Pr,v, Pw, f ront, Pw, rear, Db, Dw(+10◦), L(+10◦)

Working ( −10◦) Rudder cruising with −10◦ wing attack angle Pr,v, Pw, f ront, Pw, rear, Db, Dw(−10◦), L(−10◦)

Capsize (clockwise) Rudder rotation in correspondence of bulb
longitudinal axis clockwise Pr,v, Pw, f ront, Pw, rear, T(counterclockwise)

Capsize
(counterclockwise)

Rudder rotation in correspondence of bulb
longitudinal axis counterclockwise Pr,v, Pw, f ront, Pw, rear, T(clockwise)

RudderUpward Rudder carried upward by boat vertical translation Pr,v, Pw, f ront, Pw, rear, Pc

Load cases must also account for position of the wing with respect to the bulb. All
loads transmitted by the wing to the bulb by means of bolted connection must be applied
in different positions according to the usage of the couple of bolted connections involved.
Naming (1), (2) and (3), respectively, the front, middle and rear bolt (Figure A1) and
the correspondent interface surface region (Figure 2c), load cases were duplicated as
in Table A2, where the utilization of (1) and (2) positions is denoted as “s” (i.e., short
configuration) while the utilization of (2) and (3) is denoted as “l” (i.e., long configuration).

(1) (2) (3) 

Figure A1. Bolt indexing. (1), (2) and (3), front middle and rear bolt positions. The overall longitudinal
length of the component is 290 mm.
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Table A2. Definitive load cases list.

Load Case Description Loads

Working (0◦, s) Rudder cruising with 0◦ wing attack
angle and short configuration Pr,v, Pw,(1), Pw, (2), Db, Dw(0◦, s), L(0◦, s)

Working (+10◦, s) Rudder cruising with +10◦ wing attack
angle and short configuration Pr,v, Pw,(1), Pw, (2), Db, Dw(+10◦, s), L(+10◦, s)

Working (−10◦, s) Rudder cruising with −10◦ wing attack
angle and short configuration Pr,v, Pw,(1), Pw, (2), Db, Dw(−10◦, s), L(−10◦, s)

Capsize (clockwise, s)
Rudder rotation in correspondence of
bulb longitudinal axis clockwise and

short configuration
Pr,v, Pw,(1), Pw, (2), T(counterclockwise, s)

Capsize (counterclockwise, s)
Rudder rotation in correspondence of

bulb longitudinal axis counterclockwise
and short configuration

Pr,v, Pw,(1), Pw, (2), T(clockwise, s)

RudderUpward (s) Rudder carried upward by boat vertical
translation and short configuration Pr,v, Pw,(1), Pw, (2), Pc(s)

Working (0◦, l) Rudder cruising with 0◦ wing attack
angle and long configuration Pr,v, Pw,(2), Pw, (3), Db, Dw(0◦, l), L(0◦, l)

Working (+10◦, l) Rudder cruising with +10◦ wing attack
angle and long configuration Pr,v, Pw,(2), Pw, (3), Db, Dw(+10◦, l), L(+10◦, l)

Working (−10◦, l) Rudder cruising with −10◦ wing attack
angle and long configuration Pr,v, Pw,(2), Pw, (3), Db, Dw(−10◦, l), L(−10◦, l)

Capsize (clockwise, l)
Rudder rotation in correspondence of

bulb longitudinal axis clockwise and long
configuration

Pr,v Pw,(2), Pw, (3), T(counterclockwise, l)

Capsize (counterclockwise, l)
Rudder rotation in correspondence of

bulb longitudinal axis counterclockwise
and long configuration

Pr,v, Pw,(2), Pw, (3), T(clockwise, l)

RudderUpward (l) Rudder carried upward by boat vertical
translation and long configuration Pr,v, Pw,(2), Pw, (3), Pc(l)

All loading conditions rely on the same structural constraints. The bulb was joined
by interference fitting with rudder vertical, therefore, bolted constraint was placed in
correspondence of the bolt hole, while translation constraints were applied on the surface
of the socket.

The “common” loads, that shared the same magnitude and direction as the multiple
load cases, were the vertical and wing bolts preloads and bulb drag force. All these were
applied as uniformly distributed loads over the local surface partition involved. For drag
force, all the external surface was considered.

In the following, some of the load cases are detailed while the constraints are hidden
in the figures. In Figure A2, “Working (0◦, s)” load case is presented. It is worth noticing
that to comprehend only the first two portions of wing interface surface, both drag and lift,
wing caused, actions, are divided equally into two loads each (subscripts (1) and (2) are
then added for clarification). Applied loads are not concentrated, they are set as uniformly
distributed on the local surface partition of application.
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Figure A2. Working (0◦, s) load case, constraints are hidden for representation purpose. The overall
longitudinal length of the component is 290 mm.

In Figure A3 the load case “Capsize (clockwise, l)” is presented where the torque
is obtained by means of concentrated forces applied at 0.25 m distance with respect to
bulb longitudinal axis. Two forces (12.5 N in magnitude each) are used to comply with
the “long” configuration. Application points of forces were connected by means of rigid
connectors over the correspondent partition of the interface surface.

 
 

 
 

 
 

 

Figure A3. Capsize (clockwise, l) load case, constraints are hidden for representation. The overall
longitudinal length of the component is 290 mm.

In Figure A4 the “RudderUpward (s)” load case is reported. Since the wing tends to
resist the carrying action of the rudder, the bulb ends up subjected to Pc(s). by means of the
bolted junction. Forces were then positioned as the head of the bolt is transmitting the load.
Two forces (of equal magnitude, 200 N) are used to comply with the “short” configuration.

 
 

  

 
 

 

Figure A4. Rudder Upward (s) load case, constraints are hidden for representation purpose.
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Appendix B. Topological Optimization Runs

The software allows to observe local variation of optimized mass around the target
level, in Figure A5, the variations for all the optimization runs, target level corresponds to
index 5 in the topology case slider; from 1 to 9 mass increases.

Figure A5. Optimization target neighborhoods. Letters (A–E) corresponds to respective optimization run.

Appendix C. Rudder Bulb Model Design and Support Preparation

Scale pattern is applied over the bulb case external surface, increasing its thickness
according to the local scale height (Figure A6). Bulb structural behavior is considered to be
not sensibly affected by thickness increase and at same time by generation of peaks and
valleys surface texture (i.e., due to scale pattern profile) that is considered not capable of
determining a sensible localized concentration of stress.

The final bulb geometry is then oriented as optimization case D, with respect to
building platform reference plane (Figure A7a). The main support structure is designed
manually (Figure A7c), since the area to be sustained embraces part of the rudder vertical
encastre socket and it is wanted to minimize influence on the local scale pattern geometry. In
order to avoid any excessively high platform-part connecting support structures, localized
part to part supports are inserted to preserve bolt holes geometry (Figure A7b), since they
experience local limited overhang due to product printing orientation. Building orientation
is coherent with recoater wear uniformity (recoater comes from X positive direction),
supporting needing area minimization as well as production stability principle in terms
of thermal energy to be evacuated per scanned layer. The main bulb support structure is
designed to be thicker than what structurally required to satisfy thermal evacuation needs
since it remains the only direct connected portion with the baseplate. Contact between
bulb and main support is limited to avoid any unnecessary joining with scale pattern,
by means of contained anchors dimensions and maximum spacing among neighboring
anchors (about 2–3 mm).
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(a) (b) 

(c) 

Figure A6. Scale application on bulb external surface; (a) reference half-surfaces, (b) prepared planar scale pattern for “flow
along surface”, (c) applied scales. The overall longitudinal length of the component is 290 mm.

 

(c) 

(b) (a) 

Figure A7. (a) Oriented and supported scales-equipped bulb model, (b) detail on bolted connection holes support structures
and (c) isolated main support structure geometry. The overall longitudinal length of the component is 290 mm.

171



J. Mar. Sci. Eng. 2021, 9, 1032

References

1. Ramirez-Peña, M.; Sotano, A.J.S.; Pérez-Fernandez, V.; Abad, F.J.; Batista, M. Achieving a sustainable shipbuilding supply chain
under I4.0 perspective. J. Clean. Prod. 2020, 244, 118789. [CrossRef]

2. University of Maine. Available online: https://composites.umaine.edu/3dirigo-the-worlds-largest-3d-printed-boat/
(accessed on 7 May 2020).

3. Braghin, F. Tecnologie Free-form per la Realizzazione di Componenti Nautici Tramite Fiber Placement. In NAUTICA +++
| Additive Manufacturing in campo Navale e Nautico | Arianna Bionda e Andrea Ratti; Edizioni Poli.design: Milano, Italy, 2017;
ISBN 978-88-95651-11-8.

4. Tecniche Nuove Spa, Mini 650. Available online: https://www.plastix.it/mini-650-ocore-stampa-3d/ (accessed on 29 April 2020).
5. Cevola, D. Fabbricazione Additiva nel Comparto Nautico: Nuovi Scenari e Prospettive. In NAUTICA +++. Additive Manufacturing

in Campo Navale e Nautico | Arianna Bionda e Andrea Ratti; Edizioni Poli.design: Milano, Italy, 2017; ISBN 978-88-95651-11-8.
6. Nemani, A.V.; Ghaffari, M.; Nasiri, A. Comparison of microstructural characteristics and mechanical properties of shipbuilding

steel plates fabricated by conventional rolling versus wire arc additive manufacturing. Addit. Manuf. 2020, 32, 101086. [CrossRef]
7. Horgar, A.; Fostervoll, H.; Nyhus, B.; Ren, X.; Eriksson, M.; Akselsen, O. Additive manufacturing using WAAM with AA5183

wire. J. Mater. Process. Technol. 2018, 259, 68–74. [CrossRef]
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Abstract: In a complex underwater environment, finding a viable, collision-free path for an au-
tonomous underwater vehicle (AUV) is a challenging task. The purpose of this paper is to establish
a safe, real-time, and robust method of collision avoidance that improves the autonomy of AUVs.
We propose a method based on active sonar, which utilizes a deep reinforcement learning algorithm
to learn the processed sonar information to navigate the AUV in an uncertain environment. We
compare the performance of double deep Q-network algorithms with that of a genetic algorithm
and deep learning. We propose a line-of-sight guidance method to mitigate abrupt changes in the
yaw direction and smooth the heading changes when the AUV switches trajectory. The different
experimental results show that the double deep Q-network algorithms ensure excellent collision
avoidance performance. The effectiveness of the algorithm proposed in this paper was verified
in three environments: random static, mixed static, and complex dynamic. The results show that
the proposed algorithm has significant advantages over other algorithms in terms of success rate,
collision avoidance performance, and generalization ability. The double deep Q-network algorithm
proposed in this paper is superior to the genetic algorithm and deep learning in terms of the running
time, total path, performance in avoiding collisions with moving obstacles, and planning time for
each step. After the algorithm is trained in a simulated environment, it can still perform online
learning according to the information of the environment after deployment and adjust the weight
of the network in real-time. These results demonstrate that the proposed approach has significant
potential for practical applications.

Keywords: autonomous underwater vehicle (AUV); collision avoidance planning; deep reinforcement
learning (DRL); double-DQN (D-DQN)

1. Introduction

The ultimate goal of mobile robot research is to process the data measured by the
sensing devices carried by the robot and to achieve completely independent decisions
through online processing. In a dynamically changing environment, it is extremely impor-
tant to plan a reasonable, safe path for a given task. The path planning of autonomous
underwater vehicles (AUVs) can be divided into two categories: global path planning
based on a completely known environment and local path planning based on an uncertain
environment, in which the shape and location of the obstacles are unknown. In recent
decades, research in this field has produced many achievements. Global path planning
methods include the sampling-based A* algorithm [1] and the rapidly-exploring random
tree [2,3]. In addition, there are many intelligent optimization algorithms, such as genetic
algorithms (GAs) [4], ant colony optimization (ACO) [5], and particle swarm optimization
(PSO) [6], which can also realize path planning. Petru et al. [7] proposes a sensor-based
neuro-fuzzy controller navigation algorithm. The control system consists of a hierarchical
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structure of robot behavior. The authors propose the use of segmented 2-D occupancy
maps to use ground-based probability grids for application in mobile robot navigation with
collision avoidance in [8]. The authors propose an extended Voronoi transform algorithm
that imitates the repulsive potential of walls and obstacles and combines the extended
Voronoi transform and the fast marching method to realize the robot’s navigation in a
previously undeveloped dynamic environment [9]. These methods can produce excellent
results in simulated environments. Nevertheless, it is difficult to obtain a satisfactory path
because information about the real environment is incomplete.

The marine environment has various uncertainties, such as floating objects, fish, and
ocean currents. In addition, accurate path planning is challenging due to errors caused by
approximations and linearization in the modeling of the system. As AUVs have limited
energy, designing an AUV path planner to run in real-time in an uncertain environment
while avoiding static and uncertain dynamic obstacles is a critical issue.

In a continuous large-scale space, it is difficult to perform obstacle avoidance
using only reinforcement learning (RL), as this requires long-term learning and is
relatively inefficient. The continuity of the state and action spaces leads to the so-
called dimensionality disaster, and traditional RL cannot be applied in any effective
form. Although dynamic programming (DP) can be applied to continuous problems,
accurate solutions can only be obtained for special cases. Many scholars combine RL
with fuzzy logic, supervised learning, and transfer learning to realize the autonomous
planning of robots [10–13]. For example, [10] proposed the use of RL to teach collision
avoidance behavior and goal-seeking behavior rules, thus allowing the correct course
of action to be determined. The advantage of this approach is that it requires simple
evaluation data rather than thousands of input-output training data. In [11], a neural
fuzzy system with a hybrid learning algorithm was proposed in which supervised
learning is used to determine the input and output membership functions, and an RL
algorithm is used to fine-tune the output membership functions. The main advantage of
this hybrid approach is that, with the help of supervised learning, the search space for
RL is reduced, and the learning process is accelerated, eventually leading to better fuzzy
logic rules. Meng et al. [12] described the use of a fuzzy actor-critic learning algorithm
that enables a robot to readapt to the new environment without human intervention.
The generalized dynamic fuzzy neural network is trained by supervised learning to
approximate the fuzzy inference. Supervised learning methods have the advantage of
fast convergence, but it can be difficult to obtain sufficient training data.

The authors proposed Q-learning and neural network (NN) planners to solve the
obstacle avoidance problem in [14–16]. The robot has the ability to implement collision
avoidance planning, but the time taken to reach the target point is too long, and the target
point cannot always be identified. In practical applications, the robot’s ability to reach the
target point is as important as its ability to avoid obstacles.

In the existing literature, there are many research studies in which deep reinforce-
ment learning (DRL) is applied to solve the problem of self-learning. For example, [17]
proposed a DRL model that can successfully learn control strategies directly from some
high-dimensional sensory input. The authors of [18] developed a DRL approach that adds
memory and assisted learning objectives for training agents, enabling them to navigate
through large, visually rich environments, including frequent changes to the start and
target locations. NNs have been used to perform data fusion from different sensor sources
with DRL and then employed for search and pick things [19]. In [20], an improved reward
function was developed using a convolutional NN, and the Q-value was fitted to solve the
problem of obstacle avoidance in an unknown environment. Long et al. [21] proposed a
multi-scenario, multistage training framework for the optimization of a fully decentralized
agent-system collision avoidance strategy through a powerful policy gradient. The authors
of [22] developed three different deep neural networks to realize the robot’s collision
avoidance planning in a static environment. The authors of [23] developed a distributed
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DRL framework (each subtask passes through the designed LSTM-based DRL network)
for the unmanned aerial vehicle (UAV) navigation problem.

Several algorithms take information directly from the original image, without prepro-
cessing, and formulate control strategies through DRL. In [24], the author used CNN and
DRL methods to use raw pixels as input to allow the agent to learn navigation capabilities in
a 3D environment. For instance, [25] used supervised learning to obtain depth information
from a monocular vision image and then used a DRL algorithm to learn a control policy
that selects a steering direction as a function of the vision system’s output in the virtual
scene before finally applying the policy in actual autonomous driving. In [26], a motion
planner based on DRL was proposed in which sparse 10-dimensional range findings and
the target position are used as the input and the continuous steering commands as output.
The DRL approach seems very promising because it does not require deep learning to
obtain training samples through additional methods.

A convolutional NN was integrated with a decision-making process in a hierar-
chical structure, with the original depth image taken as input and control commands
generated as the output, thus realizing model-free obstacle avoidance behavior [27].
The convolutions can be replaced with complete connections in standard recurrent NNs,
thereby reducing the number of parameters and improving the feature extraction ability
to achieve AUV obstacle avoidance planning [28]. Deep learning is an effective method
of collision avoidance planning, but there are still some problems to overcome. Prior
to learning, it is necessary to use methods such as PSO to generate large amounts of
data. Therefore, the effect of deep learning is heavily dependent on the performance of
algorithms such as PSO. When encountering dynamic obstacles, the above-mentioned
methods cannot guarantee optimal planning.

In this paper, we present a DRL obstacle avoidance algorithm for AUVs under un-
known environmental dynamics. The planning performance of the D-DQN-LSTM algo-
rithm is compared with several algorithms. When the GA algorithm encounters dense
obstacles and moving obstacles, the real-time planning ability of the algorithm is obvi-
ously insufficient. Compared with the GA algorithm, the generalization ability of the
DL algorithm is significantly improved. It has achieved certain results, but it still has
shortcomings. For example, a large number of training samples need to be generated
with the help of the GA algorithm or PSO algorithm. The algorithm is offline, and the
weights cannot be updated online in real-time. In [18], the author used the asynchronous
advantage actor-critic (A3C) algorithm, which takes the pixels of the maze environment
as input and divides the output into eight policies. The network also uses LSTM. Using
pixels as input places higher demands on the computer. Inspired by the LSTM network’s
structure suitability for processing time series sequences and reinforcement learning for
online learning, this paper proposes a D-DQN-LSTM algorithm. The input in our paper is
only dimensionality-reduced sonar information. The algorithm framework is double-DQN.
The network output is also eight policies, and the angle information of the goal point is
also used as the output policy. The advantage is that it increases the probability of the
AUV reaching the target point and improves training efficiency. We use double-DQN to
reduce the overestimation of the Q-value. By learning the reward function to determine
the end-to-end mapping relationship between the perception information and the control
command, the AUV reactive collision avoidance behavior is realized.

The main contributions of this article can be summarized as follows:

• Increasing the target-oriented policy. Previous article studies have used RL for path
planning, resulting in an inefficient problem describing how the AUV should reach
the target point. We add the AUV to the target point as a strategy in the algorithm,
thus increasing the probability of the algorithm reaching the target point and greatly
shortening the time required for the AUV to explore the environment.

• Using the LSTM network instead of NNs. As collision avoidance planning involves
decisions based on a series of observation states, and because long short-term memory
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(LSTM) is good at processing time series, we use LSTM instead of NNs as part of the
Q-network to propose a deep Q-network DQN-LSTM algorithm.

• Double-DQN [29] reduces an overestimated Q-value. As the traditional DQN algo-
rithm has an overoptimistic Q-value, we use a double-DQN (D-DQN) approach that
makes the algorithm more stable and reliable.

• The line-of-sight guidance method has a smooth trajectory. The output action of DRL
is discrete, so any inconsistency between two actions will result in a drastic change in
the heading direction, which is both impractical and unfavorable to the actuator of
the AUV. Thus, we introduced a line-of-sight guidance method to make the trajectory
switching process smoother.

The rest of this article is organized as follows. Section 2 introduces the perception
model of active sonar, the AUV model, and the line-of-sight guidance system. The principle
and network structure of the DRL method are introduced in Section 3. Section 4 presents
and discusses the simulation results from different planning algorithms. Finally, Section 5
introduces the conclusions of this research.

2. Problem Formulation

2.1. Coordinate System and Perception Model

A moving AUV may encounter static and dynamic obstacles during navigation. In this
paper, the state information of the external environment is assumed to be mainly obtained by
an active sonar sensor. Consider 256 beams divided into 13 groups {g 0, g1, g2, . . . . . . g11, g12

}
,

with {g 1, g2, . . . . . . g11} consisting of 20 beams and g0, g12 including 18 beams. These beams
are used to judge whether there is an obstacle around the AUV and whether there is an optimal
path for the AUV that does collide with the obstacle. Assume that the X-axis of the AUV
coordinate system {R} is consistent with the moving direction and that the positive Y-axis
points outward from the left side of the AUV. As shown in Figure 1, di represents the minimum
distance from the obstacle detected by the ith group and φi is the angle corresponding to the
minimum distance. The coordinates of the obstacle in the global coordinate frame {G} can be
expressed as: [

x
y

]
=

[
cos θ − sin θ
sin θ cos θ

][
di cos φi + r

di sin φi

]
+

[
xc
yc

]
(1)

where (x, y) are the coordinates of the obstacle in the global coordinate frame {G}, r is the
distance from the sonar to the center of mass of the AUV, θ is the angle between the X-axis
of the coordinate frames {R}and{G}, θg is the angle between the AUV and the target point
relative to the X-axis (θd = θg − θ), with positive values running counterclockwise, and
(xc, yc) is the current position of the AUV in {G}.

Figure 1. AUV coordinate system and obstacle detection model.
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2.2. AUV Model

In this paper, we consider only the three horizontal degrees of freedom (DOFs) when
designing the guidance system for the AUV. The 3-DOF kinetics and dynamics can be
represented as:

.
η = R(θ)ν (2)

M
.
ν+C(ν)ν+ D(ν)ν=τ+

�
τ (3)

In this article, the AUV movement process does not consider the interference of wind,
waves, and currents. This matrix shows properties of: R(θ)TR(θ) = I.

The 3-DOF kinematics can be simplified to:⎧⎪⎨⎪⎩
.
x = u cos θ − v sin θ
.
y = u sin θ − v cos θ

.
θ = r

(4)

The 3-DOF dynamics can be represented as:⎧⎨⎩
.
u = (−duu + τu)/mu.
v = (C1mr + C2Y.

r)/(mvmr − Y2.
r ).

r = (C2mv + C2Y.
r)/(mvmr − Y2.

r )
(5)

C1 = −dvv + (Yr − muu)r, C2 = (Nv − muvu)v − drr + τr , mu = m − X .
u,

mv = m − Y .
v, mr = Iz − N.

r , muv = X .
u − Y .

v, du = Yv + Y|v|v|v|, dr = Nr + N|r|r|r|,
m = 40 kg, Iz = 8.0 N · m2. The AUV model parameters are listed in Table 1.

Table 1. The parameters of the AUV model.

X .
u Xur X|u|u Y.

r Y .
v Yr

−1.42
kg

0.1
kg

8.2
kg · m−1

−2.5
N · m2

−38.4
kg

5
kg

Yur Y|v|v Nv N .
v Nr N|r|r

0
kg · m−1

200
kg · m−1

36
kg

2.2
kg

5
kg · m

15
kg

2.3. The Line-of-Sight Guidance System

The planning algorithm in this paper is realized by adjusting the heading of the
AUV. When the planning policy is h0 at time t, then the heading of the AUV at time t + 1
will increase by 10o , which is impossible in practical applications. With such a large
change in an instant, the AUV heading can only be adjusted gradually through control.
To make the trajectory smoother and achieve precise tracking control, a line-of-sight [30]
method is used to solve this problem. As seen from Figure 2, assuming that the angle
between the velocity V at time t and the velocity V′ at time t + 1 is 10o to show more
clearly, the angle in Figure 2 is not 10o , we choose a forward-looking vector Δ as the
reference for trajectory tracking to obtain the desired error angle θd(e) (where θd(e) is
the achievable target of the propeller and rudder). By continuously calculating θd(e),
the AUV is slowly transferred from point A to point B. The following experiments
also show that the guidance algorithms can cause the AUV to perfectly track the
required trajectory.

A careful inspection of Figure 2 gives the following formulas:

θ(t) =
π

2
+ arctan(

x(t)− xac

y(t)− yac
) (6)
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Figure 2. Line-of-sight guidance for AUV trajectory.

The tracking error is:
e = ‖pac − p‖2 − R (7)

θd(e) = θ(t)− θr(e) =

{
θ(t)− arccos( |e|

‖Δ‖2
), |e| ≤ ‖Δ‖2

θt(t)− π
2 , else

(8)

where p(xt, yt) represents the current position of the AUV and pac(xac, yac) represents the
center position of the transition arc. θr(e) is the angle between the forward-looking vector
Δ and the vector

→
ppc, where Δ is the forward view vector parallel to the next desired

trajectory. θd(e) represents the desired angle, and θ(t) is the angle between the vector
→

ppac
and the X′-axis. The coordinate system X′OY′ in Figure 2 is not related to the XOY in
Figure 1.

Figure 3 verifies the effect of the line-of-sight guidance algorithm. The AUV adopts
a new steering strategy at the trajectory transition point and the velocity changes from V

to V′. The heading of the AUV has to be adjusted to a large degree, which is difficult to
accomplish if it only relies on the propeller and rudder. The red dotted line represents the
trajectory without the guidance algorithm, and the solid blue line represents the trajectory
with the guidance added. The red circle represents the radius of the trajectory transition.
After introducing this guidance algorithm, the trajectory changes slowly, rather than
sharply, near the trajectory switching point, instead of violently changing. The red circles
represent the process of track switching.

Figure 3. AUV trajectory tracking control based on the Line-of-Sight method.

3. Proposed Deep Reinforcement Learning Algorithm

When using RL to solve robotic control problems, we assume that the robot’s en-
vironmental model is a finite Markov decision process (MDP). In addition, the whole
environment is fully observable. The path planning task considers the results of the AUV’s
interaction with the environment through a series of actions in discrete time steps.
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We assume that the information received by the AUV from the active sonar is
Dt ⊆ {d0t, d1t · · · dit · · · d12t}(i = 0, 1, 2, . . . . . . 12) at time t. We assume that the AUV
receives observations Dt of the simulation environment E, Dt ⊂ R

13, and then the agent
selects a heading adjustment ht. The AUV receives a numerical reward rt+1 ∈ R and
transfers to the next state according to the probability p(Dt+1, rt+1|Dt, ht) , where p is the
probability distribution for each state Dt and choice ht.

The expected reward rt+1 for state-action pair (Dt, ht) is computed as:

rt+1 � r(st, at) = E[Rt+1|Dt, ht] = ∑
rt+1∈R

rt+1 ∑
st∈S

p(Dt+1, ht+1|Dt, ht) (9)

The aim is to select the heading adjustment ht that maximizes the expected value
of the cumulative sum of the received scalar signals. The optimal action-value function
Q∗(D, h) defines the maximum expected return for heading adjustment h in state D and
the decisions thereafter, following an optimal policy.

Q∗(D, h) = maxπE[
T

∑
t′=t

γt′−trt′
∣∣∣Dt = D, ht = h, π ] (10)

where policy π(h|D) is the probability of selecting action ht = h when Dt = D, T is the
termination time-step of the episode, γ is a discount rate and 0 ≤ γ ≤ 1.

The optimal action-value function Q∗(D, h) obeys an important identity known as the
Bellman equation [31]

Q∗(D, h) = E[rt+1 + γmax
at+1

Q∗(Dt+1, ht+1)|Dt = D, ht = h] (11)

Watkins and Dayan proved that Qπ(Dt, ht) → Q∗(D, h) with a probability of 1 as
t → ∞ [31].

When actually applying the Q-learning algorithm, we allow t to be sufficiently large to
approximate the action value Q(D, h). Sometimes we also use linear or nonlinear NNs with
weights w as a Q-network to estimate the action-value Q(D, h; w) ≈ Q∗(D, h). Nonlinear
NNs diverge in many cases, but they are often successfully used. In this paper, we use an
off-policy technique to solve the challenges of exploration and exploitation.

The Q-network can be trained by minimizing the loss function Lt(wt):

Lt(wt) = ED,h∼ρ[(yt − Q̂(Dt, ht; wt))
2
] (12)

where yt = EDt+1∼ξ [rt+1 + γmax
ht+1

Q(Dt+1, ht+1; wt−1)|Dt, ht] is the target value for iteration

t, and ρ, ξ describes the behavior distributions when the AUV receives observations Dt
and makes heading adjustments ht, and Q̂(Dt, ht; wt) is the estimated value of the NN’s
network output. Differentiating the loss function Lt(wt) with respect to the weight wt, the
following gradient is obtained:

∇wt Lt(wt) = E[(rt+1 + γmax
ht+1

Q(Dt+1, ht+1; wt−1)− Q̂(Dt, ht; wt))∇wt Q̂(Dt, ht; wt)] (13)

The weight wt is updated according to:

wt+1 = wt + α∇wt Lt(wt) (14)

The stability and convergence of DRL must be considered [32] when using a nonlinear
function approximator. Instabilities may result from small updates to Q(D, h), and these
may significantly change the policy, the correlations present in the sequence of observa-
tions, and the correlations between the action-values and the target values [18]. We use a
biologically inspired mechanism termed “experience replay” and adjust the action values
toward the target values through periodic updates. To train the network, we process
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the data Dt ⊆ {d0t, d1t · · · dit · · · d12t}(i = 0, 1, 2, . . . . . . 12) measured by the active sonar
through regularization and noise processing to obtain the input state of the network [33].
Each neuron in the output layer corresponds to the Q-value.

The meaning of each action h is defined in Figure 4; each action corresponds to a
heading change angle, with positive values representing θ increasing, negative values
representing θ decreasing, 0 representing no change, and neuron 7 representing the agents
causing the algorithm to search blindly in the environment for a long time. The advantage
of using neuron 7 is that the DQN algorithm has the ability to find a target point in some
way; thus, we can reduce the time spent in an invalid search environment and increase the
probability of reaching the target point.

Figure 4. DQN-based AUV collision avoidance architecture.

AUV collision avoidance planning is essentially a matter of making decisions based
on the state of sequential observations [34]. LSTM has proven to provide state-of-the-
art performance in many sequence prediction problems. In the process of learning, the
overestimation that occurs when a nonlinear network is used to approximate the Q-value
seriously affects the performance of the algorithm. The D-DQN approach can be used to
reduce overestimation, making the algorithm more stable and enabling reliable learning.
Inspired by the literature [18], we use D-DQN, and the Q-network uses LSTM to build a
new algorithm called double DQN-LSTM(D-DQN-LSTM). The structure of the Q-network
in the D-DQN-LSTM algorithm is shown in Figure 5, where the output layer neurons have
the same meaning as in Figure 4.

The target value yDQ
t used by D-DQN-LSTM is then:

yDQ
t = EDt+1∼ξ [rt+1 + γQ(Dt+1, argmax

h
Q̂(Dt+1, h; wt); wt

′ )] (15)

Similarly to Expression (13), the update amount of the weight wt is updated according to:

∇wt Lt(wt) = E[(rt+1 + γQ(Dt+1, argmax
h

Q̂(Dt+1, h; wt); wt
′ )− Q̂(Dt, ht; wt))∇wt Q̂(Dt, ht; wt)] (16)

The concept of using reward signals to form goals is one of the most distinctive
features of RL. The AUV’s goal is to maximize the total amount of reward it receives while
avoiding obstacles and reaching the target point in the process of motion. The reward
function is:

rt =

⎧⎪⎪⎨⎪⎪⎩
−3 di ≤ 1
−0.5 1 < di < 5

5 reach target point
0 other else

(17)

where di indicates the distance between the AUV and the obstacle. di ≤ 1 indicates that the
AUV has encountered an obstacle, and 1 < di < 5 indicates that the AUV is too close to the
obstacle, which means that the AUV does not have enough time to adjust the heading to
avoid obstacles. If the AUV reaches the target point, it receives a positive reward value. In
the other situations, the reward value is 0.
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Figure 5. Using LSTM to implement the Q-network in Figure 4.

The pseudo-code of the algorithm is as follows:

Algorithm DQN-LSTM algorithm with experience replay for the AUV

Input: the linear velocities � = [u, v, r], the position vector η = [x, y, θ], and the sonar
information D.

Initialize the environment E.
Initialize replay memory M to capacity N.
Initialize the Q-networks and the target Q̂-networks with random weights.
for episode = 1, K do

Initialize sequence D1 and preprocess sequencing S1 = ψ(D1).
for t = 1, T do

With probability ε select a random action ht
otherwise select ht = maxhQ∗(ψ(Dt), h; w).

Execute action ht in emulator: put �, η, ht into the AUV model.
update the environment E and get the state Dt+1, rt+1.
Store transition (ψ(Dt, ht, rt, Dt+1)) in M.
Store transition (ψ(Dt, ht, rt, Dt+1)) in M.
Sample random minibatch 64 of transitions (ψ(Dj, hj, rj, Dj+1)) from M.

Set yj =

{
rj

rj + γmaxh′ Q(ψ(Dt+1, h′ ; w))
f or terminal state

f or non − ternimal state
Perform a gradient descent step on (yj − Q(ψ(Dj), hj; w))2 according to Equation (13).
Reset the target Q̂-Networks Q̂ = Q every 50 steps.

end for

end for

4. Simulation Experiment and Discussion

Extensive simulation studies were conducted to demonstrate the effectiveness of the
newly proposed method. We used PyGame to draw the interface, AUV, and obstacles, and
other entity attributes were drawn using the Pymunk library, while the network structure
of the algorithm was the calling Keras library, and the programming language was Python.
The results produced by the different scenarios were used to evaluate the performance
of the methods under different conditions. We evaluated various network structures to
determine the optimal collision avoidance planning algorithm.
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4.1. Experimental Detail

The DQN algorithms were trained on a computer with an Intel i5 processor using four
CPU cores and a GTX 960 M. The parameters of the Q-network, using a fully connected
network and LSTM, were basically the same during the training process. We used the
Adagrad optimizer with a learning rate of α = 10−4 to learn the network parameters.
The hidden layer activation functions of the network were the leaky ReLU, tanh, and
sigmoid functions. The activation function of the output layer used a tanh activation
function, which defines the range of the action-value function. To improve the robustness
and stability of the network model, the following tricks were used in the training process:
(1) Gaussian noise was added to the input of the network, and (2) dropout (ratio of 0.2)
was applied to each hidden layer. We used different numbers of hidden layer units
[ [30, 40], [164, 150], [256, 256], [512, 512] ], minibatch sizes of 64, and experience buffer sizes
of 50,000 to verify the planning capability of the models.

The parameters used in the training phase of DRL: gamma = 0.9, number of frames
to observe before training (observe = 1000), epsilon = 0.95, training_frames = 500,000,
lstm_network_weights = [−0.5, 0.5], nn_network_weights = [−1, 1].

We can see from Table 2 that the DQN model has the shortest training time required for
different models. As the number of neurons in the hidden layer increases, the time required
to train each model also increases. The [256, 256] model gives the slowest convergence
of the loss function converges, whereas the [30, 40] model gives the fastest convergence.
The disadvantage of this early convergence is that the algorithm cannot effectively search
the entire environment, and some optimal strategies may not be identified. The [164, 150]
model is the smallest of all structures to achieve reasonable convergence accuracy. The
converged value of the loss function convergence value using the LSTM network is much
smaller than that given by NN, regardless of whether the DQN algorithm or the D-DQN
algorithm is used. As D-DQN has one more target network than DQN, the weights must be
updated at certain intervals, so a longer training time is required. The same phenomenon
occurs for the DQN-LSTM and D-DQN-LSTM models. Considering these various factors,
a network structure with 164 units in the hidden layer and 150 in the middle layer is
considered optimal.

Table 2. Comparison of the results of different algorithm training.

Number of
Neurons in the
Hidden Layer

Model
Training Time(h)

Convergence Step
Convergence

Accuracy

DQN

[30,40] 2.4 3797 0.089~0.092
[164,150] 2.9 6492 0.085~0.091
[256,256] 3.7 8045 0.093~0.096
[512,512] 4.9 6263 0.092~0.097

DQN-LSTM

[30,40] 6.8 3095 (7.15~7.75) × 10−5

[164,150] 9.6 5509 (1.05~1.13) × 10−5

[256,256] 10.5 5908 (3.43~3.57) × 10−5

[512,512] 11.2 4103 (1.10~1.16) × 10−5

D-DQN

[30,40] 2.6 3548 0.087~0.093
[164,150] 3.3 4126 0.090~0.095
[256,256] 4.2 6237 0.076~0.080
[512,512] 5.1 3877 0.073~0.076

D-DQN-LSTM

[30,40] 9.1 3124 (4.48~ 4.78) × 10−5

[164,150] 11.3 3504 (3.15~3.37) × 10−5

[256,256] 12.4 5307 (1.49~1.62) × 10−5

[512,512] 13.7 3440 (5.88~6.11) × 10−5

4.2. Testing the Performance of the Algorithm

To evaluate the collision avoidance planning capabilities of the various above algo-
rithms, we compared them in different test environments, including static obstacles, mixed
obstacles, and complex dynamic obstacles. The obstacles, start point, and endpoint posi-
tions were randomly generated in the test environment, and the GA algorithm results were
used as the benchmark for comparison. During training, the environment contained only
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circular obstacles with a radius of 25. To test the performance of the algorithms, a variety
of obstacles were added to the test environment, which did not appear in the training
environment. In Test 1, the advantages of adding policy 7 were verified, and the stability
of the 5 methods was also tested. In Test 2, the collision avoidance planning performance
of the 5 algorithms was compared in a static environment. In Test 3, dynamic obstacles and
a deep learning algorithm were added, and the collision avoidance planning performance
of the 6 algorithms was compared. In the trajectory figure of the test, the hollow circle
represents the safety distance of the AUV, the solid blue circle, the blue square, and the
black rectangle represent the static obstacles, and the dark sea-green solid circles represent
the dynamic obstacles.

4.2.1. Test 1

To verify the advantages of adding policy 7, the network model was retrained for the
DQN-LSTM and D-DQN-LSTM algorithms without policy 7. Figure 6 shows the planned
trajectories of the 4 algorithms in the test environment. Figure 6 shows that DQN-LSTM-
None 7 cannot find the goal point. When D-DQN-LSTM-None 7 first arrived near the
goal point, it did not move toward the goal point and then went through another round to
arrive at the goal point. In contrast, the 2 algorithms of policy 7 move toward the target
point from the beginning, and under the guidance of policy 7, the two algorithms reach
the goal faster. Compared with the no policy algorithms, the policy 7 algorithms have the
guidance of the goal point. When there are no obstacles around the AUV, the policy of
moving to the target point is better than blind search, which can save considerable time in
model training. In addition, the lack of a goal point to obtain the maximum reward also
affects the accuracy of the model.

Figure 6. Comparison of DQN-LSTM and D-DQN-LSTM with or None policy 7.

Table 3 shows the results of the policy 7 algorithms and the no policy 7 algorithms.
The DQN-LSTM and D-DQN-LSTM algorithms have a much higher probability of finding
the goal point in the test environment than DQN-LSTM-None 7 and D-DQN-LSTM-None 7.
For the former, the number of convergence steps is almost half of the latter, the training time
is shorter, and the success rate of reaching the goal point is higher in the test environment.
The advantage of adding policy 7 is related to shortening the training time and increasing
the probability of reaching the target point.

Table 3. Comparison of algorithms performance with and without policy 7.

Convergence Step Training Time (h) Success Rate (%)

DQN-LSTM-None 7 9352 13.6 37
D-DQN-LSTM-None 7 6870 18.4 46

DQN-LSTM 5509 9.6 91
D-DQN-LSTM 3504 11.3 94

185



J. Mar. Sci. Eng. 2021, 9, 1166

Figure 7 shows that the success rates of the 4 DRL algorithms achieve higher success
than the GA. The success rate of the D-DQN-LSTM algorithm has the highest success rate.
DQN requires the shortest time to perform an action, whereas D-DQN-LSTM takes the
longest time. The GA model is greatly affected by the complexity of the environment,
which causes its running time to fluctuate more than that of other algorithms. Because
the LSTM network is more complex than the NN, the time required for the DQN-LSTM
and D-DQN-LSTM algorithms to perform a single action is longer than the DQN and D-
DQN algorithms, and the GA algorithm takes the longest time. The environment changes
randomly across 200 episodes. DRL algorithms improve the success rate of AUV reaching
the target point, and the execution time of a single action is shorter than the GA algorithm.

Figure 7. Comparison of the performances (success rate, single-action execution time, average path
length) of different algorithms in 200 random environments.

To test the stability of the algorithms in the constant environment, each algorithm was
run 100 times to obtain the trajectory, as shown in Figure 8. The path planned by the GA
algorithm and the DQN algorithm is tortuous. Figures 8 and 9 show that compared to
the other 3 algorithms, D-DQN and D-DQN-LSTM are more stable, and the distance of
D-DQN-LSTM is shorter in the 2 optimal algorithms. The path planned by the D-DQN
algorithm is very stable, but its path is not optimal. From the above 2 figures, we can
conclude that the trajectory planned by the D-DQN-LSTM algorithm is optimal. The black
line represents the straight-line distance from the starting point to the goal point.

Figure 8. Trajectory graph formed by running all algorithms 100 times in the same environment.

4.2.2. Test 2

The performances of all 5 methods were tested in a static environment, as shown in
Figure 10. GA’s trajectory is covered by DQN. In this test, the speed of the ocean current
is 0.25 m/s and the direction is π

4 . Although the path planned by the D-DQN-LSTM
algorithm is longer than that of the GA, the path planned by the D-DQN-LSTM algorithm
is safe and maintains a certain distance from the obstacles, whereas the path planned by
the GA is mostly nearly close to the obstacle boundaries, and there is a danger of collision.
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Figure 9. Comparison of the path length of 5 algorithms running 100 times in the same environment.

Figure 10. Path planning capabilities of five algorithms in a static environment.

Table 4 shows that the path lengths given by the GA model are optimal, and the DQN
algorithm is the best of the DRL algorithms. The running times of DQN and D-DQN are
faster than those of DQN-LSTM and D-DQN-LSTM. When faced with the same observation
value, DQN-LSTM and D-DQN-LSTM output different actions (heading adjustment).
Although the path produced by DQN-LSTM basically coincides with that of D-DQN-LSTM,
the latter selects a better policy at the critical positions, and the planned path by D-DQN-
LSTM gives a more secure path. The D-DQN-LSTM model has the largest number of
actions and the longest path, but we can see from Figure 10 that this model produces the
safest planned path by D-DQN-LSTM. During the entire movement, the distance between
the AUV and all obstacles was more than or equal to the safe distance of 20 m, and no
collision occurred. Recall that the security of the AUV is critical in real-world environments.

Table 4. Performance comparison of five algorithms in a static environment.

Number of Actions Running Time(s) Path Length(m)

GA - 35.81 1160
DQN 724 12.83 1162

DQN-LSTM 846 17.46 1360
D-DQN 830 13.48 1351

D-DQN-LSTM 892 18.37 1398

Figure 11 shows the policy distribution of the 4 DRL algorithms. The DQN policy
is very simple, focusing on actions 3 and 7, which cause the AUV to continue along the
current direction and move toward the target point, respectively. This affects the flexibility
and robustness of this algorithm. When encountering a complex environment, the path
planning ability will be greatly limited, and the target point will often be missed. From
Figure 11, the D-DQN algorithm learns policies 1, 2, 4, 5, and 6 better than the DQN
algorithm, ensuring the algorithm’s production of a more uniform and reasonable policy
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distribution. The same result appears in the D-DQN-LSTM and DQN-LSTM algorithms,
with the former policy being more uniform and robust than the latter. This can be verified
from Figure 11, where the policy distributions of DQN-LSTM and D-DQN-LSTM are
similar, and the generated trajectories are similar to those in Figure 10. The diversification
of their policies has the advantage that it demonstrates that these algorithms offer enhanced
adaptability and robustness in a given environment.

Figure 11. Policy distribution of four DRL algorithms (DQN, DQN-LSTM, D-DQN, and D-DQN-
LSTM) in a static environment.

Figure 12 shows that the D-DQN and D-DQN-LSTM algorithms have a larger range
of variation, which shows that these algorithms have a stronger ability to explore the
environment. This is advantageous in finding the right path in an unknown and complex
environment. Figure 13 shows the acceleration curve of the heading angle. It can be seen
from the figure that the GA algorithm reaches the maximum acceleration value of ±10o,
while the D-DQN-LSTM is basically stable at ±5o.

Figure 12. Heading angle curves of five algorithms in a static environment.

Figure 13. The curve of the acceleration for the heading of the five algorithms in a static environment.

Figures 14 and 15 show that the thrust and moment required by the 5 algorithms to
complete the planning under the disturbance of ocean currents in a static environment
are between 31,000 and 32,000, and the range of 31,000–32,000 corresponds to 310–320 in
Figure 13. In the dynamic model simulation, there are 100 data between two time steps,
which causes the horizontal axis to be enlarged by 100 times. The entire presentation will
appear chaotic, so only a part of it is displayed. In Figure 14, the fluctuation range of
D-DQN-LSTM is smaller than that of GA, D-DQN, D-DQN, and D-DQN-LSTM. The curve
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is smooth, without jagged and sharp edges. It can be seen from the two sets of partially
enlarged pictures that the changing trend of the curve is relatively gentle. In Figure 15, the
spikes of DQN and D-DQN-LSTM are also the smallest.

Figure 14. Thrust curve between 31,000 and 32,000 in a static environment.

Figure 15. Torque curve between 31,000 and 32,000 in a static environment.

4.2.3. Test 3

Figure 16 illustrates the performance of the algorithms in a complex environment
with moving obstacles. The rectangular box in the picture shows the range of the moving
obstacles. The AUV trajectory is erased by moving obstacles in the rectangular area.
Obstacle 1 moves toward 135o at a speed of 10, while obstacle 2 moves horizontally to the
left at a speed of 20. In this test, the speed of the ocean current is 0.5 m/s and the direction
is −π

6 .

Figure 16. Planning capabilities of six algorithms in a complicated environment.

Table 5 shows the performance indicators of each algorithm. The GA has the longest
running time, whereas DQN has the shortest; the longest total path length is produced
by the GA algorithm, and while the D-DQN-LSTM algorithm gives the shortest. In terms
of the total running time, the DQN-LSTM algorithm is longer than the DQN algorithm,
and the same D-DQN-LSTM is also longer than the D-DQN algorithm. This is because the
LSTM network is more time-consuming than the NN. It can also be seen from Figure 17
that the curve represents the time required to execute the single-step planning, and where
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the horizontal line represents the average value. The D-DQN has the shortest average
execution time of a single action, while GA has the longest.

Table 5. Performance comparison of six algorithms in a complicated environment.

Number of Actions Running Time(s) Path Length(m)

GA - 45.28 1678
Deep Learning - 18.12 1388

DQN 682 10.63 1364
DQN-LSTM 684 17.12 1368

D-DQN 806 11.62 1606
D-DQN-LSTM 695 15.78 1352

Figure 17. Comparison of the action execution times of the six algorithms in a complicated environment.

Figures 18 and 19 show the curves of the distance between the AUV and the moving
obstacles over time. The horizontal red line in the picture represents a collision between
the AUV and the moving obstacle. It can be seen from Figure 18 that neither D-DQN nor
D-DQN-LSTM produced a collision with moving obstacle 1. Figure 19 shows that GA,
D-DQN, and D-DQN-LSTM did not produce a collision with moving obstacle 2.

Figure 18. Change in the distance between AUV and moving obstacle 1 in a complicated environment.

Figure 19. Change in the distance between AUV and moving obstacle 2 in a complicated environment.

Figure 20 shows the changes in the AUV heading angle. The heading angle change of
the GA algorithm is the worst. It can be seen from the figure that the curve of the deep-
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learning algorithm gives a smoother curve and a smaller fluctuation range. However, this
also results in the AUV not having sufficient flexibility to safely avoid dynamic obstacles,
especially faster obstacles. D-DQN and D-DQN-LSTM produce large changes in the
heading, which makes the AUV more flexible in the environment and provides it with the
ability to avoid moving obstacles.

Figure 20. Heading angle curves of six algorithms in a complicated environment.

Figure 21 shows the adjustment angle to the heading at each step. The adjustment
angle is more frequent in the case of the GA algorithm, and the angle adjusted change in
each step is greater than ±20o. This presents a significant challenge to AUV propulsion
devices. In terms of heading adjustment, the performance of the four DRL algorithms is
worse than that of the DL algorithm. The adjustment angle of the deep learning algorithm
produces the smallest angle adjustments, but Figures 16, 18 and 19 show that this model
cannot avoid static and dynamic obstacles. D-DQN-LSTM gives the smallest adjustment
angles among the four methods proposed in this article, and each adjustment is less than
±10o. This adjustment range is easy to achieve for AUVs.

Figure 21. The curve of the acceleration for the heading of the six algorithms in a complicated environment.

Figure 22 shows the thrust curve of the thruster between 47,000 and 48,000, corre-
sponding to steps 470–480 in Figure 21. Figure 23 shows the corresponding AUV torque
curve. Other algorithms require less thrust than GA, and the curve should be smoother.
Figure 22 show that the fluctuation amplitude of the force curve of D-DQN-LSTM is smaller
than that of other algorithms, which also confirms the curve of heading acceleration in
Figure 21.

The negative value of the thrust in Figure 22 is due to the AUV offsetting ocean
currents. The function makes the AUV decelerate and makes it easier to turn. The heading
of steps 470–480 in Figure 20 is basically maintained at about 60o, but in Figures 22 and 23,
there are fluctuations in thrust and torque, which is due to the response of the AUV to
overcome the influence of ocean currents.
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Figure 22. Thrust curve between 47,000 and 48,000 in a complicated environment.

Figure 23. Torque curve between 47,000 and 48,000 in a complicated environment.

4.3. Discussion

To develop collision avoidance algorithms based on deep learning, the first step is to
use GA, PSO, random-sample, or other algorithms to collect large numbers of samples,
which will greatly reduce the efficiency of algorithm development. In addition, the sample
quality and network training performance have a vital impact on the algorithm’s collision
avoidance ability. The algorithm proposed in this paper is trained in a simple random
environment without the above-mentioned complicated process. After the training is
completed, the AUV is placed in a complex dynamic environment and can still effectively
avoid collisions. The effectiveness of the algorithm proposed in this paper was verified
in two environments: random static and complex dynamic. Simulation experiments
have shown that using the approach to the target point as a policy can greatly increase
the probability of reaching the target point while also reducing the time required for
the algorithm to blindly search the entire environment and improving the efficiency of
algorithm learning. The D-DQN-LSTM algorithm is superior in stability and robustness
compared to GA and other DRL algorithms. The results show that the D-DQN-LSTM
algorithm has significant advantages over other algorithms in terms of success rate, collision
avoidance performance, and generalization ability. Although the deep learning algorithm
produces a smoother path [35], its collision avoidance ability is obviously insufficient when
it encounters moving obstacles. The D-DQN-LSTM algorithm proposed in this paper
is superior to GA and deep learning in terms of the running time, total path, collision
avoidance performance against moving obstacles, and planning time for each step. The
forces and torques required by the planning algorithms are also feasible for the actuator.
According to the above analysis, we can conclude that the proposed D-DQN-LSTM method
can achieve dynamic collision avoidance planning of AUVs in an unknown environment.

5. Conclusions

This paper has proposed a DRL obstacle avoidance algorithm for the AUVs in an
environment with unknown dynamics. This paper has mainly studied a DRL method
that realizes AUV reactive collision avoidance behavior by learning a reward function to
determine the mapping between perception information and actions [36]. Several DRL-
based methods were proposed to realize collision avoidance planning in an AUV. Although
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the algorithm proposed in this paper achieved good results, there are still many problems
that have not been solved. For example, the sample utilization rate is low, the reward
function is too simple [37], and it is difficult to balance the exploration and exploitation [38]
so that the algorithm does not become trapped around a local minimum and instability. In
addition, the heading adjustment is too frequent, and the adjustment angle is larger than
the deep learning algorithm. To solve the above problems in the future, we will attempt to
improve the deep deterministic strategy gradient (DDPG) [39] algorithm. The value-based
approach we consider using parallel actors-critics to update the shared model would not
only stabilize the learning process but also make the algorithm become on-policy, without
the experience replay mechanism, while also improving the sample utilization rate, the
relationship between exploration and exploitation. Discrete actions may not be sufficient
to include all optimal strategies, and small changes in strategies will significantly affect the
results. This motivates us to perform research on DRL algorithms with continuous state
and action spaces. Continuous variants of Q-learning, DDPG, and normalized advantage
function (NAF) will be introduced into the planning system of the AUV.
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Nomenclature

XOY global coordinate system
XRORYR local coordinate system
θ angle between the X-axis of {R}and{G}
di minimum distance
φi angle corresponding to the minimum distance
r distance from the sonar to the center of mass of the AUV
θg angle between the AUV and the target point
θd output as a policy
η = [x, y, θ]T AUV’s position and heading
ν = [u, v, r]T AUV’s velocity
R(θ) the rotation matrix from {G} to {R}
τ= [τu 0 τr]

T control input vector denotes the propulsion surge force and the yaw moment
�
τ environmental disturbance
M AUV inertia matrix
C(ν) centrifugal and Coriolis matrices
[du, dv, dr] nonlinear damping coefficient
[mu, mv, mr, muv] coefficients in the inertia matrix M

[Yr, Yv, Nr, Y|v|v, N|r|r] viscous damping coefficient
[X .

u, Y .
v, N .

r] added mass term

193



J. Mar. Sci. Eng. 2021, 9, 1166

Iz moment of inertia about the OZ axis. (OZ axis is perpendicular to XOY.)
p(xt, yt) current position of the AUV
pac(xac, yac) center position of the transition arc
Δ forward-looking vector
θd(e) desired error angle
R transition arc radius
e the cross-track error of the current AUV
Dt observation of environment E
St network input
h network output
t step
r numerical reward
p probability distribution
Q∗(D, h) optimal action-value function
Lt(wt) loss function
ρξ behavior distributions
wt weights
yt target value for iteration t
Q̂(Dt, ht; wt) estimated action value of NNs network output
∇wt Lt(wt) gradient of loss function to weight
α learning rate
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Abstract: The present work aims to develop a computational model investigating turbulent flows
in a problem that simulates an oscillating water column device (OWC) considering a Savonius
turbine in the air duct region. Incompressible, two-dimensional, unsteady, and turbulent flows were
considered for three different configurations: (1) free turbine inserted in a long and large channel
for verification/validation of the model, (2) an enclosure domain that mimics an OWC device with
a constant velocity at its inlet, and (3) the same domain as that in Case 2 with sinusoidal velocity
imposed at the inlet. A dynamic rotational mesh in the turbine region was imposed. Time-averaged
equations of the conservation of mass and balance of momentum with the k–ω Shear Stress Transport
(SST) model for turbulence closure were solved with the finite volume method. The developed
model led to promising results, predicting similar time–spatial-averaged power coefficients (CP) as
those obtained in the literature for different magnitudes of the tip speed ratio (0.75 ≤ λ ≤ 2.00). The
simulation of the enclosure domain increased CP for all studied values of λ in comparison with a free
turbine (Case 1). The imposition of sinusoidal velocity (Case 3) led to a similar performance as that
obtained for constant velocity (Case 2).

Keywords: computational model; oscillating water column; wave energy converter; turbulent flows;
Savonius turbine

1. Introduction

The energy demand will increase by more than 1.0% per year up to 2040, increasing
gases emission rates [1]. Moreover, the costs of commodities for energy generation from
fossil fuels have increased significantly, leading to economic difficulties, risks associated
with energy security, and geopolitical conflicts around the world [2]. Considering this
scenario, there is a growing search for a better comprehension of the development of
technologies and the use of devices and economic impacts of different renewable sources
of energy such as wind, solar, geothermal, and ocean energy [2–11].

One of the important sources of renewable energy with high potential, but not fre-
quently explored worldwide, is the conversion of ocean energy into electricity [12–15], i.e.,
wave energy conversion. Despite several signs of progress in technological development,
there is no dominant main operational principle. Several devices have been proposed
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and investigated based on various ways to convert wave energy such as point absorbers,
attenuators, oscillating surge converters, overtopping, submerged plates, and oscillating
water columns (OWCs) [12–14]. The efficiency and survivability of the wave energy con-
verters (WECs) are important issues to make them more competitive and viable [16]. In this
context, the OWC device has advantages as its simplicity and maintenance, e.g., the moving
parts are located outside of the water, increasing the lifetime material of the power take-off
(PTO) system, and the structures of buildings are robust [12–14]. Therefore, several studies
and prototypes using the OWC as the main operational principle have been developed
around the world: Sakata–Japan (60 kW), Mutriku–Spain (296 kW), Pico–Portugal (400 kW),
Tofteshallen–Norway (500 kW), Islay island–Scotland (500 kW), and Lewis island–Scotland
(4.0 MW) [17–22].

Important experimental works have sought to improve the comprehension of the fluid
dynamic behavior of water/air flow in the OWC device and investigate the influence of
some parameters over its performance. For instance, experiments in the laboratory and
large-scale domains analyzed the influence of the inclination of the frontal wall, entrance
areas of the OWC chamber, and water depth on the device efficiency, reflection, and
loading of an OWC for different wave conditions [23–25]. Recently, the experimental
progress extended to understand the hydrodynamic of the fluid flow into dual chambers
OWC [26,27].

The numerical simulation of OWC devices has also been worth investigating. Several
works have been performed since the development of computational models to represent
the main operating principle of the device and the investigation of several parameters
regarding the performance. For the former purpose, the representation of fluid flow in a
laboratory and large-scale devices has been done without considering the effect of a turbine,
as in Maciel et al. [28]. Other studies have considered it using orifice plates, plate-baffle,
obstacles, or actuator disks to simulate the head loss caused by the turbine over the airflow
in the hydropneumatic chamber and air duct of the device [29–33]. Recently, an interesting
approach employed the numerical simulation of water and air in the chamber and con-
sidered the effects of Wells and impulse turbines by means of analytical thermodynamic
models [34,35]. All models mentioned above have been used to obtain recommendations
about parameters such as the depth and inclination of the frontal wall, height and length
of the chamber, the diameter of the turbine, ramp placed in the seabed below the OWC
chamber, and, recently, the design of multiple coupled chambers regarding device perfor-
mance for different scales and wave conditions [24,32,35–40]. It is also worth mentioning
the efforts made to represent the sea state in a more trustworthy form. In this field, some
studies modeled the irregular waves using a wave spectrum such as JONSWAP, and others
obtained the sea state from geophysical models such as TOMAWAC and used this as an
input for the modeling of a channel with the device to be investigated [41–43].

Some significant advancements regarding the PTO of OWC have also been reported in
the literature. For instance, Britto-Melo et al. [44] numerically investigated the influence of
the aerodynamic parameters of the Wells turbine and the influence of guide vanes and the
bypass valve on the pressure drop, torque, and the overall performance. In this work, the
conversion of pneumatic energy into electrical energy was estimated with a computational
model based on the results extrapolated from aerodynamic tests on a scale model and
empirical approximations for the generator losses. Recently, Rodríguez et al. [45] proposed
a computational study to understand the behavior of OutFlow Radial (OFR) turbines in
both direct and reverse modes, simulating an axisymmetric domain with the flow between a
blade-to-blade arrangement of the turbine. The authors observed that the outer blade angle
had poor performance in reverse mode despite the improvement of the global performance
due to the rotor efficiency gain in direct mode. However, there are few studies related to the
numerical simulation of the OWC device turbine considering the rotational domain with
the intruded turbine rotor. Prasad et al. [46] performed similar work in this direction and
developed a numerical model with a Savonius turbine immersed in a channel under regular
wave flow, simulating a hydrokinetic turbine. The authors also investigated the influence
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of some parameters such as the submergence and the rotational speed for different blade
entry angles regarding the rotor power.

Despite the several above-mentioned contributions, to the authors’ knowledge, the
development of computational models for the simulation of OWC devices considering
the rotational turbine in the air duct is an approach still little explored in the literature.
Recently, however, Liu et al. [47] presented the validation of an integrated three-dimensional
numerical model considering an axial-flow impulse turbine coupled with an OWC inserted
in a numerical wave tank (NWT). The present work aims to perform the first step in this
direction. Initially, turbulent air flow over a free turbine inserted in a long and large channel
(commonly used to represent the numerical modeling of wind turbines) was simulated
to verify/validate the present model (Case 1). The effect of the tip speed ratio (λ) on the
time and spatial averaged power coefficient (CP) of a Savonius turbine was compared with
numerical and experimental results available in the literature [48,49], investigating the
tip speed ratios in the range 0.75 ≤ λ ≤ 2.00. An enclosure domain that mimics an OWC
device was simulated considering a constant velocity imposed at the inlet of the domain
(Case 2) and sinusoidal velocity that simulated the alternate flow in an OWC device (Case 3).
For all cases, the influence of λ on the turbine performance and aerodynamic coefficients
was investigated.

Moreover, incompressible, two-dimensional, unsteady, and turbulent flows with
ReD = 867,000 were considered. URANS (Unsteady Reynolds-Averaged Navier Stokes)
modeling was applied to all cases. Time-averaged equations of the conservation of mass,
the balance of momentum, and transport equations of the k–ω SST model (used in the
closure of turbulence) were solved with the finite volume method (FVM) [50–55], using the
commercial code Ansys FLUENT 14.5 [56].

2. Mathematical Modeling

Incompressible, two-dimensional, unsteady, turbulent flows with constant thermo-
physical properties were considered. It is worth mentioning that one of the characteristics of
turbulence is the three-dimensional structure of the flow [57]. Despite this fact, the present
simulations represent most of the characteristics of turbulent flows, and the modeling
properly predicts the transient behavior of parameters such as drag, lift, moment, and
power in the Savonius turbine.

2.1. Description of the Studied Cases

Figure 1 illustrates the computational domain of Case 1 used for verification/validation
of the present model. The domain consists of a long and large channel with an inserted
free Savonius turbine. The dimensions are similar to those investigated in the work of
Akwa et al. [49]. In this case, the fluid flow of air is caused by the imposition of a constant
velocity (V∞) at the inlet (left side surface). On this surface, there is also an imposed

turbulent intensity of IT =
√

u′2/u = σu/u = 1.0%, where u’ is the fluctuation of the
velocity field, u is the time-averaged velocity field, and σu represents the variance of u’.
At the exit of the channel (right side surface), there is an imposed null gauge pressure
(pg = 0 atm). At the upper and lower surfaces, there is a free slip and impermeability
boundary condition (also called symmetry). In the turbine region, there is an imposed
constant angular velocity (n) in the gray region named the “Rotational Domain” simulating
the effect of wind action over the turbine. In the turbine walls, there is an imposed no-slip
and impermeability boundary condition (u = v = 0 m/s) related to the rotational domain.
Figure 1 illustrates the details of the turbine region with the geometric variables used to
design it. Table 1 presents the parameters of the fluid flow, thermo-physical properties,
dimensions of the computational domain, and turbine variables used here for the four
different tip speed ratios of the rotor (λ = nD/2V∞) of λ = 0.75, 1.00, 1.25, and 2.00; n is the
angular velocity of the turbine and D is the turbine diameter. For the unsteady analysis,
there was a time interval of tf = 3.5 s, with the last 1.75 s being analyzed for computation of
the drag, lift, momentum, and power coefficients.
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Figure 1. Schematic representation of the computational domain of turbulent air flow over a free
Savonius turbine used for verification/validation of the present numerical model (Case 1).

Figure 2 illustrates the computational domain used in Case 2 and Case 3. These cases
were defined based on Case 1. Therefore, the thermo–physical properties and dimensions
of the turbine were the same, presented in Table 1 (Case 1). The main differences here
are the domain dimensions (H = h = 6.0 m, L = 10.0 m, and l = 2.0 m) and the insertion
of the Savonius turbine in an enclosure domain, leading to the imposition of a no-slip
and impermeability boundary condition (u = v = 0 m/s) in the device walls. At the lower
surface, there was an imposed constant velocity of V(t) = 1.4 m/s and IT = 1.0% for Case
2. The magnitude of the imposed velocity was defined in such a way to have a value of
7.0 m/s at the inlet of the air duct (in the contraction from the chamber to the air duct),
leading to a Reynolds number in the turbine similar to that reached for Case 1. For Case 3,
the sole difference in comparison with Case 2 was the imposition of a sinusoidal function
that mimicked the oscillating behavior in the OWC chamber:

V(t) =
Hwπ

Tw
cos
(

2πt
Tw

)
(1)

where Hw = 0.4 m, Tw = 0.875 s, allowing the reproduction of the piston-type movement
generated by the regular waves incidence over the OWC. The range of magnitudes was
limited by (−1.4 m/s ≤ V(t) ≤ 1.4 m/s). The use of real configurations of a sea wave, for
example, leads to long periods of simulation, requiring a high computational effort. As the
purpose of this case is to compare the imposition of the sinusoidal velocity profile with
the case with constant velocity to investigate the effect of oscillating flow over the device
parameters and performance, the idealized imposed velocity variation was adequate for
the desired investigation. For Case 2 and Case 3, the same four magnitudes of the tip speed
ratio studied in the verification/validation case (λ = nD/2V1) of λ = 0.75, 1.00, 1.25, and
2.00 were investigated. It is worth mentioning that a mean velocity was measured in the air
duct and before the turbine (V1) for the calculation of λ.
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Table 1. Parameters used in the verification/validation case (Case 1).

Parameter Magnitude

Air density: ρ (kg/m3) 1.1845
Dynamic viscosity: μ (kg/ms) 1.7894 × 10−5

H (m) 21.6 (12D)
L (m) 46.8 (26D)
L1 (m) 10.8 (6D)
D (m) 1.8

V∞ (m/s) 7.0
Turbulence intensity: IT (%) 1.0

ReD = ρV∞D/μ 867,000
c (m) 0.972
a (m) 0.0
e (m) 7.2 × 10−3

s (m) 0.144
Tip speed ratio: λ 0.75 1.00 1.25 2.00

Angular velocity of turbine: n (rad/s) 5.83 7.77 9.72 15.54
Time of simulation and statistics analysis (s) 3.50 s 1.75 s

In the present work, results the influence of λ over the drag, lift, moment, and power
coefficients (Cd, Cl, CT, and CP) are based on [57]:

Cd =
Fd

1/2ρArV2 (2)

Cl =
Fl

1/2ρArV2 (3)

CT =
T

1/2ρArV2r
(4)

CP =
P

Pavailable
=

T
1/2ρArV2r

rn
V

= CTλ (5)

where Fd is the drag force (N), Fl is the lift force (N), T is the rotor moment (N·m), Ar is
the projected area of the Savonius rotor (Ar = D·W), W is the depth of the domain in the
z-direction (m), V is the upstream turbine velocity (V = V∞ for the Case 1 and V = V1 for
Case 2 and Case 3) (m/s), r is the radius of the rotor (m), P is the turbine power (W), and
Pavailable is the available power of the wind upstream of the rotor (W).

Figure 2. Schematic representation of Case 2 and Case 3 that simulate the OWC with a Savonius turbine.
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It is worth mentioning that the use of Equation (5) is valid only for the prediction
of power coefficients in turbines subjected to open flow conditions (seen in tidal or wind
power devices). In OWC devices, the air flow is driven by the pneumatic power, i.e.,
the pressure drop in the device must also be taken into account. Therefore, for power
coefficients predicted for the enclosure domain of Case 2 and Case 3, the CP is calculated as:

CP =
P

Ppneumatic
=

P(
Δp + ρV2

2

)
Q

(6)

where Δp is the pressure drop between the OWC chamber and the exit of the chimney (Pa),
V is the air velocity at the OWC turbine-duct (m/s) (V = V1), and Q is the volumetric flow
rate of the air (m3/s).

The time-averaged magnitudes of the drag, lift, moment, and power coefficients are
obtained as follows:

Cd,l,T,P =
1
t f

t f∫
0

Cd,l,T,Pdt (7)

2.2. Governing Equations of Turbulent Flows

For all simulations, the modeling of incompressible, two-dimensional, unsteady, and
turbulent flows is given by the time-averaged conservation equation of mass and balance
of momentum in the x and y directions and can be written as [50,51]:

∂u
∂x

+
∂v
∂y

= 0 (8)

ρ

[
∂u
∂t

+ u
∂u
∂x

+ v
∂u
∂y

]
= −∂p

∂x
+ (μ + μt)

(
∂2u
∂x2 +

∂2u
∂y2

)
(9)

ρ

[
∂v
∂t

+ u
∂v
∂x

+ v
∂v
∂y

]
= −∂p

∂y
+ (μ + μt)

(
∂2v
∂x2 +

∂2v
∂y2

)
(10)

where x and y are the spatial coordinates (m), u and v are the velocity components in
the x and y directions, respectively (m/s), p is the pressure (N/m2), μ is the dynamic
viscosity (kg/m·s), μt is the turbulent viscosity (kg/m·s), and the overbar represents the
time-averaged operator.

For the k–ω SST closure model, the turbulent viscosity (μt) is [52,53]:

μt =
ρα1k

max(α1ω, SF2)
(11)

The transport equations of turbulent kinetic energy (k) and its specific dissipation rate
(ω) are as follows:

∂k
∂t

+
∂(uik)

∂xi
= P̃k − k

3
2

LT
+

∂

∂xi

[
(μ + σkμt)

∂k
∂xi

]
(12)

∂ω

∂t
+

∂(uiω)

∂xi
=

α

μt
P̃k − βω2 +

∂

∂xi

[
(μ + σωμt)

∂ω

∂xi

]
+ 2(1 − F1)

σω2

ω

∂k
∂xi

∂ω

∂xi
(13)

where P̃k is a function that prevents the turbulence generation in stagnation regions, i
represents the direction of fluid flow (i = 1 represents the x direction and i = 2 represents the
y direction), β = 0.09, α1 = 5/9, β1 = 3/40, σk = 0.85, σw = 0.5, σ2 = 0.44, β2 = 0.0828, σk2 = 1,
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σw2 = 0.856 are ad hoc constants used in [52]. F1 and F2 are blending functions defined
as follows:

F1 = tanh

⎧⎨⎩
{

min

[
max

(
k1/2

β∗ωy
,

500υ

y2ω

)
,

4ρσω2k
CDkωy2

]}4
⎫⎬⎭ (14)

F2 = tanh

⎧⎨⎩
[

max

(
2k1/2

β∗ωy
,

500υ

y2ω

)]2
⎫⎬⎭ (15)

In Equation (13), the term CDkω is calculated as follows:

CDkω = max
(

2ρσω2
1
ω

∂k
∂xi

∂ω

∂xi
, 10−10

)
(16)

3. Numerical Modeling

The solution of the governing equations was performed with the FVM using the
commercial package Ansys FluentTM [54–56]. To tackle the advective terms of the balance
of momentum and transport of k and ω, the second-order upwind interpolation function
was employed. The algorithm SIMPLE (Semi-Implicit Method for Pressure Linked Equa-
tions) was used for pressure–velocity coupling. The simulations were considered to have
converged when the residuals for continuity, the balance of momentum, k and ω transport
equations were less than 10−5. Moreover, the maximum number of iterations per time
step was 200. Concerning the time advancement, there was an implicit time advancement
scheme and a fixed time step of Δt = 1.75 × 10−3 s. All simulations were performed using
desktops with six core Intel® Core ™ i7 5820K @ 3.30 GHz processors and 16 Gb of RAM
memory. The processing time for the simulation of t = 3.5 s of physical time was nearly
20 × 103 s.

Concerning spatial discretization, hybrid triangular and rectangular finite volumes
were used with the domain in simulations of Case 1, Case 2, and Case 3. Figure 3a–c
illustrates the mesh generated with software GMSH [58] for the free Savonius turbine
(Case 1), the configuration similar to the OWC device (Case 2 and Case 3), and a detail of
the mesh in the blades of Savonius turbine, respectively. In detail, it is possible to observe
a region around the blades with the refined rectangular mesh. The dimensions of the
rectangular volumes were defined as a function of a grid independence study and the
parameter for representation of the boundary layer (y+), which must be y+ ≤ 1.0 in the
walls; y+ was defined as follows [51–53]:

y+ =
y
√

τw/ρ

ν
=

yuτ

ν
(17)

where y is the normal distance to the wall (m), τw is the surface tension in the wall (N/m2),
ν is the kinematic viscosity (m2/s), and uτ is the friction velocity (m/s).

For the grid independence study, four different meshes were simulated, and the
results for the time-averaged power coefficient for the free Savonius rotor (Case 1) with
ReD = 867,000, λ = 1.25, and bucket overlap ratio of RS = s/c = 0.15 are presented in Table 2.
The mesh was considered independent when the relative difference between the results of
CP for two successive grids met the criterion given by:

dev (%) = 100 ×
∣∣∣∣∣Cp

j − Cp
j+1

Cp
j

∣∣∣∣∣ ≤ 5.0 × 10−1 (18)

where j represents the result obtained with the coarser mesh, and j + 1 represents the result
obtained with the next successive refined mesh. Based on the results of Table 2, the mesh
with 369,653 volumes was used in the independent grid. The same parameters used in this
mesh were applied to the spatial discretization of the domain of Case 2 and Case 3.
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(a) (b)

(c)

Figure 3. Employed mesh for the studied cases: (a) turbine in the open channel (Case 1), (b) turbine in
an OWC chamber domain (Case 2 and Case 3), (c) detail of grid refinement the surfaces of the blades.

Table 2. Grid independence test for a free turbine with ReD = 867,000, λ = 1.25, and RS = 0.15.

Number of Volumes CP Dev (%)

163,141 0.20726 ——
168,659 0.21219 2.37 × 100

220,937 0.21030 8.91 × 10−1

369,653 0.20963 3.18 × 10−1

4. Results and Discussion

This section is divided into two parts, the verification/validation of the developed
computational model (Case 1) and the investigation of the influence of the enclosure model
and imposition of the sinusoidal velocity inlet over the aerodynamic and performance
coefficients (Case 2 and Case 3).

4.1. Verification/Validation of the Computational Model (Case 1)

Figure 4 illustrates the instantaneous drag, lift, and moment coefficients as a function
of time for Case 1 with ReD = 867,000, λ = 2.0, and RS = 0.15. For the first instants of time,
mainly for t ≤ 0.5 s, the coefficients had a strong variation due to the incidence of the fluid
flow and the imposition of angular velocity in the rotational domain region. Therefore, the
present model must be used to predict power in the turbine when the flow is stabilized, and
the first cycles of rotation of the turbine were disregarded for the analysis of coefficients
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and power. Here, for the computation of time-averaged parameters, only the results in
the range of time 1.75 s ≤ t ≤ 3.5 s were used. Despite the complexity of the fluid flow,
the results also demonstrated a regular oscillation in the magnitudes of Cd, Cl, and CT,
which had similar behavior to that previously obtained in Akwa et al. [49]. Moreover, the
crest and cave magnitudes were also similar, showing the generation of regular wakes of
vortices behind the turbine.

Figure 4. Transient coefficients of the lift (Cl), drag (Cd), and torque (CT) for the free turbine case with
ReD = 867,000, Rs = 0.15, and λ = 2.0.

Figure 5 shows the comparison of power coefficients (CP) as a function of the tip speed
ratio (λ) obtained with the present computational model and the numerical predictions
of Akwa et al. [49] obtained with other commercial code (Star-CCM+) also based on the
FVM and the experimental results of Blackwell et al. [48]. The results predicted with the
present method are in close agreement with those previously obtained in the literature,
verifying and validating the method used here. Even for λ = 1.00 and 2.00, where the
highest differences between the present results and the experimental ones were obtained,
the deviations were lower than the uncertainty of the experiment. The results indicated
that the highest magnitudes of CP were reached at the lowest values of λ. With the increase
in λ, the magnitude of CP had a slight decrease in the range 1.00 ≤ λ ≤ 1.25 and a step
decrease for λ ≥ 1.25. For λ = 2.00, negative magnitudes of CP were obtained, indicating
that the device supplies energy for the fluid flow and not the contrary.

Figure 5. Comparison between the power coefficient (CP) as a function of λ obtained in the present
work and that from the literature [48,49].
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Figures 6 and 7 illustrate the velocity and pressure fields, respectively, for Case 1 with
ReD = 867,000 and λ = 1.25 for five different instants of time: (a) t = 0.0 s, (b) t = 0.53 s,
(c) t = 1.05 s, (d) t = 1.58 s, and (e) t = 2.10 s, which represent different angular positions of
the Savonius rotor. For the initial time step, in Figures 6a and 7a, the velocity and pressure
fields noticed were generated by the imposition of angular velocity in the rotational domain
by the computational model. This behavior does not represent the real condition of fluid
flow over the turbine since the turbine should not be in motion before the incidence of the
fluid flow. Therefore, the present computational method must be used when the flow is
stabilized, which happens a few cycles later at the beginning of the fluid flow (as shown
in Figure 4 for monitoring the coefficients). As the time advances, mainly for t > 1.0 s,
Figures 6c–e and 7c–e show an increase in the pressure field magnitude on the concave side
of the advancement blade and a pressure drop as a consequence, being the main reason for
the pressure drag force that drives the turbine. The results also show the fluid flowing in
the region between the two blades. The results also show the generation of wakes behind
the rotor and vortices generated in the tip region of the blade. It is also worth mentioning
that the behavior found here is similar to that described in previous literature, e.g., in
Prasad et al. [45] and Blackwell et al. [49].

Figure 6. Velocity fields around the free turbine (Case 1) with ReD = 867,000 and λ = 1.25: (a) t = 0.0 s,
(b) t = 0.53 s, (c) t = 1.05 s, (d) t = 1.58 s, and (e) t = 2.10 s.
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Figure 7. Pressure fields around the free turbine (Case 1) with ReD = 867,000 and λ = 1.25: (a) t = 0.0 s,
(b) t = 0.53 s, (c) t = 1.05 s, (d) t = 1.58 s, and (e) t = 2.10 s.

4.2. The Results of the Savonius Turbine Inserted in an OWC Domain (Case 2 and Case 3)

For the turbulent air flow in the enclosure domain, the instantaneous aerodynamic
coefficients (Cd, Cl, and CT) were obtained as a function of time to better understand
the behavior of the turbine in an OWC domain. Figure 8 depicts the coefficients for the
flow with ReD = 867,000, λ = 2.0, and RS = 0.15 for a constant imposed velocity at the
inlet (Case 2). In general, the results show an average increase in Cd (black line) for all
instants of time compared to the free turbine simulations (Case 1) due to the insertion of
the turbine in the enclosure domain. The increase in the drag coefficient (Cd) also led to
an augmentation of the moment coefficient (CT) represented in red color in a similar form
reached for the Cd, while the lift coefficient (Cl) did not suffer important modifications in its
mean magnitude. The results also indicate that the transient behavior of the coefficients was
strongly modified compared to Case 1, showing Cd and Cl with sharp peaks and smooth
troughs, i.e., each cycle did not behave in a sinusoidal form as noticed in Figure 4 for the
free turbine configuration. It is worth mentioning that, for other magnitudes of λ, similar
behavior for the instantaneous coefficients was obtained. Therefore, for the sake of brevity,
the instantaneous coefficients for other magnitudes of λ are not presented.
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Figure 8. Instantaneous coefficients of the drag (Cd), lift (Cl), and moment (CT) for the case of OWC
with constant imposed velocity at the inlet (Case 2) with ReD = 867,000, λ = 2.0, and RS = 0.15.

As previously mentioned, the air flow in the OWC chamber is subjected to the piston-
type oscillatory motion of the water column (hydropneumatic chamber). In order to
simulate this effect, the results of instantaneous power coefficient obtained for Case 3 and
Case 2, considering the same conditions (ReD = 867,000, λ = 2.0, and RS = 0.15), are presented
in Figure 9. It is important to reinforce that, for prediction of CP for Case 2 and Case 3,
Equation (6) was used instead of Equation (5), and the time-averaged magnitudes were
predicted with Equation (7). The results reveal a strong similarity between the instantaneous
CP for both cases, indicating that the imposition of sinusoidal velocity at the inlet of the
domain did not have a significant influence over the pattern of the CP investigated here,
which is not intuitively expected since the mean imposed momentum decreased for Case 3
in comparison with Case 2. The results also demonstrate a slight increase in the power
coefficients when the sinusoidal velocity was imposed, with a difference of nearly 9.0% on
average. Possible explanations for the behavior found here include the synchronization of
velocity augmentation with the rotation of the turbine and the imposition of the rotational
domain, as well as the acceleration of the fluid caused by the variation of the imposed
velocity at the inlet for Case 3, which did not happen for Case 2. The magnitude of the
imposed mean velocity at the inlet of Case 2 and Case 3 and acceleration at the inlet for Case 3
are illustrated in Figure 10 to make this visualization easy. It is worth mentioning that,
despite different imposed inlet velocities, the transient fields of velocity and pressure had
only slight differences. Future investigations should be performed with other magnitudes
of amplitude and periods of imposed velocity to corroborate this hypothesis and the
development of other models where the inertia moment of the turbine is taken into account.
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Figure 9. Effect of imposed velocity at the inlet of the OWC domain over the instantaneous power
coefficient in the Savonius turbine, considering ReD = 867,000, λ = 2.0, and RS = 0.15.

Figure 10. Magnitude of the imposed velocity at the inlet of the OWC domain for Case 2 and Case 3
and acceleration of the fluid at the inlet of the domain for Case 3.

Figures 11 and 12 illustrate the velocity and pressure fields, respectively, for the sim-
ulation of Case 3 with ReD = 867,000, λ = 2.0, and RS = 0.15 for six different time steps:
(a) t = 0.0 s, (b) t = 0.26 s, (c) t = 0.53 s, (d) t = 0.79 s, (e) t = 1.05 s, and (f) t = 1.31 s. As the
behaviors of Case 3 and Case 2 were almost the same, only the fields for one of the cases are
illustrated. As previously mentioned, for the free turbine case (see Figures 6 and 7), the ini-
tial time steps should be disregarded due to the artificial imposition of the angular velocity
in the turbine region. In spite of that, when the flow was stabilized, the model properly
represented the physical problem. In turn, one can note in Figures 11 and 12 an increase in
the pressure difference between the concave and convex sides of the advancement blade
for Case 2 and Case 3 compared to Case 1, which explains the augmentation of the pressure
drag in comparison with Case 1.

Moreover, the pressure difference between the upstream and downstream regions
of the turbine was also augmented. This influence over the water oscillation was not
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investigated, but the results pointed out that this aspect is worth investigation when
the turbine is taken into account in the problem in order to avoid the restriction of the
water column, mainly when coupling with a wave channel is performed. The results also
indicated the variation of the pressure magnitude in the chamber for different instants of
time, explaining the non-symmetric differences between the peaks and troughs with respect
to the mean magnitudes of the coefficients. The momentum of the fluid flow intensified
due to the insertion of the turbine in the enclosure domain. Moreover, the wakes generated
in the turbine and secondary vortices in the tip of the blades could not be spread in the
spanwise direction of the main flow due to the limitation imposed by the air duct walls.
Therefore, as expected, the insertion of the turbine in the enclosure domain affected the
fluid dynamic behavior of the flow considerably.

Figure 11. Velocity fields for the OWC case with sinusoidal velocity at the inlet for different instants
of time for the case with ReD = 867,000, λ = 2.0, and RS = 0.15: (a) t = 0.0 s, (b) t = 0.26 s, (c) t = 0.53 s,
(d) t = 0.79 s, (e) t = 1.05 s, and (f) t = 1.31 s.
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Figure 12. Pressure fields for the OWC case with sinusoidal velocity at the inlet for different instants
of time for the case with ReD = 867,000, λ = 2.0, and RS = 0.15: (a) t = 0.0 s, (b) t = 0.26 s, (c) t = 0.53 s,
(d) t = 0.79 s, (e) t = 1.05 s, and (f) t = 1.31 s.

To summarize, Figure 13 shows the effect of λ on the time-averaged magnitudes of
Cd, Cl , CT and CP for Case 2 and Case 3, and Figure 14 illustrates the same effect considering
only CP for Case 1, Case 2, and Case 3. The results indicate that the differences between
the values of the aerodynamic and power coefficients obtained for Case 2 and Case 3 were
not significant, with the highest difference being lower than 10.0%. The effect of λ on the
coefficients was also similar for both cases. Concerning the magnitude of Cd, it decreased
in the range 0.75 ≤ λ ≤ 1.00, and after this point, the magnitude was almost constant. The
Cl and CT magnitudes decreased with the increase in λ. However, for CT the decrease
was more significant only in the range 1.00 ≤ λ ≤ 1.25, being almost constant in other
intervals of λ. For the CP, there was an increase with the augmentation of λ. For Case 3,
for example, the magnitude increased from CP = 0.2922 when λ = 0.75 to CP = 0.5054
when λ = 2.0. Figure 14 indicates that in the region 0.75 ≤ λ ≤ 1.25, a similar trend of
CP was noticed when Case 1 and the enclosure cases (Case 2 and Case 3) were compared.
However, for λ = 2.0, contrary to the behavior noticed for Case 1, Case 2 and Case 3 did not
have a reduction of CP for the highest magnitude of λ investigated. Therefore, the results
indicated that changes in the domain where the turbine is placed are important to define
its application range and the effect of λ over the problem performance. Further studies
should be performed to define the range of application of λ for the enclosure domain.
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Figure 13. Averaged coefficients as a function of λ for the cases of OWC with constant- and sinusoidal-
imposed velocity.

Figure 14. Power coefficients as a function of the tip speed ratio for the three studied cases (Case 1,
Case 2, and Case 3).

5. Conclusions

The present work developed a computational model to investigate turbulent flows
in enclosure domains with an inserted Savonius turbine simulating the air flow in an
OWC/WEC device. Initially, a free turbine configuration (Case 1) was investigated in order
to perform the verification/validation of the present method. Then, two different study
cases were investigated (Case 2 and Case 3) with constant and sinusoidal velocity imposed
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at the domain inlet. For all cases, ReD = 867,000, RS = 0.15, and four different magnitudes
of λ were studied (λ = 0.75, 1.00, 1.25, and 2.00). For the simulation of incompressible,
two-dimensional, transient, and turbulent flows, the time-averaged equations of mass
conservation, the balance of momentum, and transport equations of the k–ω SST model
were solved with the FVM.

The proposed computational model was verified and validated using a comparison
of CP with the numerical and experimental results of the literature [48,49], reproducing
the effect of λ on CP for the turbulent flow over a free Savonius turbine. Moreover, the
velocity and pressure fields demonstrated that the driven force of the Savonius turbine
was dominated by the pressure difference between the concave and convex sides of the
advancement blade, which the present model adequately predicted.

After the verification/validation of the computational model, new recommendations
were reached for the turbulent flows over the Savonius turbine inserted in the enclosure
domain representing an OWC. The results demonstrated that the new configuration had a
strong influence over the behavior and magnitudes of the instantaneous coefficients such
as Cd and CT, also affecting the instantaneous values of CP. For the investigated values of λ,
the results indicated that the insertion of a turbine in the enclosure domain led to an overall
augmentation of CP for all values of λ. In addition, the effect of λ on Cd, Cl , CT , and CP
was strongly affected by the domain change, indicating that the geometric configuration
can be important to define the range of applicability of the turbine and the design of the
PTO in the OWC device. The comparison between the imposition of sinusoidal velocity
(Case 3) and constant velocity (Case 2) at the domain inlet led to similar performance and
aerodynamic coefficients. It is important to highlight that due to the two-dimensional
approach, some characteristics of the air flow phenomenology through the Savonious
turbine cannot be completely revealed from the obtained results, being a limitation of the
proposed computational model.

Future investigations should be performed considering a model where the inertia
moment is taken into account to verify if this behavior continues to be observed. It
is recommended to investigate other parameters, such as the effect of the overlap and
spacing between the blades (s and a) and other tip speed ratios (λ) on the aerodynamic and
performance of the OWC and the imposition of irregular velocity variation to represent the
real sea state movement. It is also recommended to investigate the coupling between the
present model and the wave channel for adequate simulation of the interaction between
the oncoming waves, the structure of the device, and air flow over the turbine inserted in
the OWC air duct.
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