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Preface to “Magnetoelectric Sensor Systems

and Applications”

In the field of magnetic sensing, a wide variety of different magnetometer and gradiometer

sensor types, as well as corresponding read-out concepts, are available. Well-established sensor

concepts such as Hall sensors and magnetoresistive sensors based on giant magnetoresistances (and

many more) have been researched for decades. The development of these types of sensors has reached

maturity in many aspects (e.g., performance metrics, reliability, and physical understanding), and

these types of sensors are established in a large variety of industrial applications.

Magnetic sensors based on the magnetoelectric effect are a relatively new type of magnetic

sensor. The potential of magnetoelectric sensors has not yet been fully investigated. Especially

in biomedical applications, magnetoelectric sensors show several advantages compared to other

concepts for their ability, for example, to operate in magnetically unshielded environments and the

absence of required cooling or heating systems.

In recent years, research has focused on understanding the different aspects influencing

the performance of magnetoelectric sensors. At Kiel University, Germany, the Collaborative

Research Center 1261 “Magnetoelectric Sensors: From Composite Materials to Biomagnetic

Diagnostics”, funded by the German Research Foundation, has dedicated its work to establishing

a fundamental understanding of magnetoelectric sensors and their performance parameters, pushing

the performance of magnetoelectric sensors to the limits and establishing full magnetoelectric sensor

systems in biological and clinical practice. The research questions range from fundamental material

modelling aiming to understand the underlying principles and physical limits, to the development of

innovative sensor concepts and the establishment of thin-film processes technology, and to the usage

of entire sensor systems in biomedical applications.

In many applications, magnetic sensors have several advantages if they are used either in

addition or even instead of electric measurements. The advantages have been proven in science and

research using magnetic sensors such as superconducting quantum interference devices (SQUIDs) or

optically pumped magnetometers (OPMs). Application examples include spatially and temporally

high-resolution medical analyses such as magnetocardiography (MCG) and combined electro- and

magnetoencephalography (EEG/MEG). The drawbacks of these sensor technologies are mainly their

high cost and their limited robustness against environmental influences. External magnetic fields,

such as the magnetic field of the Earth or the fields created by power supplies, saturate SQUID

and OPM sensors, which requires expensive and difficult-to-install magnetic shielding. Furthermore,

SQUID sensor technology absolutely needs expensive liquid He cooling.

The magnetoelectric sensor principle—as a relatively new principle—has the potential to

overcome these limitations at a very low cost. This would facilitate the transfer of medical research

results into clinical practice. Recent advances, in terms of magnetic layer optimization, low-noise

readout and dedicated signal processing for new read-out principles can potentially enhance the

sensitivity of magnetoelectric sensor principles and bring them very close to that of OPMs or SQUIDs

without robustness problems. Additional advantages are the large dynamic range—the requirement

being insensitive to large external fields—and the very high bandwidth of certain magnetoelectric

sensor approaches.

This book reports the latest research on magnetoelectric sensor systems and corresponding

applications. The bandwidth of contributions ranges from biomedical application examples, specially
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tailored readout schemes for ME sensors, low-noise amplification circuits, and advances in the

material science and improved understanding of the magnetic processes that are involved in

magnetoelectric layers.

Gerhard Schmidt, Eckhard Quandt , Nian X. Sun, Andreas Bahr

Editors
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Quantitative Evaluation for Magnetoelectric Sensor Systems in
Biomagnetic Diagnostics
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Andreas Bahr 3, Eckhard Quandt 2, Michael Höft 4 and Gerhard Schmidt 1,*
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Abstract: Dedicated research is currently being conducted on novel thin film magnetoelectric (ME)
sensor concepts for medical applications. These concepts enable a contactless magnetic signal ac-
quisition in the presence of large interference fields such as the magnetic field of the Earth and are
operational at room temperature. As more and more different ME sensor concepts are accessible to
medical applications, the need for comparative quality metrics significantly arises. For a medical
application, both the specification of the sensor itself and the specification of the readout scheme
must be considered. Therefore, from a medical user’s perspective, a system consideration is better
suited to specific quantitative measures that consider the sensor readout scheme as well. The corre-
sponding sensor system evaluation should be performed in reproducible measurement conditions
(e.g., magnetically, electrically and acoustically shielded environment). Within this contribution, an
ME sensor system evaluation scheme will be described and discussed. The quantitative measures will
be determined exemplarily for two ME sensors: a resonant ME sensor and an electrically modulated
ME sensor. In addition, an application-related signal evaluation scheme will be introduced and
exemplified for cardiovascular application. The utilized prototype signal is based on a magnetocar-
diogram (MCG), which was recorded with a superconducting quantum-interference device. As a
potential figure of merit for a quantitative signal assessment, an application specific capacity (ASC) is
introduced. In conclusion, this contribution highlights metrics for the quantitative characterization
of ME sensor systems and their resulting output signals in biomagnetism. Finally, different ASC
values and signal-to-noise ratios (SNRs) could be clearly presented for the resonant ME sensor (SNR:
−90 dB, ASC: 9.8 × 10−7 dB Hz) and also the electrically modulated ME sensor (SNR: −11 dB, ASC:
23 dB Hz), showing that the electrically modulated ME sensor is better suited for a possible MCG
application under ideal conditions. The presented approach is transferable to other magnetic sensors
and applications.

Keywords: application specific signal evaluation; magnetoelectric sensors; quantitative sensor system
characterization; sensor system performance

1. Introduction

Medical diagnostics based on electrical signal acquisition methods such as electro-
cardiography (ECG) or electroencephalography (EEG) are an established routine in clin-
ical practice. These methods have been researched for decades [1,2]. Nowadays, room-
temperature magnetic field sensors are being investigated, such as optically pumped

Sensors 2022, 22, 1018. https://doi.org/10.3390/s22031018 https://www.mdpi.com/journal/sensors
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magnetometers [3,4], xMR sensors [5], orthogonal fluxgates [6], and many more. These
sensor concepts promise several advantages and enable contactless signal acquisition by
detecting the magnetic field strength or the magnetic flux density. Obtaining biomagnetic
signals is beneficial compared to the standard electrical methods for several reasons. Mag-
netic sensing promises increased spatial resolution [7], it enables better positioning with
less exogenous signal artifacts and the nearly constant relative permeability [8], which
prevents physiologic signals from being changed by the elements of the body (tissue, bones,
etc). In particular, the ongoing research of thin-film magnetoelectric (ME) sensors enables
new areas of signal acquisition in medicine since they do not require cryogenic cooling
or thermal heating for sensor operation [9–11]. These sensors are easy to use, provide un-
precedented flexibility and are operational in the presence of interference fields such as the
Earth’s magnetic field [12,13]. Magnetic recording techniques have the potential to support
and replace traditional electrode-based (electrical) methods by default [14]. The perfor-
mance of a magnetic field sensor is usually described by its sensor-specific properties, e.g.,
operation temperature, inherent noise, dynamic range (in the sense of amplitude range of
operation), bandwidth and sensitivity [15], as exemplified for two current biomagnetic ME
sensor types in Table 1.

Table 1. Two researched ME sensors with their individual metrics given by publications.

Metrics
Exchange Bias Electrically Modulated
ME Sensor [13] ME Sensor [10,16]

Operation Room Room
Temperature temperature temperature

Inherent ≈4 pT/
√

Hz ≈70 pT/
√

Hz
Noise at 7.684 kHz at 10 Hz

Bandwidth ≈12.5 Hz (−6 dB) unknown
Sensitivity ≈98 kV/T ≈40 kV/T
Availability under development under development

For medical applications, it is not sufficient to consider only the sensing element
specification because the overall performance of a sensor system is a superposition of all its
subsystems and their individual performances. This includes especially the sensor readout
electronics. Since the application of magnetic sensors is a relatively new field of research,
often only the sensing element’s specifications are provided. The specification of the entire
sensor system must be taken into consideration for determining if a sensor is appropriate
for a specific application. To exemplify, in a medical applications the question could be
asked, whether a signal of interest, for example, the heartbeat, could be measured for
diagnostic purposes. From the viewpoint of a medical application, it does not matter where
potential disturbances originate. Therefore, a sensor system in a biomagnetic application
can be considered a black box. This black box is evaluated with its corresponding system
metrics. A simplified representation of such an approach is shown in Figure 1.

In this contribution, magnetic field signals created by physiological means are con-
sidered the input signals of interest bd(t) (desired input signals). This is exemplified by
the signal generated from the human heart. The system input bin(t) consists of an additive
undesired magnetic signal bu(t) from environmental disturbances (coexisting magnetic
fields). The available field at the system input can be converted with a magnetic field sensor
into a proportional measurand, typically a time-dependent voltage. The sensor signal
is read out in analog form within the sensor system, digitally processed, and provided
as a signal at the output. The output can also be taken in form of a sample dependent
field strength bout(n) after unit conversion (voltage → magnetic flux density) or analog
as time-dependent voltage uout(t). In the overall system, each process step has an in-
dividual transfer or conversion function and noise characteristic. At the digital output
bout(n), the signal can be considered as the sum of the input signal bin(n) and a noise

2
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superposition of all involved noise components ν0, . . . , ν3. The noise at the system output
is a superposition of different uncorrelated random processes [17]. For an application, it is
not decisive from where noise contributions originate. As a consequence, the noise power
spectral densities or, respectively, the noise amplitude densities superimpose [18]. Finally,
this view allows a quantitative description of a sensor system from a user perspective
and permits comparing sensor systems for a specific medical discipline or new biomag-
netic applications. Since diagnostic information depends mainly on signal characteristics,
an application-specific signal evaluation scheme will be presented. This enables an im-
proved quantitative description of the system’s suitability. In summary, this contribution
highlights metrics for magnetic sensor systems and offers an application-oriented signal
evaluation scheme for biomagnetic applications. The remainder of this contribution is
organized as follows: In Section 2, different metrics for sensor system evaluation will be
introduced. Since diagnostic information depends mainly on signal characteristics, figures
of merit for signal evaluation will be supplementary defined in Section 3. Then, in Section 4,
an exemplary evaluation will be executed for two different ME sensor systems: a exchange
bias magnetoelectric sensor and an electrically modulated ME sensor. Based on these
findings, a signal evaluation will be performed, exemplified by a cardiovascular application
in Section 4.3. Finally, in Section 5 the individual results will be discussed.

Figure 1. Schematic representation of a typical biomagnetic sensor system.

2. Evaluation Metrics for Magnetoelectric Sensor Systems

Quantitative evaluation metrics are of importance for the characterization and compar-
ison of biomagnetic sensor systems. Key metrics are the Input–Output–Amplitude–Relation
and frequency response [19]. First, the Input–Output–Amplitude–Relation will be dis-
cussed, since no explicit system knowledge and presumptions are required.

2.1. Input–Output–Amplitude–Relation

A typical Input–Output–Amplitude–Relation of a sensor system is illustrated in
Figure 2. It can be divided into three different regions. In the first region (I; gray shaded
area), the magnetic signal is so small that the system noise dominates at the output. If the
magnetic signal is large enough and exceeds the system noise, the system output increases
linearly with the input amplitude (II; green shaded area) until it is limited by compression
and saturation effects (III; red shaded area). Limiting factors can be the sensor’s dynamic
range or the readout electronics characteristics and limitations, e.g., operating voltages,
sensor’s dynamic range (DR). In addition, transition areas can be identified (cyan shaded
area) which cannot be unambiguously assigned to one of the areas mentioned above. For a
quantification of the Input–Output–Amplitude–Relation at a particular excitation frequency

3
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(typically 10 Hz, 1 kHz, or resonance frequency), P ∈ N pairs of root-mean-square (RMS)
input and output values are required.

brms
in = [brms

in (0), brms
in (1), . . . , brms

in (P − 1)]T, (1)

brms
out = [brms

out (0), brms
out (1), . . . , brms

out (P − 1)]T, (2)

where brms
in are the input RMS values of the sensor system and brms

out are the acquired RMS
output values. Since an additional DC offset has, in general, a significant influence on the
curve progression including the derived quantities, it should be identified and minimized
for functional determination for all system output values within brms

out . Characteristic
quantities such as Limit-of-Detection, Limit-of-Quantification, maximum value, and 1-
dB-compression-point can be defined for quantitative description of the Input–Output–
Amplitude–Relation.

Figure 2. Input–Output–Amplitude–Relation with labeling of the typical regions (noise region (I),
linear region (II) and compression/saturation region (III)). Transition areas are marked in cyan.
Furthermore, characteristic quantities, mean value within noise region, Limit-of-Detection (LOD),
Limit-of-Quantification (LOQ), 1-dB-compression-point, 3-dB-compression-point and maximum
value are marked in different colors.

2.1.1. Limit-of-Detection

The Limit-of-Detection (LOD) of a biomagnetic sensor system describes the smallest
measurable magnetic flux density where a magnetic field can be reliably detected [20].
For LOD estimation, the values brms

out , where no signal can be reliably detected and the
system noise dominates, are of interest. This condition is in general fulfilled if the desired
signal is less than the effective magnetic noise amplitude brms

n corresponding to

brms
out (i) < brms

n . (3)
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The LOD can be determined from K ∈ N measurement points of interest, where the
system noise dominates [21,22]. The LOD can be estimated by the mean value μn plus three
times the standard deviation σn of the predefined measurement points with:

LOD =
1
K
·

K−1

∑
i=0

brms
out (i)︸ ︷︷ ︸

b̄out=μn

+3 ·

√√√√√K−1
∑

i=0

[
brms

out (i)− b̄out
]2

K − 1︸ ︷︷ ︸
σn

. (4)

The LOD serves as a criterion of reliable evidence and is provided in magnetic sensor
systems as an RMS value with the unit T for a particular excitation frequency. It defines
the lowest magnetic field that the sensor system can reliably detect [19]. A spectral LOD
consideration in T/

√
Hz is occasionally used instead, especially for modulated magnetic

sensors. The amplitude density with unit T/
√

Hz is related to the RMS value with unit T
by Parseval’s theorem [23,24]. In general, the LOD value relies on the applied measurement
procedure, as illustrated in Figure 3 and has to be defined in detail. Implicit filtering of
the output signal by averaging methods [11] will result in very optimistic LOD determi-
nations, which are only realizable in applications with equal bandwidth requirements.
Consequently, the LOD will only be reproducible in an experimental setup with identically
chosen parameters. Therefore, additional applied filters (lowpass, highpass, bandpass
filters) should be specified by their cutoff frequencies. As an assessing bandwidth, the sup-
ported frequency range of the sensing element should be chosen. In addition, the window
length for RMS amplitude calculation must be stated, whereby one period of the magnetic
excitation signal should be used. The resulting RMS value corresponds to the standard
deviation of a noise process with zero mean. Since the calculation can also be performed
in the frequency domain, the RMS amplitude can be estimated by determining the square
root out of the sum from power spectral density (PSD) values. The obtainable results are
equivalent [23,24].

(a) Sample by sample computation (b) RMS averaging for 100 ms

Figure 3. Different methods for LOD computation for the same signal. The simulated sample by
sample computation (a) of the standard deviation and the mean value yields the same results as the
stochastic parameters of the applied random process (μn = 0, σn = 1 pT) . The averaging window
applied in (b) results in a reduced spread and therefore an SNR gain at the cost of a reduction in
bandwidth (μn = 1 pT, σn = 70 fT).
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2.1.2. Limit-of-Quantification

Another quantity in connection with the detection limit is the Limit-of-Quantification
(LOQ), which defines the boundary from which a measured value can be reliably quanti-
fied [21,22]. The LOQ can be expressed as follows:

LOQ = b̄out + 10 ·

√√√√√K−1
∑

i=0

[
brms

out (i)− b̄out
]2

K − 1
. (5)

Compared to the previously defined LOD (see Equation (4)) the required standard
deviation is set by a factor of 10/3 higher [21,22]. This corresponds to a signal-to-noise
ratio (SNR) of 20 dB, ensuring that signal amplitudes above LOQ can be detected at the
system output in the time domain.

2.1.3. Linear Region

The linear region given by the Input–Output–Amplitude–Relation (Figure 2) can be
described using a linear function approximation [19]. For this purpose, an affine linear
regression freg(·) can be performed using the measurement values brms

out as a function of the
excitation signal amplitudes brms

in given by

brms
out (i) = freg

(
brms

in (i)
)
= α + β · brms

in (i) ∀ brms
in (i), LOQ < brms

out (i) < b1dB. (6)

In the case of curve compression for large input amplitudes originating from system
limitations based on saturation effects (nonlinearities), corresponding data points should
be excluded. Therefore, signal amplitudes brms

in should be bigger than LOQ and smaller
than the 1-dB-Compression-Point b1dB (cf. Section 2.1.4). Unique solutions for α and β can
be found by minimizing the sum of squared deviations as follows for the remaining W data
points:

β =

W−1
∑

i=0
brms

in (i) · brms
out (i)− W · μin · μout

W−1
∑

i=0

[
brms

in (i)
]2 − W · [μin]

2
and α = μout − β · μin

with μin =
1

W
·

W−1

∑
i=0

brms
in (i) and μout =

1
W

·
W−1

∑
i=0

brms
out (i).

(7)

Finally, it is required that not all values in brms
in are equal, which ensures that the

denominator of β is different from zero [25]. This primary requirement is fulfilled due to
the performed amplitude variation at the system input.

2.1.4. 1-dB-Compression-Point and 3-dB-Compression-Point

In general, sensor systems must have high linearity in their operating range to prevent
unwanted signal components at the output [26]. Therefore, if a limitation of the curve
progression is perceived and compression exists, the maximum system output bmax could
be determined. For this purpose L ∈ Z data points are used, which lay in this specific
region (compression/saturation region, see Figure 2). For identification of bmax the mean
value of those data points can be calculated by:

bmax =
1
L
·

L−1

∑
i=0

brms
out (i). (8)

For most standard magnetic field sensors, bmax is limited by the operating voltage of
the readout electronics. In the case of ultra-sensitive magnetic field sensors, the system

6



Sensors 2022, 22, 1018

limitation results from saturation effects. Both effects have the consequence that, above a
certain input level, the amplitude of the system output is limited with co-occurring non-
linearities. A quantitative measure of linearity can be obtained using the 1-dB-Compres-
sion-Point (b1dB) and the 3-dB-Compression-Point (b3dB), which specify the input level
at which the real transfer characteristic deviates from the regression function with ideal
characteristic (see Equation (6)) by 1 dB or 3 dB, respectively. The b1dB and b3dB point can
be determined as follows:

b1dB = brms
in (i) with 20 · log10

(
brms

out (i)
freg
(
brms

in (i)
)) !

= −1 dB, (9)

b3dB = brms
in (i) with 20 · log10

(
brms

out (i)
freg
(
brms

in (i)
)) !

= −3 dB. (10)

2.1.5. Dynamic Range

The supported dynamic range (DR) of the system can be specified using LOQ as the
lower limit and b1dB as the upper limit. The dynamic range is given by:

DR = 20 · log10

(
b1dB
LOQ

)
dB, (11)

and is provided in dB units [15].

2.1.6. Determination of the Input–Output–Amplitude–Relation

For the determination of the Input–Output–Amplitude–Relation, precise amplitude
knowledge of the excitation signal bd(t) and a measurement of the output signal (uout;
bout) are necessary. Therefore, a high precision A/D converter combined with a known
magnetic reference field with frequency fexc is used. The magnetic field is generated
with a calibrated cylindrical coil within a magnetically shielded environment (permalloy
cylinder). The calibrated coil is excited with an alternating current iac(i, t) at the frequency
fexc generated by an ultra-low-noise current source. The parameters iac and fexc have to be
chosen such that the following relation is valid:

brms
in (i) ∝

îac(i)√
2

with iac(i, t) = îac(i) · sin(2 π fexc t). (12)

The current source serves as the generator for the coil and as the reference signal.
The resulting magnetic flux density should be varied linearly from zero to the maximum
assessable flux density of the system. The saturation region may not be reachable for all
sensor types. The sensor’s sensing area should be placed in the center of the coil. This ap-
proach enables the identification of the detection limit, the system behavior, and saturation
effects through operating voltage or sensor dynamic limits. Finally, the measured RMS
magnetic flux density at system output brms

out (i) is plotted against the applied AC magnetic
field amplitude brms

in (i).

2.2. Frequency Response (Magnitude and Phase Response)

For the following considerations, it has to be assumed that the sensor system is a
linear time-invariant (LTI) system that is analyzed in the discrete time-domain. Even
though most sensor systems, which in some way rely on ferromagnetic material, do
not have strictly linear behavior, it is convenient to assume that the sensor systems are
at least approximately linear in their operation regime for small input signals (small
signal consideration). Furthermore, an existing DC offset in the Input–Output–Amplitude–
Relation, especially for brms

in (i) = 0, must be identified and minimized. The precondition of
time-invariance is not fulfilled by default because the sensor system performance varies
in time due to changes in environmental conditions (e.g., Earth’s magnetic field) and

7
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changes in their internal environment (e.g., operating temperature). That being said, time-
invariance can be assumed for a short period of system evaluation. In conclusion, the LTI
conditions are achievable under the given assumptions, and consequently, the sensor
system can be uniquely characterized by its causal real-valued impulse response h with
N ∈ N sample values:

h = [h(0), h(1), . . . , h(N − 1)]T. (13)

The output bout(n) of a sensor system (see Figure 4) can be generally determined
by applying a convolution with the impulse response h(n) to any input signal bin(n)
corresponding to:

bout(n) = h(n) ∗ bin(n) =
N−1

∑
i=0

h(i) · bin(n − i). (14)

Figure 4. Biomagnetic LTI sensor system with impulse response h(n).

Consequently, the system signal output will be a sum of time-shifted versions of
the input signal each weighted by an impulse response coefficient. The complex-valued
frequency response H(ejΩ) is the frequency domain representation of the impulse response
given by:

bout(n) = h(n) ∗ bin(n) � �Bout(ejΩ) = H(ejΩ) · Bin(ejΩ)

⇒ H(ejΩ) =
Bout(ejΩ)

Bin(ejΩ)
,

(15)

whereby symbol � �abbreviates a Fourier transform for discrete signals in the one direc-
tion and its inverse counterpart in the other. The frequency response H(ejΩ) of the system
significantly influences the signal characteristics. Therefore, H(ejΩ) is of particular interest
for the determination of the transfer characteristic of a sensor system, because a system
impact on the magnitude and phase exists and must be considered for any application [27].
A commonly used approach for frequency response estimation can be performed by ex-
citing the sensor system in the steady-state (transient effects are no longer present in the
system) with a sinusoidal alternating magnetic field. A successive excitation with M ∈ N

different discrete angular frequencies Ωμ with μ = 0, . . . , M − 1 in the frequency range
of interest enables estimation of the absolute magnitude of H(ejΩ) (amplitude response)
represented by

|Ĥ(ejΩμ)|= |B̂out(ejΩμ)|
|B̂in(ejΩμ)| , (16)

and the corresponding phase estimation (phase response) given by:

Φ̂(ejΩμ) = arg
{

Ĥ(ejΩμ)
}
= arctan

⎛⎝	
{

Ĥ(ejΩμ)
}



{

Ĥ(ejΩμ)
}
⎞⎠. (17)

The amplitude response |Ĥ(ejΩμ)| is usually presented in dB units and plotted in a
double logarithmic scale [26]. The phase angle Φ̂(ejΩμ) is provided in degree units and
presented in a semi-logarithmic scale. The phase information is essential since it indicates

8
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the phase change introduced by the sensor system, which is required for phase-sensitive
applications, special readout schemes, and medical signal evaluations.

Subsequently, the result is influenced by choice of supporting points Ωμ, which limits
the accuracy for amplitude and phase response. Furthermore, an exact knowledge of the
excitation signal bin(n) and a phase-synchronous signal evaluation are essential prereq-
uisites. This fact necessitates the use of a lock-in-amplifier. The accuracy of the system
identification process can be improved if the complete frequency range of interest is excited
simultaneously by a broadband signal, for example, white noise or a maximum length
sequence. Based on the recorded output signal and the input signal, the transfer charac-
teristic can then be estimated in the frequency domain [24]. Another system identification
approach could be realized by determining the impulse response with a gradient-based
method based on the input signal and the corresponding output signal [28]. Due to the
necessity of a detailed phase response evaluation, the frequency response identification
process is commonly performed with lock-in amplifiers by a successive mono-frequent
excitation. Therefore, this standard method is established in current analyzers systems and
has been applied successfully for years [29].

In general, it is helpful to describe the amplitude response of a sensor system with
quantitative metrics because the magnitude behavior can be predominantly assigned to
a bandpass or lowpass characteristic. A typical amplitude response of a sensor system
with bandpass characteristic is shown in Figure 5. For this, the following metrics can be
defined [24]:

• Mean Passband Amplitude

ā =
1
M

M−1

∑
μ=0

|Ĥ(ejΩμ)| for Ωp1 ≤ Ωμ ≤ Ωp2 (18)

• Passband Ripple

δp = 20 · log10

(
ā + δp,max

ā − δp,min

)
with δp,max = max

{
|Ĥ(ejΩμ)|

}
and δp,min = min

{
|Ĥ(ejΩμ)|

}
for Ωp1 ≤ Ωμ ≤ Ωp2

(19)

• Passband Edge Frequencies

Ωp1 = arg
{
|Ĥ(ejΩμ)| !

= ā − δp,min

}
for Ωμ < Ωz (20)

Ωp2 = arg
{
|Ĥ(ejΩμ)| !

= ā − δp,min

}
for Ωμ > Ωz (21)

• Stopband Edge Frequencies

Ωs1 = arg
{
|H(ejΩμ)| !

= max
(
|Ĥ(ejΩμ)| for Ωμ < Ωs1

)}
for Ωμ � Ωp1 (22)

Ωs2 = arg
{
|H(ejΩμ)| !

= max
(
|Ĥ(ejΩμ)| for Ωμ > Ωs2

)}
for Ωμ 
 Ωp2 (23)

• Transition Bands
ΔΩ1 = Ωp1 − Ωs1 (24)

ΔΩ2 = Ωs2 − Ωp2 (25)

• −3 dB Angular Frequencies, Bandwidth

Ω−3dB,1 = arg
{
|Ĥ(ejΩμ)| !

=
1√
2

ā
}

for Ωs1 ≤ Ωμ ≤ Ωp1 (26)

9
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Ω−3dB,2 = arg
{
|Ĥ(ejΩμ)| !

=
1√
2

ā
}

for Ωp2 ≤ Ωμ ≤ Ωs2 (27)

w = Ω−3dB,2 − Ω−3dB,1. (28)

Sensor systems with predominant resonator behavior in magnitude can be better
described by resonance angular frequency (Ωres) and −3-dB-bandwidth (Ω−3dB,1 ; Ω−3dB,2).
These angular frequencies are related to their time-continuous counterparts fres, f−3dB,1
and f−3dB,2 In this case, the −3-dB-bandwidth is related to the magnitude maximum in
resonance according to the condition:

|Ĥ(ejΩres)| = 1. (29)

Finally, also the quality (Q) factor can be determined [2] corresponding to

Q =
Ωres

Ω−3dB,2 − Ω−3dB,1
. (30)

Other metrics are not required for an adequate resonator description. For sensor
systems with predominant lowpass behavior, the provided bandpass metrics (ā, δp, Ωp2,
Ωs2, ΔΩ2, Ω−3dB,2) can be modified, because only the right half of the magnitude response
according to Figure 5 with Ωs1 = Ωp1 = Ωz = 0 has to be considered.

Figure 5. Amplitude response (asymmetrical passband) with predominant bandpass characteristic
including metrics labeling. For a response with lowpass characteristic, only the right abscissa axis
is required.

Frequency Response Determination

Following Figure 6 the Frequency Response can be determined if a monofrequent
signal (sinusoid) is applied in a shielded environment (permalloy cylinder) via a calibrated
coil to the magnetic sensor. The current source serves as a sweep generator [30] and
also as the reference signal for the lock-in-amplifier. The normalized discrete angular
frequency Ωμ of the excitation signal is varied linearly in a predefined frequency range
fstart ≤ fμ ≤ fend. A common frequency range of biomagnetic signals extends from 0.01 Hz
to 10 kHz [31]. In most biomedical applications, a supported bandwidth of approximately
1 kHz (0.01 Hz to 1 kHz) is sufficient to record fast time-dependent field variations [31].
For special applications, such as nerve activity detection and muscle spontaneous activity
detection, the required bandwidth is even higher [4,32]. The excitation signal amplitude
must be chosen such that the resulting magnetic flux density lies in the typical linear region
(cf. Figure 2). The sensor’s sensing volume should be placed in the center of the calibrated
coil. Finally, the signal at the system output is analyzed and compared to the applied AC
magnetic field with regard to amplitude and phase change.
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Figure 6. Frequency response measurement of a sensor system in a magnetically shielded environ-
ment by lock-in-amplifier, current source and cylinder coil.

3. Figures of Merit for Sensor Signal Evaluation

The quantities introduced in Section 2 are targeted at comparing different sensors to
each other. It is theoretically possible to evaluate the suitability of a sensor for a specific
application according to these metrics. However, doing so requires experience and expertise
in dealing with sensor characteristics and the application in question. In this section, we
will move away from considering sensors systems on their own and start introducing
metrics that can be used to evaluate them for specific applications. Therefore, figures
of merit for sensor signal evaluation will be introduced, primarily influenced by the
desired biomedical signal itself and the noise present in the overall system. Furthermore,
an application-specific capacity is presented, which ensures a quantitative evaluation in the
frequency domain. This approach is essential since diagnostic information depends mainly
on signal characteristics. Therefore, a biomedical signal should remain as unaffected as
possible by the sensor system; otherwise, a signal feature change will occur purely due to a
technical limitation and has no pathophysiological or physiological origin. As an exemplary
desired magnetic signal within the following sections, a prototype heart signal is applied.
Compared to other biomedical sources like nerves or the brain, the magnetic field of the
heart is by far the strongest [33]. The prototype signal is based on magnetocardiography
(MCG) measurements with super conducting quantum interference device (SQUIDs) (cf.
Figure 7a,c, Appendix A) recorded at the Physikalisch Technische Bundesanstalt (PTB)
in Berlin. For signal generation, characteristic data points (cf. Table A1) of the SQUID-
MCG recording and a cubic Hermite spline are applied. Using a sampling frequency of
fs = 2000 Hz results in the signal s(t) (cf. Figure 7b,d, which is used in the following
experiments. At low frequencies, the PSDs of the prototype and SQUID signals are very
similar. The deviations at higher frequencies might be explained by the absence of additive
noise in the prototype signal. For the estimation of the PSD, Welch’s method is used in this
section with a signal length of 5 s, a Hanning window of 256 samples width, an overlap of
50 percent, and an FFT length of 4096. In the next section, the system noise is introduced,
which is fundamental for all upcoming metrics.
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(a) (b)

(c) (d)

Figure 7. MCG prototype signal based on SQUID-MCG-Data. (a) SQUID Measurement—time
domain. (b) Prototype MCG—time domain. (c) SQUID Measurement—power spectral density.
(d) Prototype MCG—power spectral density.

3.1. System Noise

The desired biomagnetic signal is usually superimposed by undesired noise. These
stochastic signal components can be characterized in the frequency domain with the
frequency-dependent PSD. As a consequence, PSD measurements are performed after
the required post-processing steps, e.g., filtering, demodulation, and A/D conversion,
in order to evaluate the entire noise characteristics (cf. Figure 1). A noise-free system could
theoretically acquire arbitrarily small measurement signals and optimally adapt them to the
dynamic range of digitization. The detection limit of sensor systems is constrained by noise
processes present at the system output, whereby a distinction of the noise sources is not
considered in this analysis. This aggregated noise describes unwanted signals and processes
of all components within the signal chain, which results in decisive limitations [15]. The
PSD for a stationary random process can be determined from the Fourier Transform
of the autocorrelation function (ACF) by applying the Wiener–Khintchine theorem [18].
In practice, for PSD estimation Ŝxx(Ωμ) of a digitized sequence x(n), the well-known
Welch’s algorithm [34] is mainly used, where Ωμ describes the normalized frequency
bins (Furthermore, using the sampling frequency fs and the relation fμ = Ωμ · fs/(2π),
the estimated power spectral density can also be related to the discrete frequency bins
fμ). Welch’s algorithm guarantees a reduction of the variance in the frequency domain
based on multiple windowed and squared Discrete Fourier Transform (DFT, periodograms)
averages. In order to ensure traceability of the results, acquisition time and the total amount
of averages should be provided. The resulting power density spectrum estimated from
the noise is called noise power spectral density and allows the additive superposition of
uncorrelated noise sources. Typically for sensor system specification, the amplitude spectral
density (ASD) is provided instead, which is the square root of the power density spectrum√

Ŝxx(Ωμ). It represents the RMS value as a physical unit of the measurand with respect to
a frequency bandwidth of 1 Hz [24]. Moreover, the density spectra (PSD/ASD) are related
to the common power spectra and amplitude spectra (PS/AS) via the equivalent noise
bandwidth (ENBW) [20]. At the output of a sensor system, voltages are directly acquired
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so that the noise power density spectrum in V2/Hz can be represented as amplitude
spectral density, √

Ŝuu(Ωμ), (31)

in the unit V/
√

Hz. On the other hand, magnetic noise,√
Ŝbb(Ωμ), (32)

is given in the unit T/
√

Hz [15]. Finally, to guarantee a unit conversion from the electric
output quantity to the magnetic input quantity, a description of the overall system sensitiv-
ity εsys is necessary in the unit V/T [19]. The frequency-dependent sensitivity εsys(Ωμ) is
the ratio of the output voltage to the change of a known predefined magnetic flux density
(Bext �= 0) so that the following equation holds:

εsys(Ωμ) =
Uout(Ωμ)

Bext(Ωμ)
, (33)

whereby Uout(Ωμ) denotes the RMS sensor output voltage and Bext(Ωμ) the RMS magnetic
flux density as input quantity at a particular normalized angular frequency Ωμ. It should
be mentioned that only a sensitivity determination is performed to get the also required
physical unit conversation factor, while the frequency response (cf. Equation (15)) is usually
dimensionless. After all, the magnetic field noise can be determined in the unit T/

√
Hz.

Therefore, the noise voltage spectral density is divided by the frequency-depended sensor
sensitivity according to √

Ŝbb
(
Ωμ

)
=

√
Ŝuu
(
Ωμ

)
εsys(Ωμ)

. (34)

Thus for the achievement of an overall low magnetic field noise density, high sensitivity
and low noise are required. The specification of the noise as a parameter must always be
related to the bandwidth w. The effective magnetic noise amplitude brms

n (Ω−3dB,1, Ω−3dB,2),
which is available within a given bandwidth (−3 dB or −6 dB sensor bandwidth are
commonly used, cf. Equations (26) and (27)), can be determined from the estimated
frequency-dependent power spectral density Ŝbb

(
Ωμ

)
by:

brms
n (Ω−3dB,1, Ω−3dB,2) = 2 ·

√√√√ lim
ΔΩμ→0

Ω−3dB,2

∑
Ωμ=Ω−3dB,1

Ŝbb
(
Ωμ

) · ΔΩμ

∀ 0 ≤ Ω−3dB,1 ≤ Ωμ ≤ Ω−3dB,2.

(35)

The lower normalized angular cutoff-frequency Ω−3dB,1 and the upper normalized
angular cutoff-frequency Ω−3dB,2 are quite crucial for effective noise amplitude determina-
tion. Therefore, a bandwidth reduction usually results in a decrease in noise amplitude.
Figure 8 illustrates the ambiguity of this metric without a given bandwidth specification.
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(a) Exemplary noise amplitude densities. (b) Bandwidth-dependent RMS amplitude.

Figure 8. Summation of noise amplitude densities. Two exemplary noise amplitude densities
(constant and arbitrary shape) are provided (a). Summation is performed from DC up to an increasing
upper cutoff frequency to obtain the corresponding RMS value (b) for both densities. Assuming a
sensor −3 dB cutoff frequency of 500 Hz, the colored areas under curve (a) yield RMS amplitudes of
25 pT and 23 pT, which will vary if a different upper frequency limit is applied (b).

Consequentially, the considered frequency range/bandwidth is another characteristic
value provided for effective noise amplitude considerations. Please note that the noise
consideration within 3-dB-bandwidth is meant as a general sensor system performance
metric. Any practical (biomedical) application might produce varying noise characteristics
due to its respective bandwidth requirements and application-specific prefilters.

Measurement

The overall system noise n(t) of a sensor system can be determined with a minor
change of the experimental setup shown in Figure 6. For this purpose, the external magnetic
excitation, including the coil, is no longer required and should be removed entirely from the
experimental setup to avoid unnecessary additional noise components. Finally, the sensor
is operated in an almost zero field environment b(t) ≈ 0, for example, in a permalloy
cylinder, and the system output voltage is continuously analyzed.

3.2. Signal-to-Noise Ratio

A quantity commonly used to describe signal quality is the SNR. The SNR quantita-
tively describes the differences in power between signal and noise by the quotient:

SNR =
Ps

Pn
≈ σ̂2

s
σ̂2

n

� �

∫ ∞
0 Ŝss( f )d f∫ ∞
0 Ŝnn( f )d f

≈

π

∑
Ωμ=Ωl

Ŝss
(
Ωμ

)
π

∑
Ωμ=Ωl

Ŝnn
(
Ωμ

) , (36)

where Ps is the average power of the signal and Pn is the average power of the noise.
The SNR could also be estimated by the ratio between estimated signal variance σ̂2

s and
estimated noise variance σ̂2

n of the time domain signals. Another approximation could be
made in the spectral domain by using the application-specific PSD of the signal Ŝss(Ωμ)

and the noise PSD of the sensor Ŝnn(Ωμ) (cf. Equation (34)).
Since it is not possible to measure the pure signal component in the absence of noise, it

can be more practical to calculate the signal-plus-noise to noise ratio [35] (SNNR ) instead:

SNNR =
Ps + Pn

Pn
=

Pm

Pn
≈ σ̂2

m
σ̂2

n

� �

∫ ∞
0 Ŝmm( f )d f∫ ∞
0 Ŝnn( f )d f

≈

π

∑
Ωμ=Ωl

Ŝmm
(
Ωμ

)
π

∑
Ωμ=Ωl

Ŝnn
(
Ωμ

) , (37)
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where Pm is the average power of the measured signal (superimposed with the noise), σ2
m is

the estimated variance of the measured signal and Ŝmm(Ωμ) is its estimated power spectral
density. The SNNR contains the same information as the SNR. In order to convert one into
the other, the following relationship can be used:

SNNR =
Ps

Pn︸︷︷︸
SNR

+
Pn

Pn
= SNR + 1. (38)

To calculate the power from the PSD it is theoretically necessary to integrate from
f = 0 Hz to f → ∞. Since this calculation takes place digitally in practice, some approxima-
tions and restrictions have to be made. First, the integration over the frequency becomes
a numerical integration over the support points Ωμ and the upper integration limit is
confined to Ωu = π, due to the sampling theorem. In practice, the lower integration limit
can be confined by metrological constraints to a value of Ωl. In the following simulations,
Romberg’s method is used for the numeric integration and Ωl = 0. The main problem of
the SNR metric is explainable with Figure 9a,b. Both signals look qualitatively the same,
but in one case the introduced prototype MCG-signal (cf. Figure 7b) is superimposed
with white noise nw(t) and in the other case with high-pass (HP) filtered noise nhp(t).
A frequency-independent performance metric like SNR does not sufficiently consider the
ability of a filter to improve the signal quality by separating the desired and undesired
signal components.

For the electromagnetic field of the human heart, it is known that the signal con-
tains no significant power above frequencies of 100 Hz (cf. Figure 9c,d) [36,37]. Therefore,
applying a suitable band limitation by a low-pass filter (FIR filter using the Remez ex-
change algorithm [38] with N = 516; bands = [0, 100, 110, 1000] Hz; normalized gain =[
1, 1, 1 × 10−4, 1 × 10−4].), reveals that the high frequency noise can be easily suppressed,

while the white noise can only be partially suppressed. In this particular example this
results in two different superimposed signals, which had the same SNR (0 dB) at the be-
ginning, but look very different after filtering (cf. Figure 9c,d). Calculating the SNR after
applying the low-pass filter yields an SNR of 23 dB in the case of white noise and 121 dB in
the case of high frequency noise.

Furthermore, the applied sampling frequency also influences the SNR result, be-
cause the entire frequency interval between 0 and fs/2 is considered by default (cf.
Equation (36)). The desired signal only has relevant components within a specific band-
width, that are necessary to preserve the signal characteristics for diagnostic proposes.
Increasing the sampling frequency will worsen the SNR, while in practice, a filter can be
applied to limit the signal to the appropriate bandwidth. For a consistent system evaluation,
the influence of the signal bandwidth and the spectral characteristics must be considered.
A figure of merit used to describe potential signal quality after processing needs to either
explicitly consider post-processing steps (i.e., applying the same band limitation to signal
and noise) or take the frequency dependence of the PSDs into account. Since the required
processing steps depend highly on the system output and the specific biomedical applica-
tion, a metric that focuses on the individual power spectral densities and their predefined
frequency limits is preferable.
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Figure 9. MCG-Prototype signals (cf. Figure 7b) superimposed with white noise (left column) and
high-pass filtered noise (right column). The second row shows the low-pass filtered sum of the signal
and noise, while the third row shows application specific capacity and the power spectral densities
of the signal, noise and weighted noise (cf. Equation (39)). (a) MCG Signal plus white noise—time
signal. (b) MCG Signal plus HP noise—time signal. (c) MCG Signal plus white noise—time signal,
filtered. (d) MCG Signal plus HP noise—time signal, filtered. (e) MCG Signal and white noise—PSD.
(f) MCG Signal and HP noise—PSD.

3.3. Application Specific Capacity

To take the frequency-dependent power into account, a suitable type of operation has
to be applied on the PSDs before integration (cf. Equation (36)). The strength at which we
consider the power of the noise at a certain frequency should be dependent on the power
of the signal Ŝss(Ωμ) at that particular normalized frequency Ωμ. If Ŝss(Ωμ) is low at a
certain frequency, that frequency can be filtered out of the measurement without distorting
the signal—resulting in a better signal quality. Therefore, high noise power at frequencies
where the signal power is low should not negatively influence the quantity. High noise
power at frequencies where the signal power is also significant, on the other hand, should
reduce the quantity. The spectral contribution at those frequencies can not be removed
from the measurement without disturbing the desired signal. This required constraint
can be achieved by integrating over the logarithm of the ratio between the power spectral
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densities of the measured and the desired signal. Doing so results in an equation that is
identical (besides a different basis of the logarithm and additional scaling) to that of the
channel capacity C [39], which is why we introduce the term Application Specific Capacity
and the symbol ASC for this quantity:

ASC =
∫ ∞

0
10 · log10

(
Ŝss( f ) + Ŝnn( f )

Ŝnn( f )

)
d f · dB

≈ 1
Ωu − Ωl

Ωu

∑
Ωμ=Ωl

10 · log10

(
Ŝss(Ωμ) + Ŝnn(Ωμ)

Ŝnn(Ωμ)

)
dB

≈ 1
Ωu − Ωl

Ωu

∑
Ωμ=Ωl

10 · log10

(
Ŝmm(Ωμ)

Ŝnn(Ωμ)

)
dB,

(39)

where Ŝmm(Ωμ) is the PSD of the measured signal, Ωu is the upper and Ωl the lower
normalized frequency limit of the numeric integral with Ω−3dB < Ωu ≤ π. For the
calculation of the ASC, the same considerations to PSD estimation and integration as
mentioned in Section 3.2 apply. In the following simulations Ωl = 0 and Ωu = π is used.
To understand how this equation satisfies the abovementioned constraints, consider the
following: In regions where Ŝnn(Ωμ) is greater than Ŝss(Ωμ), the ratio between Ŝmm(Ωμ)

and Ŝnn(Ωμ) will be close to one. Consequently, the logarithm of the ratio will be close
to zero. These regions, therefore, do not contribute significantly to the ASC. If the signal
power Ŝss(Ωμ) is high while the noise power Ŝnn(Ωμ) is low, the dB power difference will
be big, resulting in a significant contribution to the ASC.

Considering the ASC beyond the necessary bandwidth (determined by the bandwidth
of the desired signal) will not noteably affect the ASC. This is a desired behavior since a
filter can always be applied to the measured signal afterwards to reduce its bandwidth.
In practical terms, this means that considering the PSD of the noise over a wider range of
frequencies will not significantly change the ASC. Compared to the SNR this eliminates
one potential cause for inconsistencies between different measurements.

Taking a look at the ASC values for the previous example (cf. Figure 9), it can be seen
that the ASC exhibits the desired behavior. For the case of white noise the ASC equals
543 dB Hz and for the case of high-frequency noise, it is 7616 dB Hz. The SNR of the input
signals is 0 dB in both cases. Consequently, after processing the signal superimposed with
the high-frequency noise, it could have a better quality than the signal superimposed with
the white noise (provided that the applied processing is sensible). This is in accordance
with the results of the previous section (cf. Figure 9c,d).

4. Exemplary Evaluation of Magnetoelectric Sensor Systems

In this section, two different ME sensor systems will be assessed by applying the func-
tional characteristics proposed in Sections 2 and 3. Both sensor concepts are investigated
at Kiel University. The exchange bias magnetoelectric sensor is used to demonstrate a
typical resonant ME sensor system. This sensor type is especially applicable for detecting
narrowband signals, for example, coil signals utilized in novel ME localization [12] and ME
movement detection applications [13]. In contrast to this, the electrically modulated ME
sensor is potentially better suited for broadband biomedical signals due to a much higher
bandwidth. Both sensors are shown in Figure 10 and their concepts will be separately
introduced and evaluated in the following subsections. In addition, the SNR and the ASC,
presented in Sections 3.2 and 3.3, are used as a figure of merit concerning a possible sensor
usage for MCG. Therefore, the definitions are applied by using the noise measurements
and the generated prototype MCG signal (cf. Figure 7b) with its spectral distribution. Both
sensor systems will be compared and finally discussed in a results overview.

The measurements for evaluation have been performed in a magnetically, electrically,
and acoustically shielded environment comprising a multilayer mu-metal cylinder (Model
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ZG1 from Aaronia), further details are given in [11,40]. The noise measurements have
been accomplished with the Dynamic Signal Analyzer SR785 from Stanford Research
Systems [41]. All other measurements, where a magnetic signal is required, have been
performed with a long solenoid driven by the low noise current source Keithley 6221 [30].
The coil was used to generate a mono-frequent signal with a magnetic field amplitude of
brms

in = 1 μT (desired signal). The amplitude and phase responses, as well as the linearity
curve of the sensors, have been measured with the lock-in amplifier SR830 from Stanford
Research Systems [42]. For determining the linearity curve, the amplitude of the magnetic
flux density within the solenoid was varied in the range from 0.1 pT to 100 μT. Consequently,
the coil excitation signal has been used as the reference signal for the lock-in amplifier and
the acquisition time was set to 100 ms.

In addition, it is essential to ensure a dedicated magnetic state of the ME sensor
before the sensor system evaluation starts, especially considering hysteresis effects of the
magnetostrictive layer. Magnetic saturation of the magnetostrictive layer can be achieved
using a high constant field within the coil. Therefore, a DC current source (BOP 20-10ML
from KEPCO) is used. The direction of magnetic saturation is sensor dependent and
was be chosen such that the best sensor performance in terms of sensitivity and noise is
reached. Finally, this dedicated magnetic state served as the starting point for the ME
sensor system evaluation.

(a) (b)

Figure 10. Sensors systems used in this study: In (a) an exchange bias magnetoelectric sensor is
shown with integrated readout electronics. In (b) an electrically modulated ME sensor is presented
with integrated preamplifier and external shielded battery supply (gray box; ±9 V). (a) Exchange bias
magnetoelectric sensor (cantilever) with integrated readout. (b) Electrically modulated ME sensor
with integrated preamplifier and external battery.

4.1. Exchange Bias Magnetoelectric Sensor

ME thin film composite sensors are composed of mechanically coupled magnetostric-
tive and piezoelectric layers and utilize the mechanical resonance of a cantilever struc-
ture [11]. Hence, a resonator behavior (bandpass characteristic) is present when operating
the sensor in direct detection, that is, without any modulation technique. Besides reading
out the sensor directly in its mechanical resonance, various readout schemes can be ap-
plied to the sensor for measuring low-frequency signals. Recently investigated readout
schemes for ME sensors are e.g., the ΔE-effect [43–45] or magnetic frequency conver-
sion [46,47]. In this contribution, an exchange bias ME sensor in a so-called direct detection
mode has been used as shown in Figure 10a. The cantilever sensing element has a size of
3 mm × 1 mm × 0.1 mm. The sensor is connected to a low-noise JFET (junction-gate-field-
effect transistor) charge amplifier [48]. Due to the exchange biasing of the sensor, there is
no need for an additional coil generating a magnetic bias field [49]. Further details about
the sensor and the fabrication process can be found in [50]. The sensor was operated in
direct detection and the output signal of the sensor system, including the charge amplifier,
was taken into account. For comparability with the other ME sensor type (shielded printed-
circuit-board (PCB) housing, cf. Figure 10b), this sensor is also operated with additional
shielding. Therefore, the sensor has been provided with an extra electromagnetic compati-
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ble (EMC) braided cable and has been connected to the measurement ground. A sensor
operation from negative saturation showed the best sensor performance at the resonance
frequency in terms of sensitivity and noise. Therefore, the ME sensor was saturated before
the ME system evaluation. Three representative measurements have been performed for the
evaluation of this particular sensor system. The amplitude and phase response, the noise
spectrum, and the Input–Output–Amplitude–Relation are shown in Figure 11. For deter-
mining the noise amplitude spectral density a frequency range of 800 Hz was observed
around fres with an FFT size (single-sided) of 800 points, resulting in a frequency resolution
of 1 Hz and a total acquisition time of 1 s (60 RMS averages). In addition, especially for de-
termining SNR and ASC, a noise amplitude spectral density from 4 to 800 Hz (the same FFT
size) has been acquired with an identical acquisition time of 1 s (60 RMS averages) to cover
the required MCG-Bandwidth (cf. Figure 7d). The Input–Output–Amplitude–Relation
measurements have been performed in resonance of the sensor at fr = 7684 Hz. As stated
with the help of Figure 3 for a reproducible LOD determination an exact specification of
the measurement routine is required. Here, a dedicated RC-lowpass filter with a slope of
24 dB/oct and a time constant of 100 ms have been chosen at the lock-in amplifier [42].

(a) (b)

(c) (d)

Figure 11. Measurements for the evaluation of the exchange bias magnetoelectric sensor system.
In (a) the amplitude response and in (c) the phase response of the sensor system near the mechanical
resonance are depicted. The noise measurement equalized with amplitude response is shown in (b).
The Input–Output–Amplitude–Relation of the sensor, with an external magnetic field at f = fres, is
depicted in (d).

The expected resonator behavior of the ME sensor is visible in the amplitude spectrum
in Figure 11a. The noise spectrum of the sensor is dominated by thermal-mechanical
noise [51] as shown in Figure 11b. Looking at the Input–Output–Amplitude–Relation in
Figure 11d, the quantities b̄out = 11 pT, LOD = 22 pT and LOQ = 42 pT can be determined.
Furthermore, the linear region can be described by using a linear function approximation
freg. Based on the magnetic hysteresis, nonlinearities occur bevor reaching the operating
voltage (±12 V), so it is helpful to determine the compression points from the Input–Output–
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Amplitude–Relation. The 1-dB-compression-point (b1dB) is at brms
in ≈ 5.8 μT and the 3-dB-

compression-point (b3dB) is at brms
in ≈ 17.6 μT. Based on the noise spectral measurement

covering the bandwidth from 4 to 800 Hz and the applied prototype MCG signal, an SNR
of −90 dB and an ASC of 9.8 ×10−7 dB Hz could be determined quantitatively.

4.2. Electrically Modulated ME Sensor

Resonant magnetoelectric (ME) sensors combined with modulation techniques can
be used to achieve high bandwidth at low frequencies. Consequently, it is favorable to
use electric instead of magnetic modulation. Magnetic modulation has demonstrated its
general high potential but suffers from high power consumption and possible crosstalk
between sensors. For alternative ME sensor concept realization, the piezoelectric phase
of thin film magnetoelectric composites is actively excited by an alternating voltage, thus
exploiting the converse ME effect [10], remedying shortcomings of the direct ME effect.
High frequency mechanical resonances between 500 kHz and 540 kHz are typically used for
sensor operation. These resonances show high mechanical quality factors (Q≈ 1000) [10],
which results in better SNRs at those frequencies. The resulting mechanical oscillation,
being rigidly coupled into the magnetostrictive material phase leads to a voltage induced in
a pickup coil surrounding the sensor composite. This converse ME voltage response with
respect to small external fields shows high sensitivities in the order of kV/T. No external
magnetic driving field is required, as is the case for the exchange bias ME sensor using
magnetic frequency conversion techniques.

The ME sensor system (shielded housing) is shown in Figure 10b with the output
preamplified by a low-noise operational amplifier (LT1128) in unity gain configuration to
decouple the resonant circuit from the readout. This operational amplifier is connected
to the additional shielding box that contains a ±9 V battery powered voltage supply and
has been connected to the measurement ground. Further details about this particular ME
sensor type and the fabrication process can be found in [9].

The electrically modulated ME sensor (cf. Figure 10b) is piezoelectrically excited at
514.249 kHz (2nd mechanical U-mode of oscillation). Therefore, a sinusoidal voltage with
an amplitude of 500 mV has been used. Sensor excitation and the required synchronous
demodulation of the coil signal are performed using a high frequency lock-in amplifier
(HF2LI from Zurich Instruments). A 4th-order RC-lowpass filter (24 dB/oct or 80 dB/dec)
with a cutoff frequency of 30 kHz has been chosen as the demodulation filter within the
lock-in amplifier. The demodulated analog coil signal (lock-in amplifier output) is used
with an additional output gain of one hundred for signal acquisition to optimally use
the internal A/D converter dynamics. The results have been corrected for the applied
amplification factor to show the correct (unamplified) values. The amplitude and phase
response of the sensor have been measured between 1 Hz and 100 Hz with a resolution of
1 Hz and between 100 Hz and 30 kHz with a resolution of 100 Hz. The noise amplitude
spectral density with a frequency range from 16 Hz to 12.656 kHz was determined with a
FFT size of 800 points, resulting in a frequency resolution of 16 Hz and a total acquisition
time of 1 min (960 RMS averages). For determining the SNR and ASC the noise amplitude
spectral densities over the important frequency range from 4 to 800 Hz (same FFT size)
has been acquired with an identical acquisition time of 1 min (60 RMS averages). The
acquisition of the Input–Output–Amplitude–Relation has been performed changing the
flux density of the external magnetic field at a frequency of 10 Hz. The measurements
performed for evaluation are the three measurements shown in Figure 11, the amplitude
and phase response, the noise spectrum, and the Input–Output–Amplitude–Relation.

By analyzing the amplitude response in Figure 12a, the lowpass-characteristic of the
sensor with a larger supported signal bandwidth is visible. The phase response in Figure 12b
is linear (even if being depicted with a logarithm scaled x-axis). Figure 11b shows the noise
amplitude density spectrum of the sensor, where the excessive magnetization reorientation
initiated by stress anisotropy and the emergence of eddy currents are the main known
noise sources [10]. By using the Input–Output–Amplitude–Relation ( f = 10 Hz) the defined
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metrics can be determined: b̄out is 55 pT, LOD is 102 pT and LOQ is 210 pT. Saturation
from external magnetic flux density after brms

in ≈ 26.70 μT generate a decay in the output
flux density. Therefore, the 1-dB-compression-point (b1dB) and 3-dB-compression-point
(b3dB) could be determined to brms

in ≈ 18 μT and brms
in ≈ 23 μT. Based on the noise spectral

measurement covering the bandwidth from 4 to 800 Hz and the applied prototype MCG
signal, an SNR of −11 dB and an ASC of 23 dB Hz could be determined.

(a) (b)

(c) (d)

Figure 12. Measurements for the evaluation of the electrically modulated ME sensor. In (a) the
amplitude response and in (c) the phase response of the sensor system are depicted. The noise
measurement equalized with amplitude response is shown in (b). The Input–Output–Amplitude–
Relation of the sensor, with an external magnetic field at f = 10 Hz, is depicted in (d).

4.3. Overview of the ME Evaluation Results

A comparison of the sensor systems evaluated within this contribution is provided in
the following. Table 2 shows an overview of the essential sensor system metrics and also
the application-specific values concerning an ME sensor system usage in cardiovascular
medicine. By considering SNR and ASC, it can be determined if the sensor system can
reliably detect a magnetic heart signal. As described in Section 4.3, the parameters used for
estimating the PSDs and integrating them are of significant importance for the comparability
of the results. Since the PSDs of the sensors are determined by measurement and those
of the signals by simulation, the parameters of the simulation must be adapted to those
of the measurement. The estimation of the PSD of the prototype signal is therefore done
by Welch’s method using a signal length of 5 s, a Flattop window of 1600 samples width,
an overlap of 50 percent, and an FFT length of 1600. For the numerical integration Simpson’s
rule with the limits fl = 4 Hz and fu = fs/2 = 800 Hz is used. The upper cutoff frequency
does not have a significant effect on the ASC here, since the prototype signal has no
significant components above this frequency. The lower cutoff frequency of 4 Hz, limited
by the measurement setup, on the other hand, affects both SNR and ASC. Since this cutoff
frequency was used identically for the measurements of both sensors, the results remain
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comparable here. In a comparison with other measurements or simulations; however, care
would have to be taken to maintain the same integration limits.

Table 2. Comparison of magnetic field sensor systems evaluated within this contribution.

Parameters
Exchange Bias
ME Sensor

Electrically Modulated
ME Sensor

Amplitude Response

fres 7684 Hz

f−3dB
f−3dB,1 = 7680 Hz (low)
f−3dB,2 = 7689 Hz (high) 11.3 kHz

f−6dB
f−6dB,1 = 7677 Hz (low)
f−6dB,2 = 7692 Hz (high) 15 kHz

Q 854

|Slope−3dB/−6dB|
0.94 dB/Hz (low)
0.92 dB/Hz (high) 0.805 dB/kHz

B3dB 9 Hz (bandpass) 11.3 kHz (lowpass)

B6dB 15 Hz (bandpass) 15 kHz (lowpass)

Sensitivity

εsys 63 kV/T at fres 5.76 kV/T at 10 Hz

Noise√
ŜB( f ) 6 pT/

√
Hz at fres 66 pT/

√
Hz at 10 Hz

Brms
n 20 pT ( f−3dB,low to f−3dB,high) 11.7 nT (1 Hz to f−3dB)

Input-Output-Relation

b̄out 11 pT 55 pT

LOD 22 pT 102 pT

LOQ 42 pT 210 pT

b1dB 6 μT 18 μT

b3dB 18 μT 23 μT

bmax 27 μT

DR 103 dB 98 dB

Application (MCG) Specific
Quantities

SNR −90 dB −11 dB

ASC 9.8 ×10−7 dB Hz 23 dB Hz

Beginning with the exchange bias ME sensor, it is evident that the frequency range
where the sensor is operating is too high and thus not compatible with the bandwidth of a
magnetically detected heart signal. A frequency range from 0.01 to 100 Hz [31] is typically
required for a signal-true MCG recording. This bandwidth specification could also be
confirmed with an MCG performed with SQUIDs. In Figure 7, the time signal (a) and
the resulting power spectral density (c) of a single MCG heartbeat recorded by a SQUID
have been presented. Accordingly, this ME sensor system is not suitable for measuring
heart signals when operating in direct detection. This can also be quantitatively confirmed
with the given SNR and ASC. Nevertheless, this sensor type enables detecting narrowband
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signals with a center frequency of 7684 Hz, for example, modulated coil signals applied
for ME localization and movement detection. Furthermore, using a modulation technique
(e.g., ΔE-effect, magnetic frequency conversion), the sensors can measure low-frequency
magnetic fields. In [33] magnetoelectric sensors have been evaluated concerning cardiologic
applications. For example, the R-wave could be detected, averaging the time signal over 743
periods by using magnetic frequency conversion for ME sensor readout. Different signal
enhancement stages for improving the quality of an MCG using uncooled magnetometers
are additionally applicable as a post-processing step [52], but they have not to be considered
primary for sensor evaluation.

Evaluating the electrically modulated ME sensor, it is evident that the bandwidth
of the sensor is quite large in direct comparison to the ME sensor operating in direct
detection. Therefore, more noise is picked up by the sensor, which results in an RMS noise
amplitude of approximately 12 nT within bandwidth (1 Hz to f−3dB). For the Input–Output–
Relation, in general, only a mono-frequency consideration is performed at 10 Hz, and the
extracted metrics were in good agreement with already published ones. When considering
the available bandwidth and the LOD, the electrically modulated ME sensor is close to
measuring a magnetic heart signal under ideal conditions [9]. This can be quantitatively
confirmed by considering SNR (−11 dB) and ASC (23 dB Hz). The dominant noise source
of this kind of sensor is the intense magnetization activity, practically limiting the LOD.
Using sophisticated magnetic layer systems such as exchange bias have already shown
to effectively lower the magnetically dominated noise [53], while maintaining the sensor
performance. Finally, this also enables the possibility to bring magnetoelectric thin film
sensors towards a cardiovascular application.

5. Discussion

Based on the proposed application-oriented comparison, two different ME sensor sys-
tems have been evaluated and compared here. First, the ME sensor systems were rated with
common metrics, and additionally, a signal evaluation was performed for a cardiovascular
application. While targeted at ME sensors here, the same methodologies are applicable to
any magnetometer. By exemplary, applying the introduced evaluation methods, it can be
concluded that especially the electrically modulated ME sensor system has the potential to
measure a magnetic heart signal, at least by applying advanced averaging techniques [52].
The other presented ME sensor type is better suited for applications where only a small
frequency range is necessary, such as active magnetoelectric motion sensing [13] or ME
sensor localization [12]. Nevertheless, cardiovascular medicine requires an unaveraged
MCG morphology (QRS complex, P-wave, and T-wave) in the time domain, especially as
cardiac arrhythmias manifest from beat to beat [7,54]. For this reason, ME sensor systems
(sensor and readout electronics) are currently being further developed interdisciplinarily to
ensure their use in cardiology [9]. In Figure 13, an application-specific noise requirement
for MCG is presented.

The novel introduced application-specific capacity is a new figure of merit that uti-
lizes details about the dominant frequencies of the desired signal and sensor noise. One
weakness of the ASC is for sure the unfamiliar unit of dB Hz. The SNR definition is quite
common and one can easily imagine how a signal with an SNR of 0 dB will roughly look like,
because signal power and noise power will be in the same order of magnitude. An equiva-
lent concern cannot be said about the ASC in the current state of research, because there
is no intuition value mapping of how high the ASC needs to be for a sensor system to be
suitable for a specific application. In addition, no data are yet available regarding the ex-
pressiveness of the ASC. There is an awareness of this issue and is planned to be addressed
it in future research, which means a definition of application-depended prototype signals,
noise quantification for various sensor types and an ASC mapping to qualitative measures.
Finally a detailed signal evaluation should be performed with medical specialists of the
specific field in an iterative fashion. In further investigations, a clear presentation of the
individual system and application-related metrics is desirable, which can be achieved,
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for example, with a special type of pie chart. This diagram is called target performance
profile and a first prototype design is exemplary shown in Figure 14. Nevertheless, fur-
ther studies are necessary for an adequate metric normalization and comparability of the
different magnetometers.

Figure 13. Application-specific noise requirements for MCG (Heart-Rate-Variability analyses by de-
tection of the R-Peak; Disease localization by solving the inverse problem) specified by the amplitude
density. Sensor positioned directly over the chest [55].

Figure 14. Exemplary prototype design for a clear presentation of application-related metrics [55].

6. Conclusions

In this work, essential metrics for sensor system assessment were initially defined and
complemented by a novel application-specific signal evaluation. Currently, such an ME
sensor system evaluation approach is not available, and the literature and standardization
so far can be described as inadequate. Table 2 presents exemplary essential ME system eval-
uation metrics and values for a quantitative signal evaluation concerning a cardiological
application. Certainly, practical considerations, for example, readout method, integration
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size, volume of the detection area, array capability and robustness, can also be included
in a further step. These quantities are not considered in this contribution since it concerns
purely qualitative quantities, where a fundamental definition of a uniform ordinal scale is
indispensable. This paper is meant as a starting point for the assessment of biomagnetic
sensor systems by supporting the accurate differentiation and use of sensor system metrics
like Limit-of-Detection, noise and bandwidth. Additionally, it shows the possibility for end-
users, for example, medical doctors, to select the appropriate sensor system. Beyond that,
this novel approach could help to quantify and subsequently optimize the system perfor-
mance of already available magnetometers (e.g., alkali OPMs [56] or Helium OPMs [57])
as well as new ones (e.g., ultra-sensitive xMR-Sensors [58]) for a particular biomagnetic
application. Thus, it will enable the benchmarking of individual systems for both single
and multi-sensor approaches. In conclusion, our presented system evaluation can lead to
an application-oriented system comparison. In addition to its potential support in sensor
research and development, the quantitative metrics might prove helpful for performance
optimization. On this basis, the usability of available and upcoming sensor systems can be
easily verified for new applications.
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Abbreviations

The following abbreviations are used in this manuscript:

A/D Analog/Digital
ACF Autocorrelation function
AS Amplitude spectrum
ASC Application specific capacity
ASD Amplitude spectral density
DFT Discrete Fourier transform
DR Dynamic range
ECG Electrocardiography
EEG Electroencephalography
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EMC Electromagnetic compatibility
ENBW Equivalent noise bandwidth
HP Highpass
JFET Junction-gate-field-effect transistor
LOD Limit-of-Detection
LOQ Limit-of-Quantification
LTI Linear time-invariant
ME Magnetoelectric
MCG Magnetocardiography
OPM Optically Pumped Magnetometer
PCB Printed circuit board
PS Power spectrum
PSD Power spectral density
PTB Physikalisch Technische Bundesanstalt
RMS Root mean square
SNNR Signal-plus-noise to noise ratio
SNR Signal-to-noise ratio
SQUID Super conducting quantum interference device

Appendix A. MCG Prototype Signal

Table A1. Support points for MCG prototype signal.

t [s] 0 0.25 0.3 0.35 0.44 0.47 0.5 0.52 0.56 0.6 0.75 0.85 1

s(t) [pT] 0 0 2.1 0 0 −10.5 70 −7 0 0 12.6 0 0

ds(t)
dt [ pT

s ] 0 0 0 0 0 0 0 0 0 0 0 0 0
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Abstract: Imaging of magnetic nanoparticles (MNPs) is of great interest in the medical sciences. By
using resonant magnetoelectric sensors, higher harmonic excitations of MNPs can be measured and
mapped in space. The proper reconstruction of particle distribution via solving the inverse problem
is paramount for any imaging technique. For this, the forward model needs to be modeled accurately.
However, depending on the state of the magnetoelectric sensors, the projection axis for the magnetic
field may vary and may not be known accurately beforehand. As a result, the projection axis used in
the model may be inaccurate, which can result in inaccurate reconstructions and artifact formation.
Here, we show an approach for mapping MNPs that includes sources of uncertainty to both select
the correct particle distribution and the correct model simultaneously.

Keywords: magnetoelectric; magnetic nanoparticle; imaging; inverse problem; blind deconvolution

1. Introduction

Imaging techniques often involve solving inverse problems in order to be able to
image the entity of interest sufficiently [1,2]. The interplay between measured data and
the model used to invert said data is often neglected, meaning that the model is assumed
to reflect reality correctly. However, this poses a source of error for the inversion of the
data—the formation of artifacts in the reconstruction due to the use of an incorrect model.
To address this problem, techniques were invented that use additional information (a priori
knowledge) on the models and source distribution of the inverse problem. One approach
that describes the use of additional information on the inverse problem is called Blind
Deconvolution, which is used when the impulse response is not exactly known [3–5].

Most often, an imaging system can be described via a convolution; hence, the impulse
response (or Point-Spread Function) is the quantity that needs to be modeled correctly.
Here, the impulse response can be shift-invariant or not, meaning that the shape of the
impulse response depends on the position of the source in the underlying distribution.
Given the measured data and assumptions on the underlying source distribution, the goal
of Blind Deconvolution is to find the correct model that maps the source distribution to the
measurement. For this, appropriate subspaces or constraint sets of the source distribution
and models have to formulated [3].

Recently, an imaging system for magnetic nanoparticles (MNPs) using magnetoelectric
sensors called Magnetic Particle Mapping (MPM) was developed. In MPM, MNPs are
excited into the nonlinear magnetic regime using a homogeneous magnetic AC field. The
frequency of the excitation field is chosen such that the higher harmonic excitations due
to the magnetic nonlinearity coincides with a highly sensitive mechanical resonance of a
cantilever-type magnetoelectric (ME) thin film sensor [6]. The magnetoelectric sensor’s
magnetic state determines a sensitive axis and is often not exactly known and varies from
sensor to sensor [7]. Hence, prior calibration is performed to quantify the sensitive axis
such that one can model the system appropriately. However, this axis may change if
biasing is applied or the orientation of the sensor is not known exactly [7]. Thus, additional
considerations should be taken when modeling the MPM imaging system.
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The MPM imaging system can be described as a linear shift-invariant system, where
the distribution of MNPs is nonnegative. The impulse response of the system is dependent
on the orientation of the MNPs and the sensitive axis of the sensor. These two constraints
can be used to create an adaptive scheme that finds the correct model and the underlying
MNP distribution simultaneously by using a gradient descent procedure with alternating
projections onto feasible sets. The presented approach is also applicable for other systems
where projection axes are unknown and may, thus, be adapted for specific imaging systems.

2. Materials and Methods

2.1. Imaging MNPs

MNPs can be imaged in a variety of ways. MNP imaging techniques that use MNP
as tracer material include Magnetic Particle Imaging (MPI) [8–10], Scanning Magnetic
Particle Spectrometry (SMPS) [11–14], Magnetorelaxometry Imaging (MRXI) [15–18] and
Magneto Acoustic Tomography (MAT) [19–21]. Another type of MNP imaging technique
can be categorized into Magnetic Susceptibility Imaging (MSI) [22], one of which is called
Susceptibility Magnitude Imaging (SMI) [23]. This technique was further developed using
nonlinear MNP responses by spectroscopy AC susceptibility Imaging (sASI) [24] and
nonlinear Susceptibility Magnitude Imaging (nSMI) [25].

Approaches for enhanced imaging based on figure of merit optimization for models
were performed for several imaging techniques. For example, the authors in [18] per-
formed optimized coil activation sequences in MRXI measurements to reduce the condition
number of the model for easier inversion and robustness. Another example includes theo-
retical enhancements on the SMI setup in [23] as investigated in [26] based on geometric
considerations on the figure of merits in inverse problems.

Currently, little investigations have been conducted explicitly with regards to Blind
Deconvolution techniques in imaging MNP. In MPI, blind deconvolution techniques were
proposed and investigated to address the issue of unknown impulse responses [27]. Most
often, prior calibration of imaging systems are sufficient for imaging, yet the possibility for
simultaneous characterization of the imaging system and accurate image reconstruction
would be an attractive property for any imaging system.

Sensing MNPs with Magnetoelectric Sensors

Magnetoelectric sensors were recently used for detecting the magnetic response of
MNPs. That this was possible was first shown by [28], where a laminate composite
consisting of 500-micrometer-thick PZT with 18-micrometer-thick soft magnetic Ni-based
Metglas ribbon. The research was performed in the context of clinical interventions. It was
argued that ME sensors could be used for interventions such as sentinel lymph node biopsy
(SLNB) for cancer detection, an application that is also argued for other imaging techniques,
as mentioned earlier. With their setup, they performed a one dimensional measurement
of the magnetic field, which can be thought of as a precursor for imaging MNP with ME
sensors. To magnetize MNPs, a permanent magnet was used, and the sensor was aligned
such that no in-plane magnetic field component affected the sensor. The smallest amount
of MNP they were able to detect was 310 ng at a distance of 2 mm.

ME sensors were also used for the detection of tissue iron content for Biomagnetic
Liver Susceptometry (BLS) [29]. In the study, permanent magnets were used to magnetize
the sample and bias the sensor simultaneously. The sample is then moved periodically
such that a low frequency magnetic signal is created that can be detected via the ME sensor.
The source of the magnetic signal was the protein ferritin, for which its magnetic response
is paramagnetic. This approach was reinvented in [30] for the imaging of MNP and is
called Magnetic Susceptibility Particle Mapping (MSPM). To generate a low frequency
signal of the MNP, a motion-modulated approach was taken, where the MNP distribution
is mounted on a rotating disc, which is moved through a magnetic field of permanent
magnets. The permanent magnets also bias the sensor for high sensitivity, while using the
shape anisotropy of the sensor to adjust the extent of biasing.
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In the context of this study, some of the just mentioned considerations were used in
MPM as well [6]. The shape anisotropy of the sensors will be used for the separation of
externally applied field and the MNP field. Imaging of MNP is performed in 2D using AC
fields for magnetic excitation and linear stages for translation. Signal acquisition involves
an AC field that magnetically excites the MNP to detect higher harmonic responses via the
sensor, similar to MPI or sMPS.

The ME sensor only measures a projection of the magnetic field via its the sensitive
axis. This axis, in turn, is dependent on the fabrication procedure and magnetic state of the
sensor [7]. It is, thus, convenient for an imaging system, which uses ME sensors, to be able
to address an unknown sensitive axis while operating in an imaging experiment.

2.2. Modeling the MPM Imaging System

In the following, the imaging system for MPM will be derived and important aspects
will be highlighted. To model the MPM imaging system, we have to develop a mathematical
relationship between the sources (MNPs) and the measurement positions (sensor positions).
The MNPs have a magnetic (vector)field associated with them due to their magnetic dipole
moment m and the sensor measures only a single projection of the magnetic field via the
sensitivity axis s. The next section will deal with the role of the magnetic dipole field and the
sensor in context of an imaging system for MNPs. Furthermore, we can expect the system
to be linear as the MNPs’ magnetic fields simply superimpose. In the following, lower case
bold letters will denote vectors and upper case bold letters will denote matrices. A hat
above a vector will denote a vector of unit length. Hence, m and s are the vectors describing
the magnetic moment of the MNP and the sensitivity axis of the sensor, respectively. The
vector r will denote a spatial position. Vectors m̂, ŝ and r̂ only describe the directions of
said quantities. Matrix I is the identity matrix.

The magnetic field BD is given by the following.

BD =
μ0mᵀ

4πr3 (3r̂r̂ᵀ − I). (1)

If we measure only a single projection of the magnetic field via the sensor’s sensitive
axis s, we have the following.

4π

μ0
BD = mᵀ (3r̂r̂ᵀ − I)

(rᵀr)3/2 s

4π

μ0‖m‖‖s‖BD = m̂ᵀHŝ. (2)

The projected magnetic field can, thus, be written in a bilinear form with magnetic
moment direction m̂, sensitive direction of the sensor ŝ and a symmetric matrix H. The
functions contained in H and their respective symmetries are important. Due to outer
product r̂r̂ᵀ, the diagonal will yield symmetric functions while the off-diagonal elements
exhibit antisymmetries with respect to the spatial coordinates. This fact will be important
at a later stage, because they imply orthogonality of the measurable fields. Only a few
correlated fields remain, making estimation of source distributions easier and allowing the
possibility of adaptive models in the inverse problem, which will be shown further below.

We now introduce the relationship of the spatial distribution of MNPs and the resulting
magnetic fields in space (regions where the field is measured). We denote the spatial
magnetic particle distribution as ρ, and the region where particles are present is domain
Ω over which they will be integrated. The measurement positions are denoted as rm.
The resulting magnetic fields Bm at the measurement positions rm are then given by
the following. ∫

Ω
ρ(r)BD(rm, r)d3r = Bm(rm) (3)
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The equation above is a Fredholm integral equation of the first kind [31]. In fact, in
this case, the integral equation is a convolution of the following.∫

Ω
ρ(r)BD(rm − r)d3r = Bm(rm) (4)

The projected dipole field BD is called the kernel of this equation and is, in this
case, equivalent to an impulse response of the system or is also commonly known as the
Point-Spread-Function (PSF) used in optics/imaging systems. The mapping from the
spatial particle distribution to the measurable signal is the forward model. In this case,
the system is linear and shift-invariant, assuming that the Point-Spread-Function does
not change depending on the sample position. Linearity stems from the assumption that
the particles do not interact with each other (thus not altering the PSF depending on, e.g.,
local concentrations) and that the magnetic fields linearly superimpose. This assumption
can be assumed if homogeneous fields are used, which is to a sufficient degree the case.
Therefore, one can describe this system, similar to linear time-invariant (LTI) systems, as a
linear space-invariant system.

Discretization of Equation (4) yields a system of linear equations, i.e., in the following.

Ax = b (5)

Here, A denotes the model matrix, which incorporates the orientation of magnetic
dipoles and sensor sensitive axis (compare Equation (2)). Vector x is the spatial MNP
distribution for which its entries are non-negative (x ≥ 0), and b denotes the superposition
of magnetic fields from the MNPs for each measurement position. Here, it is beneficial to
explicitly write out the dependence of the model matrix on the magnetic moment direction
m and the sensor sensitive axis s.

A =m1(s1A11 + s2A12 + s3A13)

+m2(s1A21 + s2A22 + s3A23)

+m3(s1A31 + s2A32 + s3A33). (6)

The model matrix can be more compactly represented by using the Kronecker matrix
product (denoted by ⊗):

A =
(

mT ⊗ Im×m

)
AB(s ⊗ In×n) (7)

where AB is the blockmatrix containing all models.

AB =

⎛⎝A11 A12 A13
A21 A22 A23
A31 A32 A33

⎞⎠ (8)

Now, given a data vector b, what source distribution x and model A gave rise to the
data? This question denotes the Blind Deconvolution problem.

2.3. Inverse Problem

Using the forward model we have developed, we now wish to infer the spatial particle
distribution from the measured magnetic fields—we are looking for ways to invert the
forward model—i.e., we wish to solve the inverse problem. Assuming that the model is
accurate, the solution involves computing an estimate that is closely related to the data. For
this, we need to minimize the difference between estimate Ax and data b via some form
of metric. Commonly chosen is the L2 norm (Euclidean norm) as the distance measure
between the two vectors Ax and b. This choice stems from the differentiability of this
distance, because the norm is induced by the inner product such that an analytic expression
can be found. Differentiability is useful because the solutions can be iterated via gradient
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descent procedures. However, because we are dealing with an inverse problem, the least
square minimum is not the ideal choice due to numerical instabilities and amplifications of
noise in the measurements [1,2,32].

To combat these issues, one needs to regularize the solution. Regularization refers to
the addition of constraints to the original problem that limit the size of the solution vector
x—we are looking to both be close to data b and still have physically meaningful results.
For this, we add another term to the cost function called the regularizer R.

Φ(x) = ‖Ax − b‖2
2 + λR(x) (9)

A possible geometric meaning of the regularizer can be imagined as the description
of a set in which the solution has to lie. Often, one can show that this description is the
same as for constrained optimization via the Lagrange multiplier λ. Thus, the role of the
regularization parameter λ is to set the solution size (size as in norm of a vector). There
are many types of regularizations, most notably Tikhonov regularization (also called ridge
regression) and L1 regularization that promotes sparsity in the solution. The latter is
also of interest, because L1 regularization in combination with a nonnegativity constraint
sets the total amount of MNP in the system that has to explain the data and, thus, has
physical meaning.

Due to the fact that the L1 regularizer is convex but not differentiable, one can employ
iterative solutions schemes for solving the inverse problem. A straightforward technique
is the projected gradient method (though many different names exists, such as Projected
Landweber Iteration [2]). Here, one performs a simple gradient descent step and then
projects back into the feasible set defined for the problem, such as projection into the
non-negative orthant for the non-negativity constraint and projection onto the L1 ball
(both can also be described as the projection onto the scaled standard simplex). A visual
representation for this procedure can be exemplary observed in Figure 1.

Figure 1. Projected gradient method. Each gradient descent step is projected back into a feasible set.
In this manner, the solution becomes regularized, as the solution size cannot lie outside the feasible
set. If the feasible set is convex, the solution will converge to an optimal point within the set. Image
adapted from [33] (CC BY).

Furthermore, if the magnetic moment direction and sensor sensitive axis also need to
be estimated, the objective for solving the inverse problem can be formulated as follows.

min
x,m,s

{∥∥∥(mT ⊗ Im×m

)
AB(s ⊗ In×n)x − b

∥∥∥2

2
+ λR(x)

}
s.t. x ≥ 0. (10)

2.4. Algorithm

To find the correct spatial MNP distribution as well as the correct model, we propose
a two step iterative scheme, which successively updates the MNP distribution and the
model of the imaging system via restricting entities to their respective feasible domain.
For the MNP distribution, this is mainly performed via the non-negativity constraint, and
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for the model matrices, only a linear combination of nine models (or rather six due to the
symmetries; compare Equation (2)) is allowed, thus defining a subspace of possible models.
These restrictions allow for the correct estimation of the MNP distribution and model.

First, an algorithm will be investigated for a system where magnetic moment direction
m is perfectly known and sensitive axis s needs to be found in addition to the correct
particle distribution, x. Then, the general case for unknown magnetic moment direction
m, unknown sensitive axis s and unknown particle distribution x will be investigated and
important insights will be highlighted.

2.4.1. Estimating Sensor Sensitive Axis

In this section, the system for a fixed magnetic moment direction m̂ with unknown
projection axis ŝ from the sensor will be described. We proceed by creating a model matrix
that can be described as a superposition of the forward operator in the corresponding
axes x, y, z for a fixed magnetic moment direction m in the z axis direction, i.e., as shown
in Figure 2. We could take any row or column of the block matrix AB to construct a
forward operator for the subsequent discussion. The chosen case was taken because it is
the projection axis and magnetic moment direction that will be investigated experimentally.
Model matrix A can be written for an unknown projection axis as follows.

A = s1A31 + s2A32 + s3A33 (11)

Under these circumstances, the gradient for the cost function can be rewritten as follows:

∇sΦ = xᵀ
∂Aᵀ

∂s
(Ax − b)

= Dᵀ(Ds − b) (12)

with the following.

D = [A31x, A32x, A33x] (13)

s = [s1; s2; s3]. (14)

As a result, the algorithm to compute particle distribution x and model parameters s

can be written as shown in Algorithm 1. The projection operator P+ denotes the projection
into the non-negative orthant and PC denotes projection onto feasible set C. In this case,
PC also includes a projection onto the unit sphere, as to denote only the direction of the
sensitive axis. As a stopping criterion, the discrepancy principle is used [2].

Algorithm 1 Model Estimation For Sensitive Axis

1: Given: iterations K, data b, set of possible model parameters C, estimate of noise
standard deviation δ, stopping term for discrepancy principle η, projection operator
PC, P+.

2: Initialize A31, A32, A33 possible forward operators, particle distribution x, projection
estimate s.

3: for k = 1 to K do
4: A = s1,kA31 + s2,kA32 + s3,kA33.

5: xk+1 = P+

(
xk + ‖A‖−2

2 Aᵀ(b − Axk)
)

6: D = [A31xk+1, A32xk+1, A33xk+1]

7: sk+1 = PC

(
sk + ‖D‖−2

2 Dᵀ(b − Dsk)
)

8: if ‖Axk+1−b‖2/δ ≤ η then
9: return xk+1, sk+1

10: end if
11: end for
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Figure 2. The individual model matrices corresponding to the different combinations of magnetic
moment direction and sensitive axis direction refer to different PSFs for the imaging system. In this
section, we take the projections for the magnetic moment in the z direction, which is indicated by the
model matrices enclosed by the blue borders. The dashed boxes show the corresponding PSFs for the
model matrices.

Under the condition that the correct model can be expressed as the linear combination
of model matrices corresponding to the x, y and z-projection of the magnetic field, we write
the following cost function.

Φ(x) =
1
2

∥∥∥∥∥
(

N

∑
i

siA3i

)
x − b

∥∥∥∥∥
2

2

. (15)

In this case, we would have N = 3 matrices for the projections in the x, y and z
directions. Recall the dipole functions as depicted in Figure 2. Take, e.g., the orientation
of the dipole in z-direction and take the product of any two different projections of the
dipole fields that correspond to the PSFs in Figure 2. The result will yield equal positive
and negative parts (given that we have a fine Cartesian discretization and a spatially large
enough domain). This will be important in the following step. If we expand the expression
above, we have the following:

Φ(x) =
1
2
(xᵀCᵀCx + bᵀb − bᵀCx − xᵀCᵀb) (16)

with C = ∑N
i siA3i. Now, the cross terms (i.e., i �= j) in the quadratic forms are equal to zero

(considering equidistant sampling of the x-y plane and that the domain is large enough to
capture most magnetic field):

xᵀA
ᵀ
3iA3jx = 0 (17)

which means that the matrix D is orthogonal.

D = [A31x, A32x, A33x]

DᵀD = diag(a). (18)
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This follows from the fact that the inner product of the two dipole field projections is
zero, since it contains equal amounts of positive and negative parts. We can, thus, obtain
the following.

Φ(x) =
1
2
(1 − N)‖b‖2

2 +
1
2

N

∑
i
‖siA3ix − b‖2

2. (19)

Since all terms correspond to strictly convex functions, the problem is uniquely solv-
able. However, because the number of parameters suffices for any of the matrices Aji to
express data b, one will still need to enforce a non-negativity constraint, which will result
in the correct estimation in the end. The derivative with respect to the parameters for the
projection s is the following:

∇iΦ = d
ᵀ
i (disi − b) (20)

⇒ si =
d
ᵀ
i b

d
ᵀ
i di

si =
xᵀA

ᵀ
3ib

xᵀA
ᵀ
3iA3ix

(21)

which means it can be calculated from the projection of the estimate A3ix onto data b. The
vector b can thus be expanded by an N-dimensional subspace that is constructed from the
estimated particle distribution x.

b =
N

∑
i

bᵀA3ix

‖A3ix‖
A3ix

‖A3ix‖ . (22)

Combining the results, we obtain the following.

Φ(x) =
1
2
(1 − N)‖b‖2

2 +
1
2

N

∑
i

∥∥∥∥∥
(

A3ixxᵀA
ᵀ
3i

xᵀA
ᵀ
3iA3ix

− I

)
b

∥∥∥∥∥
2

2

=
1
2
(1 − N)‖b‖2

2 +
N
2
‖b‖2

2 −
1
2

N

∑
i

(bᵀA3ix)
2

xᵀA
ᵀ
3iA3ix

2

‖b‖2
2

Φ(x) = 1 −
N

∑
i

(
bᵀ

‖b‖
A3ix

‖A3ix‖
)2

2

‖b‖2
2

Φ(x) = 1 −
N

∑
i

cos(θi)
2 (23)

Here, we see that the cost function is minimized if the projection of estimate A3ix onto
data b is maximized (or that the angle θi between data b and estimate A3ix is minimized).
The direction cosines, thus, add up to 1 if we find the minimum of the cost function. This
can be imagined as finding a point on a unit sphere, i.e., the decomposition of b/‖b‖ into
orthogonal components related to the projection of the magnetic field (see Figure 3). Our
task is, thus, finding the very specific subspace that is able to describe data b completely.
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Figure 3. Measurement b is estimated to lie in a 3-dimensional subspace spanned by the estimates
for the field projections in the x, y and z directions, i.e., A31x, A32x and A33x. We, thus, need to find a
point on a sphere of radius ‖b‖.

2.4.2. Estimating Sensor Sensitive Axis and Magnetic Moment Direction

To estimate both the sensitive axis and magnetic moment direction, they need to be
updated within each iteration of the algorithm. For this, the general derivatives with
respect to x, s and m need to be computed. The derivatives of the cost function can be
written as follows:

∂Φ
∂x

=Aᵀ(Ax − b) (24)

∂Φ
∂s

=M
ᵀ
s (Ms s − b) (25)

∂Φ
∂m

=M
ᵀ
m(Mm m − b). (26)

where Mm is given by the following:

Mm =

⎛⎜⎝(I3×3 ⊗ sᵀ)

⎛⎜⎝M
ᵀ
1j

M
ᵀ
2j

M
ᵀ
3j

⎞⎟⎠
⎞⎟⎠

ᵀ

(27)

and Ms is given by the following:

Ms =

⎛⎝(I3×3 ⊗ mᵀ)

⎛⎝M
ᵀ
i1

M
ᵀ
i2

M
ᵀ
i3

⎞⎠⎞⎠ᵀ

(28)

with the following being the case.

Mij =
(
Ai1 Ai2 Ai3

)
(I3×3 ⊗ x)

=
(
Ai1x Ai2x Ai3x

)
. (29)

Important to note in the gradients is the matrix containing all quadratic forms.⎛⎜⎝M
ᵀ
1j

M
ᵀ
2j

M
ᵀ
3j

⎞⎟⎠
⎛⎜⎝M

ᵀ
1j

M
ᵀ
2j

M
ᵀ
3j

⎞⎟⎠
ᵀ

=

⎛⎜⎝M
ᵀ
1jM1j M

ᵀ
1jM2j M

ᵀ
1jM3j

M
ᵀ
2jM1j M

ᵀ
2jM2j M

ᵀ
2jM3j

M
ᵀ
3jM1j M

ᵀ
3jM2j M

ᵀ
3jM3j

⎞⎟⎠. (30)

By plotting this matrix, one can gain an idea about the correlation between possible
magnetic field components for different dipole orientations, see Figure 4. We see that
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because we have off-diagonal elements not equal to zero, the fields for different dipole
orientations are correlated. On the other hand, we see that the 3× 3 block diagonal elements
are diagonal sub-matrices, implying that the magnetic dipole fields are orthogonal if the
orientation of the dipole lies on the (orthogonal) coordinate system axes. An algorithm that
estimates the MNP distribution x, sensitive sensor axis s and magnetic dipole direction m

can be seen in Algorithm 2.

Figure 4. The matrix consisting of all quadratic forms shows the correlation between different
magnetic field components for different moment directions. We see that most of the field components
are orthogonal to each other, while there are some off-diagonal elements, meaning that there exists a
correlation between the corresponding fields. However, they are still linearly independent.

Algorithm 2 Model Estimation

1: Given: iterations K, data b, estimate of noise standard deviation δ, stopping term for
discrepancy principle η, projection operator P+, P

(1)
C , P

(2)
C .

2: Initialize estimate of model parameters s, m, MNP distribution x.
3: for k = 1 to K do
4: A =

(
mT ⊗ Im×m

)
AB(s ⊗ In×n)

5: xk+1 = P+

(
xk − ‖A‖−2

2 Aᵀ(Axk − b)
)

6: mk+1 = P
(1)
C

(
mk − ‖Mm‖−2

2 M
ᵀ
m(Mmmk − b)

)
7: sk+1 = P

(2)
C

(
sk − ‖Ms‖−2

2 M
ᵀ
s (Mssk − b)

)
8: if ‖Axk+1−b‖2/δ ≤ η then
9: return xk+1, sk+1, mk+1

10: end if
11: end for

2.4.3. Measurement

The experimental MPM setup can be observed in Figure 5. Shown are the translation
stages for position, the sensor and sample and sets of Helmholtz coils for magnetic field
generation. One set of Helmholtz coils is used to excite the MNP into the nonlinear magnetic
regime, and another set is used for compensation purposes, as will be explained further
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below. Not shown are the electric appliances, which include an audio amplifier for signal
amplification, a charge amplifier for sensor signal amplification and an audio interface to
generate the excitation signal and measure the sensor signal. The magnetoelectric sensor
used for the experiment is exchange biased [34] in order to avoid an external biasing field,
and the fabrication steps can be read up in [6]. The sensor exhibits its first mechanical
resonance at about 7.5 kHz. Sensor sensitivity is about 20 kV/T, and the equivalent noise
density at resonance is 15 pT/Hz0.5. The excitation signal is generated by an RME FireFace
UC with a sampling frequency of 192 kHz at 1/3 fr with fr being the resonant frequency
of the sensor. The excitation signal is amplified using a PAS2002 audio amplifier and
connected to the Helmholtz coils with additional impedance matching. The AC magnetic
field generated is about 10 mT. The sensor is aligned using the manual tip, tilt, rotation
and translation stages such that its shape anisotropy is used to attenuate some of the
influence of the applied excitation field. Additionally, another magnetic AC field is applied
with low amplitude at sensor resonance, for which its amplitude and phase are tuned to
destructively interfere with the background signal. Then, the sample containing MNP can
be inserted and measured. For measurements, equidistant points (40 × 40) are sampled
in space, which correspond to an area of 20 × 20 mm2, and a signal is measured with a
sample rate of 32 kHz and a frame size of 4096 samples, yielding a spectral resolution of
7.8 Hz. In the spectrum, phase and amplitude at resonance are captured, which should
ideally only contain the responses to MNPs.

Figure 5. (a) Experimental Magnetic Particle Mapping setup. Manual tip, tilt, rotation and translation
stage are used to position the sensor with high precision. Motorized stages are used to move the
sample with respect to the sensor. (b) Close-Up of sensor near the sample between the excitation coils.

An image of the MPM sample and the measured magnetic field can be seen in Figure 6.
For this, MNP CT100s (fluidMAG, Chemicell, Berlin, Germany) were placed into parallel
trenches of a sample holder. The sample has an area of 20 × 20 mm2. The trenches are
0.5 mm deep and have a length of 1 mm. The filled trenches are 3 mm apart. The total
amount of MNP roughly amounts to 300 μg. The magnetoelectric sensor was placed at a
distance of circa 2 mm above the sample. Additionally, the associated measured magnetic
field can be seen next to it. There exists a translational offset in the origins of both images;
hence, the field is not directly above the trenches in direct comparison. This was no
influence on the reconstruction.
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Figure 6. (Left): image of the sample with MNP in trenches. (Right): measured magnetic field of
the sample.

3. Results and Discussion

3.1. Simulation

In the following section, two cases of the blind deconvolution algorithm are investi-
gated, which are listed in Table 1 indicated as Case I and Case II. The cases correspond to
the unknown parameters in the model matrix A, i.e., sensitive axis s and magnetic moment
direction m. These parameters are either known or unknown and, hence, need to be esti-
mated. Case I for s known and m is unknown (◦), and vice versa (×) they are equivalent
due to the bilinear relationship in Equation (2). Case 0 refers to the normal deconvolution
when the model is correctly known and will not be treated. The simulations are performed
without noise for a maximum number of 500 iterations if not stated otherwise.

Table 1. Investigated cases.

s Known s Unknown

m known Case 0 Case I

m unknown Case I Case II

3.1.1. Case I

In the following example, an unknown sensitive axis of the sensor is taken and the
magnetic moment direction is known. Even though the cost function is strictly convex (refer
to Equation (19)), the reconstruction for any model combination (set of si in Equation (19))
could explain the data. What is important is then the non-negativity constraint, such that it
acts as a guide to find the correct model. For the case where the magnetic moment direction
is known and the sensitive axis has to be estimated while computing the MNP distribution,
Algorithm 1 will be used. For each MNP distribution update, the estimated sensitive axis
is updated.

An overview of the iterations of the inversion can be seen in Figure 7. As ground truth,
the letters “B7” were used. The dimensions were 20 × 20 mm2 with 50 × 50 equidistant
points at a z-distance of 1 mm. The data for the reconstruction were computed via a
sensitive axis that lies in the x-y plane at an angle of 0◦ (x-direction). The algorithm is
initiated via a sensitive axis direction of 90◦. It can be observed that the angle approaches a
value of 1◦ for the 50th iteration and that the MNP reconstruction yields the letters “B7”,
which indicates that the algorithm is able to simultaneously find the MNP distribution and
the sensitive axis direction.
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Figure 7. Adaptive reconstruction to iterate the MNP distribution x and the sensitive axis s simul-
taneously. Shown are individual iterations as denoted in the upper left corner of each subplot. In
the lower right corner of each subplot, the estimated sensitive axis direction (polar) is shown. The
ground truth for this axis has an angle of ϕm = 0◦. The black color indicates MNPs, and the red lines
are level sets to guide the eye. Dimensions of each square correspond to an area of 20 × 20 mm2.

To further investigate the algorithm, a true projection axis for the data is chosen in the
x-direction. The algorithm is initiated using a projection axis for all spatial directions that
lie on the unit sphere. To quantify the ability to correctly estimate the MNP distribution, the
correlation coefficient is taken of the final iteration. Pearson’s correlation coefficient (CC)
acts as a measure of spatial accuracy of the reconstructed particle distribution compared
to the ground truth. The absolute value of the correlation coefficient from the MNP
reconstruction for the initial sensitive axis direction is used as a radius for that direction.
In the case of the correct estimation of the projection axis for all initial directions, the
result would be a sphere. Figure 8 shows the results. It can be seen that, for the initial
sensitive axes in the upper half plane (z ≥ 0), the algorithm converges to the correct MNP
distribution, indicated by the large correlation coefficient. For some regions in the lower
half plane, the algorithm fails to converge to the correct MNP distribution. However, if a
good guess is taken for the true sensitive axis, the algorithm will simultaneously find the
sensitive axis and the MNP distribution.
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Figure 8. Correlation coefficient for different initial sensitive axis directions. The true sensitive axis
lies in the x direction. For the upper half space (z ≥ 0), the correlation coefficients form a sphere,
indicating that the algorithm converges to the true MNP distribution. For the lower half plane, there
are regions where the right MNP distribution is not found via the algorithm.

3.1.2. Case II

Next, the case when both the projection axis and the magnetic moment orientation
are unknown is considered. In this case, the estimation procedure involves updating
the particle distribution, followed by an update of the projection axis of the sensor and
followed by an update on the magnetic moment direction. Whether the projection axis
or the magnetic moment direction is updated first is irrelevant, because there exists an
ambiguity between the magnetic moment direction and the projection axis, as is apparent
from the bilinear form that dictates the impulse response of the system and the fact that the
matrix of the bilinear form is symmetric (refer to Equation (2)).

To investigate the reliability of the proposed algorithm (see Algorithm 2), one sweeps
the parameter space for all orientations of the projection axis and magnetic moment direc-
tion. We chose the correct (i.e., belonging to the model that gave rise to the data) projection
axis and magnetic moment direction in the x and z directions, respectively. In addition, a
box constraint on the projection axis s and magnetic moment direction m in the form of a
predetermined half-space is imposed. That is, the x component of the projection axis cannot
be negative, and the z component of the magnetic moment direction cannot be negative.
Furthermore, it is imposed that the projection axis and magnetic moment direction is of
unit length, which is implemented via projection operators P

(1)
C and P

(2)
C . A non-negativity

constraint on the particle distribution x is imposed as well.
In Figure 9, one can observe the correlation coefficient of the estimated MNP distri-

bution to the ground truth as well as the angle differences of the estimated projection axis
of the sensor and the angle difference of the estimated magnetic moment direction (with
respect to the ground truths, respectively). It can be seen that correlation coefficient CC
is high for most parameter combinations of the directions of sensitive axis s and dipole
orientation m, as indicated by their direction angles in spherical coordinates. For the dipole
moment m, angles θm (polar) and ϕm (elevation) describe the direction, and for the sensitive
axis s, angles θs (polar) and ϕs (elevation) describe the direction. Furthermore, it can also
be seen that, for initial parameter combinations where the correlation coefficient is large,
the angles between the true and estimated directions of s and m are small. This indicates
that the algorithm is capable of finding the correct MNP distribution while also estimating
the directions of s and m correctly.
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Figure 9. (Top): Correlation coefficient of the reconstruction to the ground truth. (Middle): Angle
error of the magnetic dipole direction. (Bottom): Angle error of the sensitive axis direction. All points
in the graph are results for a different combination of an initial dipole field direction, indicated by
angles θm (polar) and ϕm (elevation), and sensitive axis directions, indicated by angles θs (polar) and
ϕs (elevation). The grey colorbars denote the angle (white is 0◦ and black is 360◦).

3.2. Experiment
Reconstruction

The reconstruction is performed via using an orientation of the sensitive axis that
is 20◦ off the true axis. Not knowing this prior to measurement results in the formation
of artifacts in the reconstruction, as can be seen in Figure 10. In direct comparison, the
reconstruction using Algorithm 2 results in the reconstruction having significantly less
artifacts, being more localized and having a better resolution, because the trenches can
roughly be imaged individually. We suspect that the sensor geometry has to be considered
in the model for a more accurate reconstruction and better resolution. As of now, the sensor
is regarded as point-like. A discussion of the notion of resolution in inverse problems can
be found in Appendix A. Additionally, for further enhancement on the image, since fringes
are still present around the reconstruction, shrinkage (soft thresholding) can be applied
via a projection onto the scaled L1 ball in addition to the projection into the non-negative
orthant. As can be seen from the Figure, fringes are suppressed, and a clearer reconstruction
is formed. The choice of the magnitude of the L1 ball is not chosen arbitrarily but can
be roughly estimated from the measurement itself. The discussion on this is shown in
Appendix B.
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Figure 10. (Left): regular deconvolution with sensitive axis off by 20◦; (middle): Blind Decon-
volution as outlined in Algorithm 2; (right): Blind Deconvolution with additional shrinkage by
soft thresholding.

4. Conclusions

It was shown that the proposed adaptive inversion scheme is able to estimate both the
model parameters and MNP distribution simultaneously. The approach shown is able to
overcome unknown initial information, such as sensor sensitivity direction, and estimate it
correctly. Thus, the generalized model can be used in circumstances where the sensor sensi-
tive axis is not known exactly or incorrectly measured; thereby, it reduces sources of error
in the model for better reconstructions, which ultimately improves imaging applications.
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Appendix A. On Notion of Resolution in Inverse Problems

Varieties in approaches of solving inverse problems can be roughly categorized into
two types: linear and nonlinear inversion schemes. This refers to the mapping of the mea-
surement data back to the underlying distribution that gave rise to the data. If the inversion
is linear, a linear inversion operator can be constructed (i.e., a matrix), and the inversion is
independent on the distribution (e.g., MNP) and, hence, depends on the model only. The
construction of an inverse operator is only performed to an approximate degree—no full
inverse operator will be applied since overfitting would result in erroneous reconstructions
that do not reflect reality. Here, statements can be made about the effectiveness of the

44



Sensors 2022, 22, 894

imaging technique on a general basis. A nonlinear inversion scheme is dependent on the
underlying distribution; hence, no general statements can be made. In the following, these
statements will be elucidated more in depth.

Resolution in an imaging system refers to its ability to resolve features that are spa-
tially close. The resolution for an imaging system such as a microscope normally uses the
Point-Spread Function as a figure of merit. This quantity reflects the spatial spread of a
point source input to the imaging system. With the use of deconvolution techniques, the
resolution can be enhanced, and the spread of the Point-Spread Function can be reduced.

The proper assessment of the enhancement of a linear imaging system can be per-
formed via the so-called resolution matrix R [35,36]. The meaning of this operator is that
no features can be reconstructed that are sharper than given by the columns, which in turn
makes using inverse operators’ intrinsic resolution limited [37,38]. To introduce this matrix,
we start off with the system of equations that relate particle distribution x with magnetic
field b via model matrix A.

Ax = b. (A1)

The approach for solving this system of equations uses an inverse operator that, when
applied to the left hand side of the equation, yields just the particle distribution x.

A†Ax = x. (A2)

Here, A† denotes the pseudoinverse of model matrix A. However, under normal
circumstances, only an approximate inverse operator is used, which we will denote as
A†

k . Subscript k refers to an iteration number for different approaches of computing the
pseudoinverse, which will be shown further below. The reason that only an approximate
inverse operator is used is that, otherwise, noise would be amplified in the measurement
vector b, which would yield unreliable/unphysical results for the particle distribution x.
We can, thus, write the following.

A†
k Ax = A†

k b

Rkx = A†
k b. (A3)

Operator Rk = A†
k A refers to the resolution matrix for a given approximate pseudoin-

verse. To compute the resolution matrix, we choose two different approaches: the singular
value decomposition (SVD) and gradient descent (GD). The resolution matrices associated
with these approaches are as follows.

RGD,k =αV

(
k−1

∑
n=0

(
I − αS2

)n
)

S2Vᵀ (A4)

RSVD,k =VkS−1
k U

ᵀ
k A (A5)

Here, A = USVᵀ, α = ‖AᵀA‖−1 and subscript k either refers to the number of itera-
tions for gradient descent or the number of left and right singular vectors corresponding to
the first k singular values (i.e., such that A ≈ UkSkV

ᵀ
k ).

Let us look into the meaning of these matrices in more detail. The resolution matrix
can be thought of in two ways:

• The columns can be understood as the spatial spread of a delta-like input, i.e., the
Point-Spread Function.

• The rows can be understood as the convolution of the MNP distribution with the
Point-Spread Function. It is the (scaled) averaging function of the system.

As observed in Figure A1, the columns (blue enclosure of the matrix) represent the
spatial spread of a delta-like input at particle position j. The red enclosure in the matrix
refers to the weighted (the weights can be negative) sum of all field contributions from all
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MNP, such that it refers to an averaging function of the MNP responses. Due to the fact that
the system is a linear space-invariant system, the resolution is the same for all positions.
Resolution could heuristically be chosen to be the full width half maximum of the peak of
the columns. It has to be noted that the resolution may be spatially anisotropic depending
on the shape of the impulse response of the imaging system.

Figure A1. The columns of the resolution matrix Rk reflects the spread of a delta-like input, which
can be thought of as the Point-Spread Function of the system. For the inverse operator for different
iterations k, the resolution matrix attains a more delta-like response, which means that the spread is
reduced and that resolution is enhanced

The peaks as shown in Figure A1 become narrower with increasing iteration numbers.
This means that the resulting overall resolution is given by the last iteration we were
able to perform without fitting noise. For this, there are several criteria that can be used
for the termination of the reconstruction [2]. It has to be emphasized that the resolution
matrix relies on the analytic expressions presented here such that procedures such as the
proximal gradient algorithm for the L1 projection cannot meaningfully produce a resolution
matrix. The only cases where an analytic expression can be found is if the regularizer is
differentiable (e.g., Tikhonov regularization), semiconvergent properties of gradient descent
are used [2] or truncation via a singular value decomposition is applied.

A more general perspective on the resolution matrix (or rather, resolution map) is that
it can be viewed as the effect of a single input on the vector b, which subsequently needs to
be inverted [39]. For this, we look at the change of reconstruction δxi from unit change êi in
x via the inversion operation G.

δxi = G(A(x + êi))− G(Ax) (A6)

In case of linearity, that is, if an analytic expression is found via an approximate
(generalized) inverse A†

k , then we have the following.

δxi = G(A(x + êi))− G(Ax)

= A†
kAêi + A†

kAx − A†
kAx

= Rkêi. (A7)

Thus, in the linear case, output δxi from a unit change directly yields a column of the
resolution matrix, which tells us about the Point-Spread Function/spatial spread of the
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parameter xi of particle distribution x. Important to point out is that this inversion process
is only dependent on the model itself and not on the particle distribution. This is a direct
result of the linearity of the inversion process.

On the other hand, if the inverse map does not obey linearity, which is the case for,
e.g., L1 regularization, we have the following.

G(A(x + êi)) �= G(Ax) + G(Aêi). (A8)

As a result, spatial spread δxi of parameter xi depends on particle distribution x itself,
and a general statement of the resolution for a model inversion procedure, when the inverse
map is not linear, cannot be given. Therefore, assessment of resolution is in this case is only
beneficial if a standard reference is used such that the results can be comparable.

Appendix B. Estimation of Magnetic Content

In the following, it will be shown that the magnetic content of an imaging experiment
can be estimated from the measurement alone. For this, we consider a measurement in an
x–y plane with equidistant measurement positions. We further set the magnetic moment
direction into the z direction and sensitive axis direction in the x direction. The MNP
distribution is distributed in an x–y plane below the measurement plane. We, thus, write
for magnetic moment m as follows:

m = ‖m‖
⎛⎝0

0
1

⎞⎠ (A9)

and for the sensitive axis s, we have the following.

s = ‖s‖
⎛⎝1

0
0

⎞⎠ (A10)

The associated magnetic field of a point dipole is then the following.

Bx =
μ0‖m‖‖s‖

4π

3xz

(x2 + y2 + z2)
5/2 . (A11)

The projection above is antisymmetric with respect to the x direction. Integration of
this projection in the x-direction yields the following.∫ x

−∞
Bxdx = −μ0‖m‖‖s‖

4π

z

(x2 + y2 + z2)
3/2 . (A12)

The function is of equal sign from −∞ to +∞ for the x and y variables. The next step
involves integrating over the whole x − y plane. The result is the following.∫ ∞

−∞

∫ ∞

−∞
−μ0‖m‖‖s‖

4π

z

(x2 + y2 + z2)
3/2 dxdy = −μ0‖m‖‖s‖

2
. (A13)

Thus, the given procedure is proportional to the magnetic moment, which is, mathe-
matically speaking, the L1 norm of the negative integrated dipole field projection. Therefore,
one can calculate the magnetic moment directly from the data, given that a sufficiently
large region of the magnetic field is measured to approximate the procedure given above.
It is important to point out that the result is independent of the z-distance. On one hand,
this means that one can estimate the magnetic moment without knowing the z-distance,
while on the other hand it means that there is no depth information from this procedure.
To generalize this approach, given an arbitrary spatial distribution of magnetic moments
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and given that the measured projection is equal to the example given above, we denote the
magnetic field of a magnetic moment as BD. We can write the magnetic field associated
with a moment distribution, given as BL, as follows.

BL(r) =
∫

Ω
BD
(
r − r′, m

)
ρ
(
r′
)
d3r′. (A14)

As above, we assume the same direction of magnetic moment m and integrate in the
x-direction and then integrate over the x − y plane. Since the integral is not dependent on
the z-distance (as explained above), one obtains the following result.

− 2
μ0‖m‖‖s‖

∫ ∞

−∞

∫ ∞

−∞

∫ x

−∞
BL(r)dxdxdy =

∫
Ω

ρ
(
r′
)
d3r′. (A15)

Since moment distribution ρ is non-negative (i.e., ρ ≥ 0), the following statement
is obvious.

‖ρ‖1 =
∫

Ω
ρ
(
r′
)
d3r′. (A16)

Thus, the total amount of magnetic content can be computed from the magnetic field
if the measured projection is the same as in the form above. It would also work for the
projection in the y direction. In this way, one can infer the total amount of particles from
the measurement itself and can use this for regularization via projection onto the scaled
L1 ball in the projected gradient method. One has to point out that, because the result is
independent on the z distance, any reconstruction from any height that is able to construct
vector b via estimate Ax yields the same amount of MNP content.
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Abstract: The knowledge of the exact position and orientation of a sensor with respect to a source
(distribution) is essential for the correct solution of inverse problems. Especially when measuring
with magnetic field sensors, the positions and orientations of the sensors are not always fixed during
measurements. In this study, we present a processing chain for the localization of magnetic field
sensors in real time. This includes preprocessing steps, such as equalizing and matched filtering, an
iterative localization approach, and postprocessing steps for smoothing the localization outcomes
over time. We show the efficiency of this localization pipeline using an exchange bias magnetoelectric
sensor. For the proof of principle, the potential of the proposed algorithm performing the localization
in the two-dimensional space is investigated. Nevertheless, the algorithm can be easily extended to
the three-dimensional space. Using the proposed pipeline, we achieve average localization errors
between 1.12 cm and 6.90 cm in a localization area of size 50 cm × 50 cm.

Keywords: localization; magnetoelectric sensors; real time; pose estimation

1. Introduction

For the correct solution of inverse problems, such as source reconstruction of bio-
medical sources, it is essential to know the exact position and orientation of the measuring
sensors with respect to the source besides measuring the biomedical signals. Especially in
magnetic measurements the sensors do not necessarily have a fixed position and orientation.
Thus, a determination of the position and orientation at the beginning of a measurement is
not sufficient. Much more desirable is a continuous estimation of the sensor’s position and
orientation simultaneously with the measurement [1,2].

Magnetic tracking systems are used in many applications, e.g., in indoor positioning
systems [3,4] or to locate medical devices inside the body [5,6]. Moreover, magnetic
localization approaches are used to determine the position of the subject relative to the
sensor array in biomagnetic measurements. A procedure for determining the subject
relative to the measuring sensor array, either once at the beginning or also simultaneously
with the measurement, was presented in [7]. In [1,2] a method for determining the positions
of the individual sensors in a flexible on-scalp MEG system relative to the subject was
investigated, which can also be applied during measurement.

Until now, mainly SQUIDs (Super Conducting Quantum Interference Devices) [8] and
recently OPMs (Optically Pumped Magnetometers) [9,10] are used for the measurement
of biomagnetic signals. Unfortunately, these sensors require a magnetically well shielded
environment and are therefore inconvenient in operation. Magnetoelectric sensors, on the
other hand, do not require any shielding, no expensive cooling system, and are also very
small in size, which makes them ideal for array applications. The sensors are composed of a
magnetostrictive and a piezoelectric layer and use the resonant structure of a cantilever [11].
Detection limits in the sub-nT regime have been reached recently [12–15] using modulation
techniques such as the ΔE-effect [16] for the detection of low-frequency magnetic fields.
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Consequently, magnetoelectric sensors could be a promising alternative for biomagnetic
field measurements in the near future [17].

Since the feasibility of measurements with simultaneous localization using magne-
toelectric sensors has been shown in a previous work [15], this work will focus on the
processing chain for an enhanced localization of magnetoelectric sensors in real time. How-
ever, by adapting the coil excitation signals the method can be used for arbitrary magnetic
field sensors. This contribution will step through the general processing overview shown
in Figure 1.

Figure 1. General overview of a medical system operating with magnetic sensors. The measurements
are performed simultaneously with localizing the sensors. After transforming the signals into the
digital domain, the signals are processed and analyzed. Since the analysis of the measured magnetic
signals is not in the focus of this contribution, the corresponding box is depicted in gray.

In Section 2, the magnetoelectric sensor used in this paper will be presented and
characterized. After explaining the so-called forward problem in Section 3, the real-time
localization approach will be presented in Section 4. The presented localization processing
chain will be verified by measurements presented in Section 5. The paper closes with a
conclusion and an outlook in Section 6.

2. Magnetoelectric Sensor

For the proof of principle an exchange bias ΔE-effect sensor as depicted in Figure 2a
will be used in this contribution. A sensor of the same type has already been used in a
previous work [15]. The sensor is based on a polysilicon cantilever with a size of 1 mm
width, 3 mm length, and 50μm thickness. The cantilever is covered by a 4μm thick
magnetic multilayer (20 × Ta/Cu/MnIr/FeCoSiB) and a 2 μm thick piezoelectric layer
(AlN). Further details about the fabrication process of the sensor can be found in [15]. The
magnetic multilayer consists of ferromagnetic and antiferromagnetic layers, which ensure
the self-biasing of the sensor and thus lead to a shift of the magnetization curve of the
sensor [18]. Hence, the sensor can be operated without applying an external bias field,
which is especially favorable regarding array applications. The sensor is connected to a
low-noise JFET charge amplifier [19] and placed on a printed circuit board. The whole
sensor system is encapsulated in a 2.1 mm thick brass cylinder for electrical shielding.

As shown in [15], the localization of the magnetoelectric sensor can be performed
simultaneously with a measurement without loss of information or degradation of the
signals. The first bending mode was used to localize the sensor, while an artificial heart
signal was measured in the second mode using the ΔE-effect. Hence, also in this contri-
bution only frequencies around the first bending mode will be used for the transmission
of the localization signals. The amplitude and phase response around the first bending
mode of the magnetoelectric sensor used are shown in Figure 2c. The characterization mea-
surements have been performed in a magnetically, electrically, and acoustically shielded
environment [11]. The magnitude and phase response of the sensor have been measured
applying a magnetic field of bac = 1 μT on the sensor’s long axis. The performance of
the sensor can be determined as described in [20]. The sensor has a resonance frequency
of fr = 7.712 kHz and a −3 dB bandwidth of bw–3dB = 10.2 Hz. Since the brass cylinder
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acts as a low-pass filter with a cut-off frequency of approximately fc ≈ 1.5 kHz [15], the
sensor’s performance will be improved when removing the brass cylinder. Nevertheless,
the encapsulation is necessary for electrical shielding and acts as a mechanical protec-
tion. Moreover, the limit-of-detection in the first bending mode with brass cylinder is
still sufficient, because the coils can simply emit higher field amplitudes. The maximum
sensitivity of the sensor is reached when a magnetic field is applied on the sensitive axis of
the sensor. However, the sensitive axis of the sensor is not necessarily equal to the long
axis of the sensor. There can be a tilt γ between these two axes [15,21], which is visualized
in Figure 2b.
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Figure 2. (a) Exchange bias ΔE-effect sensor used in this study. The sensor is based on a cantilever of size 3 mm × 1 mm.
The cantilever is placed on a printed circuit board and connected to a low-noise JFET charge amplifier [19]. The sensor is
encapsulated by a brass cylinder for electrical shielding and mechanical protection. (b) Visualization of the relationship
between the sensitive and the long axis of the sensor. (c) Magnitude and phase response of the sensor in the first bending
mode applying a magnetic field of bac = 1 μT. The sensor has a resonance frequency of fr = 7.712 kHz and a bandwidth of
bw–3dB = 10.2 Hz.

3. Forward Problem

For the localization of the magnetoelectric sensor, coils are placed outside the local-
ization area as shown in Figure 3. If the distance between the sensor and the coil is large
enough, the magnetic field of the coil i at the sensor position�rs(t) can be approximated by
the field of a magnetic dipole [22]:

�bi(t,�rs(t)) =
μ0

4π

3�rcs,i(t)
(
�mc,i(t)T�rcs,i(t)

)− �mc,i(t)‖�rcs,i(t)‖2
2

‖�rcs,i(t)‖5
2

(1)

Here, μ0 is the permeability of vacuum, �mc,i(t) the magnetic dipole moment of the coil
i, and�rcs,i(t) = �rs(t)−�rc,i the distance vector between the sensor at position�rs(t) and the
coil i at position�rc,i. The superscript T denotes the transpose of the vector. The positions
of the coils�rc,i are fixed during the measurement and therefore time independent. In this
study, Nc = 6 coils have been used. The coils have an effective diameter of 2.6 cm and
consist of about 350 turns of enameled copper wire with a wire cross section of 0.13 mm2.
The impedances of the six coils, separated into magnitude and phase, are shown in Figure 4.

The signal measured by the sensor

uin(t) = hs(t) ∗
(
�d T

s (t)
Nc

∑
i=1

�bi(t,�rs(t))

)
(2)
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can be described as a voltage at the output of the sensor system. At the location of the
sensor a superposition of the magnetic fields of the coils is present. Due to the directional
characteristic of the sensor �ds(t), only a part of the applied magnetic field is picked up.
The conversion of magnetic field into voltage by the sensor system (including the charge
amplifier) is described by the impulse response hs(t). Equation (2) is valid at least for the
frequencies around the first bending mode [15]. For simplification, no noise sources are
considered here.

(a) (b)
Figure 3. Real (a) and schematic (b) measurement setup for the localization of magnetoelectric sensors. The coils are placed
outside of the localization area and transmit orthogonal signals, which are measured by the sensor. The localization area
(box bounded by white stripes in (a)) is of size 50 cm × 50 cm.
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(b)
Figure 4. Coil impedances separated into magnitude and phase. In (a) the whole spectrum from 100 Hz up to 1 MHz is
shown, so that the resonance of the coils can be seen. In (b) the frequency range is scaled to the frequency range of the
excitation signals.
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4. Localization Processing Chain

For the estimation of the sensor’s position and orientation an inverse problem must
be solved. The processing chain for solving this inverse problem is shown in Figure 5.

Figure 5. Processing chain for the localization of magnetoelectric sensors in real time. The input signal of the sensor
is matched filtered with the equalized coil signals. The matched filter outputs at time lag zero are compared with the
lead-field matrix entries. A first order Kalman filter smooths the estimated position-orientation-pairs over time to mitigate
possible outliers.

For this purpose, the localization area is first divided into a discrete grid containing Np

different position-orientation-pairs P = [p1, . . . , pj, . . . , pNp
], with pj = [�r T

p,j, �d
T

p,j]
T consist-

ing of a position vector�rp,j (containing x, y, and z components) and an orientation vector
�dp,j (directivity described by roll ϕ, pitch θ, and yaw ψ). The lead-field matrix

A =
[

a1, . . . , aj, . . . , aNp

]
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

a11 · · · a1j · · · a1Np
...

. . .
...

. . .
...

ai1 · · · aij · · · aiNp
...

. . .
...

. . .
...

aNc1 · · · aNc j · · · aNc Np

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(3)

describes the forward problem for the defined position-orientation-pairs in P. That means,
the lead-field matrix entry of row i and column j is defined as

aij = �d T
p,j

3�rcp,ij

(
�d T

c,i �rcp,ij

)
− �dc,i

∥∥�rcp,ij
∥∥2

2∥∥�rcp,ij
∥∥5

2

(4)

and thus describes the influence of coil i on the sensor, if the sensor would have the position
and orientation described by pj. The distance vector is defined as�rcp,ij =�rp,j −�rc,i and
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the orientation vector �dp,j can be described by the angles θ and ψ (ϕ is always zero here)
using [23]:

�dp,j =

⎛⎝cos(θ) cos(ψ)
cos(θ) sin(ψ)

− sin(θ)

⎞⎠ (5)

Equation (4) is a reduced magnetic dipole equation. The prefactor of Equation (1) is
neglected and the magnetic dipole moment of the coil is reduced to the orientation of
the coil.

4.1. Signal Generation and Equalizer

To separate the mixed signals received by the sensor, the signals of the coils must
be orthogonal. Two signals xi(n) and xj(n) are orthogonal for n ∈ {L1, . . . , L2}, if the
following condition

L2

∑
n=−L1

xi(n) x∗j (n) =

{
Ei, i = j
0, i �= j

(6)

is fulfilled [24]. Extending this equation to the constant Ei being 1, the signals are called
orthonormal [24]. This is necessary to extract the individual coil amplitudes from the
sensor signal and make them comparable. Different approaches can be used for the
generation of orthogonal signals, e.g., using a TDMA (Time Division Multiple Access), an
FDMA (Frequency Division Multiple Access) or a CDMA (Code Division Multiple Access)
approach [25]. Due to the small bandwidth of the sensor, a TDMA approach is used in this
contribution. Thus, the excitation signals

xex,i(n) = cos(2π fr(n − κi))w(n − κi) with κi = (i − 1)Lmf ∀i ∈ {1, . . . , Nc} (7)

are cosine signals at the resonance of the magnetoelectric sensor [15]. The signals are
weighted with a Hann window w(n) [26] of length Lsig, so that a smoothed in- and out-
fading of the signals is ensured. Additionally, the condition Lmf ≥ Lsig must be fulfilled. If
Lmf > Lsig, there is a pausing time between two consecutive coil signals. This is important
when considering the impulse response of the sensor. The excitation signals are repeated
every Lr = NcLmf samples

xout,i(n) = xex,i(n − λLr) with λ ∈ Z (8)

and transmitted by the coils after D/A conversion. It should be noted that Lr = Lmf if an
FDMA or a CDMA approach is chosen, because the signals are transmitted simultaneously
by all coils.

As can be seen from Equation (1) the magnetic field of a coil is proportional to the
driving current. Since the output of the D/A converter is proportional to a voltage, the
excitation signals xex(n) = [xex,1(n), . . . , xex,Nc(n)]

T are linearly deformed in amplitude
and phase. This can be described by the impulse response of the coil hc,i(n), denoting the
relationship between the voltage and the current of the coil i. Additionally, the signals are
modified by the impulse response of the magnetoelectric sensor hs(n), as can be seen from
Equation (2). Thus, the signals xex(n) must be equalized either prior to the deformation
due to the coil and sensor impulse response or before they are forwarded to the matched
filter. In this contribution, the matched filter impulse responses are adapted to match with
the modified transmitted signals, so that they are again comparable to the coil signals
measured by the sensor. Each coil excitation signal is adjusted individually by the equalizer

heq,i(n) = ĝc,i ĥc,i(n) ∗ ĥs(n) , (9)

with ĥc,i(n) and ĥs(n) denoting the approximated impulse responses of the coil i and
the magnetoelectric sensor, respectively. The factor ĝc,i describes the influence of other
components in the measurement setup. This includes for example different gains of the
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individual coil amplifier channels and different conversion factors of the coils from current
to magnetic field. This is, e.g., due to variances in the number of windings. These values
are approximated by a constant for the considered frequency range. The values for the six
coils and amplifier channels used in this study are given in Table 1.

Table 1. Parameter of the coils and amplifier channels used in this study. The conversion factors of
the coils describing the relationship between current and magnetic field are described by the column
conversion. The gains of the coil amplifier channels are normalized to the maximum value (channel 6).
Both values are determined at the resonance frequency of the sensor.

Number Conversion (mT/A) (@7712 Hz) Amplifier Gain (Relative, @7712 Hz)

1 13.2 0.9632
2 12.4 0.9823
3 12.8 0.9592
4 12.8 0.9751
5 12.2 0.9549
6 12.5 1.0000

The equalized signals are calculated according to

xeq,i(n) = geq,i xex,i(n) ∗ heq,i(n)︸ ︷︷ ︸
x̃eq,i(n)

(10)

and forwarded to the matched filter. The weighting factor geq,i =
1
Ei

ensures that each
equalized signal has the same correlation output value one between the signals xeq,i(n)
and x̃eq,i(n) at lag zero. The factor Ei is the auto-correlation output of x̃eq,i(n) at lag
zero. In Figure 6 the cross correlation of the signals xeq,i(n) and x̃eq,i(n) at time lag zero
is visualized.

Figure 6. Cross correlation between individual equalized coil excitation signals.

It is obvious that adjacent coils signals have cross correlation values different than
zero. This is due to the decay behavior of the sensor impulse response. Nevertheless, the
shown values are still sufficient for separating the coil signals.

4.2. Matched Filter

As described in Equation (2), the input signal of the sensor is a superposition of the
magnetic coil signals. Additionally, noise sources superimpose the signal. To obtain a high
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signal-to-noise ratio (SNR) the coil amplitudes can be increased, which leads to a high
energy consumption. Alternatively, a matched filter [27] can be used, which increases the
SNR and thus can perform well also with lower energy consumption. This additionally
makes the algorithm more robust against distortions. Hence, to obtain the amplitudes of
the coil signals measured by the magnetoelectric sensor, the sensor input signal xin(n) is
matched filtered with the equalized coil excitation signals

xmf,i(n) = xin(n) ∗ xeq,i(Lr − n) . (11)

The matched filter output can be evaluated every Lr samples, since all coil signals
have then been completely transmitted once

mi(k) = xmf,i(kLr) , (12)

with the value mi(k) corresponding to the amplitude of the coil signal i at the sensor.
These amplitudes are summarized in the vector m(k) = [m1(k), m2(k), . . . , mNc(k)]

T and
forwarded to the localization algorithm.

4.3. Localization Algorithm

For the estimation of the position and orientation of the sensor, the matched filter
output vector m(k) is compared with the columns of the lead-field matrix A. As stated
in Equation (4), each column aj describes the coil amplitudes that would be measured
by the sensor (after being filtered by the matched filter), if the sensor would occupy the
defined position and orientation pair described by pj. To be more robust against gain
uncertainties and to ensure comparability between the measured coil amplitudes and the
lead-field matrix columns, the vectors are normalized to the respective absolute maximum
value beforehand. The values for the cost function c(k) = [c1(k), . . . , cj(k), . . . , cNp(k)]

T

are calculated by [15]:

cj(k) =
Nc

∑
i=1

∣∣∣∣∣ aij

max {|aj|} − mi(k)
max {|m(k)|}

∣∣∣∣∣
2

∀ j ∈ {1, . . . , Np} (13)

The estimated sensor position and orientation is then given by the position-orientation
pair of the forward problem with the minimum cost function value

p̂(k) = pl(k) with l(k) = argmin
j

cj(k) (14)

and can also only be determined every Lr samples. It is obvious that localization errors
occur due to the discretization of the localization area. If the sensor is not directly located
on a defined grid point, the localization error will be at least the distance between the
closest grid point and the sensor’s location. Unfortunately, even higher localization errors
can occur in some forward model configurations, due to the shape of the cost function
c(k). Further information can be found in Appendix A. To overcome this problem a
higher resolution is required. However, this will increase the computational complexity
dramatically and hence can endanger the real-time capability of the system. By increasing
the resolution iteratively, the localization can be performed with high accuracy and a
moderate increase in computational complexity.

The flow chart for the iterative localization process is shown in Figure 7. The first
iteration is calculated as described before. Instead of considering only one estimated
position-orientation-pair as stated in Equation (14), the Nb best position-orientation-pairs
are taken into account. The minima and maxima of the included position-orientation-pairs
plus a fraction (one step size) of the previous grid form the boundaries of the new grid.
The new grid is again divided into Np position-orientation-pairs and the forward problem
as described in Equation (4) is calculated. From then on, the steps are repeated as described
in the upper part of this section. Grid refinement stops when either the resolution between
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two adjacent grid points is less than a specified resolution or the maximum number of
iterations Nit has been reached. The estimated position-orientation pair is given in the last
iteration as described by Equation (14).

Figure 7. Flow chart of the iterative localization approach for one time step k. As long as neither the
maximum number of iterations nor the desired resolution is reached, the algorithm keeps refining
the localization grid.

4.4. Postprocessing

To mitigate possible outliers in the localization results, a linear Kalman filter for
smoothing the estimated localization outcomes is used. The measurement equation of the
system can be described by

p̂(k) = Hs(k) + nm(k), (15)

with the state variables s(k), the observation model H transforming the states into the
measurement variables, and supposing white Gaussian measurement noise nm(k) [28].
Assuming a linear system, the state variables are updated via the equation

s(k) = Fs(k − 1) + np(k) . (16)

The matrix F is the state transition matrix and np(k) is white noise with zero mean [28].
Due to the noise processes the measurement variables are subject to errors. The Kalman
filter attempts to predict the states and thus reduces the influence of the noises stated in
Equations (15) and (16). The calculations are performed according to the descriptions in [28].
Based on the Nm = 6 measured variables summarized in p̂(k), there are Ns = 3 · Nm = 18
states available, when additionally considering the velocity and acceleration of the mea-
sured variables. The initialization of the variables and covariance matrices are described in
Appendix B. The enhanced localization output is denoted as p̂enh(k). It is worth noting
that the Kalman filter outputs should not lie outside the localization area and are thus
restricted to the boundaries of the localization grid.
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5. Measurements and Results

For the proof of principle, the measurements were performed in a two-dimensional
space, i.e., only considering the x and y components of the sensor position and only
considering the angle yaw ψ for the orientation of the sensor. The z component of the
sensor’s position, as well as the orientation angles roll ϕ and pitch θ are assumed to be
zero. Nevertheless, the proposed method can easily be performed in the three-dimensional
space without any restrictions. More coils should be used for this, positioned in the three-
dimensional space. Additionally, a smaller initial grid resolution might be used to keep
the computational complexity low. The measurements were performed with a real-time
system developed at the chair of Digital Signal Processing in Kiel [29]. A picture of the
graphical user interface of the tool is shown in Figure 8.

Figure 8. Graphical user interface of the real-time system used for localizing the magnetic sensors. The estimated position
and orientation of the sensor is shown graphically in the 3D view and as text in the lower left corner. The number of
iterations Nit, the number of considered position-orientation pairs for refining the localization grid Nb and the desired
resolution in position and orientation are adjustable during runtime.

The parameter used for the measurements (as defined in the sections above) are listed
in Table 2. The localization area is limited to values between 0 cm and 50 cm in x and y
direction and between −90◦ and 90◦ for the yaw angle.
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Table 2. Parameter of the coil signals used in this study.

Parameter Nc Lsig Lmf fs (kHz) Nit Nb Np

Value 6 2048 28,672 192 10 10 49,419

The waiting time between two consecutive coil signals must be rather high due to
the decay of the impulse response of the sensor. Consequently, a total time of Lr

fs
= 896 ms,

with fs being the sampling rate, is needed to completely transmit the signals and thus to
generate one localization result. This time can be shortened tremendously when using a
sensor with a higher bandwidth. The sensor is placed in fixed positions and with fixed
orientations to determine the accuracy of the algorithm. The tested position-orientation
pairs ps,j were chosen randomly and are shown in Figure 9. The arrow directions represent
the sensor’s long axis.
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Figure 9. Position-orientation-pairs of the sensor used for testing the localization algorithm.

The tilt between the sensor’s sensitive and long axis has been approximately deter-
mined by manually rotating the sensor in a Helmholtz coil. The tilt was measured outside
a shielded environment and results in γ ≈ −45◦. However, the tilt of the sensor depends
on various factors, such as the strength of the bias field [30] (e.g., the earth’s magnetic field)
and is therefore only an approximation.

The results of the localization for the position-orientation pair ps,3 over time are shown
as an example in Figure 10. Here, xs,j, ys,j, and ψs,j denote the x and y component and the
yaw angle of the sensor at position ps,j, respectively. The localization output without the
Kalman filter is described by x̂s,j(k), ŷs,j(k), and ψ̂s,j(k) and after smoothing by the Kalman
filter by x̂enh

s,j (k), ŷenh
s,j (k), and ψ̂enh

s,j (k).
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Figure 10. Real and estimated position and orientation of ps,3 over time. The variances in the localization result are due to the presence
of noise and cross talk in the measurement hardware.

There are some variances of the localization result over time. This is mainly due to
the presence of noise, which leads to slightly varying amplitudes at the sensor and thus
to small variations in the localization outcomes. The offset error might be due to cross
talk between the coil amplifier channels and coupling of the magnetic coil signals into
the cables and electronics. Additionally, it can be seen that the Kalman filter smooths the
estimation output over time, so that outliers in the localization results do not have such a
high impact.

To quantify the accuracy of the algorithm, a localization error is defined according to

ēr,j =
1

Nmeas

Nmeas−1

∑
k=0

√(
x̂enh

s,j (k)− xs,j

)2
+
(

ŷenh
s,j (k)− ys,j

)2
(17)

for the position estimation and

ēd,j =
1

Nmeas

Nmeas−1

∑
k=0

√(
ψ̂enh

s,j (k)− ψs,j

)2
(18)

for the orientation estimation. The number of localization outcomes is set to Nmeas = 50,
according to a measurement time of 44.8 s. The accuracy of the localization results for all
tested position-orientation-pairs is shown in Figure 11.

The localization error is lying between 1.12 cm and 6.90 cm for the position estimation
and results in a mean error of about 3.44 cm. The error for the orientation estimation is
between 3.02◦ and 16.76◦. This results in a mean error of about 11.23◦. When considering
fixed positions and orientations of the sensor, the localization output can be averaged over
time and compared to the real sensor position/orientation afterwards. When doing so, the
localization accuracy can be slightly improved and results in values between 0.46 cm and
6.52 cm for the position estimation and 1.54◦ and 15.35◦ for the orientation estimation. The
average error reduces to 3.14 cm and 10.54◦, respectively.

The high errors for the estimation of the sensor’s position can result from the noise
and the cross talk in the measurement system. Due to the different distances between the
coils and the sensor the SNR is dependent on the sensor position/orientation. For example,
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looking at position ps,9 an average SNR of about 9.5 dB is obtained at the sensor. Higher
coil currents would lead to an improved SNR. Nevertheless, the goal was to localize with
a minimum amount of energy. To avoid cross talk, the cables as well as the amplifier
channels must be shielded. Additionally, the remaining cross talk can already be considered
when setting up the forward problem or with an appropriate initial calibration. However,
since the focus of this work is on the real-time localization pipeline and the calibration
will be very extensive, it is not the subject of this work, but will be taken into account
in our future work. The high error variance of the orientation estimation can partly be
due to the change of the sensor’s sensitive axis with respect to the bias field. Even a
rotation in the earth’s magnetic field can tilt the sensitive axis [30]. This problem only
occurs with the sensors presented here and not with other types of magnetic field sensors.
Furthermore, possible calibration errors do not only influence the position estimation but
also the orientation estimation.
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Figure 11. Mean localization errors for all tested position-orientation pairs. The index j depicts the
respective position-orientation pair ps,j of the sensor as defined in Figure 9.

6. Conclusions and Outlook

An algorithmic pipeline for localizing magnetic sensors in real time was presented in
this contribution. Besides the localization algorithm itself, pre- and postprocessing steps for
an enhanced estimation of the sensor’s position and orientation have been described. The
potential of the proposed algorithm was emphasized by measurements with a magneto-
electric exchange bias ΔE-effect sensor. Nevertheless, the proposed method can be applied
to any type of magnetic field sensor. Only the coil excitation signals must be adapted to
the properties (frequency range, dynamic range, etc.) of the magnetic sensor used. Using
the magnetoelectric sensor, a mean localization error of 3.44 cm has been reached. For the
proof of principle the localization of the sensor has been limited to the two-dimensional
space. Nevertheless, the localization can be easily extended to the three-dimensional space.

The achieved results are comparable with other magnetic position estimation ap-
proaches. In [4] a 3 × 3 m grid was used for localizing, achieving an accuracy of less than
10 cm. Localizing with a 3D sensor in a grid size of 8 × 7 cm an accuracy of 2.6 mm could
be reached in [31]. In [2] a localization accuracy of ≤ 2 mm has been achieved, using
coils for the localization of the sensors in a flexible MEG system. That shows that our
localization method performs well, but can still be improved. However, the localization
method investigated in this contribution can be performed in real time and in parallel to
magnetic measurements without any degradation. Additionally, the robustness in noisy
environments is increased by the usage of a matched filter and the smoothing of the local-
ization outcomes via the linear Kalman filter. Moreover, the usage of a magnetoelectric
sensor can be advantageous with respect to later medical applications due to its small size
and the low production and operation costs.
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Until now, the biggest limiting factor is the hardware used. Moreover, only a simplified
model of the magnetoelectric sensor has been used, where the sensor is reduced to a point
model. A more detailed model of the sensor, which also considers the dimensions of the
sensor as well as a bias field dependent tilting of the sensor’s sensitive axis, could improve
the localization accuracy. The results can be further improved using multiple sensors
included in an array with fixed distances and orientations as described in [1]. To reduce
the transmitting time of the coils and thus to increase the rate of localization outcomes,
FDMA or CDMA approaches would be beneficial. This would require an adaption of the
sensor hardware.
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Appendix A. Localization Errors

As already mentioned in Section 4.3, localization errors can occur due to the discretiza-
tion of the localization area. It is obvious that the minimal localization error is defined
between the real sensor position/orientation and the closest grid point and is only zero,
when the sensor is lying directly on a defined grid point. Besides these obvious errors even
higher localization errors can occur, if the grid resolution is not high enough. This highly
depends on the coil arrangement, i.e., on the setup of the forward problem. In Figure A1
the cost function of a sensor located at point A (only considering a 2D plane and assuming
a fixed orientation) is shown assuming an exemplary (not well set up) forward problem.

Now assuming a localization grid with a coarse resolution, which is visualized by the
black lines. The points, where the lines are crossed are the potential grid positions. The
minimal localization error would be the distance between point A and point B. However,
the position-orientation pair with the smallest cost function is found at point C. This is due
to the shape of the cost function and the small grid resolution, whereby the grid points do
not lie on the minimum of the cost function. This results in a large localization error. Thus,
a higher grid resolution is needed, which leads to a higher computational complexity and
hence can endanger the real-time capability of the system. To overcome this, an iterative
localization is implemented, which refines the grid resolution progressively.
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Figure A1. Exemplary cost function. The sensor is located at point A. Due to the relatively coarse grid
(black lines), there will be a localization error of at least the distance between the point B and point A.
However, due to the shape of the cost function, the minimum that is crossing the grid lines—and
thus the localization outcome—is at point C.

Appendix B. Initialization of the Kalman Matrices

As already stated in Section 4.4 the calculations of the Kalman filter are performed
as described in [28]. The initialization of the matrices is filled as described for a discrete
Wiener process acceleration model [28].

• State transition matrix

F =

⎡⎣ INm ΔtINm
1
2 Δt2 INm

0Nm×Nm INm ΔtINm

0Nm×Nm 0Nm×Nm INm

⎤⎦ (A1)

• Measurement matrix
H = [INm , 0Nm×2Nm ] (A2)

• Covariance matrix of the process noise

Q = E{np nT
p} =

⎡⎢⎣Δt4

4 INm
Δt3

2 INm
Δt2

2 INm
Δt3

2 INm
Δt2

2 INm ΔtINm
Δt2

2 INm ΔtINm INm

⎤⎥⎦σ̂2
p (A3)

• Covariance matrix of the measurement noise

R = E{nm nT
m} = INm σ̂2

m (A4)

• State covariance matrix
S(0) = I3Nm σ̂2

s (A5)

Here, IM1 denotes a unit matrix of size M1 × M1 and 0M1×M2 a matrix filled with
zeros of size M1 × M2. E{. . .} is the expected value operator and Δt = Lr

fs
, with fs being the

sampling rate. Considering the high measurement noise and assuming a slowly moving or
fixed sensor (i.e., low process noise), the estimated variances are set to σ̂2

p = 0.001, σ̂2
m = 10,

and σ̂2
s = 500. These values were chosen exemplary.
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Abstract: Magnetoelectric (ME) sensors with a form factor of a few millimeters offer a comparatively
low magnetic noise density of a few pT/

√
Hz in a narrow frequency band near the first bending

mode. While a high resonance frequency (kHz range) and limited bandwidth present a challenge to
biomagnetic measurements, they can potentially be exploited in indirect sensing of non-magnetic
quantities, where artificial magnetic sources are applicable. In this paper, we present the novel
concept of an active magnetic motion sensing system optimized for ME sensors. Based on the signal
chain, we investigated and quantified key drivers of the signal-to-noise ratio (SNR), which is closely
related to sensor noise and bandwidth. These considerations were demonstrated by correspond-
ing measurements in a simplified one-dimensional motion setup. Accordingly, we introduced a
customized filter structure that enables a flexible bandwidth selection as well as a frequency-based
separation of multiple artificial sources. Both design goals target the prospective application of ME
sensors in medical movement analysis, where a multitude of distributed sensors and sources might
be applied.

Keywords: motion tracking; magnetoelectric sensors; artificial fields

1. Introduction

Magnetic sensing is well established in movement analysis [1,2] as most inertial
measurement units (IMUs) contain 3D magnetometers to determine the unit’s orientation in
the horizontal plane (compass). Common scientific applications include human movement
analysis, where medical doctors use motion tracking systems in both diagnosis and therapy
of neurodegenerative disorders with movement-related symptoms: sensors are commonly
applied in a lab-based assessment to examine early motor markers of Parkinson’s disease [3].
Patient monitoring in the home setting is another emerging approach that relies heavily on
wearable sensor technology [4,5].

Active magnetic motion tracking shows the potential to be a supplemental source of
reference data [6]. In comparison to the passive magnetic method, it utilizes artificial mag-
netic fields of excitation coils in combination with tracking algorithms to obtain the relative
position and orientation data between source and sensor [7]. Integrated commercial mag-
netometers based on Hall-effect sensors are well-suited for pure geomagnetic applications
(up to 50 μT), as they offer sufficient noise performance (e.g., below 0.3 μT for BMX005,
Bosch Sensortec [8]) at low cost and small integration size. For active magnetic motion
tracking, sensor performance is of much greater concern, as actuators (excitation coils)
consume significant amounts of power to generate magnetic fields, which is noticeable in
the large required currents (e.g., 1.5 A [6]). A low power consumption is generally desirable
as it improves runtime for battery-powered applications. In essence, the required power
to reach a given signal-to-noise ratio (SNR) at a given distance (and orientation) can be
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significantly decreased by the selection of a performant sensor type in combination with
optimized transmission and readout schemes.

In this contribution, we employ magnetoelectric (ME) delta-E-effect sensors [9] in direct
detection of the first bending mode (approximately 7.7 kHz) with a magnetic noise density
below 10 pT/

√
Hz in resonance. Assuming mono-frequent signals at a sensor-optimized fre-

quency, the sensors perform in the same order of magnitude as fluxgate sensors (e.g., FL1-100,
Stefan Mayer Instruments: 20 pT/

√
Hz at 1 Hz [10]) and slightly inferior to total field optically

pumped magnetometers (e.g., QTFM, QuSpin: below 1 pT/
√

Hz [11]). However, OPMs re-
quire heating power (e.g., total field OPM, Twinleaf: 0.7 W [12]) for laser and cell temperature
stabilization, which might be undesirable in body-worn setups. Better performing sensors
like superconducting quantum interference devices (SQUIDs) are not considered here, as they
bring the significant drawbacks of supercooling (SQUIDs) or magnetically shielded operation
(zero field OPMs). Aside from sensor noise, requirements differ heavily between applications
as the term “motion sensing” is used interchangeably in indoor tracking/navigation, localiza-
tion, and motion tracking of humans. Relevant performance metrics include measurement
volume, (stationary) spatial accuracy, and update rate/bandwidth.

Indoor tracking or navigation systems as in [13,14] offer a measurement volume of
multiple cubic meters aided by IMUs. In contrast, specialized devices for the tracking
of medical instruments (e.g., Polhemus Viper [15]) target a much smaller volume and
achieve sub-millimeter accuracy for the stationary case. Depending on actuator and sensor,
different frequency ranges can be targeted: direct current (dc) systems have to compensate
for the geomagnetic field and other stray fields (hard iron) [16]. Alternating current (AC)
systems [15] might operate in the very low frequency (VLF) band from 3 kHz to 30 kHz,
which is also suitable for the delta-E sensor type. Such systems avoid the geomagnetic
field and some DC stray fields but have to deal with eddy currents in nearby conductive
materials [17]. Due to their propagation velocity at the speed of light and their wavelengths
in the 10 km range, these VLF approaches do not suffer from multi-path propagation and
the Doppler effect [7], which results in a straight forward channel model for the stationary
case. However, this does not eliminate the impact of relative movement in the context of
complex field geometries.

Motion tracking systems commonly (e.g., [13]) use stationary sources in combination
with distributed sensors. As most systems use multiple (orthogonal) sources, some form of
multiple-access technique has to be employed to divide the source signals at the sensor.
The sources might therefore operate sequentially as in [6] (time division multiple access,
TDMA), by applying spreading codes (code division multiple access, CDMA) [13] or in
separate frequency bands (frequency division multiple access, FDMA), such as the magne-
toelectric approach presented here. The operation of multiple interoperable transmitters
and receivers potentially enables powerful tracking approaches, as each additional unit
results in a multitude of new data points. For a number of L sources and M sensors, this
results in L × M data points.

This article focuses on the sensing of magnetic fields where characteristics of excitation,
field, sensor, and basic signal enhancement are considered. This does not include tracking
and sensor fusion algorithms [14], which are typically the following processing stages and
can contribute to a significantly improved overall performance.

This paper is structured as follows: Section 2 details the characterization of the
components and their mathematical description in the system. Section 3 introduces the ex-
perimental setup. It also features the acquired signals for the single channel and the FDMA
approach as well as noise measurements and derived performance metrics. Section 4
contains a conclusion and an outlook.
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2. System Characterization and Simulation

The magnetoelectric motion sensing system (Figure 1) consists of three subsystems:

(1) The transmitter generates a magnetic AC field by feeding a periodic excitation signal
g(n) (zero-mean, normalized power) through an amplifier to a coil.

(2) The receiver (1D sensor, fixed orientation) moves on a trajectory�r(t) relative to the
transmitter unit. Thus, it senses the excitation signal g(t) weighted with the magnetic
flux density d(t) (desired signal) along the trajectory. This behavior resembles an
amplitude modulation.

(3) The signal processing system’s task is to estimate an unbiased d̂(k) in a frame-based
fashion with the subsampled time index k. Therefore, prior knowledge on the sensor
system (signal enhancement) and the excitation sequence (matched filter) is applied.

Processing

Signal

enhancement

Matched

filter

D
D

Figure 1. Magnetic motion sensing system overview.

The mathematical description of our approach is based on a distinction between the
periodic excitation signal g(n) and the discrete desired signal d(n), which corresponds to a
DC magnetic field with time variance induced by motion. The central component of the
enhanced signal p(n) is the modulation term (with minor deviations between discrete and
continuous signals omitted). Undesired signal components like stray fields and sensor
intrinsic noise are represented in the aggregated noise term up(n):

p(n) = d(n) g(n) + up(n). (1)

The matched filter separates the desired signal d(n) from the excitation signal g(n).
Therefore, the output estimation is comprised of only the desired signal power p̄d(k)
and the noise power σ2

u(k) (zero-mean). Thus, the resulting signal-to-noise ratio (SNR) is
independent of the excitation signal waveform:

SNR(k) =
p̄d(k)
σ2

u(k)
. (2)

We introduce a position-dependent SNR for spatial performance considerations that
only depends on the sensor position�r at a given moment in time, without prior knowledge
of the trajectory. Its definition requires multiple assumptions:

(1) The period of the highest frequency component in the desired signal Tmax
d is much

longer than the temporal length of the matched filter Tmf. This leads to a desired
signal power d2(�r) which is approximately constant within a frame.

(2) The noise power is both space- and time-invariant within the measurement area and
duration.

SNR(�r) =
d2(�r)

σ2
u

(3)

The following subsections focus on the contributions of the source and the sensor
system regarding this metric in the system’s operating frequency range near the sensor’s
resonance frequency f0 of approximately 7.7 kHz.
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2.1. Source Selection and Limitations

As a setup with multiple homogeneous or linear gradient fields is difficult to employ
in a scenario with distributed moving sources, we used small cylindrical air coils. Manufac-
turing was done by spooling approximately 80 windings (Nw) of 0.5 mm enameled copper
wire on a 3D-printed plastic body. The medium radius R was approximately 6.7 mm.

According to Ampere’s circuital law [17], the magnetic flux density of a conductor
loop is driven by the current Irms. For a specified input voltage (voltage source) Irms is
limited by the electrical impedance of the coil, whose equivalent circuit is assumed here as
a copper resistance in series with an inductance. Both parameters of the primarily used coil
in the relevant frequency range were measured with a vector network analyzer (Bode 100,
Omnicron Labs [18]). The resistance (Figure 2a) is close to 0.24Ω at f0, while the inductance
(Figure 2b) is almost constant with 24 μH. These comparatively low values have to be
considered with regard to accurate current measurements.
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(a) Copper resistance.
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Figure 2. Impedance of the primary excitation coil.

The resulting magnetic flux density�b of the coil is also affected by its physical prop-
erties. As a universal approach, the law of Biot–Savart [17] can be applied for the field
computation of an arbitrary ensemble of line conductors. While there are analytic solutions
for a simple cylindrical helix coil [19], a more complex coil might require a computationally
intensive discrete model.

The magnetic dipole equation [20] offers a lightweight alternative, assuming the
displacement r is much greater than the medium radius of the coil R. The actual distance
requirement is dependent on the coil and the acceptable imitation error and might lay
between 4 and 10R [21]. The magnetic flux density�b(�r) at a specified position�r depends on
the vacuum permeability μ0, and the coil’s magnetic dipole moment �m with the number of
windings N. Each vector (�r, �m) is comprised of the vector norm (r, m) and the corresponding
unit vector (�er,�em). This equation describes a time-invariant (DC) magnetic field, which
yields an AC field, when modulated with the excitation signal g(n):

�b(�r) =
μ0

4πr2 · 3�r(�m ◦�r)− �m r2

r3 with �m = Nw Irms R2 π�em. (4)

The magnetic flux density at the sensor’s position is comprised of constant, distance-
dependent, and directivity-related contributions. This results in a nominal flux density b0
with a field constant a0, a 1/r3 decay (path loss), and a corresponding loss due to directivity
�Θ(�er).

�b(�r) = a0 Irms︸ ︷︷ ︸
b0

· 1
r3 · �Θ(�er) (5)

The nominal field b0 determines the feasible magnetic flux density at a specified
position. It is constrained by competing geometric and electric parameters, as only a
limited number of windings Nw at a radius R fit into a constrained space. A reduced wire
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cross section enables more windings, but increases the electrical impedance and vice versa.
An increase in current is generally possible within the voltage range of the source, but is
ultimately limited by thermal constraints.

2.2. Sensor Characterization and Idealization

This motion sensing approach uses exchange bias magnetoelectric delta-E cantilever
sensors with a sensor element made of multiple layers of magnetostrictive FeCoSiB material
and piezoelectric material on a silicon substrate [22]. A sensor element and a low-noise
charge amplifier [23] together form the ME sensor system.

The ME cantilever sensor is a vector magnetometer [24]. Accordingly, it will pick up
magnetic fields depending on the orientation of its sensitive axis �es. Fabrication might
cause a tilt between the physical long axis and the sensitive axis. Based on our observations
while rotating the sensor in a Helmholtz coil, the tilt is very small (low single digit degrees
maximum) for this specific sensor. Thus, the magnetic flux density d(�r) that the sensor
picks up due to modulation might be modeled as the dot product of the sensor orientation
and the magnetic vector field:

d(�r) = �es ◦�b(�r). (6)

The sensor characterization measurements were done in the optimized conditions
of a magnetically shielded measurement setup [25]. Therefore, real-world measurements
will show an inferior sensor performance. The selected frequency space is targeted at the
first bending mode close to 7.7 kHz, which is specified by the mechanical properties of the
cantilever. Delta-E effect readout schemes for much lower frequencies [9] are also possible
for this type of sensor, but not used in this application.

Based on the assumption of Linearity and time invariance (LTI), the measured fre-
quency response Ĥ(ejΩ) (Figure 3a) quantifies the conversion of a magnetic field into a
voltage. It is synonymous with the sensor’s sensitivity in this context.
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(a) Sensitivity curve with peak sensitivity at the resonance frequency.
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Figure 3. Frequency response of the ME sensor.

The sensitivity curve (Figure 3a) results from multiple discrete measurement points
interpolated using a spline method. The data were obtained using a magnetic sine sweep
at a peak amplitude of 100 nT. The peak sensitivity (approximately 100 kV/T) is reached at
the resonance frequency (approximately 7.684 kHz). The filter characteristic (Figure 3b) of
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the sensor is obtained from the logarithmic amplitude response normalized to the peak
sensitivity ĤΩ0,dB(ejΩ). The terminology for discrete-time signals with the normalized
angular frequency Ω and the corresponding resonance frequency Ω0 leads to:

|ĤΩ0,dB(ejΩ)| = 20 log10

(
|Ĥ(ejΩ)|
|Ĥ(ejΩ0)|

)
. (7)

The resulting 6 dB bandwidth of 12.5 Hz and the resonance frequency were adopted
to design a digital filter that approximates the filter characteristic in the region of interest.
Based on a priori knowledge of the mechanical cantilever, an infinite impulse response
(IIR) peak (resonator) filter [26] was chosen (Figure 3b).

The voltage noise amplitude spectral density (ASD) Âvv(Ω) (Figure 4a) is the other
crucial performance metric obtained from the ME sensor characterization. It enables the
estimation of the noise power at specific frequencies.
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Figure 4. ME sensor noise characteristics. (a) Voltage noise spectral density with peak and floor
value. (b) Normalized noise filter with IIR peak filter approximation defined by 6 dB bandwidth.
(c) Magnetic noise density with minimum and IIR peak filter approximation.

Âvv(Ω) (Figure 4a) reaches its local maximum of 370 nV/
√

Hz at the sensor’s reso-
nance frequency and approaches a floor level of approximately 50 nV/

√
Hz . The filter

characteristic is again obtained from the logarithmic noise density by normalizing it to the
peak noise value in resonance:
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ÂΩ0,dB
vv (Ω) = 20 log10

(
Âvv(Ω)

Âvv(Ω0)

)
. (8)

The filter characteristic is approximated similarly to the frequency response by using
an IIR peak (boost) filter [27] that employs a parallel allpass structure to limit the stopband’s
attenuation. The required design parameters include the boost factor (ratio between
passband and stopband) and the 6 dB bandwidth of 8.4 Hz (Figure 4b). The sensor’s
performance in measuring magnetic fields (magnetic noise density Âbb(Ω)) is dependent
on both frequency response and voltage noise density:

Âbb(Ω) =
Âvv(Ω)

|Ĥ(ejΩ)| . (9)

The resulting spectrum (c) presents a minimum in noise density of 4 pT at resonance
with approximately linear slopes to both sides. Some form of magnetic noise density value
(at a varying application-dependent frequency, e.g., [10]) is commonly used as an important
performance metric for magnetometers. The curve is approximated by multiplying the
inverse frequency response approximation and the voltage noise density approximation.

2.3. Signal Processing Structure

As previously characterized, the sensor offers a very limited 6 dB bandwidth of
12.5 Hz. Generally, it is beneficial for the SNR to adapt the bandwidth depending on the
target application’s requirements. Thus, an equalizing filter corresponding to the inverse
approximated frequency response was applied, which resulted in a flat frequency response
in the region of interest. Âbb(Ω) (Figure 4c) is suitable for noise performance estimations,
where a deviation from the sensor’s 6 dB bandwidth is required. This is practically realized
by some form of band limiting.

The sensor also picked up a multitude of undesired magnetic and electric fields as it
was operated unshielded in the experimental setup. This effect was even worsened by the
forceful amplification of low frequencies due to the equalizer. It might be countered by
a band limiting to the operating range of f0 ± 200 Hz, which was subsequently applied
using a 10th order Butterworth filter.

The final noise reduction step is a matched filter which corresponds to a bandwidth
limitation and demodulation based on knowledge of the excitation signal g(n). The length
of the matched filter Tmf (N samples) is an assumption on how long the desired signal
d(n) is approximately constant. In the stationary case, one might choose a very long
(e.g., multiple seconds) and therefore narrow matched filter to achieve a superior noise
performance. In the 1D motion case (>0.1 m/s ), the assumption of a constant d(n) for such
a filter is invalid. Consequently, the matched filter distorts the estimation result d̂(k) by
suppressing high frequency components of d(n).

In general, the trade-off between a high spatial accuracy for slow movements (such
as the localization of a resting object) and a high temporal accuracy for fast movements
(such as obtaining the high-frequency components of movement) has to be managed. A
matched filter implementation with the (equivalent) correlator realization [28] might be
beneficial here, as it enables the parallel use of a multitude of filters with different lengths
Nj. Thereby, the process of multiplying (weighting) the enhanced signal p(n) with the
excitation signal g(n) can be separated from the summation and is only required once.
The multiplication requires a matching phase (group delay for non-sinusoidal signals).
Processing is done at a lower common sample (update) rate fup (period: Tup) of 100 Hz
which is linked to the system sample rate fs of 48 kHz by the conversion factor c. Figure 5a
illustrates this process in principle:

d̂j(k) =
1
Nj

Nj−1

∑
i=0

p(k − i) g(k − i) with k = cn. (10)
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Our specific implementation for measurements (Figure 5a) covers two competing
matched filters:

(1) Tmf,1 targets “fast” movements with a filter length of 10 ms, which corresponds to a
two-sided bandwidth of 100 Hz.

(2) Tmf,2 targets “slow” movements with a filter length of 200 ms, which corresponds to a
two-sided bandwidth of 5 Hz.

(a) Single-channel matched filter structure.
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(b) Bandpass noise for single channel.

(c) Matched filters for FDMA.
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(d) Bandpass noise for FDMA.

Figure 5. Matched filter structures and corresponding bandwidth considerations.

Integration of the magnetic noise density (ideal conditions, cf. Figure 4c) within
the specified matched filter bandwidth illustrates the effect of the matched filter length
(Figure 5b). The carrier is placed at 7636 Hz (approximately f0− 50 Hz). Modulation due
to motion will require additional bandwidth apart from the carrier. Integration within
an ideal bandpass is illustrated here as a rectangle with a width (integration bandwidth)
and a height (square root of the integrated noise power σ2

b,j). Tmf,1 yields an approximate
theoretical noise of 80 pT, while Tmf,2 yields a significantly lower noise below 16 pT.

This matched filter implementation also allows for the separation of multiple simulta-
neously active carriers in a frequency division multiple access (FDMA) scheme (Figure 5c).
The weighting signals ga,b(n) correspond to both active carriers. Subsequently, various
matched filter lengths (e.g., N1) might be applied in parallel. Figure 5d illustrates the
placement of both carriers 100 Hz apart.
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2.4. Simulation

In addition to the physical setup, we set up a simulation to provide a reference signal
d̃(k) for the estimation result d̂(k). As the processing strictly separates the excitation signal
g(n) from the desired magnetic signal d(n), the simulation only includes a DC magnetic
field based on a dipole approximation and an idealized 1D motion in this field:

d̃(k) = �̂es ◦ â0 Îrms︸ ︷︷ ︸
b̂0

· 1
r̂3 · �Θ(�̂er) with �̂r(k). (11)

Figure 6 visualizes how the previously characterized parameters of the overall system
are included in the simulation model. In comparison to the physical setup, there is no band-
pass filter applied, so even fast simulated movements will not lead to a signal distortion.
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Figure 6. Overall signal chain including simulation.

3. Measurements and Results

3.1. Measurement Setup

Measurements were conducted in a simplified motion scenario (Figure 7) on a 1.2 m
aluminum track. The sensor system is moving on a cart towed by stepper motors with
its long axis �̂es in the direction of movement. The velocity ẋ in the central part of the
track (97 cm) is assumed to be constant. With a starting point x0 and a y0 displacement of
10 cm to each coil, the subsequent equation for the relative position is adopted for the field
simulation:

�̂r(k) =

⎛⎝x(k)
y0
0

⎞⎠ =

⎛⎝ẋ · kTup + x0
y0
0

⎞⎠. (12)

The setup features two cylindrical coils for magnetic excitation fields powered by two
composite amplifiers (based on [29]) at a current Îrms of approximately 400 mA. Optical
switches close to the beginning and the end of the track enable synchronization and
average velocity measurements. The conversion of signals between the analog and the
digital domain was done using a sound card (UFX+, RME). The basic validity of the
simulated magnetic flux density along the track was verified using a fluxgate sensor (FLC
100, Stefan Mayer Instruments).
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Figure 7. Experimental setup for magnetoelectric motion sensing. (a) Overview of the experimental setup. (b) Block
diagram of key functional components.

3.2. Single Channel Measurements

As a first proof of concept, only coil A was used to generate a magnetic field, while the
sensor was moving along the track multiple times at varying velocities. Based on the optical
switches’ trigger signals, each desired signal’s time scale was rescaled to distance. As only
the x position of the sensor is time-variant, we also refer to the measurement/simulation
results as d̂(x) and d̃(x), respectively. The previously introduced matched filter lengths
N1 and N2 were applied on each signal to manage the trade-off between bandwidth and
noise. Figure 8a shows accordance between the simulated signal and all three measured
signals. However, the signals appear to be quite noisy. In Figure 8b, there is less noise but
the signal measured at the fastest average velocity of 0.62 m/s is significantly flattened.
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(a) Matched filter length of 10 ms.
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(b) Matched filter length of 200 ms.

Figure 8. Measured signals for varying speeds and matched filter lengths.

3.3. Noise Measurements

As we established the receiver noise as the main limitation of system performance
in the previous chapter, we conducted noise measurements (without magnetic excitation)
of resting and moving sensors on the test setup (cf. Figure 8). Three different scenarios
were tested and processed using the previously introduced matched filter of length Tmf,1
and Tmf,2, respectively. The resting case (Figure 9a,b) is thereby compared with a slower
movement (Figure 9c) at the higher MF length and with a faster movement (Figure 9d) at
the shorter MF length. For each measurement, the corresponding noise standard deviation
(e.g., σa

u, 1) is provided.
While the resting case (σa

u, 1and σb
u, 2) shows a very low noise close to the spectral inte-

gration (cf. Figure 5b), the moving cases yield a significant increase in noise (approximately
100 times) due to spikes (σc

u, 1and σd
u, 2). The assumption of a stationary noise power (σc

u, 1)
during the motion is only valid for some sections of the time signal, as oscillation and
multiple prominent peaks occur.

Based on the obtained noise values σa
u, 1to σd

u, 2, multiple performance metrics re-
garding range and accuracy were calculated. Firstly, the noise floor was directly plotted
in comparison to the positive half-wave of the simulated magnetic field (Figure 10a, cf.
Figure 8). This leads directly to the SNR calculation as depicted in Figure 10b.

SNRa
1(�r)

dB = 20 log10

(
d̃(�r)
σa

u, 1

)
(13)

While σa
u, 1and σb

u, 2 show significant SNR levels even at at distance of 50 cm, the SNR
reaches zero quickly for both other scenarios at 33 cm (σc

u, 1) and 25 cm (σd
u, 2), respectively.

The noise can also be added on top of the simulated magnetic curve to obtain the uncertainty
in the measurement of magnetic flux density for each position. This results in an upper
and a lower boundary between which the measured value is to expected at the specified
confidence of one standard deviation (Figure 10c). It is now possible to reverse search the
corresponding spatial values x̂ for the upper and the lower boundary at each position.
This results in an upper and a lower estimated distance value. Error bars are included for
relevant values of 1 and 5 cm (Figure 10d). While σb

u, 2 ensures a high accuracy of 1 cm even
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at a distance of 42 cm, σc
u, 1 reaches 1 cm at a distance of 15 cm and σd

u, 2 never even reaches
1 cm.
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Figure 9. Noise measurements of moving and resting sensors. Each plot contains the noise at the
matched filter output and the corresponding RMS value from σa

u, 1to σd
u, 2.
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Figure 10. Performance metrics based on noise.
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3.4. Frequency Division Multiple Access Measurement

The FDMA approach utilizes the second excitation coil to transmit another carrier
signal in a separate frequency band. As coil B is rotated by 90◦ compared to coil A, the
sensor measures the axial component of this magnetic field. Figure 11 shows the capability
of the applied matched filter structure to smoothly separate both signals at the applied
velocity of 0.31 m/s (with a matched filter length Tmf,1 of 5 ms) even with the high dynamic
difference between both signals at a distance x close to zero.
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Figure 11. Estimated desired signals in an FDMA approach.

4. Conclusions and Outlook

In this article, we presented a concept for magnetic motion sensing using ME sensors
and multiple artificial sources. We focused on signal-to-noise ratio as the key metric
to determine the performance of this approach and showed the basic feasibility in an
experimental setup.

The setup was targeted at the demonstration of sensor measurements during a defined
movement. While the restriction of motion to a single axis is suitable for characterization,
it does not cover the full range of a 6D tracking problem, where position and orientation
of the sensor might change. The solution of such a problem might require supplemental
sensors and sources.

The first proof-of-concept measurements using a single or dual excitation signal gen-
erally show accordance with the magnetic simulation. A visual comparison between both
scenarios shows no significant influence of intercarrier interference. While the magnetic
simulation for coil A matched quite well, there was a more significant deviation for coil B.
We generally expected some uncertainty for both coils regarding the exact measurement
of the current and the estimation of position, orientation, and geometric properties of the
coil (e.g., mean radius). In particular, the current might vary between each coil as well as
between physical setup and simulation. This is due to the low impedance (cf. Figure 2),
which is consequently affected by parasitic resistances of connectors and cables as well as
measurement inaccuracy.

In contrast to the localization in the quasi-stationary case, we considered bandwidth
as a key factor in motion sensing. The proposed structure uses multiple matched filters
in parallel, which define the bandwidth requirements. The selection of the instantaneous
bandwidth manages the trade-off between a high spatial accuracy for slow movements and
a sufficient temporal accuracy for fast movements. There might be potential in an adaptive
selection based on velocity or position estimations.

The noise measurements during motion showed a significant increase in noise com-
pared to the resting case, which also leads to a degradation in SNR. Some of the noise-
increasing effects might be related to the experimental nature of the measurement setup. As
the sensor cable is trailing the cart, it might cause mechanical oscillations, which propagate
to the sensor. This is relevant for the peaks that regularly occurred during the measure-
ments. It also affected the theoretical range of 25 cm for the highest bandwidth, which was
below our initial expectations. These performance metrics (cf. Figure 10) were obtained
for an approximately constant movement. When considering the bandwidth only, they
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should be comparable for any arbitrary motion with similar bandwidth characteristics in
its corresponding magnetic (desired) signal. However, there might be other mechanical
effects in practical measurements that contribute to the additional noise.

As receiver noise was identified to be the key factor for system performance, there
are multiple potential improvements conceivable: a cantilever without a magnetostrictive
layer (piezoelectric sensor [30]) might be employed to analyze the effects of mechanical
noise due to motion and apply adaptive noise reduction schemes; electrical shielding might
improve noise performance at the cost of sensitivity and a tilted sensitivity axis (as in [9]);
additionally, an increased matched filter length is an option for slow and quasi-stationary
movements.

However, we assessed magnetoelectric motion sensing as a preliminary development
stage of a comprehensive human motion tracking system. This does not yet allow for a
meaningful comparison with common motion tracking systems. Instead, the SNR is more
of a ground floor, which can potentially be significantly improved by subsequent tracking
and sensor fusion algorithms (e.g., extended Kalman-based) if a priori knowledge on the
motion and the moving object is taken into account.

All of the applied scenarios were focused on simple movements that are not generally
comparable to the complexity of human movements. As we aim for an application in
movement analysis for neurodegenerative diseases like Parkinson’s disease, an important
next step is the application of a magnetoelectric motion sensing setup inside the clinical
motor lab with our partners at the University Medical Center Schleswig-Holstein. State-of-
the-art optical and IMU reference systems are available there to validate the magnetoelectric
measurement results and evaluate the system’s performance. As the signal processing
is currently done offline, such measurements would also greatly benefit from a real-time
implementation.
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DC Direct current
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AC Alternating current
VLF Very low frequency
TDMA Time division multiple access
CDMA Code division multiple access
FDMA Frequency division multiple access
RMS Root mean square
ASD Amplitude spectral density
MF Matched filter
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Abstract: Surface acoustic wave (SAW) sensors for the detection of magnetic fields are currently
being studied scientifically in many ways, especially since both their sensitivity as well as their
detectivity could be significantly improved by the utilization of shear horizontal surface acoustic
waves, i.e., Love waves, instead of Rayleigh waves. By now, low-frequency limits of detection (LOD)
below 100 pT/

√
Hz can be achieved. However, the LOD can only be further improved by gaining a

deep understanding of the existing sensor-intrinsic noise sources and their impact on the sensor’s
overall performance. This paper reports on a comprehensive study of the inherent noise of SAW
delay line magnetic field sensors. In addition to the noise, however, the sensitivity is of importance,
since both quantities are equally important for the LOD. Following the necessary explanations of the
electrical and magnetic sensor properties, a further focus is on the losses within the sensor, since these
are closely linked to the noise. The considered parameters are in particular the ambient magnetic
bias field and the input power of the sensor. Depending on the sensor’s operating point, various
noise mechanisms contribute to f 0 white phase noise, f−1 flicker phase noise, and f−2 random
walk of phase. Flicker phase noise due to magnetic hysteresis losses, i.e. random fluctuations of the
magnetization, is usually dominant under typical operating conditions. Noise characteristics are
related to the overall magnetic and magnetic domain behavior. Both calculations and measurements
show that the LOD cannot be further improved by increasing the sensitivity. Instead, the losses
occurring in the magnetic material need to be decreased.

Keywords: Barkhausen noise; delay line sensor; Flicker noise; Kerr microscopy; magnetic domain
networks; magnetic field sensor; magnetic noise; magnetoelastic delta-E effect; phase noise; surface
acoustic wave

1. Introduction

Since the invention of the interdigital transducer (IDT) in 1965, surface acoustic waves
(SAW) can be excited very efficiently on piezoelectric materials [1]. Due to their small
size, low cost, and high reproducibility, SAW filters have taken on a key role in modern
consumer and communication systems [2]. The same advantageous properties make SAW
technology attractive for sensor applications [3,4].

Utilizing the inverse piezoelectric effect, a SAW is excited by applying an electrical
voltage on an (input) IDT that is patterned on a piezoelectric material. The mechanical

Sensors 2021, 21, 5631. https://doi.org/10.3390/s21165631 https://www.mdpi.com/journal/sensors
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wave propagates perpendicular to the direction of the IDT in both directions on the surface
of the piezoelectric substrate ([5], p. 139). For sensing applications the substrate’s surface is
frequently coated with an additional layer which reacts to changes of the physical quantity
to measure and, in turn, alters the propagating wave in its amplitude and in its velocity.
For the detection of externally affected wave properties such a device can be equipped
with an additional (output) IDT, thus forming a so-called delay line structure. Due to
the reciprocity of IDTs and via the direct piezoelectric effect the mechanical wave is then
converted back into an electrical signal.

The operating principle of SAW delay line magnetic field sensors [6] is based on the
magnetoelastic ΔE effect. It leads to changes of the Young’s modulus E and the related
shear modulus G, respectively, of an additional magnetostrictive layer as a function of the
material’s magnetization M, i.e., of an ambient magnetic flux density B = μ0H (μ0 and
H denote the vacuum permeability and the magnetic field strength). Due to the relation
between the mechanical property G and the wave’s propagation velocity v [7] the phase
ϕ of a shear wave magnetic field sensor’s output signal is a function of the magnetic flux
density B with the phase sensitivity

SPM =
∂ϕ

∂B
=

χ

μ0
· ∂G

∂M
· ∂v

∂G
· ∂ϕ

∂v
(1)

where χ denotes the magnetic susceptibility χ = ∂M/∂H.
The first magnetoelastic SAW delay line devices were presented in the 1970s for the

possible application as magnetically tunable phase shifters [8,9], e.g., in frequency-tunable
oscillators [10]. The use of soft magnetic materials such as iron-boron (FeB) instead of
hard magnetic nickel (Ni) leads to lower ambient magnetic flux densities B required for
achieving a significant phase shift [11]. To further increase the effect or the maximum
phase shift, respectively, the thickness of the magnetic layer was increased and various
magnetic alloys were applied [12–19]. In 1992, Yokokawa et al. demonstrated that the
magnetically induced phase shift can be significantly increased if shear horizontal surface
acoustic waves, i.e., Love waves, instead of Rayleigh waves are excited [20].

The first magnetoelastic delay line magnetic field sensor capable of detecting changes
of 1 μT was presented in 1987 [21]. It was not until 30 years later that magnetically coated de-
lay lines were again operated as sensors [22] with an achieved detection limit of 140 nT [23].
The first sensor explicitly exploiting the high sensitivity of Love waves was presented in
2018 reaching a limit of detection (LOD) of 250 pT/

√
Hz at a frequency of 10 Hz [24]. Be-

sides utilizing higher Love modes in the Gigahertz regime [25] also resonant surface acous-
tic Love wave magnetic field sensors have been introduced in the last three years [26–28].
Meanwhile, Love wave delay line sensors reach limits of detection as low as 70 pT/

√
Hz at

a frequency of 10 Hz [29]. Thus, such sensors are already significantly more detective than
state-of-the-art Hall effect sensors with typical limits of detection around 1 μT/

√
Hz at a

frequency of 10 Hz [30]. Currently, the LOD of SAW magnetic field sensors is most com-
parable with magnetoresistive sensors with values around 100 pT/

√
Hz at 10 Hz [31,32].

However, giant magnetoimpedance [33] and fluxgate sensors [34], for example, still achieve
significantly better low-frequency values around or even below 10 pT/

√
Hz.

Apart from the fact that even values on measured limits of detection are rarely given,
no detailed results on the noise behavior of magnetoelastic SAW delay line sensors have
been reported so far. In a recent study on the required readout electronics for the operation
of such delay line sensors it was found that magnetostrictively coated SAW devices can
exhibit significantly increased noise compared to bare devices without magnetic mate-
rial [35]. In previous studies on the effective noise of other types of thin-film magnetic
field sensors, direct links to the magnetic domain behavior have been determined [36].
Therefore, the LOD of SAW magnetic field sensors based on magnetic thin films can only
be further improved by gaining a deep understanding of the existing sensor-intrinsic noise
sources with an emphasis on the magnetic domain behavior and its impact on the sensor’s
overall performance.
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This paper is organized as follows: Section 2 introduces the SAW magnetic field sensor
under investigation and discusses its electrical and magnetic behavior. The comprehensive
analysis of the intrinsic phase noise of SAW delay line magnetic field sensors is divided
into two parts. First, in Section 3, phase noise occurring in magnetically saturated devices
as well as in devices without any sensitive coating is discussed. Secondly, additional phase
noise phenomena due to the magnetostrictive layer are presented and analyzed in Section 4.
This article finishes with a summary of the findings in Section 5.

2. SAW Sensor

A delay line is formed using two split-finger IDT electrodes with 25 finger pairs,
a periodicity, i.e., an acoustic wavelength, of λ = 28 μm, and a finger width of 3.5 μm with
an IDT center-to-center length of L = 4.64 mm. An SiO2 layer with a thickness of 4.5 μm
deposited on top of the IDTs and the delay line acts as a guiding layer for the surface
acoustic Love wave. A magnetostrictive material (Fe90Co10)78Si12B10 with a thickness of
z = 200 nm and a length of 3.8 mm is magnetron sputter-deposited on top of the guiding
layer and between the IDTs. During deposition, for maximizing the sensor’s magnetic
sensitivity, a magnetic field is applied along the direction of the delay line to saturate the
magnetic film and to introduce an easy axis of magnetization [29].

Further details about the fabrication can be found in [37]. The sensor mainly discussed
in this paper has already been used in a previous study with a focus on the electrical
readout systems which also contains a photography of the sensor [35].

2.1. Electrical Properties

For the electrical characterization, the two-port scattering parameters sij (i, j ∈ {1, 2})
of the sensor are measured with a calibrated vector network analyzer E8361A from Agilent
Technologies at a signal power of P0 = 0 dBm. In order to counteract additional magnetic
influences (will be discussed further below), the magnetostrictive layer is magnetically
saturated with a permanent magnet (B = Bsat ≈ 10 mT) perpendicular to the wave propa-
gation direction, i.e., along the magnetic hard axis. To also minimize mismatch losses due
to reflections at the electrical-acoustical interfaces, an individual impedance matching to
the system impedance of Z0 = 50Ω was carried out using discrete inductors and capac-
itors prior to all measurements. In addition, to suppress significant signal-dropping in
the transmission characteristics due to interference of electrical crosstalk, the delay line is
connected symmetrically utilizing a balun (ATB2012-50011 from TDK) at each port.

Values for the return loss of RL( f0) = −20 log10(|sii( f0)|) dB > 20 dB (i ∈ {1, 2}) are
achieved at the sensor’s synchronous frequency of f0 = 144.8 MHz at each port (Figure 1a).
The exactly measured values correspond with an overall mismatch loss ([38], pp. 64–65)

ML( f ) = 10 log10

(
1

1 − |s11( f )|2 · 1
1 − |s22( f )|2

)
dB (2)

as low as ML( f0) = 0.04 dB which is negligible for the sensor under investigation. Thus,
the measured insertion loss (Figure 1b) at f0 with a typical value for Love wave delay
lines [39] of IL( f0) = −20 log10(|s21( f0)|) dB = 20 dB is virtually solely determined by the
SAW device itself.
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(a) (b)
Figure 1. Measured two-port scattering parameters of the SAW sensor yielding a return loss (RL) better than 20 dB at
each port (a) and an insertion loss (IL) with a value of 20 dB (b), both at the synchronous frequency of f0 = 144.8 MHz.
During the measurements, performed for an input power of P0 = 0 dBm, the sensor has been magnetically saturated at
B = Bsat ≈ 10 mT in order to avoid additional magnetic influences (which will be discussed below).

2.2. Magnetic Properties

For the magnetic characterization, magnetooptical Kerr effect (MOKE) magnetometry
and magnetic domain observations were applied using a home-build large view MOKE
setup [40,41] with telecentric optics. The magnetization loop measured along and perpen-
dicular to the device dimensions shown in Figure 2 displays a well-defined soft magnetic
uniaxial anisotropy behavior. With the saturation polarization Bs = 1.5 T [42] a uniaxial
anisotropy constant of Ku ≈ 960 J/m3 is obtained. This corresponds to a relative perme-
ability of μr,ha ≈ 950 along the magnetic hard axis. The easy axis maximum permeability,
governed by magnetic domain wall motion, is significantly higher and in the order of
μrmax,ea ≈ 10, 000.

Figure 2. Magnetization loops along (easy axis) and perpendicular (hard axis) to the direction of
wave propagation of the SAW device measured by magnetooptical magnetometry. The relative
permeability perpendicular to the direction of wave propagation is around μr ≈ 950. The magnetic
film geometry and the measurement directions are sketched.

Relevant insight into the actual magnetization behavior is obtained from the magnetic
domain behavior. A comparison of the magnetic domain behavior for ascending and
descending loop branches perpendicular to the direction of wave propagation is shown
in Figure 3. Two important points become obvious in the domain arrangement. First,
the magnetic domain behavior is asymmetric. Different magnetic domain characteristics
are found for the ascending and descending loop for a given magnetic field. Coming from
magnetic saturation spike domains develop at the edges and magnetization rotation takes
place in the center of the magnetic layer structure. The sign of initial magnetization rotation
does not depend on the sign of applied saturation field B, it is counterclockwise (ccw).
After remanence, the spike domains grow and further on penetrate the whole sample, form-
ing large magnetic domains. The switched domains then rotate clockwise (cw) with further
increase of field magnitude. Secondly, the spike domains as well as the central domain
walls are slightly tilted with respect to the dimension of the device. Both findings indicate
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a slightly tilted magnetic anisotropy axis. Consequently, the magnetization firstly rotates
towards the preferential anisotropy axis, counterclockwise for ascending and descending
external field variations. Due to the resulting symmetry breaking, after reversing the
magnetic field, the magnetization reversal from one to the now favored axis of anisotropy
takes place by domain wall motion.

Figure 3. Magnetic domain evolution for increasing (a, →) and decreasing (b, ←) direction of external field B. Magnetic
field values are indicated. The corresponding basic alignment of magnetization inside the magnetic film is sketched.
The magnetooptical sensitivity is transverse to the applied magnetic field direction.

To obtain a measure for the asymmetric magnetic domain and domain wall behavior,
a simple Sobel filter implemented in the image processor ImageJ [43] is used for estimating
the relative magnetic domain wall length with variation of B, the results of which are
displayed in Figure 4. The development of domain walls displays a strong hysteresis with a
relatively monotonous increase and then decrease in domain wall density. The domain wall
density peaks around B ≈ ∓0.5 mT for the reversed magnetic field application. Recapping,
the magnetization process is asymmetric and reversing in characteristics with reversing
magnetic field history, which is directly reflected in the magnetic domain wall density
variation with field.

Figure 4. Relative magnetic domain wall evolution for increasing (→) and decreasing (←) direction
of external field B obtained via edge detection from the magnetooptical micrographs. The intensity
from the domain wall contrast obtained by the edge detection operation is interpreted as a value
related to the magnetic domain wall length. An example on an edge detection filtered intensity
analyzed image is shown.

2.3. Electrically Induced Changes of the Magnetization Behavior

A quantitative measure of the magnetic domain switching behavior with varying
electrical input power P0 is obtained from an analysis of the magnetization behavior by
MOKE transverse magnetometry [44] with the MO sensitivity aligned perpendicular to
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the magnetic field excitation. Exemplary transverse loop data on the switching behavior is
displayed in Figure 5a.

(a) (b) (c)
Figure 5. Exemplary transverse sensitivity magnetization loops for different values of electrical input power P0 (a) and
corresponding magnetic domain switching fields Bsw and magnetic switching field reduction ΔBsw with P0 (b) derived from
the transverse loops. The magnetic energy transfer (c) is estimated taking into account (a) and the easy axis magnetization
characteristics (Figure 2). A static easy axis hysteresis loss of Pdw ≈ 60 J/m3 is estimated from the easy axis loop. The varying
electrical input power P0 was set at or close to the synchronous frequency f0 = 144.8 MHz of the device.

No change in the regular magnetization loops with an increase of input power P0 was
found. Starting from negative values of B, the transverse magnetization component in-
creases corresponding to a dominating ccw rotation of magnetization for the given MOKE
settings (dark contrast in Figure 3, Mtr/Ms > 0). After remanence, the transverse magneti-
zation component decreases due to the growth of reversed magnetized magnetic domains.
The domain switching field Bsw, with the same fraction of upward and downward mag-
netized domains, we define at the field with Mtr/Ms = 0 (note that these values are not
equal to the coercive fields). The positions of Bsw are indicated in Figure 5a. With further
reversing B (Mtr/Ms < 0) the sense of magnetization rotation inverts to cw rotation, again
confirming the slightly tilted magnetic anisotropy axis. The switching process is accom-
panied by irregular stepwise change in the transverse magnetization, corresponding to
domain wall or Barkhausen jumps. With the application of an electrical input power of P0
the general magnetization behavior remains unchanged. Yet, the domain switching field
decreases with increasing P0. The overall decrease of Bsw with P0 and the directly related
reduction of the switching field ΔBsw is displayed in Figure 5b. Even for small levels
of input power (P0 = −20 dBm) a measurable influence on the magnetic domain walls
depinning fields is visible in the data. This effect on the magnetic domains, respectively
magnetic domain walls we interpret as an energy transfer from the surface acoustic waves
to the magnetic domain walls.

An estimation of the energy transfer with B is not straightforward but comparing the
difference in the transverse magnetization loops relative to the zero-input state should
give a rough approximation of the energy transferred to the magnetic domain walls.
The difference ΔMtr/Ms is then compared to the hysteretic energy loss of the easy axis
magnetization loop (

∮
H dB) where the overall magnetization response from negative to

positive saturation is 2 · Mtr/Ms. This process is as well characterized by magnetic domain
wall motion. Assuming an idealized square easy axis loop the hysteric loss Pdw is then
defined by

Pdw =
1
2

ΔMtr/Ms ·
∮

Hea dBea. (3)

The corresponding field dependency is shown in Figure 5c. For the easy axis magneti-
zation behavior the relevant energy densities are much smaller than the uniaxial anisotropy
density. The estimated energy transfer peaks at the domain stability field, respectively,
the domain switching field, as well as with the maximum in domain wall length (compare
to Figure 2). Yet, the regime of relevant energy transfer is reduced and more asymmet-
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ric, respectively, enhanced in the domain switching regime. The linked relation of the
magnetization response on the electrical properties is discussed next.

2.4. Magnetically Induced Changes of the Electrical Properties

Characteristic magnetic influences on the SAW delay line sensor’s electrical behavior
are extracted from a series of measurements of the sensor’s two-port scattering parameters
as already described above but additionally for various ambient static magnetic flux
densities B. The results are depicted in Figure 6.

(a) (b) (c)
Figure 6. Phase response (a), group delay and group velocity (b), and insertion loss (c) of the SAW delay line sensor
obtained from a series of measurements of the two-port scattering parameters for various static magnetic flux densities B.
The results of all three sub-figures are based on data from the same series of measurements which was performed for an
input power of the sensor of P0 = 0 dBm and at or around, respectively, its synchronous frequency of f0 = 144.8 MHz.

The static magnetic fields are generated by means of a programmable current source
B2962A from Keysight and a solenoid [45]. The sensor and the surrounding solenoid are
placed inside an ultra high magnetic field shielding mu-metal cylinder ZG1 from Aaronia
AG in order to avoid significant static offsets by earth’s magnetic field. The magnetic flux
density is swept from negative to positive values and also backwards after magnetically
saturating the sensor at Bsat = ∓10 mT before each magnetic field sweep.

The static phase response ϕ(B) = arg(s21( f0, B)) shown in Figure 6a exhibits a sig-
nificant dependence on the magnetic flux density B. Compared to the value ϕ(Bsat) in
magnetic saturation, the phase changes by up to about 7 rad (≈̂400 ◦). Since the phase
changes are significant especially in the ranges around B ≈ ±0.2 mT, these regions are
of particular interest for a later sensor operation (discussed below in Section 2.5). As a
consequence of a slightly tilted magnetic anisotropy axis in the magnetic layer (Section 2.2)
the phase responses are asymmetric and hysteretic such that the minimum values are
reached just below or slightly above B = 0, respectively [29].

The phase response can be expressed by the group delay τg(B) = −∂ϕ( f , B)/(2π ∂ f )
or, analogously, by the group velocity vg(B) = L/τg(B) as depicted in Figure 6b where
the derivative of the phase response ϕ( f ) was calculated in its linear regime (compare
Figure 2a in [37]) around the sensor’s synchronous frequency ( f0 ± 2 MHz). With a value in
the range of about 3340 m/s, the latter lies well between the theoretical bulk shear velocities
vsh =

√
G/ρ of quartz (4309 m/s) and the magnetostrictive FeCoSiB (2737 m/s) with G

and ρ representing the shear modulus and the specific mass, respectively, of the individual
material [37].

In addition to the phase changes ϕ(B), an analysis of the magnetic field dependent
insertion loss IL( f0, B) reveals another significant dependence. As shown in Figure 6c,
the insertion loss increases from the fundamental value of 20 dB in magnetic saturation to
values of up to 39 dB and 41 dB, respectively, depending on the direction of the previously
performed magnetic saturation. In fact, these high values occur in those ranges where
the phase also changes significantly with the external magnetic field (compare Figure 6a).
However, obviously, maximum losses only occur on one side with regard to B = 0, namely
after zero crossing. In contrast, each phase response has two steep slopes. This loss is
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related to the corresponding magnetic domain behavior as discussed in Sections 2.2 and 2.4.
The regime of increased electrical losses coincides with the occurrence of a multi-domain
state and the shown energy transfer into the magnetic film. This leads to the dependence
on the ambient magnetic field, due to the obvious hysteretic effects. These results clearly
indicate an additional loss mechanism in the magnetic layer. Due to the general relation
between losses and fluctuations the losses are of particular interest and are therefore
characterized and discussed in detail further below.

2.5. Sensor Operation

When operating a SAW delay line sensor, the output signal is typically compared with
its input signal to extract the desired information about the measurement signal. Although,
in contrast to such open-loop systems, closed-loop or self-oscillating systems, respectively,
are also common, an open-loop analysis of the sensor can be performed without any loss
of generality [46].

Assuming an ideal oscillator signal, i.e., a sinusoidal signal without any fluctuations
in amplitude and phase

Pin(t) = P0
√

2 · cos(2π f0t) (4)

to excite the sensor at its synchronous frequency f0 with an input power of P0, the sensor’s
output signal can be described by

Pout(t) = P0
√

2 |s21( f0, B)|2 · cos(2π f0t + ϕ(B) + Δϕ(t)). (5)

The term Δϕ(t) describes random phase fluctuations due to the sensor itself which are
analyzed in detail in Sections 3 and 4. In real sensor operation, a magnetic measurement
signal Bx(t) should generally be detected with high sensitivity. Therefore B is to be
interpreted as the sum of Bx(t) and an ambient static magnetic bias flux density Bbias which
is generally applied for maximizing the sensitivity SPM. Thus, when neglecting any further
changes and fluctuations of the signal’s amplitude, Equation (5) can be written as

Pout(t) = P0
√

2 |s21( f0, Bbias)|2 · cos(2π f0t + SPM(Bbias)Bx(t) + Δϕ(t)). (6)

According to Equation (1), the phase sensitivity SPM can principally be obtained
by the derivative of the phase response ϕ(B) (Figure 6a). However, it was found that
this procedure leads to partially non-reproducible and incorrect results. In fact, a more
precise distinction must be made. The slope of the phase response which corresponds
with low insertion losses (Figure 6c) is typically unproblematic with regard to a numerical
derivation. However, the slope that corresponds with significant insertion losses is often
impaired by small phase jumps due to sudden and irreversible magnetic domain wall
behavior (Section 2.3) which, in turn, will get even more pronounced when the derivative
is calculated, thus, erroneously resulting in apparently high sensitivities. To overcome this
issue, dynamic phase measurements for the determination of SPM can be performed that
are explained in Section 4.

2.6. Noise

The frequency dependent noise floor of a magnetic field sensor system is usually given
by an amplitude spectral density in units of T/

√
Hz, often also referred to as equivalent

magnetic noise floor, detectivity, or limit of detection (LOD)

LOD( f , Bbias, P0) =

√
Sϕ

SPM
. (7)

It not only depends on the frequency f but also on the magnetic bias flux density Bbias
and the sensor’s input power P0. Although the phase sensitivity decreases above a certain
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cutoff frequency depending on the sensor’s geometry and its delay time [47], it is constant
for frequencies below 10 kHz for the sensors under investigation. The term Sϕ describes
the one-sided power spectral density (in units of rad2/Hz) of the sensor’s random phase
fluctuations Δϕ(t) ([48], p. 22). Its logarithmic representation 10 log10(Sϕ( f )) is given in
units of dB rad2/Hz. For historical reasons, the two-sided phase noise density spectrum
L ( f ) defined as L ( f ) = 1/2 Sϕ( f ) and usually given in units of dBc/Hz (dB below the
carrier) is often used [49].

A useful model for describing the frequency dependence of a power spectral density
of random phase fluctuations is the polynomial law

Sϕ( f ) =
0

∑
i=−n

bi f i (8)

with usually n ≤ 4. The exponents i = 0 and i = −1 refer to white phase noise and
1/ f flicker phase noise, respectively, which are usually the main noise processes in two-
port components ([48], p. 23) like amplifiers [50]. However, under certain circumstances,
magnetostrictively coated SAW delay line devices can also exhibit random walk of phase
(i = −2).

In the following, it will be shown that a total of five different types of phase noise
phenomena, namely

(1) f 0 white phase noise and
(2) f−1 flicker phase noise

due to the SAW device itself and

(3) f 0 white phase noise,
(4) f−1 flicker phase noise, and
(5) f−2 random walk of phase

due to the additional magnetic material are observed depending on the sensor’s
operating point.

3. Phase Noise in Magnetic Saturation

In this section the phase noise of SAW delay line elements both without any mag-
netostrictive coating as well as delay lines of which the sensitive layer is magnetically
saturated by means of a permanent magnet field (B = Bsat ≈ 10 mT) is investigated. All
phase noise measurements were performed at room temperature (T = 290 K) utilizing an
FSWP phase noise analyzer from Rohde & Schwarz while the SAW device itself is located
inside an electrically, magnetically, and acoustically shielded measurement environment.

3.1. White Phase Noise

Energy equipartition in classical thermodynamics states that the thermal energy is
1/2 kBT per degree of freedom with kB ≈ 1.38 × 10−23 J/K representing the Boltzmann
constant ([51], pp. 264–266). For signals in the frequency range well below 6 THz (at room
temperature) an overall noise energy of

N = kBT = 4 × 10−21 J ≈̂ −174
dBm
Hz

(9)

is equally partitioned into the two degrees of freedom, i.e., amplitude and phase ([48], p. 42).
Thus, for a sensor’s output signal with a power of P0|s21|2 (Equation (6)), the white thermal
phase noise is a factor of

L −1 =
2P0|s21|2

N
(10)
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below the carrier. This leads to a one-sided white phase noise power density ([48], p. 42) of

b0 =
N

P0|s21|2 =
IL N

P0
=

F N
P0

(11)

which is often expressed by the device’s noise figure F = IL = |s21|−2 (linear representa-
tions of F and IL) and linearly decreases with higher input power levels P0. Therefore, ther-
mal phase noise, i.e., white phase noise, is referred to as additive (phase)
noise ([48], p. 35).

The measurement results shown in Figure 7 were acquired with an additional am-
plifier ZFL-1000LN+ from Mini-Circuits with a previously determined noise figure of
FAMP = 1.875 =̂ 2.73 dB to amplify the sensor’s output signal. For such a chain of two
devices, the overall white phase noise power density at the amplifier’s output can be
determined by the adapted Friis formula ([48], p. 48)

bchain
0 =

(
F +

FAMP − 1
|s21|2

)
N
P0

. (12)

(a) (b)
Figure 7. Measured power spectral densities Sϕ( f ) of the random phase fluctuations Δϕ(t) of the magnetostrictively coated
sensor in magnetic saturation (a) and of an uncoated reference delay line (b). Both devices are measured for various input
power levels P0 and with an additional preamplifier. In agreement with Equation (11), the additive white phase noise
decreases with P0. Equal values for the parametric 1/ f flicker phase noise are observed because both devices are located on
the same chip.

For the SAW sensor under investigation previously introduced in Section 2, Figure 7a
shows measured power spectral densities of random phase fluctuations for various input
power levels P0. As expected according to Equations (11) and (12), the white phase noise
decreases by 10 dB each time the input power level is increased by 10 dB. Due to utilization
of the additional amplifier, the measured coefficients bchain

0 contain additional phase noise
of the amplifier. Calculating the sensor’s noise figure based on Equation (12) yields a value
of F = 21.3 dB which, within the measurement accuracy, agrees with the insertion loss of
the sensor itself (20 dB) and additional losses of the connecting coaxial cables (previously
determined to 1.2 dB). Thus, with regard to white phase noise, magnetostrictively coated
SAW delay line sensors behave exactly as described by the existing noise theory. The white
phase noise can be reduced by a higher input power level but increases with the insertion
loss, regardless of the physical causes for the losses.

For comparison, a second series of measurements with the same measurement setup
was performed for an uncoated reference delay line on the same chip as the previously
measured magnetostrictively coated delay line (a photography of this chip can be found
in [35]). The measurement results in Figure 7b show that the measured white phase noise
is about 1.25 dB lower than for the sensitive delay line (Figure 7a) because the insertion
loss of the uncoated device is lower by about the same amount. The reason for the slightly
higher losses of the magnetically coated element are probably small defects in one of its
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two interdigital transducers (microscopic images of this imperfect transducer can be found
in ([52], p. 362).

Losses due to eddy-currents always occur as soon as the coating material is electrically
conductive. In [24] it was shown that the insertion losses significantly increase when a
delay line is coated with thicker magnetic layers. If the thickness z of the magnetic layer
is less than one skin depth δ (for the sensor under investigation δ ≈ 1.4 μm ([53], p. 19),
the power loss due to eddy-currents can be calculated by

Peddy =
(2π f0)

2B̂2
0Vz2

24ρ
(13)

where V is the volume of the magnetic layer, ρ is the magnetic material’s resistivity, and B̂0
is the amplitude of the magnetic flux density in the magnetic layer [54]. With B̂2

0 being
proportional to the sensor’s input power P0, Equation (13) can be written as

Peddy =
(2π f0)

2γP0Vz2

24ρ
(14)

with γ = B̂2
0/P0. With this definition, the sensor’s additional insertion loss due to eddy-

currents yield (linear representation)

ILeddy =
P0

P0 − Peddy
=

(
1 − (2π f0)

2γVz2

24ρ

)−1

. (15)

Analytically, γ is not trivial to determine. However, based on time-resolved MOKE
microscopy, the normalized amplitude of the magnetization M̂0/Ms due to the surface
acoustic wave and via the inverse magnetostrictive effect (Villari effect [55]) could be deter-
mined to values M̂0/Ms < 0.1 for sensors with a magnetic layer thickness of z = 200 nm
at an input power of P0 = 10 mW =̂ 10 dBm. With M̂0/Ms = B̂0/Bs the coefficient γ can
also be expressed as

γ =
B̂2

0
P0

=

(
M̂0
Ms

Bs

)2

P0
(16)

yielding a value of γ < 2.25 T2/W when assuming a saturation flux density of
Bs = 1.5 T [42] for the utilized (Fe90Co10)78Si12B10 alloy. With a volume of
V = 3.07 mm · 3.92 mm · z (z = 200 nm) and a resistivity of ρ = 1.1 μΩm [56] for the amor-
phous FeCoSiB alloy, the calculated power loss and the insertion loss due to eddy-currents
yield Peddy < 68 μW (at P0 = 10 mW) and ILeddy < 1.0068 =̂ 0.03 dB, respectively, which
are neglectable values for such sensors. However, white phase noise due to eddy-current
losses is not generally neglectable. For layer thicknesses of z = 650 nm the insertion
loss yields ILeddy = 1 dB and further increases significantly for thicker layers, e.g., to
ILeddy = 8.2 dB for z = 1 μm.

3.2. Flicker Phase Noise

Unlike frequency-independent (white) noise, the noise power of other noise phenom-
ena is often confined at low frequencies. Although the power spectral densities describing
these phenomena can have various spectral shapes, the most prominent example is the 1/ f
flicker noise which, with regard to the frequency, decreases with 10 dB/decade. Hence,
1/ f noise is primarily disturbing in low-frequency applications. However, as soon as
an additional carrier signal with a comparatively high amplitude is present, the noise
also becomes noticeable around the carrier frequency, thus impairing the spectral com-
ponents of a modulating signal ([48], p. 35). Besides a nonlinear mechanism, temporal
fluctuations of the system properties can also cause the up-conversion of low-frequency
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noise ([48], pp. 44–45). An important characteristic of such parametric amplitude and phase
noise is the independence from the carrier power.

For frequencies below the corner frequency

fc =
b−1

b0
(17)

white phase noise b0 becomes neglectable and the overall power spectral density Sϕ( f ) is
dominated by 1/ f flicker phase noise described by the coefficient b−1.

In a chain of several components, e.g., a delay line followed by an amplifier, the white
phase noise of each component adds up according to Equation (12). On the contrary,
the 1/ f flicker phase noise at the output of such a chain

bchain
−1 = b−1 + bAMP

−1 (18)

is directly given by the sum of the individual 1/ f flicker phase noise coefficients [48] (p. 49)
(here b−1 and bAMP

−1 represent the 1/ f flicker phase noise components of the SAW device
and of an additional amplifier).

In advance to the noise measurements of which the results are shown in Figure 7,
the flicker phase noise coefficient of the utilized preamplifier ZFL-1000LN+ from Mini-
Circuits was determined to bAMP

−1 = 6 × 10−14 rad2. Thus, with measured flicker phase noise
coefficients of bchain

−1 = 5 × 10−13 rad2 the SAW devices contribute a flicker phase noise
of b−1 = 4.4 × 10−13 rad2. Interestingly, both SAW devices, i.e., the magnetostrictively
coated sensor as well as the uncoated reference delay line, show exactly the same flicker
phase noise indicating that the additional magnetic layer does not contribute any further
dominant flicker phase noise, at least if the sensitive layer is magnetically saturated.
As characteristic for parametric noise, the flicker phase noise does not change with the
input power.

Figure 8 shows the output power of both devices as a function of the input power P0,
each revealing strict linearity. Thus, a nonlinear mechanism for the up-conversion of the 1/ f
flicker noise can be excluded. Instead, a quasi-linear parametric mechanism ([48], p. 45)
due to fluctuating transmission characteristics of the delay line leads to noticeable noise
around the carrier frequency. Various effects can cause these fluctuations whereas, so far,
only a dominant flicker phase noise contribution of the magnetically saturated magne-
tostrictive layer can be excluded.

Figure 8. Measured output power as a function of input power P0 of the two investigated SAW delay
lines, i.e., the magnetostrictively uncoated device and the sensor in magnetic saturation. A strict
linearity is revealed for both devices. The measurements were performed with a calibrated setup
consisting of a signal generator SMBV100A and a signal and spectrum analyzer FSV, both from
Rohde & Schwarz.

Previous studies identified IDT metalizations [57–59] and the piezoelectric
substrate [58,59] as the major sources of flicker noise in SAW devices. Mobile impuri-
ties or defects in the substrate cause fluctuations in the local acoustic wave velocity [59],
thus leading to random phase fluctuations. In addition, due to a very strong sensitivity
to surface conditions, the surface acoustic wave velocity is modulated by gas molecules
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adsorbed onto the surface [58,59]. For example, as early as 1979, it was reported that the
flicker noise depends on the cleanliness of the surface [60,61].

Obviously, the elements of the sensor that are most critical in terms of fluctuations
are those that are most involved in the acoustic wave generation, propagation, and re-
conversion. Therefore, for the special case of surface acoustic Love wave devices, the addi-
tional guiding layer (here SiO2 with a thickness of 4.5 μm) is also expected to contribute to
the overall flicker phase noise. Figure 9 shows the measured phase noise density spectra of
several delay lines of basically the same design but from different wafers that are not only
based on quartz but also on LiTaO3 substrates. Although the actual partial component
responsible for the flicker phase noise is not apparent from this, the significant variance
indicates differences in the purity of the materials. Apart from few studies on phase noise
in SAW components mentioned above, most of which date back 30 to 40 years, surface
acoustic Love wave elements in particular are still rarely investigated offering opportunities
for future studies. However, as discussed in the following Section 4, in the special case of
magnetostrictively coated SAW devices, additional phase noise of magnetic origin occurs
to which the phase noise of bare devices is generally yet neglectable.

Figure 9. Measured power spectral densities of random phase fluctuations of several delay lines of
basically the same design but from different wafers. The significant variance between the measured
noise floors indicates differences in the purity of the materials that cause fluctuations in the local
acoustic wave velocity. The labels coated and uncoated refer to the presence of a magnetostrictive layer.
The measurements were performed at an electrical input power level of 10 dBm and without any
additional amplifier.

4. Phase Noise in Magnetic Operating Points

In this section, the phase noise, the phase sensitivity, and the insertion loss of the
previously introduced magnetostrictively coated SAW delay line magnetic field sensor is
analyzed for various practically relevant magnetic operating points.

4.1. Measurement Setup

The automatized measurement system depicted in Figure 10 is designed to enable the
measurement of the sensor’s phase sensitivity SPM, the phase noise Sϕ, and the insertion
loss IL as a function of both the sensor’s input power P0 as well as the ambient magnetic
bias flux density Bbias.

As before, the SAW sensor itself is located in a magnetically (ZG1 from Aaronia
AG), electrically and acoustically shielded measuring chamber and is surrounded by two
solenoids. These coils are used to generate the static magnetic bias flux density Bbias by
means of an in-house built and battery-based low-noise direct current source and for the
generation of the dynamic flux density Bx(t) utilizing a commercial precision current
source (Keithley 6221).

The internal generator of the phase noise analyzer (FSWP from Rohde & Schwarz)
is used to excite the sensor at its synchronous frequency f0 = 144.8 MHz. Because the
output power of this integrated generator cannot be finely adjusted, a programmable step
attenuator (RSC from Rohde & Schwarz) is utilized between the generator and the sensor
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which allows to alter the sensor’s input power P0 in a wide range. In a separate analysis it
was ensured that the flicker phase noise of the step attenuator can be neglected compared
to the flicker phase noise of the SAW sensor under investigation. In fact, due to its design
based on mechanical switches, the step attenuator’s flicker phase noise is even below
the inherent flicker phase noise of the FSWP phase noise analyzer when configured to
100 cross-correlations.

3 x amplifier
(3 x ZFL-1000LN+)

Signal analyzer (R&S FSV)

Step attenuator
(R&S RSC)

Magnetical, electrical, and 
acoustical shielding

Phase noise analyzer (R&S FSWP)

+1
0 

dB
m

Generator (f0) Input

Bbias Bx

AC current source
(Keithley 6221)

In-house built low-noise DC 
current source (battery-based)

Input

SAW 
sensor

P0Output
Directional coupler

(ZX30-9-4-S+)

Input

Power splitter
(ZMSC-2-1W+)

+5
 d

Bm

Lock-in amplifier (ZI UHFLI)

Channel 2 Channel 1 Directional coupler
(ZX30-9-4-S+)

+4 dBm

+1 dBm -4 dBm

Figure 10. Block diagram (top) and photography (bottom) of the utilized system for the automatized measurement of the
sensor’s phase sensitivity SPM, the phase noise Sϕ, and the insertion loss IL as a function of both the sensor’s input power
P0 as well as the magnetic bias flux density Bbias.

After amplifying the sensor’s output signal utilizing three amplifiers connected in
series (3 × ZFL-1000LN+ from Mini-Circuits) with an overall gain of approx. 75 dB the
signal is fed back to the input of the phase noise analyzer. The high gain is necessary
in cases of low input power P0 or high insertion loss IL, respectively, because the FSWP
phase noise analyzer is not equipped with an internal preamplifier. On the other hand,
at least one of these amplifiers is operated in compression if the sensor’s input power P0
is relatively high or the sensor’s insertion loss is low. This leads to an increased noise
figure FAMP of the respective amplifier [50]. However, the flicker phase noise bAMP

−1 of these
amplifiers does not increase when operated in compression, yielding an overall flicker
phase noise of the amplifier chain of bchain

−1 = 3 × bAMP
−1 = 1.8 × 10−13 rad2.
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In order to allow a determination of the sensor’s insertion loss, the sensor signal is ana-
lyzed by an additional and carefully calibrated signal analyzer (FSV from Rohde & Schwarz)
after this signal is divided into two branches by means of a conventional 3 dB power
splitter (ZMSC-2-1W+ from Mini-Circuits). Utilizing two 9 dB directional couplers (ZX30-
9-4-S+ from Mini-Circuits) the amplified sensor output signal and the generator signal
(phase reference) are fed into a lock-in amplifier (UHFLI from Zurich Instruments). It is
operated as a phase demodulator whose output signal is used for the determination of
the phase sensitivity SPM (Equation (1)) by evaluating the amplitude spectrum of the
demodulated phase signal ϕ(t) for calibrated amplitudes B̂x = 1 μT of the dynamic flux
density Bx(t) = B̂x cos(2π fxt) at a frequency of fx = 10 Hz. In addition, synchronously
to noise measurements with the phase noise analyzer (while B̂x = 0), the phase demod-
ulator, i.e., the lock-in amplifier, is used to record the random phase fluctuations Δϕ(t)
(Equation (6)) as a time-domain signal.

The additional flicker phase noise of the passive components, i.e., the directional
couplers and the power splitter, is usually as low as bpassive

−1 < 1 × 10−17 rad2 and is thus
negligible [62].

4.2. White Phase Noise

As mentioned in Section 3.1, a signal’s overall thermal noise floor of N = kBT corre-
sponds with an additive white phase noise quantified by Equation (11). White phase noise
b0 decreases with higher signal power, i.e., for sensors with low insertion losses IL and
high input powers levels P0. Only the insertion losses are relevant here, regardless of the
physical causes leading to the losses.

For the sensor under investigation, typical values for the white phase noise b0 are
depicted in Figure 11a as a function of the ambient bias magnetic flux density Bbias and
for various input power levels P0. For the sensor virtually being magnetically saturated
(at Bbias = ±1 mT) the white phase noise simply decreases by the same amount P0 is
increased. The same trend is also observed for small magnetic flux densities around
Bbias = 0. However, in this region additional magnetically induced insertion losses occur
(compare Figures 6c and 13b that lead to increased white phase noise. This is consistant
with the nucleation and presence of magnetic domain walls with the variation of Bbias
discussed above.

According to Equation (7) and using Equations (11) and (9), the limit of detection
above the corner frequency fc (Equation (17)), i.e., in the white noise regime

LOD( f )
f> fc
=

√
b0

SPM
=

1
SPM

√
IL kBT

P0
, (19)

directly scales with the phase sensitivity SPM and further improves with lower insertion
losses (linear representation of IL), lower temperatures, and higher input power levels.
Based on Equation (19), values for the LOD in the white noise regime are displayed in
Figure 11b where the underlying phase sensitivity SPM will be discussed further below
(Figure 13c). In principle, for input power levels above 0 dBm, white noise detectivities
below 1 pT/

√
Hz can be reached. However, please note that such values are only reachable

if the white noise corner frequency fc (Equation (17)) is below the cutoff frequency of the
phase sensitivity [47].
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(a) (b)
Figure 11. (a) Measured white phase noise b0 as a function of the ambient bias magnetic flux density Bbias and for various
input power levels P0. The measurements were performed at the sensor’s synchronous frequency of f0 = 144.8 MHz and
reveal the general trend of decreasing white phase noise for increasing input power levels. For magnetic flux densities
around B = 0 additional magnetically induced insertion losses occur that lead to increased white phase noise. (b) Calculated
limit of detection in the white noise regime according to Equation (19). The underlying phase sensitivity is shown in
Figure 13c.

4.3. Flicker Phase Noise

In Section 3.2 it was shown that a magnetically uncoated SAW delay line device
contributes a flicker phase noise as low as b−1 = 4.4 × 10−13 rad2. The same value is
reached for the magnetically coated device when operated in magnetic saturation. However,
sensors coated with a magnetostrictive layer that are operated outside magnetic saturation
are impaired by additional low-frequency phase noise that depends on the magnetic bias
flux density Bbias.

As shown in Figure 12 for the sensor being operated exemplary at an input power
of P0 = −10 dBm, this phase noise decreases proportionally to 1/ f so that it can also be
referred to as flicker phase noise. It is also noticeable that this additional flicker phase
noise increases with the ambient bias magnetic flux density Bbias up to a certain value (here
0.14 mT) and then decreases again. Noticeably the points of maximum flicker phase noise
switch lower values of Bbias for higher input power levels P0, indicating again a connec-
tion to magnetic domain wall occurrence. Extracting the flicker phase noise coefficients
b−1 as a function of Bbias results in a characteristic as shown in Figure 13a. Noticeably,
maximum flicker phase noise coincides with the highest magnetically induced insertion
losses (Figure 13b) and decreases when the insertion losses IL decrease, i.e., for Bbias ap-
proaching magnetic saturation and for higher input power levels P0. In comparison to the
previously determined flicker phase noise in magnetic saturation (b−1 = 4.4 × 10−13 rad2,
Figure 7a) highest insertion losses correspond with an increase in flicker phase noise power
by more than a factor of 40,000 or 46 dB, respectively. The regime of highest noise coincides
with the regime of high magnetic energy transfer into magnetic domain walls (Figure 5),
indicating a connection to magnetic domain wall processes. In investigations on mag-
netoresistive sensors an identical behavior could be observed in the past [63,64]. These
sensors also show the largest noise for operating points of maximum sensitivity which
was attributed to random fluctuations of the magnetization due to magnetic domain wall
movements and rotations [64,65].
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(a) (b)
Figure 12. Measured power spectral densities of random phase fluctuations of the SAW delay line magnetic field sensor for
increasing magnetic bias flux densities Bbias from −1.5 mT to 0 mT (a) and from 0 mT to 1.5 mT (b). Obviously, the phase
noise significantly depends on the ambient magnetic flux density Bbias. As for magnetically uncoated devices as well
as for magnetically saturated sensors (Figure 7), in the low-frequency regime, a clear 1/ f frequency dependence of the
additionally and magnetically induced phase noise is revealed.

(a) (b)

(c)
Figure 13. Measured flicker phase noise (a), insertion losses (b), and phase sensitivity (c) of the SAW magnetic field delay
line sensor as a function of the ambient magnetic bias flux density Bbias and for various input power levels P0. The sensor is
operated preferably in a certain range (marked by dotted lines, here approximately between −0.4 mT and −0.1 mT) where
the insertion losses and thus the flicker phase noise are comparatively low but the sensitivity is still high.

Apparently, when also considering the phase sensitivity SPM (Figure 13c), there is
a certain magnetically stable range (marked by dotted lines and for this sensor approxi-
mately between −0.4 mT and −0.1 mT) in which the sensor is to be operated preferably,
i.e., where the insertion losses and thus the flicker phase noise are comparatively low
but the sensitivity is still relatively high. This region coincides with the low domain wall
density regime (Figure 3) with low magnetic losses discussed in detail in Section 2.4. Note
that these measurements were performed for increasing magnetic bias flux densities after
saturation in negative direction. An inverted measurement started at positive magnetic sat-
uration virtually yields identical results only with reversed signs (compare e.g., Figure 6c),
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again coinciding with the bias field asymmetry of magnetic domain behavior and density
(Figure 4).

Due to the significant relation to the additional magnetic insertion losses it is obvi-
ous to describe the magnetically induced phase noise using the fluctuation-dissipation
theorem. Based on that theorem, a power spectral density of random fluctuations of
the magnetization

SM( f ) =
4kBT

2π f V
μ′′

r,eff

μ0
(20)

with the physical dimension (A/m)2/Hz can be derived [66,67]. It can be referred to as
flicker magnetization noise since the power spectral density SM( f ) decreases with 1/ f .
This expression is typically given as a function of the imaginary part μ′′

r of the magnetic
material’s complex permeability μr = μ′

r − jμ′′
r . In general, however, μ′′

r is also used to
account for other losses, in particular eddy-current losses, which in turn do not correspond
with flicker noise but with frequency-independent white noise [68,69]. Therefore, an ef-
fective complex permeability μr,eff = μ′

r − jμ′′
r,eff is introduced to cover only for magnetic

hysteresis losses corresponding with 1/ f flicker noise. Furthermore, μ0 and V denote the
vacuum permeability and the volume of the magnetic material. Note that f denotes the
Fourier frequency which is not equal to the delay line sensor’s synchronous frequency f0.

With the magnetic susceptibility χ = ∂M/∂H = μ′
r − 1 as the relationship between the

magnetic field strength H and the magnetization M, the relation between phase changes
and magnetization changes

∂ϕ

∂M
=

∂ϕ

∂H
· ∂H

∂M
=

∂ϕ

∂μ0H
· μ0

χ
= SPM · μ0

μ′
r − 1

(21)

can be expressed as a function of the phase sensitivity SPM (Equation (1)). Thus, the flicker
phase noise coefficient yields

b−1 = f ·
(

∂ϕ

∂M

)2
· SM( f ) = S2

PM · 4kBT
2π V

μ0μ′′
r,eff

(μ′
r)

2 (22)

when assuming that μ′
r 
 1, which is true for our soft magnetic material (Figure 2). Note

that for the discussion here, the domain wall susceptibility or the easy axis magnetic field
behavior might be the relevant figure of merit. Equivalently, for the low-frequency flicker
noise regime below the corner frequency fc (Equation (17)) the power spectral density of
random phase fluctuations is given by

Sϕ( f )
f< fc
=

b−1

f
= S2

PM · 4kBT
2π f V

μ0μ′′
r,eff

(μ′
r)

2 . (23)

According to Equation (7), the limit of detection in the flicker noise regime then yields

LOD( f )
f< fc
=

√
b−1 f−1

SPM
=

√
2kBT
V π f

μ0μ′′
r,eff

(μ′
r)

2 ≈ 36.5 nT√
f

·
√

μ′′
r,eff

(μ′
r)

2︸ ︷︷ ︸
for V=2.41×10−12 m3

(24)

which, on the contrary to the LOD in the white noise regime (Equation (19)), no longer
depends on the phase sensitivity SPM. In fact, the LOD in the flicker noise regime is mainly
determined by the complex-valued permeability of the magnetic material. Recently, we
have confirmed this result in two studies. An investigation on SAW delay lines with
magnetic layers of different thicknesses has shown that, although the sensitivity increases
significantly with thicker layers, the LOD in the flicker noise regime remains constant
due to increasing magnetic losses [24]. A comparison between the operation of such
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a sensor in the fundamental and the first higher Love wave mode also showed that,
although both sensitivities significantly differ, similar limits of detection in the flicker noise
regime resulted [70]. Another recently published investigation on ferrite flux concentrators
utilized with diamond magnetometers [69] also comes to the same conclusion that the
relative loss factor μ′′

r,eff/μ′2
r must be limited in order to minimize hysteresis noise.

For the sensor under investigation operated at an ambient magnetic bias flux density
of Bbias = −0.25 mT, detectivities as depicted in Figure 14 were measured for various input
power levels P0. In accordance with Equation (24), all measured equivalent magnetic
noise spectra improve with 1/

√
f confirming that magnetic hysteresis losses, i.e., random

fluctuations of the magnetization, dominate under these operating conditions. However,
because the flicker phase noise depends on P0 (Figure 13a), the LOD also improves with
increasing input power levels up to a value of about 70 pT/

√
Hz at an exemplary frequency

of 10 Hz for optimum input power levels between 0 dBm and 4 dBm. Thus, the magnetic
losses represented by μ′′

r,eff depend on the input power level P0.

Figure 14. Measured equivalent magnetic noise floors for various input power levels P0 at an ambient
magnetic bias flux density of Bbias = −0.25 mT (after a negative magnetic saturation). The 1/

√
f

dependency confirms Equation (24), i.e., magnetic hysteresis losses dominate under these operat-
ing conditions.

The previously discussed measurement results (Figure 13) also revealed a significant
dependence of the flicker phase noise and the phase sensitivity on the ambient magnetic
bias flux density. Nevertheless, as shown in Figure 15a, the LOD remains virtually constant
over a comparatively large range with respect to Bbias between −0.4 mT and −0.1 mT
(marked by dotted lines), thus confirming the independence of the phase sensitivity SPM.
In contrast, the dependence on the input power is significant, indicating again a dependence
of the magnetic properties on P0.

Based on the measurement results and Equation (22) the imaginary part of the mag-
netic material’s effective complex permeability

μ′′
r,eff =

b−1Vπ

2kBTμ0
·
(

μ′
r

SPM

)2

(25)

can be determined. Depending on the input power of the sensor, μ′′
r,eff is in the range

between about 500 (P0 = −10 dBm) and 50 (P0 = 4 dBm) corresponding with magnetic
loss factors tan δ = μ′′

r,eff/μ′
r ([71], p. 33) of about 0.6 and 0.06 (Figure 15b). Because the

ferromagnetic resonance frequency of FeCoSiB thin films is typically above 1 GHz rather
low losses in the frequency range around 150 MHz would have been expected [72,73]
assuming simple Landau-Lifshitz-Gilbert (LLG) resonance behavior [74]. Yet, for similar
amorphous magnetic films [75] and FeCoSiB films of similar thicknesses [76], domain wall
resonance effects in the lower 100 MHz regime have been reported and the losses were
directly connected to magnetic domain wall resonances. Eddy-current effects should not
play a role in the magnetic domain wall losses [77], only internal damping is of relevance.
If one considers the magnetic quality factor Q = 1/ tan δ with values of up to about 25
or the relative magnetic loss factor tan δ/μ′

r with values slightly below 10−4 (each for
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P0 = 4 dBm) comparable values can be found in literature [66,78]. In fact, a similar value
for the relative magnetic loss factor of 1.6 × 10−4 has recently been found for a resonant
magnetic field sensor with a magnetostrictive thin-film of the same alloy utilized here [79].

(a) (b)

(c)
Figure 15. Measured limit of detection at an exemplary frequency of 10 Hz (a) and determined magnetic key figures
(b,c) on the basis of Equation (25). On one hand, the results confirm the detectivity’s independence of the phase sensitivity
and constant magnetic properties in a wide range of magnetic bias flux densities (dotted lines). On the other hand,
a significant dependence of the magnetic properties, and thus the sensor performance, on the input power level is revealed.
The underlying measurements were performed after a previously performed magnetic saturation in negative direction.

4.4. Random Walk of Phase

So far, the sensor’s phase noise was primarily considered as a function of the frequency
and the ambient magnetic bias flux density. However, measurements at selected power
levels up to 4 dBm have already shown a significant influence of the sensor’s electrical
input power on the phase noise performance.

The results of a series of measurements as a function of the sensor’s input power P0 at
a constant ambient magnetic bias flux density of Bbias = 0 (after magnetically saturating
the sensor in negative direction) are depicted in Figure 16. As observed before, the insertion
losses decrease with higher P0 by about 1.8 dB in the considered range from −30 dBm to
8 dBm (Figure 16a). Decreasing P0 again virtually results in the same values. Furthermore,
two additional measurements performed (gray) confirm the repeatability of this experiment.
The only differences are marginally shifted curves due to different magnetic domain
configurations after magnetically saturating the sensor. Although the losses decrease only
moderately with higher P0, a significant reduction of the phase noise (here exemplary at a
frequency of 10 Hz) by a factor of about 640 is observed over a wide range (Figure 16b).
For all power levels approximately below 4 dBm the power spectral densities of random
phase fluctuations progress strictly proportional to 1/ f as shown exemplary in Figure 16c
for P0 increasing from −12.5 dBm to −7.5 dBm, referred to as region A. These results again
confirm the previously discussed dominance of 1/ f flicker phase noise due to random
fluctuations of the magnetization directly related to magnetic hysteresis losses.
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(a) (b)

(c) (d)

(e) (f)
Figure 16. Measured loss and phase noise characteristics as a function of the sensor’s electrical input power P0 at a constant ambient
magnetic bias flux density Bbias = 0 (after negative saturation). A direct relation between (hysteresis) losses (a) and phase noise at an
exemplary frequency of 10 Hz (b) is revealed for input power levels P0 approx. below 4 dBm. In this regime, i.e., in region A, the power
spectral densities of random phase fluctuations progress proportionally to 1/ f (c). At higher power levels, i.e., in region B, random
walk of phase (1/ f 2) occurs (d) that is caused by Barkhausen jumps (f) that do not occur at lower power levels (e). Please note the
artificial phase offsets for clearer illustration in (e,f).

However, if P0 is further increased, the phase noise in all three series of measurements
increases again, partly significantly (Figure 16b), although the losses continue to decrease
slightly or stagnate at a constant level (Figure 16a) indicating the occurrence of an additional
mechanism. This regime is referred to as region B and occurs approximately above 3 dBm
for the sensor under investigation. A consideration of the associated power spectral
densities of random phase fluctuations (Figure 16d) reveals that this increased phase noise
corresponds with slopes of 1/ f 2 (highlighted by reddish colors), referred to as random walk
of phase ([48], p. 23). In contrast to region A (Figure 16e), the corresponding time signals
in region B show jumps, also highlighted by reddish colors (Figure 16e). From literature it
is well-known that stochastic changes of the size of magnetic domains correspond with
1/ f 2 slopes in the associated power spectral densities ([80], p. 281). Therefore, the random
walk of phase is caused by so-called Barkhausen jumps. In the following we prove that the
magnetic fluctuations are related to hopping of magnetic domain walls.

The assumption of low-frequency domain wall switching events is proven by in-situ
magnetic domain observations. In Figure 5 we have shown that the magnetic switching
process is altered with the electrical input power. The sporadic reorientation of magnetic
domains without an alteration of the magnetic field is demonstrated in Figure 17. In addi-
tion to the magnetic domain states in Figure 17a–d the difference in the magnetic domain
states over time is displayed in Figure 17e–h. The magnetic domains reorient across several
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seconds even for the given small input power. Magnetic domain walls move to a more sta-
ble state with time, where the probability of occurrence of magnetic domain reorientation
increases with the electrical input power. Therefore, for each domain wall jump, the mag-
netization component Mtr/Ms increases. For the shown example, the overall process is
mostly limited to two domain walls. The reorientation process in the negative bias field
is a direct consequence of the slight misorientation of the magnetic anisotropy axis in the
system. It should further be noted that the probability of domain switching events will
also depend on the reverse magnetic bias field value, increasing drastically approaching
the domain reorientation field discussed in Section 2.3. Electrically induced changes of the
magnetic structure with zero field are also visible from the transverse magnetization curve
data (Figure 5a), where a reduction of transverse remanence Br becomes already visible
with P0 = −10 dBm.

Figure 17. Magnetic domain observations with a constant magnetic bias field of B ≈ −0.4 mT.
(a–d) Magnetic domain structure over time with an input power of −15 dBm. (e–h) Differential
domain images displaying the alteration in the magnetic domain states over time. (i) Change of the
transversal magnetization component Mtr/Ms with time. The positions of high domain activity are
indicated in (b).

5. Conclusions

In this paper, the noise behavior of SAW delay line magnetic field sensors coated with a
thin-film of magnetostrictive material is investigated by means of extensive measurements,
the results of which were used to describe the noise analytically. Such sensors utilize the
magnetoelastic ΔE effect that leads to a magnetically induced alteration of the surface
acoustic wave’s propagation velocity. Electroacoustic transducers at the sensor’s input and
output port are utilized to generate the SAW and to provide an electrical signal whose phase
contains the information about the magnetic field strength. Due to various sensor-intrinsic
phenomena the output signal is impaired by phase noise that limits the detectivity.

Besides a discussion of the sensor’s electrical properties around the synchronous
frequency of 144.8 MHz, insights into its magnetization behavior are given based on the
magnetic domain behavior obtained by means of magnetooptical Kerr effect microscopy
and magnetometry. An asymmetric domain behavior is revealed in which, coming from
magnetic saturation, spike domains develop at the edges. After remanence, the spike

106



Sensors 2021, 21, 5631

domains grow and further on penetrate the whole sample, forming large magnetic domains
that are directly linked with a magnetic energy transfer from a generated surface acoustic
wave into the magnetic layer. These asymmetric and bias field dependent losses are also
reflected in the electrical transmission properties of the sensor.

With regard to the spectral shape, it is revealed that SAW delay line magnetic field
sensors exhibit three different types of phase noise, each with various causes.

Fundamental f 0 thermal phase noise, i.e., white phase noise, is directly linked to the
sensor’s insertion loss, regardless of the physical causes for the loss. Typically, the insertion
loss results from the static losses of the delay line structure and from the above mentioned
dynamic hysteresis losses in the magnetic layer. In contrast, eddy-current losses are
negligible in this frequency range and for such thin magnetic layers. White noise is
additive noise that decreases with increasing signal power. For an optimal LOD in the
white noise regime a high input power should be chosen at a magnetic operating point
where magnetic losses are as low as possible while maintaining high phase sensitivity.
In principle, the LOD in the white noise region can be reduced arbitrarily by increasing the
input power. However, since the corner frequency of the white phase noise must remain
below the cutoff frequency of the phase sensitivity, achievable values for the LOD in the
white noise regime are typically in the range around 1 pT/

√
Hz.

Every SAW delay line device exhibits fundamental f−1 flicker phase noise due to the
delay line structure itself, originating e.g., from mobile impurities or defects in the substrate
and the guiding layer that cause fluctuations in the local acoustic wave velocity. This quasi-
linear parametric mechanism is characterized by the fact that f−1 flicker phase noise is
generally independent of the sensor’s input power. It was found that magnetostrictively
coated delay lines operated in magnetic saturation exhibit exactly the same f−1 flicker
phase noise as bare devices, i.e., delay lines without any additional magnetostrictive layer.
Outside magnetic saturation, however, the f−1 flicker phase noise significantly increases
depending on the ambient magnetic bias field by more than 40 dB where maximum flicker
phase noise coincides with highest magnetically induced insertion losses, i.e., with the
occurrence of magnetic domain walls. Therefore, such sensors are preferably operated in
magnetic operating points with low magnetic losses, i.e., in the low domain wall density
regime. In this regime, and in agreement with calculations based on the fluctuation-
dissipation theorem, measurements confirmed the independence of the LOD from the
phase sensitivity. In contrast to the white noise regime, the LOD in the flicker noise regime
cannot be improved by increasing the phase sensitivity. Instead, the magnetic losses must
be limited in order to minimize hysteresis loss. Although flicker phase noise is inherently
independent of the sensor’s input power, a significant dependence of flicker phase noise
on the input power was found. This is due to the fact that the magnetic losses are power
dependent, i.e., the magnetic losses decrease with higher input power levels. For optimal
power levels in the range between 0 dBm and 4 dBm and at an exemplary frequency of
10 Hz, an LOD of 70 pT/

√
Hz could be achieved that corresponds with a relative magnetic

loss factor of about 10−4.
If the electrical input power of the sensor is increased further, the phase noise power

spectral density no longer shows a strict f−1 slope. Instead, dominant f−2 random walk
of phase noise occurs. It was found that this random walk of phase is directly linked to
sporadic reorientations of magnetic domains without an alteration of the magnetic field,
i.e., Barkhausen jumps. Therefore, for best performance of such sensors, the electrical input
power should generally be chosen as high as possible, but below the power range in which
domain network reorientation processes occur.
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Abstract: For the best possible limit of detection of any thin film-based magnetic field sensor, the
functional magnetic film properties are an essential parameter. For sensors based on magnetostric-
tive layers, the chemical composition, morphology and intrinsic stresses of the layer have to be
controlled during film deposition to further control magnetic influences such as crystallographic
effects, pinning effects and stress anisotropies. For the application in magnetic surface acoustic wave
sensors, the magnetostrictive layers are deposited on rotated piezoelectric single crystal substrates.
The thermomechanical properties of quartz can lead to undesirable layer stresses and associated
magnetic anisotropies if the temperature increases during deposition. With this in mind, we compare
amorphous, magnetostrictive FeCoSiB films prepared by RF and DC magnetron sputter deposition.
The chemical, structural and magnetic properties determined by elastic recoil detection, X-ray diffrac-
tion, and magneto-optical magnetometry and magnetic domain analysis are correlated with the
resulting surface acoustic wave sensor properties such as phase noise level and limit of detection. To
confirm the material properties, SAW sensors with magnetostrictive layers deposited with RF and
DC deposition have been prepared and characterized, showing comparable detection limits below
200 pT/Hz1/2 at 10 Hz. The main benefit of the DC deposition is achieving higher deposition rates
while maintaining similar low substrate temperatures.

Keywords: magnetron sputter deposition; FeCoSiB; ERDA; XRD; film stress; magnetic field sensor;
magnetic properties; magnetic domains; SAW

1. Introduction

Surface acoustic wave (SAW) devices constitute a multifunctional sensor concept [1]. The
use of different piezoelectric substrates and crystallographic orientations allows the excitation
of various types of surface acoustic waves, like seismic waves such as Rayleigh waves or shear
horizontal waves called Love waves. Depending on the different surface waveforms, sensors
can be used for different measurement applications such as biological molecule detection [2,3]
and temperature [4]. A large area of application for SAW sensors is a magnetic field sensor [4–8]
and a tabular comparison can be found in the Appendix A (see Table A1). The sensors are
based on various substrates and magnetic sensitive layers. Typical substrates are St-cut Quartz
in different cutting directions, LiNbO3 and LiTaO3 [2–12]. In that context, a wide range of
ferromagnetic materials are used for the magnetic sensitive layer, e.g., FeCo, FeGa, Fe2Tb and
(Fe90Co10)78Si12B10 (FeCoSiB) [10–12], which are deposited on the SAW sensor as full films,
multilayers or patterned structures [12–14]. The variety of magnetic layers display different
magnetic behavior, which is strongly correlated to the magnetic anisotropies of the magnetic
films. Controlling and adapting these for the respective layer system and utilizing them is one
of the major challenges in the development of these magnetic systems for SAW devices. The
shown research is based on ST-cut quartz SAW devices with a full film FeCoSiB layer based on
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previous studies [5,8,9] with a focus on the deposition process of the magnetic sensitive layer
with regard to material composition, magnetic anisotropy, film stress, amorphicity and overall
sensor performance.

In general, the working principle of SAW sensors is the generation of elastic waves
based on the inverse piezoelectric effect by applying a high frequency voltage to interdigital
transducers (IDT) deposited on a piezoelectric substrate.

As mentioned before, the Love wave sensors utilize horizontal shear waves. The waves
propagate along a delay line while the wave energy is concentrated at the sensor’s surface
by a guiding layer. To allow external influences to affect the sensor, it can be equipped with
an additional functional layer on the delay line. For the purpose of magnetic field sensing,
this functional layer consists of a magnetostrictive material. External magnetic fields cause
the magnetostrictive material to change the effective shear and young’s modulus, affecting
the velocity of transmitted Love waves in the guiding layer. Using opposite output IDTs,
the voltage generated in the piezoelectric material by the transmitted and influenced
shear wave is recorded and the phase change between input and output signal serves as a
measure of the applied magnetic field. In this case, a magnetostrictive layer was deposited
from a magnetron sputter target with the composition (Fe90Co10)78Si12B10 (FeCoSiB) on
top of the delay line. The general characteristics of the used sensor concept are shown in
ref Kittmann et al. [5].

In previous studies, it was shown that the preparation of a magnetostrictive layer
presents a particular challenge in terms of control of magnetic anisotropy and magnetic do-
main structure [8]. Although methods exist to subsequently adjust the magnetic anisotropy
of the film by means of heat treatments, these cannot be directly transferred to quartz
substrates. Unlike silicon (100)-based magnetic field sensors, quartz substrates for SAW
applications exhibit anisotropic thermal expansion, resulting in uniaxial film stress in
the magnetostrictive layer with thermal load. As a result, these (uniaxial) film stresses
contribute directly to the effective magnetic anisotropy in these films [15]. To minimize the
effects of film stress, changes due to anisotropic thermal expansion, deposition processes
have to be adapted to quartz to reduce the substrate temperature during deposition. On
the other hand, film stress generated by the deposition can be beneficially utilized to influ-
ence the magnetic properties of the magnetostrictive film. By introducing an additional
stress anisotropy to the induced magnetic anisotropy, it is possible to imprint an improved
alignment of the magnetic anisotropy and, thus, the magnetic domain structure in soft
magnetic material [16].

One of the most commonly used magnetron sputtering methods is based on radio
frequency (RF) sputter operation which has the advantage that thicker magnetic target
materials with strong magnetron fields can be used. For this reason, it is possible to use
the powder-sintered material FeCoSiB, as the manufacturing process and machining of
the target material requires a base thickness of several millimeters. However, the method
has a high energy input on the substrate and the resulting deposition rates are low. To
compensate for exhibited substrate heating, complex and expensive methods for sample
cooling must be applied. As an alternative, cooling phases with plasma interruption were
added to the deposition process [8,9].

This publication investigates the application of direct current (DC) deposition for mag-
netostrictive layer preparation on quartz substrates with the aim of reducing the energy
input into the substrate and increasing the deposition rate. To enable DC operation, a
magnetically adapted FeCoSiB target is used. An important aspect is the chemical com-
position of the resulting thin films. The soft-magnetic behavior of FeCoSiB depends on
the concentration of silicon and boron atoms, which serve as glass formers between iron
and cobalt [17]. The use of these elements makes the sputter-deposited layers amorphous
and by this eliminates magneto-crystalline anisotropy effects on the magnetic properties. It
must therefore be ensured that despite the change of deposition mode, the composition of
the films is unaffected so that the film structure remains amorphous. These amorphous
magnetic films show good soft-magnetic properties [18] together with a high magnetostric-
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tive response, as desired for use in SAW-based magnetic field sensors. It will be shown
that a changeover to DC deposition enables significantly higher deposition rates without
a significant alteration in structural and magnetic properties, as well as in SAW sensor
performance. For this purpose, the chemical, structural and magnetic properties of DC
and RF with different sputter pressure-deposited FeCoSiB films are investigated. The
corresponding SAW sensor performance with RF and DC deposited magnetic films is
compared in terms of sensitivity and noise.

2. Materials and Methods

The required magnetostrictive FeCoSiB layers for the experiments are deposited in a
VonArdenne CS730S sputtering system. The system has nine planar magnetron sputter
sources and allows the deposition of materials as adhesion or passivation layers without
breaking the vacuum. FeCoSiB depositions are performed from a multi-element target with
99.95% purity and at constant power for RF and DC of 200 W with argon gas flow of 40 sccm.
The chamber pressure is varied for the depositions in the range of 1.0 × 10−3 mbar to
1.0 × 10−2 mbar with a step size of 1.0 × 10−3 mbar. The depositions cannot be performed
in one cycle. Deposition time limits are necessary to keep the energy input into the sample
and the resulting sample temperature low to minimize thermal expansion-induced film
stress. Depending on the chamber pressures, deposition times are adjusted to deposit 5 nm
FeCoSiB by RF mode and 20 nm FeCoSiB by DC mode. As a result, for the preparation
of in total 200 nm thick FeCoSiB layers, 40 cycles and 10 cycles are run for RF and DC,
respectively. To ensure that the maximum temperature of the substrate does not exceed
30 ◦C, cooling breaks of 300 s (RF) and 180 s (DC) are introduced between deposition
cycles. As an additional measure, 2 mm thick AlO2 spacers are placed below the samples
to thermally decouple the SAW substrate from the aluminum sample carrier.

For the fabrication of FeCoSiB layers on SAW substrates with a thickness of 200 nm,
the Ar pressure is chosen to achieve a compressive film stress of 200 MPa. Thus, for
an Ar pressure of 2.5 × 10−3 mbar, the rate for RF is 0.16 nm/s with a cycle sequence
of 30 s deposition time and 300 s deposition pause. For DC, on the other hand, with a
chamber pressure of 2.0 × 10−3 mbar, the rate is 0.4 nm/s with a cycle sequence of 50 s
deposition/180 s cooling. As a result, the total processing time is reduced from approx. 4.5 h
for RF to 1.5 h for DC for the aimed FeCoSiB thickness. A uniaxial magnetic anisotropy
is induced in the films parallel to the SAW propagation direction by applying a static
permanent magnetic field of μ0Hdep = 70 mT during film deposition (see Figure 1). This
field is generated by two parallel aligned Nd2Fe14B permanent magnets with dimensions
of 25 mm × 6 mm × 2 mm. The magnets are connected by an iron yoke to increase
the strength and homogeneity of the generated magnetic field. The magnet is used for
all depositions.

 

Figure 1. Schematic drawing of a SAW chip in use with two SAW delay line sensors, each with an
independent guide layer. For magnetic anisotropy imprinting a magnetic field μ0Hdep is used during
deposition of the magnetic layer FeCoSiB. The sensors are operated with μ0Hbias at the magnetic
operating point during sensor operation.
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The deposited FeCoSiB films are chemically characterized by elastic recoil detection
analysis (ERDA) [19], which enables the detection of light elements in a heavy element
matrix. For the chemical analysis, 10 mm × 10 mm silicon substrates (100) with native oxide
are used. These substrates are coated with a stack of 5 nm Cr/400 nm FeCoSiB/10 nm Ta.
Here, chromium serves as an adhesion promoter. Tantalum is used for surface passivation
to prevent early corrosion of the FeCoSiB. The ERDA measurements are performed with a
Cl7+ ion beam and two different energies of 43 MeV and 35 MeV. The angle of incidence
on the film is 75◦ with respect to the normal sample. The irradiated film area has a size of
2 mm × 2 mm. The scattered Cl ions and recoiled target atoms are detected at an angle of
30◦ with a Bragg ionization chamber (BIC), which allows the energy and the atomic number
to be determined. The last is necessary to identify the particle. To measure the total energy,
the particles must be stopped completely in the BIC, which is filled with isobutane at a
pressure of 125 mbar. This pressure is optimal for the measurement of recoil atoms of C to P
and scattered Cl ions produced by a beam energy of 43 MeV. Because the recoil B atoms are
light and have a long-range, a separate measurement with a beam energy of 35 MeV has
been performed, which is sufficiently low for the B atoms to be completely stopped in the
detector. The output of the BIC detector is a 2D-histogram where the number of particles is
displayed as a function of energy and Bragg peak signal [20]. In this 2D plot, the elements
can be identified in branches, detaching from the main branch of scattered Cl ions. The
analysis depth for the recoil atoms is based on where the recoil branch detaches from the
main branch and it is highest for atoms with low atomic number (Z). For Si, the analysis
depth is relatively low as can be observed in the depth profiles (Section 3.1). H recoil atoms
have been detected with a separate solid-state detector at a scattering angle of 40◦. This
detector is preceded by a 25 μm Kapton foil to stop scattered ions and heavy recoil ions.
The depth resolution of this system is reduced because of energy loss straggling in the foil.
A separate detector is needed because the range of the H atoms is too large to stop in the
BIC detector. The processing of the measured spectra and calculation of elemental depth
profiles is performed using NDF v9.3g [21].

As described, B and Si serve as glass formers and prevent the formation of crys-
talline iron-cobalt phases. Provided that enough of the glass formers is incorporated, an
amorphous film structure is expected to form during sputter deposition. To investigate
the structure by X-ray diffraction (XRD) method, samples are prepared from silicon (100)
substrates with native surface oxide. The sample size is 15 mm × 15 mm to avoid beam
overspill. The substrates are coated by 10 nm Ta/200 nm FeCoSiB. These layers are pat-
terned by lithography and lift-off process to create a circular FeCoSiB layer with an area
of 150 mm2. No passivation layer is used for the XRD measurements, which are executed
timely after layer deposition. To examine for the X-ray amorphous state, a Rigaku Smartlab
9 kW XRD tool is operated in grazing incidence (GIXRD) geometry. Generating Cu Kα1
and Kα2 radiation, the source is run at a power setting of 200 mA and 45 kV. The resulting
diffraction patterns are recorded with a 2D detector.

Another important aspect when considering the magnetic performance on the SAW
sensors is the film stress of the magnetostrictive layer. For the determination of the respec-
tive film stress, cantilevers made of “UPILEX-S®” in a size of 25 mm × 2.5 mm × 50 μm
are used. The cantilevers are coated with a 10 nm layer of Ta before magnetic coating and
reference measurement, to improve adhesion and reflection properties. The bending of the
cantilevers before and after deposition of 200 nm FeCoSiB at varying chamber pressures
is recorded and evaluated using a Keyence VK100 laser confocal microscope. The Stoney
equation [22] is used to calculate the resulting film stresses. In order to investigate the
influence of film stress on the imprinting of magnetic anisotropy by the external magnetic
field, additional magnetic analysis samples based on 10 mm × 10 mm silicon (100) sub-
strates with native oxide are prepared for magnetic property investigations. These samples
are coated with the layer system 10 nm Ta/200 nm FeCoSiB/10 nm Ta. In this case, the
Ta layers act as adhesion promoter and passivation layer, respectively. The deposition of
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FeCoSiB for the RF and DC samples is performed at the deposition pressures between
2 × 10−3 mbar and 1 × 10−2 mbar.

The SAW sensors used for this work are based on the above-mentioned ST-Cut
quartz and have two SAW sensors with independent delay line on a sensor chip of size
14 mm × 8.9 mm. The single sensors have two pairs of split finger IDTs with a periodicity
of 28 μm and Figure 2 shows the scattering parameters (S12 and S21) for a sensor used
in this publication. The center frequency is at 142.5 MHz. All sensors investigated show
similar scattering parameters in the range between 141 MHz and 146 MHz. The variance
of the center frequency is due to thickness differences in the SiO2 wave guiding layer.

 
Figure 2. Scattering parameters (S12 and S21) of an SAW sensor used in this publication measured in
magnetic saturation. The center frequency of the Love wave device is at 142.5 MHz.

The design and fabrication of the SAW sensors has been described in detail in publi-
cations [5,8]. To evaluate the sensor properties, the SAW sensors are mounted on printed
circuit boards (PCB) and the impedance of input and output is matched to 50 ohm. The
measurements are performed using a Zurich Instruments UHFLI lock-in amplifier, a vector
network analyzer and a Rohde and Schwarz FSWP phase noise analyzer in a shielded
chamber [23,24]. Scattering parameters, magnetic sensitivity and phase noise are measured.
A more detailed description of the measurement procedure can be found in Schell et al. [8].
The cross-sensitivity to temperature of SAW sensors is well known and can be mitigated
by using a second SAW device without magnetostrictive coating for compensation [25,26].
In the experiments presented here with a focus on the influence of the magnetic layer, the
temperature in the lab environment was kept constant and a compensation method was not
applied. An additional approach to reduce these influences on ST-Cut quartz resonators is
shown in Mishra et al. [27].

For a better understanding of the magnetic layer behavior of the fabricated SAW
magnetic field sensors, large view magneto-optical Kerr effect (MOKE) microscopy investi-
gations are performed [28]. The large view microscope has the ability to image the entire
delay line and capture the magnetization loops and magnetic domain images, also on the
device level. For this purpose, the above-mentioned magnetic analysis samples, as well
as the magnetic SAW sensors, were considered. Magnetic domain images are taken in the
demagnetized state and around the devices’ working points to analyze the orientation
of the magnetic domains and their overall domain structure. To investigate the magnetic
behavior in more detail, longitudinal and transversal magnetization loops of the device
samples were measured with the application of magnetic field parallel and perpendicular
to the imprinting field μ0Hdep in the MOKE microscope. The magnetic hysteresis losses
are extracted from the magnetization loops obtained for films with different conditions of
film depositions.
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3. Results

3.1. Chemical and Structural Analysis

The ERDA depth profiles of DC (a) and RF (b) deposited FeCoSiB layers in Figure 3
show the elemental distributions in at.% as a function of profile depth in at/cm2. Based
on the estimated densities of the measured elements, an overall measurement depth of
420 nm (equal to 3526 at/cm2) can be assumed. In Figure 3, the depth profiles recorded
at accelerator energies 43 MeV and 35 MeV for a depth of 120 nm are merged for the
measured elements iron (Fe), cobalt (Co), silicon (Si), oxygen (O), carbon (C), boron (B) and
hydrogen (H).

 
(a) (b) 

Figure 3. (a,b) ERDA depth profile of FeCoSiB deposited with DC and RF. The samples consist
of a 5 nm Cr/400 nm FeCoSiB/10 nm Ta layer. The tantalum layer serves as a protection layer to
prevent oxidation. The displayed measurement depth range corresponds to approximately 120 nm.
As indicated, two different accelerating voltages 43 MeV and 35 MeV were used to obtain optimal
results for all elements.

The concentration data are derived from the measured ERDA and Cl scattering spectra
and have been calculated using NDF v9.3g. A special case arises for the elements Fe and
Co. Due to their similar masses, Fe and Co signals cannot be differentiated from each other
and are therefore summed. The uncertainty of the determined elemental concentration
of the performed measurement is in the 1 at % range for the elements (Fe+Co), Si and B.
Due to the low amounts of oxygen, carbon and hydrogen (close to the detection limit) the
relative error of O content is 10% and 20–30% for C and H. Furthermore, the depth profiles
are convoluted by the system resolution, physical effects such as straggling and isotope
distribution for B, and also by the statistical fluctuations of the spectra [19].

From the elemental depth profiles, it can be concluded that the 10 nm thick Ta top
layer has sufficient oxidation resistance and can prevent deep penetration of O. The con-
centration of O drops sharply with penetration depth, falling within the Ta layer to a
low amount of about 2 at.%, which remains constant till the end of the depth profile.
Apparently, O is incorporated into the film during deposition. Possible oxygen sources
include chamber leakage, sputter gas impurities, and the use of powder-sintered target
material. The last one is assumed to be the most likely source due to the manufacturing
method of powder-sintered targets. Furthermore, it can be seen in Figure 3 that in both
deposition cases the element distribution after the Ta top layer is constant. This provides
information that no measurable compositional variation is formed by the pause times
between the deposition cycles for DC and RF and the FeCoSiB grows as a continuous film.
The origin of the elements C and H are assumed to be due to a residual gas content in the
deposition chamber. Furthermore, manufacturing and processing of the FeCoSiB target for
the magnetic adaption could cause the incorporation of the detected C impurities.
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However, it should be noted that the configuration of the ERDA setup with BIC was
chosen to enable the detection of the target elements, whereas the Ar detection requires a
configurational change. To improve the mass separation between Ar atoms and Cl ions,
ERDA can be used with a time-of-flight analysis system (ToF). Additional ToF-ERDA
experiments reveal an upper limit of 0.5 at.% for the Ar concentration in the FeCoSiB layers.
The elemental concentrations averaged across the measured FeCoSiB cross-sections are
summarized in Table 1.

Table 1. Averaged elemental concentrations calculated from the FeCoSiB depth profile for an RF and
DC sample deposited from a target material with a nominal composition of (Fe90Co10)78Si12B10.

Sample Fe+Co (at.%) Si (at.%) O (at.%) C (at.%) B (at.%) H (at.%)

RF 77.4 11.4 2.32 0.44 8.40 0.075

DC 78.2 12.0 1.63 0.52 7.63 0.056

Fe and Co together reach a proportion of about 78 at.%, which equals the content in the
sputter target with the nominal composition of (Fe90Co10)78Si12B10. Si also reaches the target
value of 12 at.%. B, on the other hand, deviates from the desired concentration of 10 at.% by
more than 1 at.%. Within the mentioned measurement error, the ERDA measurements reveal
the same elemental concentrations for both deposition methods RF and DC.

The structural analysis was performed by XRD as described above. Figure 4 shows
the measured X-ray intensities of the two FeCoSiB films deposited by RF (DC) mode
at a pressure of 2.5 × 10−3 mbar (2.0 × 10−3 mbar). The XRD spectra show two broad
and smaller diffractions at 2 Theta equal to 34◦ and 39◦, which originate from the buried
Ta layer. The Ta adhesion promoter is still measurable due to the GIXRD penetration
depth of more than 200 nm. Due to the low intensity, it is not possible to determine any
precise information about the Ta structure. We assume a nanocrystalline or an amorphous
structure. An amorphous structure was reported for thin tantalum layers prepared by
magnetron sputter deposition [29]. The third reflex, and largest, extends around 44◦. In
this 2 Theta range, diffraction peaks can emerge from Fe at 44.77◦, Co at 47.69◦ and FeCo
at 44.97◦. It is assumed that the main source of the signal is the high amount of Fe in the
film. Broad and low-intensity distributions are measured in this 2 Theta range for possible
Fe and Co signals. No further peaks are exhibited. Based on the results of the GIXRD,
it can be assumed the amorphous FeCoSiB quality is the same, regardless of RF or DC
deposition mode.

 

Figure 4. XRD result of Ta/FeCoSiB thin films deposited by RF and DC mode at 2.5 × 10−3 mbar
and 2.0 × 10−3 mbar, respectively. For both deposition processes, the power was set to 200 W at an
Ar flow of 40 sccm. Grazing incidence XRD was used with 2 Theta ranging from 20◦ to 70◦ with
steps of 0.25◦. For a better representation, an offset for the XRD result for the thin film deposited by
DC mode was used. The adhesion promoter tantalum and a signal combination of the amorphous
FeCoSiB are noticeable.
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3.2. FeCoSiB Film Stress and Magnetic Behavior

After it has been demonstrated that both deposition methods DC and RF lead to the
same layer composition and structure, the control of film stress and imprinted magnetic
anisotropy become important parameters for the following magnetic samples and SAW
sensors. The film stresses determined for this purpose are shown in Figure 5 as a function
of Ar deposition pressure for RF and DC sputter deposition conditions.

Figure 5. Determined film stress measurements for depositions performed with DC (red) and RF
(blue) with different Ar deposition pressures. The resulting FeCoSiB film thickness was set to 200 nm
and the initial and resulting bending is measured with a laser confocal microscope. The film stresses
are calculated by the Stoney equation from the curvature of the cantilevers before and after film
deposition. (The data are fitted with a simple linear regression).

It is clearly visible that both deposition modes show a similar film stress to deposition
pressure relation. The overall course of the stress vs. Ar deposition pressure curves can be
explained by the pressure-dependent mean free path of the film formers. At lower pressure
the sputtered species retain their kinetic energy and a more compact film growth [30].
According to the assumed linear regression, the transition from compressive to tensile
stress appears at around 4.0 × 10−3 mbar and 4.5 × 10−3 mbar for DC and RF deposition,
respectively. For both deposition modes, the Ar deposition pressure can be adjusted to
obtain FeCoSiB layers with low-stress magnitudes.

To relate the changes in film stress to the magnetic properties of the film, 10 mm × 10 mm
sized samples with a 200 nm thick FeCoSiB layer were analyzed utilizing MOKE magnetometry
and microscopy. For the measurement of the magnetization loops the region of interest was
positioned in the center of the sample with a size of 5 mm × 5 mm, which approximately
corresponds to the SAW sensor magnetic film size and position. Concentrating on the center of
the films minimizes edge effects in the measurements of the magnetization reversal and thereby
reflects the actual magnetic film properties.

Magnetization loops obtained field from RF and DC deposited samples at deposition
pressures of 2.0 × 10−3 mbar and 8.0 × 10−3 mbar are shown in Figure 6. The corresponding
film stress is ≥200 MPa compressive and ≥300 MPa tensile for 2.0 × 10−3 mbar and
8.0 × 10−3 mbar, respectively. The magnetic field was applied from −3 mT to +3 mT
parallel and perpendicular to the magnetic deposition field μ0Hdep.
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Figure 6. Magnetization curves for 200 nm thick FeCoSiB films deposited with DC (a,b) and RF (c,d) at an Ar deposition
pressure of 2.0 × 10−3 mbar (a,c) and 8.0 × 10−3 mbar (b,d) measured along and perpendicular to μ0Hdep, respectively
along the presumed easy axis (ea) and hard axis (ha) of magnetization. The measured area of 5 mm × 5 mm was set to the
sample center to avoid edge effects. The measurement field was applied parallel (red) and perpendicular (blue) to μ0Hdep.

From the magnetization loops, clear uniaxial anisotropy characteristics can be derived
with the easy axis (ea) of magnetization aligned along the direction of μ0Hdep. In all cases,
the coercivity of the magnetic films increases with tensile film stress.

In Figure 7, corresponding magnetic domain images obtained at zero field from the
same RF and DC deposited samples are shown. Small tilts (up to 5◦) of the induced
anisotropy axis are visible as a result from slight field inhomogeneities in the deposition
field setup (μ0Hdep) and/or deviations in the position in the sputtering chamber.

 

Figure 7. MOKE microscopy images of demagnetized magnetic samples deposited with 10 nm Ta/200 nm FeCoSiB /10 nm
Ta with an applied magnetic deposition field μ0Hdep during deposition, at Ar deposition pressures of 2.0 × 10−3 mbar (a,c)
and 8.0 × 10−3 mbar (b,d) for DC (a,b) and RF (c,d) sputter-deposited samples. The magneto-optical sensitivity S is aligned
parallel to the μ0Hdep. The FeCoSiB films with low deposition pressure and high compressive film stresses (a,c) show a
slight misalignment of the magnetic domain walls by up to 5◦ as compared to the direction of μ0Hdep. At high deposition
pressures and high tensile stresses (b,d), magnetic domain wall pinning centers (red circles) appear in the magnetic layer.

For both deposition pressures the formation of large and well-aligned magnetic do-
mains becomes visible. In contrast to the 2.0 × 10−3 mbar samples, the 8.0 × 10−3 mbar
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samples show areas of local domain wall pinning (red circles in Figure 7), which are
particularly evident for the case of RF deposition. This is an indication of magnetically
active defects, which are related to magnetic property inhomogeneities. The domain wall
pinning becomes also visible during the magnetization reversal along the magnetic easy
axis (not shown). It is directly reflected in the variations seen in the magnetization loops
(Figure 6). Considering the high tensile stresses, the presumed magnetic property varia-
tions are assumed to be due to local magneto–elastic interactions, which directly influence
the magnetic behavior [31]. The exact nature of the defects cannot be concluded from
our measurements.

Overall, comparing the measured magnetization loops at low and high deposition
pressure, a significant broadening is visible for higher pressures, which correlates directly
with the observed changes in magnetic domain characteristics and substantiates the domain
wall pinning by local stress fields due to an increase in stress magnitude.

An accurate parameter to quantify the change in the magnetization loops is the
hysteresis loss. The hysteresis loss is especially important as it is strongly connected to
the exhibited magnetic noise in magnetoelectric composite magnetic field sensors [32–34].
Data for the whole parameter range are displayed in Figure 8a for DC and Figure 8b for RF
deposition for Ar deposition pressures ranging from 2.0 × 10−3 mbar to 8.0 × 10−3 mbar.
A saturation magnetization of Ms = 1193 kA/m [35] was assumed for the extraction from
the MOKE loops.

 
(a) (b) 

Figure 8. Hysteresis losses for DC (a) and RF (b) deposited FeCoSiB films as a function of Ar deposition pressure. The
values in (a,b) were obtained from hysteresis curves of magnetic test samples with a measured area of 5 mm × 5 mm located
in the center of the samples. To determine the hysteretic losses, the enclosed area of the hysteresis curves was determined
according to the orientation parallel and perpendicular to μ0Hdep. The approximate positions of zero stresses are indicated.

For both deposition methods, a trend to higher hysteresis losses with higher Ar
deposition pressure is visible. Although we assume that the FeCoSiB films deposited
with RF and DC have the same chemical composition (ERDA) and structure (XRD), we
see a clear trend in the change of magnitude of magnetic losses. From the magnetic
domain studies, we relate this to inhomogeneities in the magnetic films that, in connection
with the magnetostrictive material, hinder the magnetization process. Magnetic domain
wall pinning and a reduction of small field permeability arise from the magnetoelastic
interactions. It is well known that CoFe-based amorphous soft-magnetic alloys display
a minimum in coercivity with zero magnetostriction [36] due to the exhibited coupling
between stresses and magnetic properties.
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3.3. SAW Sensor Performance

As shown in the previous chapter, a uniaxial anisotropy cannot be induced precisely
with increasing sputtering pressure. Therefore, the FeCoSiB films on the SAW devices
are deposited at sputtering pressures, which correspond to film stresses of −200 MPa
(compressive stress), i.e., 2.0 × 10−3 mbar for DC deposition and 2.5 × 10−3 mbar for RF
deposition (see Figure 5).

An analogous magnetic analysis as shown before, including magnetization loop mea-
surements and magnetic domain analysis, was performed directly on the SAW devices.
The magnetic analysis was further restricted to the active region of the SAW device. Mag-
netization loops with the magnetic field along and perpendicular to the direction of wave
propagation are shown in Figure 9. The magnetic field direction perpendicular to the
deposition field (⊥ μ0Hdep) corresponds to the applied bias field in SAW sensor operation
defining the working point. To get a clearer view on the overall magnetization reversal
behavior also the transverse magnetization loops [32,37] are analyzed.

 

Figure 9. Longitudinal and transversal magnetization curves for a 200 nm thick FeCoSiB film deposited with DC sputter
deposition at an Ar pressure of 2.0 × 10−3 mbar (a,b) and with RF sputter deposition at an Ar pressure of 2.5 × 10−3 mbar
(c,d) from SAW devices. Longitudinal curves were measured along (red) and perpendicular (blue) to μ0Hdep, the latter
being perpendicular to the SAW propagation direction. The measured area was set in accordance with the active SAW
device area.

Corresponding magnetic domain images at magnetic bias fields μ0Hbias of −0.35 mT
and +0.35 mT coming from negative and positive saturation, respectively, are displayed in
Figure 10.

The magnetic hysteresis effects are more pronounced as in the case of the extended thin
films, which we attribute to magnetic domain effects at the sample edges. Spike domains
extending in the active region of the sensor become visible in Figure 10e, which hinder the
magnetization reversal and which lead to an increase in coercivity for the magnetic field di-
rections along and perpendicular to μ0Hdep. For the magnetic field direction perpendicular
to μ0Hdep we obtain a coercivity field of μ0Hc ≈ 0.15 mT for RF and μ0Hc ≈ 0.3 mT in the
case of DC sputter deposition. From the transverse magnetization loops (Figure 9b,d), a
mostly coherent rotation of magnetization is obtained for the horizontally aligned magnetic
bias fields. Despite the rotational process, unity of magnetization is not reached due to the
spike domain formation at the top and bottom edge. The lower amplitude in the general
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magnetic and magnetic domain behavior of the magnetostrictive phase of the SAW sensors
is comparable. The hysteretic magnetization reversal behavior has a direct influence on the
SAW sensor characteristics.

Figure 10. MOKE images from DC (a,b,e) and RF (c,d) sputter deposited SAW structures at magnetic
bias fields μ0Hbias of −0.35 mT and +0.35 mT aligned perpendicular to μ0Hdep (as indicated). The
magneto-optical sensitivity (S) is aligned parallel to μ0Hdep. Nearly single magnetic domain behavior
occurs. Yet, spike domains (e) [38] at the bottom and top edges (⊥ to μ0Hdep)) form. Shown in
(e) is a higher resolution (20×) version of image (a) in the area of the upper edge and shows the
spike domains.

Figure 11a shows the phase change of SAW sensors with DC and RF deposited
FeCoSiB films under the intrinsic compressive stress as a function of an applied DC bias
field μ0HBias. The field was changed from −10 mT to +10 mT and vice versa with a step
size of 25 μT in the most relevant field range from −1 mT to +1 mT.

  
(a) (b) 

Figure 11. (a) Phase change of SAW sensors as a function of applied DC bias field for DC (red) and RF (blue) deposited
FeCoSiB films with low compressive film stress. (b) Measured sensitivity as a function of applied DC bias field obtained
using a 1 μT AC field for DC (red) and RF (blue) deposited FeCoSiB films with compressive film stress. Markings in the
DC and RF curves highlight the magnetic bias field in which the best LOD measurement has been achieved. All curves in
(a,b) were recorded from −10 mT to +10 mT and vice versa. The measurement step size in the range from −1 mT to +1 mT
is 25 μT. AC and DC fields were applied perpendicular to the SAW propagation direction.
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With 510◦ for the DC sputtered sensor and 450◦ for RF the total phase changes are
very similar for both deposition techniques. In fact, several sensors have been measured
to confirm the obtained results and all show maximum phase changes between 430◦ and
510◦. The hysteresis characteristics are in accordance with the magnetometric analysis of
the obtained bias curves, i.e., the large hysteresis between the two field scanning directions
for each deposition technique. While in an ideal hysteresis-free case both phase minima are
expected to be at 0 mT bias field [5], they are around the coercive fields at −0.125 mT and
+0.125 mT for the DC deposition case and −0.2 mT and +0.175 mT for the RF deposited
films. Nevertheless, the bias curve hysteresis is very similar for both deposition techniques
and therefore independent of the type of deposition bias.

In Figure 11b, the measured sensitivity, i.e., the derivative of the phase change, shows
two characteristic sensitivity maxima for each measurement direction and each sensor.
The maxima indicate the positions of the highest slope in the static bias curves in Figure
11a. These points of highest sensitivity for the RF deposition case are at −0.175 mT and
+0.475 mT coming from negative saturation with maximum sensitivities of 907◦/mT and
996◦/mT, respectively, and at +0.15 mT and −0.5 mT coming from positive saturation
with maximum sensitivities of 900◦/mT and 978◦/mT, respectively. For the DC deposited
films, these respective points are at −0.175 mT and +0.475 mT coming from negative
saturation and +0.175 mT and −0.475 mT coming from positive saturation with sensitivity
of 1081◦/mT, 1138◦/mT, 1144◦/mT and 1188◦/mT, respectively. The slight differences in
total phase change and sensitivities originate from slightly varying FeCoSiB thicknesses [9]
and tilted orientation of magnetic anisotropy [8]. However, the values presented here are
in good agreement with previously published results covering a sensitivity range from
500◦/mT to 2000◦/mT [5,8,9,32].

While the sensitivity is a useful sensor characteristic, the measure which ultimately
quantifies the performance of a magnetic field sensor, however, is the limit of detection
(LOD). The LOD results from dividing the sensors noise, in this case phase noise, by its
sensitivity. As shown in Figures 11b and 12a, while the maximum sensitivity of the sensor
with DC deposited FeCoSiB is higher than the phase noise is, in general, it is lower for the
RF deposited films.

  
(a) (b) 

Figure 12. (a) Phase noise as a function of frequency from the SAW excitation carrier for DC (red) and RF (blue) deposited
FeCoSiB films with compressive film stress. The shown phase noise spectra are measured at magnetic bias fields and
excitation powers, which lead to the lowest limits of detection. In the DC deposition case this corresponds to a bias field of
−0.3 mT (from negative saturation) and an excitation power of 1 dBm, and in the RF deposition case this is +0.35 mT (from
positive saturation) and 2 dBm. (b) Limit of detection as a function of frequency from the SAW excitation carrier for DC
(red) and RF (blue) deposited FeCoSiB films with compressive film stress. The limit of detection is the quotient of a sensors
phase noise and its sensitivity.

125



Sensors 2021, 21, 8386

The phase noise spectra in Figure 12a are both recorded under sensor operating
parameters, which lead to the lowest LOD for each sensor. More precisely, these parameters
are the excitation power and μ0Hbias. Phase noise spectra were measured for various DC
bias fields and it turned out that the lowest LODs are achieved when applying a bias field
slightly higher, i.e., slightly off the point of highest sensitivity. For the DC deposition case,
this is at −0.3 mT coming from negative saturation and +0.35 mT coming from positive
saturation for the RF case. For the excitation power, it was shown before that there exists
an optimum excitation power where the phase noise is the lowest in SAW magnetic field
sensors [32]. For the sensor design considered in Ref. [32] and here, this optimum excitation
power is 1 dBm for the DC deposition case and for the RF case it is 2 dBm. Finally, this
optimum operation leads to detection limits as low as 179 pT/Hz1/2 for DC deposited
films and 152 pT/Hz1/2 for RF deposited films at 10 Hz, respectively. At 100 Hz the LODs
are 51 pT/Hz1/2 (DC) and 52 pT/Hz1/2 (RF).

However, it should be noted that the LODs of all sensors investigated for this study
vary for both deposition types between 152 pT/Hz1/2 and 190 pT/Hz1/2 at 10 Hz and can
therefore be considered equivalent. This shows that in terms of SAW magnetic field sensor
performance with DC deposited films, the same LODs can be achieved while providing
lower deposition times and less heat generation.

4. Conclusions

FeCoSiB thin films using DC magnetron sputtering for magnetic field SAW sensors
were shown to give equivalent results in terms of magnetic properties as well as sensor
performance as compared to commonly used RF deposited layers.

Due to the higher deposition rate in DC operation, it becomes possible to reduce the
total deposition time by a factor of 3, which is a significant improvement and advantage
over the common RF sputter process. Furthermore, the chemical composition measured
by ERDA and the structure measured by XRD of the prepared films are identical for DC
and RF deposited FeCoSiB. Major factors influencing the magnetic performance of the
SAW sensors such as film stress can be controlled and show that compressively stressed
FeCoSiB films provide better control of the soft-magnetic film properties. On the SAW
device level, it was shown that the magnetic layer properties and the resulting detection
limits of the sensors with a single layer of 200 nm FeCoSiB are virtually the same with
51 pT/Hz1/2 (DC) and 52 pT/Hz1/2 (RF) at 100 Hz and with 179 pT/Hz1/2 on average
at 10 Hz. Through further development of DC mode deposited magnetic films it will be
possible to further improve the magnetic anisotropy of the thin film as well as to reduce
the film variance. Thus, it will be possible to further improve the sensitivity, as well as the
resulting LOD, with a significantly accelerated preparation process.

Another approach to improve the sensor performance is to use other structuring
mechanisms, such as ion beam etching, to gain better control over the edge profile of the
FeCoSiB, while also reducing possible defect structures caused by the resist needed for the
lift-off process. Alternative magnetic layer systems, such as exchange bias stacks, show
significant improvements in sensor performances [39–41]. However, due to the complexity
of the exchange bias systems, the deposition times would increase significantly when using
the RF mode, which can now be ideally compensated by DC film deposition.
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Appendix A

Table A1. Chronological comparison of selected SAW magnetic field sensors from 2018 to 2021 based on substrate and
magnetic layer.

Source Substrate IDT
SAW

Guiding/Top Layer
Magnetic Layer Wave Form

Operating
Frequency

Sensitivity

This work ST-cut quartz
x + 90◦

10 nm
Ta/200 nm

Au/10 nm Cr
4.5 μm SiO2

10 nm Ta/
200 nm FeCoSiB/

10 nm Ta
Love wave 144 MHz 1188◦/m

(2373 kHz/mT *)

Fahim 2021 [42] ST-cut quartz
(Murata RO3101) Al - PVA + Ni/Fe

nanopowder - 433.92 MHz 5.83 kHz/mT

Mishra 2020 [43] ST-cut quartz
x + 90◦ Al 400 nm ZnO 100 nm CoFeB Love wave 421 MHz 0.75 kHz/mT

Yang 2020 [44] ST-cut quartz
x + 90◦ 100 nm Al 333 nm ZnO/

400 nm SiO2

5 nm Ta/
100 nm

Co40Fe40B20/
5 nm Pt

Love wave 433 MHz −170.4 kHz/mT

Schell 2020 [8] ST-cut quartz
x + 90◦

10 nm
Cr/300 nm

Au/C10 nm Cr
4.5 μm SiO2

8 nm Ta/
200 nm FeCoSiB/

5 Ta
Love wave 147–148 MHz 2000◦/mT

(3999 kHz/mT *)

Mishra 2020 [27] ST-cut quartz x +
90◦ 100 nm Al 510 nm ZnO 100 nm CoFeB Love wave 433 MHz 15.53 kHz/mT

Jia 2020 [13] 128◦YX LiNbO3 300 nm Al 50 nm SiO2

50 nm Cr/
500 nm FeCo
(dot array)

- 150 MHz 6 kHz/mT

Xiangli 2018 [4] ST-cut quartz
x + 90◦ Ta SiO2 FeCoSiB Love wave 221.76 MHz 663.98 kHz/mT

Kittman 2018 [5] ST-cut quartz
x + 90◦

12 nm
Cr/300 nm

Au/12 nm Cr
4.5 μm SiO2

10 nm Ta/
200 nm FeCoSiB/

10 nm Ta
Love wave 147.2 MHz 504◦/mT

(1008 kHz/mT *)

* The specification in kHz/mT represents an approximation. For data conversion a delay time of 1389 ns has been assumed. This delay
time was reported for a similar sensor design as considered here [24].
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Abstract: In this work, the first surface acoustic-wave-based magnetic field sensor using thin-film
AlScN as piezoelectric material deposited on a silicon substrate is presented. The fabrication is
based on standard semiconductor technology. The acoustically active area consists of an AlScN layer
that can be excited with interdigital transducers, a smoothing SiO2 layer, and a magnetostrictive
FeCoSiB film. The detection limit of this sensor is 2.4 nT/

√
Hz at 10 Hz and 72 pT/

√
Hz at 10 kHz

at an input power of 20 dBm. The dynamic range was found to span from about ±1.7 mT to the
corresponding limit of detection, leading to an interval of about 8 orders of magnitude. Fabrication,
achieved sensitivity, and noise floor of the sensors are presented.

Keywords: surface acoustic waves; surface acoustic wave sensor; magnetic field sensor; current
sensor; magnetostriction; AlScN; FeCoSiB; MEMS; thin film

1. Introduction

The sensing of magnetic fields has a multitude of use cases ranging from biomedical appli-
cations to current sensing in automotive applications [1–5], each having different requirements
on the sensor regarding bandwidth, dynamic range, dc capability, size, and price [6,7].

A promising sensing principle of magnetic fields is based on surface acoustic waves
(SAW) [8] and the change of the Young’s modulus (ΔE effect) of magnetostrictive

films [9]. This differs from other sensor approaches, such as using a magnetoelectric
composite cantilever suffering from disadvantages such as a small bandwidth, and a good
LOD that can only be achieved in resonance [10].

Today, for the fabrication of SAW sensors, the use of piezoelectric single-crystal
substrates such as quartz [1,11,12] or LiNbO3 [13,14] is state-of-the-art. For ST-cut quartz
sensors, sensitivities of up to 2000◦/mT and a limit of detection of 100 pT/Hz1/2 at 10 Hz
are reached [15] and, for LiNbO3, a variation of the SAW velocity of Δv/v = 0.27% at
400 mT [14]. To enable a greater material flexibility, especially in terms of compatibility
with CMOS and MEMS technology, a reduction in chip size and the use of cleverly designed
multilayers to enhance device performance requires a change to thin-film technology.

For that purpose, thin-film AlN is a promising piezoelectric material due to its high
wave velocity, good mechanical and dielectric properties, high thermal conductivity, and
high breakdown voltage [16]. Additionally, a SAW sensor operation up to several GHz
can be realized, which can significantly increase the sensitivity in many sensor applica-
tions [17]. Further, it was shown that alloying AlN with Sc improves the electromechanical
coupling significantly without losing the attractive material properties of AlN [18]. The
electromechanical coupling in AlScN even increases with increasing frequency, so that its
use is particularly interesting for high SAW frequencies [19,20]. The Sc concentration adds
an additional parameter for tuning crucial properties of SAW devices, such as the phase
velocity and the electromechanical coupling [20]. AlScN as a promising thin-film material
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for SAW sensors, as it is described in [21], is studied in this work, and it can be fabricated
at reasonable cost with standard semiconductor technology on larger wafer sizes and an
easier process integration compared to bulk piezoelectric wafers.

For SAW devices, two common design approaches exist: a delay line, and a resonator
configuration [22,23]. In this work, the delay line configuration is chosen, as shown in
Figure 1, to increase the interaction volume between the excited wave and the magnetic
field sensitive area (magnetostrictive film). For this purpose, two inter-digital transducers
(IDTs) are structured on the acoustic layer (thin film AlScN) to excite and readout the SAW
signal via the piezoelectric effect [24]. The delay line of length l is located between the two
IDTs. To prevent a short circuit between the magnetostrictive film and the IDTs and, more
importantly, to reduce the roughness of the underlaying layer of the magnetostrictive film,
a SiO2 layer is grown on top of the piezoelectric layer. The topmost layer in this area of the
delay line is the magnetostrictive material FeCoSiB. The acoustic wave passing through
the delay line couples to an external magnetic field via the induced change in the Young’s
modulus of the magnetostrictive film [9].

Figure 1. Schematic sketch of the SAW thin-film magnetic field sensor. Magnetostrictive FeCoSiB on
top of the silicon dioxide layer of length l is in between the AlCu IDTs. FeCoSiB is capped with Ta
to avoid corrosion. The easy axis of the magnetostrictive film defines the sensitive direction of the
sensor against an external applied magnetic field B and is chosen to be perpendicular to the direction
of SAW propagation. As the piezoelectric material, AlScN is chosen.

As the change of Young’s modulus ΔE alters the phase velocity ν of the acoustic
wave [25], a B-field-induced phase change Δϕ = 2π l f /(v(B1) − v(B0)) can be detected at
the output IDTs via the direct piezoelectric effect [26]. The sensitivity of the sensor, which is
defined as the phase change per change in magnetic field S = ∂ϕ/∂H, can be written as the
product of its individual contributions: magnetic layer sensitivity Smag (change in Young’s
modulus with magnetic field), structural sensitivity Sstr (change of the wave velocity with
change in Young’s modulus), and geometric sensitivity Sgeo (phase change with change in
wave velocity) [1]:

S =
∂ϕ

∂H
=

∂G
∂H

· ∂ν

∂G
· ∂ϕ

∂ν
= Smag · Sstr · Sgeo (1)

By means of S and the power spectral density Sϕ of the random phase fluctuations of
the sensor, the limit of detection (LOD) of the sensor can be calculated by [27]:

LOD =

√
Sϕ

S
(2)

The logarithmic presentation of the power spectral density 10 log10 (Sϕ) is referred to
as phase noise.
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2. Materials and Methods

2.1. Sensor Fabrication

On a 200 mm, 725 μm thick, single-side polished high-resistivity Si (001) wafer, a 1 μm
Al0.77Sc0.23N layer is sputtered as described in [28].

Afterwards, 200 nm thick AlCu IDTs are sputtered and patterned by dry chloride etch-
ing to a design with a delay line length of l = 3.8 mm, a split-finger structure [29] of 25 pairs,
a periodicity of p = 16 μm, and a finger width of 2 μm, resulting in a theoretical phase ve-
locity of the Rayleigh-like mode of 283 MHz (Figure 2(1)). Three-hundred-nanometer-thick
gold contacts with a 40 nm WTi adhesion layer are sputter-deposited and structured with
a wet etching step (Figure 2(2)). A 1.5 μm thick, low-stress SiO2 interlayer is deposited
with plasma-enhanced chemical vapor deposition (PECVD) at 400 ◦C and smoothed and
thinned with a chemical mechanical polishing (CMP) step to a thickness of 1 μm. An atomic
force microscopy analysis showed that this reduces the surface roughness from 2 nm of the
AlScN layer to a roughness of below 1 nm. Such a reduction significantly enhances the soft
magnetic properties of the FeCoSiB thin film [30]. Afterwards, the layer is structured with
dry etching (Figure 2(3)).

Figure 2. Schematic cross-sections of the processing steps of the thin film SAW sensor. (1) A layer of
1 μm AlScN is sputter-deposited on top of a high-resistance silicon (001) wafer, followed by 200 nm
AlCu IDTs and 300 nm gold contacts with a 40 nm WTi adhesion layer that are patterned afterwards
(2). A 1.5 μm SiO2 layer is deposited via PECVD and thinned with CMP to a thickness of 1 μm (3).
On top, the magnetostrictive FeCoSiB film with a thickness of 200 nm is deposited with an additional
layer of 10 nm Ta on the top and on the bottom (4).

The magnetostrictive layer consisting of 200 nm (Fe90Co10)78Si12B10 is deposited via
RF magnetron sputtering on top of the SiO2 layer and structured with ion beam etching
to realize steep and straight edges. To improve adhesion and prevent oxidation, 10 nm
Ta is deposited on top and below the FeCoSiB film (Figure 2(4)). To induce a uniaxial
magnetic anisotropy in the soft magnetic film, an annealing step at 250 ◦C for 30 min is
performed while applying a magnetic field of 0.2 T. Thereby, the easy axis of the FeCoSiB
film is aligned perpendicular to the SAW propagation direction (see Figure 1). The simple
process of thermal alignment of the magnetization is an example of the integration-related
advantages of the silicon substrate-based thin-film concept. When using single crystal
piezoelectric substrates, such a simple thermal imprint is not possible due to anisotropic
thermal expansion in the piezoelectric substrate and would result in a significant reduction
of the soft magnetic film properties. Instead, a more complex, low-temperature deposition
with an applied magnetic field must be applied to achieve a proper alignment of the
magnetization [26]. Finally, the sensor is glued and wire-bonded on top of a printed circuit
board (PCB), on which there are balun devices to symmetrize the signal. The final sensor is
shown in the inset of Figure 3.
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Figure 3. Sketch of the measurement setup. The SAW sensor is placed in a magnetically, electrically, and acoustically
shielded measurement chamber inside of two solenoids. For the phase shift measurements, only a dc current source is used
to apply a homogeneous magnetic field. A lock-in amplifier is used to apply the synchronous SAW frequency and measure
the phase change. The sensitivity S is measured by applying an additional ac magnetic field using the second solenoid that
is supplied with another current source using a test amplitude and frequency. The inset shows a zoom-in of the ready-to-use
sensor with a balun attached to symmetrize the signal.

2.2. Experimental Setup

The sensor’s two-port scattering parameters (S-parameters) are characterized with a
vector network analyzer E8361A from Agilent Technologies. A signal power of p = 0 dBm is
used throughout the experiments in this paper, except for the noise measurements. For all
measurements in a magnetic field, the sensor is placed in the center of two axially stacked
coils, which are used to generate ac and dc magnetic signals by means of a programmable
current source (KEPCO BOP20-10ML) for the dc magnetic field. The solenoids are placed
inside a magnetically, electrically, and acoustically shielded measurement chamber. The
magnetic field shielding is provided by a mu-metal cylinder ZG1 from Aaronia AG to prevent
external influences. The magnetically induced phase shift of the sensor is measured in the
homogeneous magnetic field region of the solenoids. To then record the sensor behavior
in the magnetic field, the magnetic flux density is swept from negative to positive values
and reversed. A lock-in amplifier (UHFLI from Zurich Instruments) is used to apply the
synchronous SAW frequency determined by the measurement of the S-parameters and to
measure the static phase response ϕ(B) of the sensor at a chosen input power (here 0 dBm).

In order to determine the sensor’s optimum working point with the highest sensitivity,
the phase ϕ is analyzed as a function of a dc bias field H. In principle, a numerical
calculation of the sensitivity S = ∂ϕ/∂H should be sufficient to determine the point of
steepest slope, which refers to the point of highest sensitivity, but often small phase jumps
related to domain wall movement can give the appearance of incorrectly high sensitivities.
Therefore, a dynamic phase detection measurement is performed to accurately determine
∂ϕ/∂H at every single measurement point. For this, one solenoid generates the static
magnetic bias field that is superimposed with an ac test-field generated with the second
solenoid powered by a current source (Keithley 6221) with a defined amplitude of 10 μT
and a frequency of 10 Hz. By choosing the amplitude of the ac field that is large enough,
the phase fluctuations can be neglected. The sensor’s output signal and the phase reference
are fed into the UHFLI lock-in amplifier that is used as a phase demodulator. The phase
sensitivity is obtained by the evaluation of the amplitude spectrum of the demodulated
phase signal [26].
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The phase noise measurements are performed with the Rohde & Schwarz FSWP phase
noise analyzer at the sensor’s magnetic working point and at magnetic saturation at a
different sensor’s input power. The SAW sensor is placed in the electrically, magnetically,
and acoustically shielded chamber during these measurements. To minimize external noise
sources, especially those appearing in common dc current sources, a battery-based current
source controlled by a potentiometer is applied in series with the solenoids for the genera-
tion of the dc magnetic bias field. The internal generator of the phase noise analyzer excites
the sensor at the synchronous SAW frequency determined in previous measurements. The
LOD can be determined from the measured noise floor with Equation (2). A more detailed
description of the measurement setup can be found in [27].

3. Sensor Characterization

A finite element method (FEM) analysis and spectra analysis were performed using
COMSOL Multiphysics® software [31] based on the acoustic and electromagnetic parame-
ters of the constituent layers (AlScN, SiO2, FeCoSiB). The parameters for AlScN were taken
from [21] and for FeCoSiB from [1]. The simulated admittance and the displacement of the
SAW modes are shown in Figure 4a. A Rayleigh-like thin-film mode is simulated to be at
283 MHz with a high admittance and relatively high displacement that are defined on the
surface with some energy losses in the direction of the Si substrate (see Figure 4b).

Figure 4. (a) FEM-simulated displacement (red) and admittance (blue) for the presented sensor design. (b) Colored map of
absolute deflection for the Rayleigh-like mode at 283 MHz. The deflection into the FeCoSiB layer, the SiO2 intermediate layer,
the IDTs, the AlScN layer, and the Si substrate are displayed. (c) Measured transmission behavior (scattering parameter S21)
of the presented sensor. The synchronous frequency of the sensor is determined to be 294.2 MHz with a return loss of 40 dB.

The measured transmission behavior of the thin-film magnetic field sensor is shown
in Figure 4c, exhibiting a synchronous frequency of 294.2 MHz at zero flux density, which
is very close to the simulated value. The deviation can be explained by the material
parameters in the simulation deviating from the experimental parameters in the real sensor,
or imperfections in the fabrication, and is assessed as low.

The performance of the sensor in a magnetic field is measured as described above
by applying the synchronous frequency of 294.2 MHz with the lock-in amplifier and
measuring the static phase response of the sensor shown in Figure 5a from negative to
positive field values (black) and reverse (grey). A slight hysteresis is observable, as was
expected, resulting from the magnetic material. The linear region of the static phase
response, which determines the dynamic range, is marked with a blue line in Figure 5a.
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Figure 5. (a) The induced phase shift in the sensor with an external magnetic flux density (black) and the direct measurement
of the sensitivity with an ac test signal (red) is shown. The highest slope in the phase change occurs at about 0.85 mT and
2.65 mT, resulting in the highest values of sensitivity of up to 45◦/mT. A value of 0.85 mT is chosen as a working point
(indicated with the dotted line) due to the high sensitivity and the lower field value compared to 2.65 mT. The dynamic
range of the sensor is marked with the blue line, showing the linear region of the sensor. The ac signal has an amplitude of
10 μT and a frequency of 10 Hz. (b) Measured phase noise (dotted line) and calculated limit of detection (solid line) as a
function of the frequency at magnetic saturation for 0 dBm (black), 10 dBm (red), and 20 dBm (blue) input power.

The sensitivity that is given by the derivative of the phase change as described above
is important for the performance of the sensor. The dynamically measured sensitivity via
an ac test signal depending on the bias field is shown in Figure 5a (red). The two regions
with the maximum phase change are observed at about 0.85 mT and 2.65 mT (Figure 5a)
and are the most interesting for sensor application. The highest sensitivity of about 45◦/mT
is reached at 2.65 mT.

Besides a high sensitivity, a good LOD is an important sensor parameter of the SAW
sensor [15]. The LOD dependency on frequency from the carrier and sensor input power is
shown in Figure 5b. The measurements are performed at the sensor’s working point at
Hbias = 0.85 mT, which is chosen due to the technological limitation of the LOD measurement
setup and at magnetic saturation. As both measurements are almost identical, only the
measurement at saturation is shown in Figure 5b.

Up to a frequency of 1 kHz, a regime of flicker (1/f) noise dominates the spectra. This
noise is related to defects in the substrate and the SiO2 layer, as well as random fluctuations of
the magnetization and magnetic hysteresis losses [27]. In the specific case of SiO2, additional
surface roughness is introduced during the ion beam etching step to pattern the FeCoSiB layer.
A possible way to reduce this roughness would be to add a lift-off process, though this would
have the disadvantage of less defined edges of the magnetostrictive film.

In the 1/f noise regime, a LOD of 3.2 nT/Hz1/2 is achieved at 10 Hz and an input
power of 10 dBm. Above 1 kHz, the noise is dominated by white noise, which is additive
noise and decreases with increasing signal power [27]. Here, a LOD of 246 pT/Hz1/2

is reached for 10 kHz. When the input power is increased to 20 dBm, the LOD can be
decreased even further at higher frequencies above 10 Hz so that a LOD of 2.4 nT/Hz1/2

can be reached at 10 Hz and 72 pT/Hz1/2 at 10 kHz.
The dynamic range of the sensor is given by the linear region around the working point

of the sensor and is indicated in Figure 5a with the blue line. It spans from about 1.7 mT to
the corresponding LOD, leading to an interval of 8 orders of magnitude. The hysteretic
behavior could be compensated as is done in AMR sensors (anisotropic magnetoresistance)
with controlled current pulses [32].

With these characteristics, our sensor has already high potential for sensing a wide range
of technically relevant electrical currents via the generated magnetic field. In contrast, other
current sensor concepts, such as Hall sensors, are limited in the bandwidth in the needed
dynamic range and cannot achieve the measurement of fast signals [33]. AMR sensors also
have a limit of the bandwidth at 1 MHz and a low dynamic range [34]. The presented SAW
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sensor is dc-compatible with a moderately high bandwidth of about 1.2 MHz limited by the
delay line length and a high dynamic range of about 8 orders of magnitude.

4. Conclusions

The first thin-film SAW magnetic field sensor using AlScN as piezoelectric material
on a silicon substrate is presented. The limit of detection is 2.4 nT/Hz1/2 at 10 Hz, which
probably can be lowered further with an impedance matching, higher input power values,
and further insights on the sensor design and noise sources. This will also have a high im-
pact on the phase change and the resulting sensitivity of the sensors. At higher frequencies
above 10 kHz, the LOD is found to be as low as 72 pT/Hz1/2. Additionally, the magnetic
layer can be optimized by an exchange bias [35] to eliminate the need for an external bias
field. Due to the possibility to measure galvanically isolated values from dc up to MHz
with a high dynamic of up to 8 orders of magnitude, the presented sensor is very interesting
for a variety of modern measuring tasks, such as the control of modern power switches,
where it is well suited for monolithic wafer-level integration circuits. This clearly sets it
apart from the competition in the segment of galvanically isolated magnetic field sensors
for power transformers in the field of electromobility, which include Hall sensors and AMR
sensors. Thus, this sensor concept has the potential to manage the rising requirements on
current sensors regarding bandwidth, dynamic range, precision, and compactness.
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Abstract: Recently, Delta-E effect magnetic field sensors based on exchange-biased magnetic multi-
layers have shown the potential of detecting low-frequency and small-amplitude magnetic fields.
Their design is compatible with microelectromechanical system technology, potentially small, and
therefore, suitable for arrays with a large number N of sensor elements. In this study, we explore
the prospects and limitations for improving the detection limit by averaging the output of N sensor
elements operated in parallel with a single oscillator and a single amplifier to avoid additional
electronics and keep the setup compact. Measurements are performed on a two-element array of
exchange-biased sensor elements to validate a signal and noise model. With the model, we estimate
requirements and tolerances for sensor elements using larger N. It is found that the intrinsic noise
of the sensor elements can be considered uncorrelated, and the signal amplitude is improved if the
resonance frequencies differ by less than approximately half the bandwidth of the resonators. Under
these conditions, the averaging results in a maximum improvement in the detection limit by a factor
of

√
N. A maximum N ≈ 200 exists, which depends on the read-out electronics and the sensor

intrinsic noise. Overall, the results indicate that significant improvement in the limit of detection is
possible, and a model is presented for optimizing the design of delta-E effect sensor arrays in the
future.

Keywords: magnetometer; delta-E effect; sensor array; magnetoelectric; cantilever; exchange bias

1. Introduction

The detection of small amplitude magnetic fields is of interest for various fields of
application, e.g., in magnetic recording, geomagnetism, and aerospace engineering [1].
Specific engineering and development challenges arise for biomedical applications, such as
cell and particle mapping [2,3], magnetomyography [4,5], or magnetocardiography [6–9].
Such applications are often connected to inverse solution problems that benefit from large
arrays with many sensor elements and the possibility of quick spatial field mapping [10,11].
Magnetic flux densities in this field of application are of the order of tens of picotesla and
less [12] with frequency components often well below 1 kHz [5,13]. Therefore, research
on sensor systems for biomedical applications is devoted to improving the minimum
detectable field at low frequencies while minimizing critical parameters such as size, power
consumption, and cost [13].

The gold standard for detecting such small magnetic fields is superconducting quan-
tum interference device (SQUID) magnetometry [14,15]. These sensors must be cooled and
magnetically well-shielded during operation, which makes them expensive and extensive
to operate. Such setups are limited in the number of sensor elements and their minimum
distance to the magnetic source. Atomic magnetometers [16–18] have been investigated as
an affordable alternative to SQUIDs and have achieved limits of detection (LOD) in the
fT/

√
Hz regime at low signal frequencies between 1–200 Hz [16]. Despite this progress,
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atomic magnetometers often require magnetic shielding, and their limited CMOS integra-
bility and downsizing reduce the number and density of sensor elements that can be used
in array applications. Miniaturization and MEMS fabrication of atomic magnetometers is
currently an active field of research [19,20]. Many magnetometers are being investigated
to overcome such limitations [4,15], and an overview and comparison of magnetic field
sensors for biomedical applications can be found [13].

In this work, we study magnetic field sensors based on magnetoelectric composite
resonators. Previously, sensor systems utilizing the direct magnetoelectric effect were
discussed for magnetocardiography [21] and magnetomyography [5], and limits of detec-
tion in the low and sub-pT/

√
Hz regime have been reached with a linear response over

several orders of magnitude [22]. Magnetoelectric sensors can be produced on a large
scale with standard micro-electro-mechanical system (MEMS) technology and dimensions
down to the micrometer range [23]. They are potentially cost-efficient, feature low power
consumption, and are integrable with CMOS electronics. These aspects make magnetoelec-
tric sensors promising candidates for sensor arrays. On the other hand, detecting small
magnetic flux densities is limited to a narrow bandwidth of a few hertz around the reso-
nance frequency, which is usually in the kilohertz regime for millimeter-sized resonators
or the megahertz regime for micrometer-sized devices. Such high and narrow frequency
regimes are not suitable for many applications [21]. Shifting them down increases the
contributions of 1/f noise and requires large resonators with low resonance frequencies,
which are susceptible to mechanical vibrations and reduce the spatial resolution.

Delta-E effect magnetometers extend the measurement range of magnetoelectric sen-
sors and shift it to low frequencies while avoiding 1/f noise and keeping the advantages of
magnetoelectric composites and the MEMS fabrication technology. In contrast to sensors
based on the direct magnetoelectric effect, delta-E effect sensors benefit from high reso-
nance frequencies because they operate on a modulation scheme. The higher resonance
frequencies permit miniaturization and render the devices robust against mechanical dis-
turbances. The modulation occurs via the magnetoelastic delta-E effect [24–26], i.e., the
magnetization induced change of the stiffness of the material, which leads to a detuning of
the resonance frequency upon the application of a magnetic field. This detuning can be
measured as a change of the electrical admittance of the sensor and causes a modulation of
the current through the sensor [27]. Although precursor steps towards the delta-E effect
sensor concept were already made in the 1990s [28], it took another two decades until
fully integrable delta-E effect sensors [29] were developed based on microelectromechan-
ical magnetoelectric composite cantilevers [26,30–34], plate resonators [35,36], or other
designs [37], including macroscopic laminate structures [38,39]. MEMS cantilever sensors
achieved LODs < 100 pT/

√
Hz in the frequency range from approximately 10–100 Hz [32].

This is currently of a similar order of magnitude as the LODs of some magnetoresistive
sensors [40,41]. As an application example of delta-E effect sensors, magnetic particle
mapping was recently demonstrated for cell localization [42]. In this setup, the sensor
was operated under a magnetic bias field provided by a permanent magnet. Most studies
rely on an external magnetic bias field to operate the sensor at an optimum signal-to-noise
ratio. Instead of a permanent magnet, the magnetic bias field is often created with external
coils. For delta-E effect sensor arrays with many sensor elements, coils and permanent
magnets can be inconvenient because their stray fields shift the operation points of adjacent
sensor elements, and the additional electrical components increase the volume of the sensor
system.

Recently, we demonstrated a first delta-E effect magnetometer based on exchange
biased magnetic multilayers that circumvents such complications and still achieves a mini-
mum detection limit of 350pT/

√
Hz at 25 Hz [34]. The exchange bias provides an internal

bias field and thereby paves the way to flexible and compact delta-E effect sensor arrays
with many sensor elements. Only recently were sensor arrays based on magnetoelectric
sensor elements reported [43–47], and were limited to direct magnetoelectric detection and
were mostly based on macroscopic resonators. A CMOS integrated array of magnetoelastic
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sensor elements was presented for vector magnetometry [48], but the sensor elements were
only characterized individually and without a signal and noise analysis. No attempts of
parallel operating delta-E effect sensor elements in array configurations or thorough signal
and noise analyses of such have yet been presented.

In this study, we explore the operation of delta-E effect sensor elements in arrays to
improve the signal, noise, and limit of detection. Instead of measuring the magnetic field at
different locations, spatial resolution can be sacrificed by averaging the outputs of several
sensors operating simultaneously. However, the large number of hardware channels
required to achieve the desired improvement in the LOD increases the size of the setup
and limits the number and density of sensors. As a solution, sensor elements are connected
in parallel and operated and read out simultaneously with one set of electronics. This
method of parallel operation is accompanied by other complications, and they are analyzed
here to identify the potential of such a setup. After presenting the sensor system, which is
based on exchange-biased delta-E effect sensors, a signal-and-noise model is developed
and validated with measurements. The model is used to analyze the sensor characteristics
as functions of the number of sensor elements and variations in the resonance frequency
that can occur during fabrication. Implications for the design of delta-E effect sensor arrays
are derived and requirements on the reproducibility are identified and discussed.

2. Sensor System

In this study, two MEMS fabricated sensor elements are used, based on 50 μm thick
poly-Si cantilevers with a length of 3 mm and a width of 1 mm. They are covered with a
4 μm thick exchange-biased magnetic multilayer [49] and a 2 μm thick piezoelectric AlN
layer [50] on the top. The AlN layer is contacted via two Ta-Pt electrodes on its top and
rear-side for excitation and read-out. The magnetic multilayer is based on alternating anti-
ferromagnetic Mn70Ir30 (8 nm) and soft ferromagnetic Fe70.2Co7.8Si12B10 (200 nm) layers.
In this configuration, the antiferromagnetic layer provides an exchange bias that serves as
an internal bias field for the ferromagnetic layer to ensure a nonzero sensitivity without
an externally applied magnetic field. Hence, all measurements shown in this study are
performed without a magnetic bias field. Details about the layer structure and fabrication
process and a comprehensive analysis of sensors with a similar geometry can be found
elsewhere [34]. Two sensor elements are mounted on a printed circuit board, respectively,
as shown in Figure 1. They are connected in parallel to each other and connected to the
input of a low-noise JFET-based charge amplifier [51]. A high-resolution A/D and D/A
converter (Fireface UFX+, RME, Chemnitz, Germany) is used for excitation and read-out
(24 bit, 32 kHz). For the measurements, the sensors are placed in a magnetically and
electrically shielded setup [52], based on a mu-metal shielding cylinder (ZG1, Aaronia AG,
Strickscheid, Germany), and are located in a copper fleece coated box that is mechanically
decoupled to reduce the impact of mechanical vibrations. All magnetic flux densities are
applied along the long axis of the cantilever.

 
Figure 1. (a) Example sensor (without encapsulation) used in this study; it comprises a MEMS-fabricated cantilever
resonator as a sensing element mounted on a printed circuit board (PCB). The JFET charge amplifier on the PCB was used in
a previous study and is bypassed here and replaced by an external one. (b) Brass encapsulation for mechanical protection
and electrical shielding during the measurements. Further details are reported in Ref. [34].
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3. Array Modeling

In an alternating magnetic field, the delta-E effect causes an oscillation of the mechan-
ical stiffness of the cantilever. The response of the cantilever to this stiffness change is
damped with increasing magnetic field frequencies because of its mass inertia. Previously,
this behavior was modeled with a first-order Bessel filter [27,53], applied to the demod-
ulated simulated output signal of the charge amplifier. Later, a dynamic sensitivity was
introduced [54] to consider the low-pass filter characteristics of the sensor as a function
of the magnetic field frequency. The dynamic sensitivity was derived from the frequency
response of a simple damped harmonic oscillator; however, it is only fully valid if the
sensor is excited at its mechanical resonance frequency. For many previously analyzed
sensors [33,53,55], this approximation was well justified, as their resonance frequency was
close to their optimum excitation frequency, i.e., the excitation frequency with the largest
signal-to-noise ratio. This is not a general property of such sensors but depends on their
geometry, material, and electrical capacitance. Significant quantitative and qualitative
deviations between measurements and simulations can occur if the excitation is not in
mechanical resonance [56] (p. 139). In an array, not all sensor elements can be excited in
mechanical resonance because of variations in their resonance frequencies that occur during
fabrication. In this section, a signal and noise model is developed based on an altered
approach, and it permits describing the output signal of an array of N sensor elements
excited at an arbitrary excitation frequency.

3.1. Signal Model

During operation of the sensor array, a sinusoidal voltage uex(t) with amplitude
ûex and frequency fex is applied. It excites the magnetoelectric resonators of each sensor
element at, or close to, its respective resonance frequency fr,n. In linear approximation, the
voltage at the charge amplifier’s output can be described by:

uco(t) ≈ −Zf( fex)·is(t). (1)

In this equation, the time is denoted by t and the feedback impedance of the charge
amplifier by Zf. The current is through the array of parallel-connected sensor elements
can be expressed as the sum of all individual currents is,n that flow through the respective
sensor element n. To describe is,n, we use a modified Butterworth-van Dyke (mBvD)
equivalent circuit representation, illustrated in detail in Appendix A. It consists of a series
resonant circuit with a resistance Rr,n, inductance Lr,n, and capacitance Cr,n that consider
the resonant behavior of the cantilever. The electrodes of each sensor element form a
capacitor with the piezoelectric layer. It is described by a capacitance Cp,n and resistance
Rp,n, both in parallel to the series LCR-circuit. Further, the current is,n can be separated
into a current ir,n, which passes through the resonant LCR circuit, and a current ip,n, which
passes through the parallel pathway. A sketch of the circuit model is provided in Figure A1
(Appendix A). For N parallel-connected sensor elements, is can be described by:

is(t) =
N

∑
n=1

is,n =
N

∑
n=1

(
ip,n + ir,n

)
. (2)

The current ip,n is described as a function of the magnitude
∣∣Yp,n

∣∣ and the phase angle
φp,nangle

{
Yp,n
}

of the electrical admittance Yp,n of the parallel pathway, and results in:

ip,n = ûex·
∣∣Yp,n( fex)

∣∣· cos
(
2π fext + φp,n( fex)

)
. (3)

This current is independent of the magnetic field, and the corresponding electrical
admittance Yp,n( f ) = R−1

p,n + 2π f Cp,n as a function of frequency f is entirely determined
by the capacitance Cp,n of the respective piezoelectric layer-electrode configuration and its
resistance Rp,n. Similarly, the current ir,n can be described as a function of the magnitude
|Yr,n| and the phase angle φr,nangle{Yr,n} of the magnetic-field and frequency-dependent
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admittance Yr,n of the resonant circuit of a sensor element n. The current ir,n is filtered in the
time domain to consider the frequency response of the resonator. We use a second-order
digital peaking (resonator) filter with a rational transfer function Hr that is determined by
the resonance frequency fr and the quality factor Q (Appendix B). It is given by:

ir,n = Hr{ûex·|Yr,n( fex, B, t)|· cos(2π fext + φr,n( fex, B, t))}. (4)

In contrast to ip,n, the resonant current ir,n depends on the magnetic flux density
B = B0 + Bac(t), which can be expressed as a static magnetic flux density B0, superposed
by a small, time t dependent contribution Bac(t). For small amplitudes B̂ac of Bac(t), the
admittance Yr,n( f , B) around B0 and at f = fex can be approximated by a first-order Taylor
series:

|Yr,n( fex, B, t)| ≈ |Yr,n( fr, B0)|+ d|Yr,n( f , B0)|
d f

∣∣∣∣
f= fex

d fr,n(B)
dB

∣∣∣∣
B=B0

·Bac(t), (5)

and

φr,n( fex, B, t) ≈ φr,n( fr, B0) +
dφr,n( f , B0)

d f

∣∣∣∣
f= fex

d fr,n

dB

∣∣∣∣
B=B0

·Bac(t). (6)

Because the damping of the carrier relative to its maximum value at fex = fr is already
considered by Hr, the zero-order element in the series expansion is taken at f = fr instead
of f = fex. If not stated differently, we always use B0 = 0 because the exchange bias sensors
used here do not require an externally applied magnetic bias field.

3.2. Definition of Sensitivities

The derivatives in the previous two equations describe the influence of the magnetic
field on the electrical admittance and can be referred to as sensitivities. A magnetic
sensitivity can be defined as:

Smag,n =
d fr,n

dB

∣∣∣∣
B=B0

, (7)

and two electrical sensitivities Sel,am,n and Sel,pm,n as:

Sel,am,n =
d|Yr,n( f , B0)|

d f

∣∣∣∣
f= fex

, Sel,pm,n =
dφr,n( f , B0)

d f

∣∣∣∣
f= fex

. (8)

These definitions of electrical sensitivities differ from previous work [26,53,57], which
is further discussed at the end of this section. A normalization, as in Refs. [26,57], is
still required to compare the electric and magnetic sensitivity of sensors with different
resonance frequencies. After amplification by the charge amplifier, the output signal uco(t)
is fed into a quadrature amplitude demodulator to obtain the demodulated signal u(t).
The amplitude spectrum Û( f ) of u(t) can then be used to define the voltage sensitivity
SV( f ) as a normalized measure for the sensor’s signal response:

SV( fac) =
Û( fac)

B̂ac
with [SV] =

V
T

. (9)

The voltage sensitivity SV( fac) can be estimated by applying a sinusoidal magnetic
test signal Bac = B̂ac sin(2π fact), with well-defined amplitude B̂ac and frequency fac, to
obtain U( fac) from the measurement. With SV( fac), a measure for the smallest detectable
magnetic field can be defined. This measure is frequently referred to as limit of detection
(LOD) [22,27], equivalent magnetic noise [58,59], or detectivity [40]:

LOD( fac) =
E( fac)

SV( fac)
with [LOD] =

T√
Hz

, (10)
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where E( fac) is the voltage noise density of u(t) at fac, after demodulation and measured
without any magnetic field applied. The response of Delta-E effect magnetometers to
magnetic fields depends on the mutual orientation of the magnetic field and sensor element.
Consequently, the sensitivities and LOD (Equations (7)–(10)) are generally functions of the
orientation of the magnetic field. Details about the signal-and-noise characterization of
ΔE-effect magnetometers can be found elsewhere [27,53,54].

The definitions of the electrical sensitivities (Equation (8)) differ from previous for-
mulations [26,53,57] limited to the special case of one sensor element excited in resonance
( fex = fr). The electrical sensitivities defined within those models use the total sensor
admittance YsYr + Yp instead of Yr to form the derivatives with respect to the frequency.
Here, the parallel admittance Yp is considered in the total sensor current is. This definition
arises naturally from separating the sensor current into the resonator current and the
current though the capacitor, and it is used to consider the response of the resonator to the
alternating magnetic field.

3.3. Noise Model

In the following, we modify and extend the model presented in Ref. [54] to analyze
the noise of the array sensor system and how it is influenced by adding parallel sensor
elements. Additional sensor elements are considered and minor noise sources, e.g., of
the cables, are omitted. The equivalent circuit noise model is shown in Figure 2 and a
summary of the parameters is given in Table A1 in Appendix C. The noise of the excitation
source is described by a thermal-electrical noise source Eex of the D/A converter’s output
resistance Rex and the D/A converter’s quantization noise EVex. Similarly, EAD describes
the noise that occurs during the analog-digital conversion. The noise source of the JFET
charge amplifier is calculated from the model in [51] and is summarized in EJCA. Each
sensor element of the array is described by the mBvD equivalent circuit (Figure 2b). For the
sensor intrinsic noise of the nth sensor element, we consider the thermal-electrical noise
source Ep,n of the piezoelectric layer and the thermal-mechanical noise source Er,n of the
resonator. The value of the thermal-electrical noise sources can be calculated from:

Ex =
√

4kBTRx with x ∈ {ex, p, r}, (11)

with Boltzmann’s constant kB = 1.38× 10−23J/K and the temperature T = 290 K. The noise
source EVex and EAD were obtained from measurements. Here, we consider small excitation
amplitudes ûex < 100 mV only and obtain EVex = 26.8 nV/

√
Hz and EAD = 6.9nV/

√
Hz

in this case. Each noise source is transformed to the output of the charge amplifier to
analyze its contribution to the total noise density at the charge amplifier’s output. To
simplify the final expressions, the following impedances are defined. The impedance Zs,n
of the nth sensor is obtained from:

Zs,n = Zr,n‖Zp,n , (12)

Zr,n = Rr,n + jωLr,n +
1

jωCr,n
, (13)

Zp,n =
1

jωCp,n
‖Rp,n , (14)

where || denotes the parallel operator (a||b = (a−1 + b−1)−1).
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Figure 2. (a) Noise model of the sensor system comprising an excitation source, charge amplifier, and N sensor elements Sn

with impedances ZSn, connected in parallel. (b) Equivalent circuit noise model of each sensor element Sn, with resonator
intrinsic noise source Er,n and piezoelectric noise source Ep,n.

The total impedance of all N sensor elements connected in parallel is:

Zs =

[
N

∑
n=1

Z−1
s,n

]−1

. (15)

The impedance ZC2 of the cable with capacitance CC2 and resistance RC2 between the
sensor elements and the charge amplifier is given by:

ZC2 =
1

jωCC2
‖RC2, (16)

and the feedback impedance of the charge amplifier by:

Zf =
1

jωCf
‖Rf, (17)

with the capacitance Cf and the resistance Rf. The total voltage noise density at the output
of the charge amplifier is obtained from the superposition of the individual output referred
noise sources,

E2
co = E2

co,JCA + E2
co,Vex + E2

co,AD + E2
co,s , (18)

Eco,JCA of the charge amplifier, Eco,Vex of the D/A converter, Eco,AD of the A/D con-
verter, and the contribution Eco,s of the parallel sensor elements. These noise contributions
are given by:

E2
co,JCA = E2

JCA

∣∣∣∣1 + Zf
Zs + ZC2

∣∣∣∣2 , (19)

E2
co,Vex = E2

Vex

∣∣∣∣Zf
Zs

∣∣∣∣2 , (20)

E2
co,AD = E2

AD , (21)

E2
co,s =

N

∑
n=1

(
E2

r,n

∣∣∣∣ Zf
Zr,n

∣∣∣∣+ E2
p,n

∣∣∣∣ Zf
Rp,n

∣∣∣∣) E2
co,r + E2

co,p. (22)

4. Characterization and Validation of the Signal-and-Noise Model

In this section, the sensor elements and the array are characterized regarding their
impedance, signal, and noise as well as their frequency response. The measurements
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are compared with simulations to demonstrate the validity of the model. Details on the
implementation of the model are given in Appendix D.

4.1. Electrical Sensitivity and Admittance Characterization

To eventually compare simulations with measurements, the admittance of the sensor
elements is characterized. Measurements of the admittance magnitude |Ys| as functions
of frequency f are shown in Figure 3a (top) for the two sensor elements S1, S2, and both
connected in parallel (S1||S2). All measurements were made at B0 = 0 and an excitation
voltage amplitude of ûex = 10 mV. An mBvD equivalent circuit as described earlier
and illustrated in Appendix A is fitted to the magnitude data. The parameters obtained
from the fit are given in Table A1 in Appendix C. From the mBvD parameters, we obtain
resonance frequencies of fr,1 = 7674.9 Hz and fr,2 = 7676.5 Hz and quality factors of
Q1 = 642 and Q2 = 558 (equations in Appendix A). This results in resonator bandwidths
fBW,n ≈ fr,n/Qn of fBW,1 ≈ 12 Hz and fBW,2 ≈ 14 Hz. Hence, the difference in resonance
frequencies Δ fr = | fr,2 − fr,1| = 1.6 Hz is significantly smaller than the bandwidth of the
sensor elements.

Figure 3. (a) Top: magnitudes |Ys| of the admittance of the sensor elements S1, S2 and both connected
in parallel (S1||S2) measured at an applied magnetic flux density of B = 0 and an excitation voltage
amplitude of ûex = 10 mV, compared with a modified Butterworth-van Dyke (mBvD) equivalent
circuit fit; middle: magnitude |Yr| of the electrical admittance of the LCR series circuit of the mBvD
model; bottom: derivative of |Yr| with respect to the frequency f, which we refer to as electrical
amplitude sensitivity. (b) Top: corresponding phase angles φs of the sensor elements obtained from
the mBvD model; middle: phase angles φr of the admittance of the LCR series circuits; bottom: their
derivates, which we refer to as electrical phase sensitivities.

With the mBvD parameters, the phase angle φs,n is calculated and plotted in
Figure 3b (top). It shows the typical minimum of an electromechanical resonator that
is caused by the superposition of the current through the resonator and the current through
the parallel capcitance Cp,n and resistance Rp,n. The values of Ys,n and φs,n are similar
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to other electromechanical resonators that have been operated as delta-E effect sensors
(e.g., [32,34,54]). Hence, the chosen sensor elements are representative examples. The ad-
mittance magnitude |Yr,n| and phase angle φr,n of the series resonance circuit are obtained
from the mBvD model by omitting the parallel current ip,n and are plotted in Figure 3a,b
(middle). They exhibit the behavior expected from a linear resonator and the main differ-
ence between the two sensor elements is the small difference in their resonance frequencies.
The electrical sensitivities Sel,am,n and Sel,pm,n are calculated following the definitions in
Equation (8) from the derivaties of |Yr,n| and φr,n with respect to the frequency. They are
plotted in Figure 3a,b (bottom). Both sensor elements have similar electrical sensitivities
with extrema of Smax

el,am,1 ≈ Smax
el,am,2 ≈ ±0.15 μS/Hz and Smax

el,pm,1 ≈ Smax
el,pm,2 ≈ −8.5/Hz.

Note that Sel,am,n = 0 at fex = fr,n, but Sel,pm,n = Smax
el,pm,n. Because the two sensor elements

have very similar resonance frequencies, their total electrical admittance Ys = Ys,1 + Ys,2
in parallel connection ( S1||S2 ) shows qualitatively the same behavior but with a much
increased admittance magnitude and electrical amplitude sensitivity by approximately a
factor of two compared to the single sensor elements. The corresponding plots are shown
in Figure 3. Comparing the magnitude and phase of Ys( S1||S2 ) emphasizes that an im-
provement in the sensitivity is only expected for the electrical amplitude sensitivity Sel,am,
because the magnitudes |Yr,n| add up. In contrast, the electrical phase sensitivity Sel,pm
does not improve, as it results from averaging Sel,pm,1 and Sel,pm,2. For a more comprehen-
sive and general discussion, signal and noise must be considered and, in particular, their
dependencies on the magnetic field frequency and the differences in resonance frequency.
For that, the signal model is validated in the following section.

4.2. Frequency Response of the Sensor

The electrical sensitivities and sensor parameters found in the previous section are
used here in the signal model and the simulations are compared with measurements.
In Figure 4a, the spectrum Ûco of the modulated signal is shown from a measurement
of the sensor element S1 (top) and S1||S2 (bottom) using an excitation signal with a
voltage amplitude of ûex = 25 mV, a frequency fex = 7680 Hz and a sinusoidal magnetic
test signal with an arbitrarily chosen frequency of fac = 5.8 Hz, and an amplitude of
B̂ac = 1 μT. Besides the carrier peak at fex, both spectra show one pair of peaks at fex ± fac,
which corresponds to the modulating signal caused by the magnetic field. Following the
magnitude-frequency response of the transfer function of the resonator, the side peak
closest to the resonance frequency at fr,1 = 7674.9 Hz (S1) is the largest. The signal model
fits the measurements very well for magnetic sensitivities of Smag,1 ≈ Smag,2 = 24 Hz/mT.
Considering the normalization required for a comparison [26,57], Smag,n/ fr,n is in the
typical range expected from similar sensor elements [34,57].

Several fex �= fr are chosen to analyze the sensor’s magnitude-frequency response
for operating out of resonance. They are indicated in Figure 4b for S1 (top) and S1||S2
(bottom) as the difference Δ fex,1 fex − fr,1 of fex to the resonance frequency fr,1 of S1, and
the difference Δ fex,2 fex − fr,2 of fex to fr,2, respectively. For each excitation frequency,
the voltage sensitivity SV as a function of the magnetic field frequency fac was measured
four times, averaged, and plotted in Figure 4c. As expected, the measurements of both
configurations (S1 and S1||S2) show qualitatively the same behavior. For excitation
frequencies close to fr, the sensor’s voltage sensitivity SV exhibits a low-pass behavior with
a maximum voltage sensitivity at the lowest magnetic field frequency fac.

With an increasing deviation of fex from fr, the maximum shifts to larger values of fac
and further reduces its value. The reduction of the voltage sensitivity is caused by a change
of the electrical sensitivities as well as the transfer function of the resonator. The model
matches the measurements well with deviations mostly smaller than a factor of two and
well within the estimated errors of the measurements. In line with the estimation based
on the electrical sensitivity in the previous section, the simulations, and measurements of
S1||S2, show an overall improved voltage sensitivity compared to S1. A more detailed
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analysis of this is given in Section 5, where the model is used to estimate the influence of a
resonance mismatch for otherwise identical sensor elements.

Figure 4. Comparison of simulations with measurements. (a) Example amplitude spectrum of the measured and simulated
output signal using only the sensor element S1 (top) and both sensor elements in parallel S1||S2 (bottom) (ûex = 25 mV).
(b) Magnitude |Hr| of the transfer function Hr of the resonator used to indicate several excitation frequencies fex by
Δ fex,1 fex − fr,1, relative to the resonance frequency fr,1 = 7674.9 Hz of the sensor element S1 (top), and Δ fex,2 fex − fr,2,
relative to the resonance frequency fr,2 = 7676.5 Hz of the sensor element S2 (bottom). (c) Measured and simulated voltage
sensitivity SV (Equation (9)) as a function of the magnetic field frequency fac for the excitation frequencies indicated in (b)
for the sensor element S1 (top) and both sensor elements in parallel S1||S2 (bottom) (ûex = 10 mV).

4.3. Validation of the Noise Model

We omit the effect of ûex on the quality factor and noise floor for the small ûex used
in this work, in line with previous investigations [53,54]. Noise measurements are per-
formed for ûex = 0, i.e., the sensor’s input is shortened to ground potential, and data are
recorded for 5 min with a sample rate of 32 kHz. The measured noise density spectra
are compared with the simulations in Figure 5. The contributions of the sensor intrinsic
thermal-mechanical noise Eco,r, and piezoelectric thermal-electric noise Eco,p, as well as
the operational amplifier’s noise Eco,JCA, are shown. The measurements and simulations
match well and show what is expected for no excitation, or small excitation amplitudes.
Thermal-mechanical noise dominates the noise floor around the resonance frequency and,
further away, thermal-electrical noise of the piezoelectric resistance. The maximum noise
density peak in Figure 5 is increased by a factor of approximately 1.3 compared to the
single sensor elements. This is slightly less than the maximum increase by a factor of

√
2

expected from Equation (22), and it is likely caused by the resonance mismatch.
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Figure 5. Comparison of the simulated and measured total voltage noise density Eco (Equation (18)) around the sensor’s
resonance frequency. The simulated contributions of the thermal-mechanical noise density Eco,r, the thermal-electrical
noise density Eco,p of the piezeoelectric layer, and the operational amplifier’s noise density Eco,JCA are shown as well.
Measurements and simulations are compared for a sensor system with (a) a single sensor element S1, (b) a single sensor
element S2, and (c) two sensor elements connected in parallel (S1||S2).

5. Implications for Sensor Arrays

5.1. Influence of the Number of Sensor Elements

The noise model is used to estimate the influence of the number N of sensor elements
on the minimum detectable magnetic flux density. First, we consider the ideal case of
identical sensor elements described with the mBvD parameters of the sensor S1. In this
case, the signal magnitude increases linearly with N. The change of the total voltage noise
density is less trivial because the various noise contributions depend differently on N. A
simulation of the voltage noise density at the resonance frequency is shown in Figure
6 as a function of N. While the sensor intrinsic thermal-mechanical noise and thermal-
electrical noise increase ∝

√
N, the noise of the JFET charge amplifier is ∝ N. This linear

relationship can be explained with the expression for the noise gain |1 + Zf/(Zs + ZC2)|
of the amplifier in Equation (19). According to this expression, the noise gain is in good
approximation (Zs 
 ZC2, 1) inversely proportional to the impedance Zs of the array.
Each additional sensor element increases the capacitance and reduces Zs (Equation (15)),
and therefore, the noise gain increases linearly with N if all sensor elements are identical.
The thermal-mechanical noise and the thermal-electrical noise of the amplifier dominate
the noise floor at different N owing to their different dependencies on N. At small N,
the thermal-mechanical noise dominates the noise floor and the LOD ∝ 1/

√
N can be

improved by adding sensor elements. At large N, the noise contribution of the amplifier
dominates and no improvement in the LOD can be achieved because signal and noise are
both ∝ N. A transition region exists at intermediate values of N where the improvement
in LOD decreases continuously with N. This transition region is approximately around
N = 200Nmax for the set of sensor parameters considered.
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Figure 6. (a) Simulation of the voltage noise density at the resonance frequency as a function of the number N of the parallel
connected sensor elements. Below approximately N = 200, the noise level is dominated by the sensor intrinsic thermal-
mechanical noise and increases ∝

√
N. At approximately N > Nmax ≈ 200, the noise of the charge amplifier dominates the

noise floor and is ∝ N. No significant improvement in the signal-to-noise ratio is expected for N > Nmax ≈ 200 because
the signal amplitude increases ∝ N as well. (b) Simulated gain SV/SV,1 in the voltage sensitivity SV of a system with two
parallel connected sensor elements relative to the voltage sensitivity SV,1 of a single sensor element as a function of the
difference Δ fr in their resonance frequencies, normalized to the bandwidth fBW fr/Q of the resonator. Examples are shown
for three different parallel capacities, expressed as multiples of the parallel capacitance Cp,1 of the sensor element S1. The
minima are indicated with red dots.

5.2. Influence of Resonance Frequency Mismatch

The reproducibility of sensor elements can be considerably impaired by the relaxation
of small stress during fabrication [60] and by small variations in the resonator geometry. The
condition fex = fr cannot be fulfilled simultaneously for all N sensor elements because both
mechanisms cause a distribution in resonance frequency fr. At this point, it remains unclear
to what extent such a distribution impairs signal, noise, and LOD. However, knowing
the tolerable variation in resonance frequency is important for the design of sensor arrays
because it imposes limitations on the resonator geometry and on the tolerances of the
fabrication process.

First, the voltage sensitivity SV is calculated as a function of the resonance frequency
mismatch because it must be known to estimate the LOD (Equation (10)). The model sensor
system considered comprises two sensor elements connected in parallel. Both sensor
elements have identical resonance frequencies and sensitivities, and they are described
by the same set of mBvD equivalent circuit parameters of the sensor element S1. The
resonance frequency fr ∝ 1/

√
LrCr of one sensor element is altered by increasing the mBvD

parameters Lr and Cr in equal ratios. This keeps the quality factor Q ∝ Lr/Cr constant
(Appendix A), and it causes only a negligible change in the bandwidth for the range of
resonance frequencies tested. For each difference Δ fr in the two resonance frequencies,
we simulate the output signal using a magnetic test signal with a frequency of fac = 1 Hz,
and calculate the voltage sensitivity SV (Equation (9)). This procedure is repeated for three
different example capacities Cp with values that are multiples of the parallel capacitance
Cp,1 of the sensor element S1. We define the sensitivity gain SV/SV,1 by the voltage
sensitivity SV of the two parallel sensor elements, normalized to the voltage sensitivity
SV,1 of the single sensor element. The results are plotted in Figure 6b as functions of Δ fr
normalized to the bandwidth fBW = fr/Q of S1.

For all three values of Cp, the sensitivity gain reaches a maximum value of SV/SV,1 = 2,
when the resonance frequencies are identical Δ fr/ fBW = 0. It decreases to a minimum of
around SV/SV,1 = 1 at roughly Δ fr/ fBW = 0.5, indicated in Figure 6b with red dots. For
larger Δ fr/ fBW, SV/SV,1 increases slightly but it does not reach its maximum value again.
The influence of the parallel capacitance Cp on SV/SV,1 is distinct but it does not change the
curves qualitatively in the considered range. A larger Cp reduces SV/SV,1 at high Δ fr/ fBW
and shifts the location of the minimum to a larger Δ fr/ fBW; hence, it slightly broadens
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the peak around the maximum of SV/SV,1. Consequently, the condition of approximately
Δ fr/ fBW < 0.5 (depending on Cp) should be fulfilled to increase the signal magnitude in
an array with two sensor elements. This condition can be expressed as:

Δ fr,BW
Δ fr

fBW
≈ Δ fr

fr
·Q < 0.5 . (23)

The simulations in Figure 6b demonstrate that Equation (23) is not a strict criterium
because the locations of the minima on the Δ fr,BW-axis vary by up to 50% for different
tested values of Cp (e.g., for Cp = 2Cp,1 the minimum is at Δ fr,BW ≈ 0.75). The exact
location of the minimum depends on the contribution of the current through the LCR
pathway to the total sensor current, relative to the capacitive contribution of Cp. For all
practical purposes, these two contributions can hardly be varied independently because
changing the parallel capacitance is accompanied by a change of the excitation efficiency,
e.g., by altering the electrode geometry [32] or the piezoelectric material [33].

Not only for the voltage sensitivity, but also the sensor intrinsic thermal-mechanical
noise referred to as the output follows the transfer function of the resonator; this is demon-
strated with the measurements and simulations in Figure 5. Therefore, the LOD is constant
if the sensor intrinsic thermal-mechanical noise dominates the noise floor, which is typ-
ically fulfilled for excitation frequencies fex within the bandwidth of the resonator and
sufficiently small magnetic field frequencies fac. This conclusion is in line with other exper-
imental results [55] (Figure 6) and does still hold for two parallel operating sensor elements
with different resonance frequencies. Consequently, it is also LOD(Δ fr,BW) = const. if the
thermal-mechanical noise dominates the voltage noise density at fex + fac. The frequency
band around the resonance frequency where the LOD is constant depends on the difference
between the thermal-electric noise level and the resonance-amplified thermal-mechanical
noise level and changes with N. For the sensors analyzed, this range is approximately
< fBW around fr, as shown in Figure 5.

6. Discussion and Conclusions

The signal-and-noise model developed matches well with measurements on exchange-
biased sensor elements operated separately and in parallel in a setup with a single oscillator
and amplifier. The model does still hold for excitation frequencies out of resonance and
more than one sensor element. Hence, two major limitations of previous models have
been solved and a tool is presented that can further support the design of delta-E effect
sensors and sensor arrays. From the good match of the model and consistency with noise
measurements, we find that the sensor intrinsic noise in our setup can be considered as
uncorrelated, despite the parallel connection of sensor elements and their operation and
read-out by a single oscillator and single amplifier. This is an essential precondition for
improving the sensor performance by operating in parallel while using fewer electronic
elements to keep the setup compact. Additional requirements were identified, which
must be fulfilled to improve the signal and the limit of detection by operating many sensor
elements in parallel. For the given sensor system, no significant improvement in the limit of
detection can be achieved if a maximum number Nmax ≈ 200 of sensor elements is exceeded.
Above this number, the noise contribution of the amplifier dominates the noise floor and
increases, like the signal amplitude ∝ N. Below, the sensor intrinsic noise dominates around
the resonance and increases merely ∝

√
N, which results in LOD ∝ 1/

√
N. With the given

Nmax, this would correspond to an LOD improvement by a factor of approximately 14.
The value of Nmax depends on the contribution of the thermal-mechanical noise relative to
the thermal-mechanical noise. Therefore, Nmax can potentially be improved by reducing
the noise contribution of the charge amplifier. The proportionalities found do only hold
strictly if all sensor elements are identical. Simulations of the voltage sensitivity confirmed
that the improvement in signal amplitude depends significantly on the difference in the
resonance frequencies of the sensor elements. It vanishes at a bandwidth normalized
resonance frequency difference of approximately Δ fr,BW ≈ 0.5, depending on the value of
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the parallel capacitance of the sensor element. Consequently, a large signal improvement
by parallel operation requires tight tolerances on the resonance frequency and, therefore, on
the reproducibility provided by the fabrication process. Because the sensor intrinsic noise
follows the same resonator transfer function as the signal, we expect the LOD to be constant
with Δ fr,BW for sufficiently small Δ fr,BW, and here at approximately Δ fr,BW < 2. This value
depends on the level of the thermal-mechanical noise, relative to the thermal-electrical
noise of the piezoelectric layer and the noise contribution of the amplifier.

In conclusion, a model was presented that overcomes previous limitations and can
be used to explore the signal and noise characteristics of delta-E effect sensor arrays. The
results from measurements and simulations indicate that large arrays of parallel operating
sensor elements can be an option to improve the signal and limit of detection in the future.

Author Contributions: Conceptualization, B.S.; methodology, B.S. and P.D.; formal analysis, B.S.
and P.W.; investigation, B.S., P.W. and P.D.; data curation, B.S. and P.W.; writing—original draft
preparation, B.S.; writing—review and editing, B.S., P.W., P.D., M.H., A.B., R.R. and F.F.; visualization,
B.S.; project administration, M.H., A.B., R.R. and F.F.; funding acquisition, M.H., A.B., R.R. and F.F.
All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the German Research Foundation (DFG) via the collaborative
research center CRC 1261.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on reasonable request
from the corresponding author.

Acknowledgments: The authors gratefully thank Christine Kirchhof for the fabrication of the sensor
elements.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Equivalent Circuit Model

The equivalent circuit model used to describe the electrical admittance of each sensor
element is illustrated in Figure A1a and the structure of the modeled sensor array in
Figure A1b.

Figure A1. Illustration of (a) the modified Butterworth-van Dyke equivalent-circuit model used to
describe the sensor elements, with the current ir,n through the resonator LCR-circuit and ip,n as the
parallel capacitive pathway, and (b) all N parallel-connected sensor elements of the array, with the
current is,n through the nth sensor element and the total current is through the array.

The following equations are used to estimate the resonance frequency fr,n and the
quality factor Qn of the nth sensor element:

Qn =
1

Rr,n

√
Lr,n

Cr,n
, (A1)
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and
fr,n =

1
2π
√

Lr,nCr,n
. (A2)

Appendix B. Transfer Function of the Resonator

The frequency response of the resonator is modeled as second-order infinite impulse
response (IIR) peaking filter with the transfer function Hr(z) [61]:

Hr(z) =
n1 + n2z−1 + n3z−2

d1 + d2z−1 + d3z−2 , (A3)

and the components ni of the numerator coefficients as well as di of the denominator
coefficients, which are functions of the quality factor Q and the resonance frequency fr [62]:

n =

⎛⎝ 1 − g
0

g − 1

⎞⎠ , d =

⎛⎝ 1 − g
−2g· cos(π fr)

2g − 1

⎞⎠ . (A4)

To ensure a gain of −3 dB at the bandwidth, the factor g is set to:

g =

[
1 +

√
2· tan

(
π

2
fr

Q

)]−1
. (A5)

Appendix C. System Parameters

In the following Table A1, the model parameters of the sensor system and the equiva-
lent circuit parameters of the two sensor elements S1 and S2 are summarized.

Table A1. Parameters of the equivalent circuit noise model and the modified Butterworth-van Dyke
(mBvD) model.

Component Parameter Value Parameter Value

Excitation Rex 75 Ω

Cable C1 RC1 147 MΩ CC1 208 pF

Cable C2 RC2 184 MΩ CC2 36 pF

Sensor element S1

Rp,1 295 MΩ CME,1 47.157 pF
Rr,1 663.47 kΩ Cr,1 48.725 fF
Lr,1 8.826 kH fr,1 7674.9 Hz

Sensor element S2

Rp,2 310 MΩ CME,2 48.568 pF
Rr,2 755.96 kΩ Cr,2 49.112 fF
Lr,2 8.753 kH fr,2 7676.4 Hz

Amplifier Rf 5 GΩ Cf 30 pF

Appendix D. Implementation of the Model

The equations, which describe the signal-and-noise model (Equations (1)–(22)), are
implemented in MATLAB (The MathWorks, Inc., Natick, MA, USA). The voltage at the
charge amplifier’s output uco(t) is calculated in the time domain using Equations (1)–(6),
and the electric sensitivities (Equations (7) and (8)) obtained from the impedance measure-
ments in Section 4.1. Estimated magnetic sensitivities of Smag,1 ≈ Smag,2 = 24 Hz/mT
are used, which is in the typical range expected from similar sensor elements [34,57]. The
simulated time domain signal is demodulated with a quadrature amplitude demodulator
and subsequently converted to the frequency domain using Welch’s method [63]. From
the power spectral density estimate, we calculate the amplitude spectrum Û( f ) of the
demodulated signal u(t) and the voltage sensitivity following the definition provided by
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Equation (9). For the noise simulations, Equations (11)–(22) are implemented to obtain the
voltage noise density at the output of the charge amplifier in the frequency domain.
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Abstract: Magnetoelectric resonators have been studied for the detection of small amplitude and low
frequency magnetic fields via the delta-E effect, mainly in fundamental bending or bulk resonance
modes. Here, we present an experimental and theoretical investigation of magnetoelectric thin-film
cantilevers that can be operated in bending modes (BMs) and torsion modes (TMs) as a magnetic
field sensor. A magnetoelastic macrospin model is combined with an electromechanical finite
element model and a general description of the delta-E effect of all stiffness tensor components Cij

is derived. Simulations confirm quantitatively that the delta-E effect of the C66 component has the
promising potential of significantly increasing the magnetic sensitivity and the maximum normalized
frequency change Δ fr. However, the electrical excitation of TMs remains challenging and is found to
significantly diminish the gain in sensitivity. Experiments reveal the dependency of the sensitivity
and Δ fr of TMs on the mode number, which differs fundamentally from BMs and is well explained
by our model. Because the contribution of C11 to the TMs increases with the mode number, the
first-order TM yields the highest magnetic sensitivity. Overall, general insights are gained for the
design of high-sensitivity delta-E effect sensors, as well as for frequency tunable devices based on the
delta-E effect.

Keywords: delta-E effect; magnetoelectric; magnetoelastic; resonator; torsion mode; bending mode;
magnetic modeling; MEMS; FEM

1. Introduction

In recent years, thin-film magnetoelectric sensors have been studied, frequently en-
visioning biomedical applications in the future [1,2]. Such applications often require the
measurement of small amplitude and low frequency magnetic fields [1–3]. With the direct
magnetoelectric effect, such small detection limits are only obtained at high frequencies
and in small-signal bandwidths of a few Hz [2,4]. One way to overcome these limitations is
by using a modulation scheme based on the delta-E effect. The delta-E effect is the change
of the effective elastic properties with magnetization due to magnetoelastic coupling [5–8].
It results from inverse magnetostriction that adds additional stress-induced magnetostric-
tive strain to the purely elastic Hookean strain. The delta-E effect can occur generally
in various elastic moduli and several components of the elastic stiffness tensor C [9,10].
Hence, it is sometimes referred to as the delta-C effect [11]. Typically, delta-E effect sensors
are based on magnetoelectric resonators that are electrically excited via the piezoelectric
layer at or close to the resonance frequency fr. Upon the application of a magnetic field,
the magnetization changes and the delta-E effect alters the mechanical stiffness tensor of
the magnetostrictive layer. If the altered stiffness tensor components contribute to the
resonance frequency of the excited mode, the resonance frequency changes, which can
be read-out electrically. The delta-E effect of the Young’s modulus has especially been
studied thoroughly in soft magnetic amorphous materials [12–18]. It was used for magnetic
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field sensing with magnetoelectric plate resonators [19–22] and beam structures [23–32].
Such resonators are operated in bending or bulk modes and some have achieved limits of
detection down to the sub-nT regime at low frequencies. Microelectromechanical systems
(MEMS) cantilever sensors based on the delta-E effect were recently used for the mapping
of magnetically labeled cells [33], and have shown promising properties for sensor array
applications [34].

In contrast to the delta-E effect of the Young’s modulus, the delta-E effect of the shear
modulus has been studied less extensively [35] and mainly in amorphous wires [36,37]. It
has been used for a different kind of delta-E effect sensors where shear waves, traveling
through the magnetoelastic material, are influenced by the delta-E effect. This concept
was realized with bulk acoustic shear waves in amorphous ribbons [38] and recently with
surface acoustic shear waves in magnetic thin film devices [10,39–42]. Only very few
studies investigate torsion modes in beam structures [43,44], either with electrostatically
actuated cantilevers [43] or double-clamped beams [44]. Both studies are limited to specific
configurations of the magnetic system and consider neither the full tensor relations of
the mechanics and the delta-E effect nor higher resonance modes. Until now, a compre-
hensive experimental and theoretical analysis has been missing as well as a discussion of
implications for the design of delta-E effect-based devices.

2. MEMS Torsion Mode Sensors

In this study, all measurements and models are made for a microelectromechanical
system (MEMS) technology-fabricated cantilever with an electrode design that permits
the excitation of torsion modes. A sketch including dimensions and layer structure and a
top-view photograph of the design are shown in Figure 1. The approximately 3.1 mm-long
and 2.15 mm-wide cantilever consists of a ≈ 2 μm-thick piezoelectric layer of AlN [45] on
a 50 μm-thick poly-Si substrate. A 2 μm-thick amorphous magnetostrictive multilayer is
deposited on the rear side. A magnetic field is applied during the deposition to induce
a magnetic easy axis along the short cantilever axis. For actuation and read-out, three
top electrodes (E1, E2 and E3) of 100 nm-thick Au with lengths L1 = L2 ≈ 1 mm and
L3 ≈ 0.6 mm and widths W1 = W2 ≈ 0.5 mm and W3 ≈ 1 mm contact the AlN layer on the
top. The counter electrode (150 nm Pt) covers the whole beam area and is located between
the AlN layer and the substrate. All measurements are performed with electrode E1. As a
magnetostrictive material, we use a 2 μm multilayer of 20 × (100 nm (Fe90Co10)78Si12B10
and 6 nm Cr). It is covered by a top Cr-layer that serves as a protection against corrosion.
More information about the layer structures and the fabrication process can be found
elsewhere [27]. In contrast to the sensors in Ref. [27], the sensor presented here is signifi-
cantly wider and the adapted electrode design additionally permits the excitation of torsion
modes. Details on the geometry are given in the appendix.

Figure 1. Delta-E effect sensor analyzed in this study: (a) schematic top view of the cantilever, with
three different electrodes E1, E2 and E3 of lengths L1 = L2 ≈ 1 mm, L3 ≈ 0.6 mm and widths
W1 = W2 ≈ 0.5 mm and W3 ≈ 1 mm; (b) schematic side-view of the cantilever with the thickness of
the functional layers and the poly-Si substrate; (c) top-view photograph of the fabricated structure.
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3. Sensitivity

3.1. Definition of the Sensitivity

An important parameter that characterizes a magnetic field sensor is its sensitivity.
During sensor operation, an alternating voltage is applied to excite the cantilever at its
mechanical resonance frequency fr. Applying a magnetic field, shifts fr via the delta-E effect
and correspondingly the sensor’s admittance characteristic on its frequency axis f. Hence,
the magnitude |Y| = abs{Y} and phase angle φ = arg{Y} of the sensor admittance Y
depend on the magnetic field. Consequently, the ac magnetic field to be measured causes an
amplitude modulation (am) and phase modulation (pm) of the current through the sensor.
Detailed information on the operation and read-out can be found elsewhere [46–48]. The
linearized change of |Y| and φ with the magnetic field can be described by the amplitude
sensitivity Sam = SY,r·SH,r and the phase sensitivity Spm = Sφ,r·SH,r [49], respectively.
Both sensitivities have a magnetic part SH,r that includes the delta-E effect and an electric
part SY,r or Sφ,r, which can be determined from the admittance. We refer to the three
sensitivities as relative sensitivities, because they are normalized to the excitation frequency
fex = fr. The normalization is required to eventually compare the electrical and magnetic
sensitivities of sensors with different geometries operated at different fr or in different
resonance modes. Usually a magnetic bias field H0 is applied to operate the sensor at
optimum conditions. The relative sensitivities are then defined in linear approximation as
derivatives [49]:

SY,r
∂|Y|
∂ f

∣∣∣∣
f= fr, H=H0

· fr; Sφ,r
∂φ

∂ f

∣∣∣∣
f= fr,H=H0

· fr; SH,r
1
fr

∂ fr

∂μ0H

∣∣∣∣
H=H0

, (1)

with the magnetic vacuum permeability μ0 ≈ 4π·10−7 N/A2. From Equation (1), the
relative magnetic sensitivity SH,r is the linearized and normalized change of the resonance
frequency fr with the applied magnetic flux density μ0H.

3.2. Magnetic Sensitivity of Arbitrary Resonance Modes

The delta-E effect is included in the relative magnetic sensitivity SH,r because the
resonance frequency fr = fr

(
Cij
)

is a function of the stiffness tensor components Cij.
Depending on the respective resonance mode, different Cij dominate fr and depending
on the magnetoelastic properties they might result in non-zero SH,r. To describe SH,r for
arbitrary resonance modes, it can be separated into a purely mechanical part f−1

r ∂ fr/∂Cij
that contains the resonance properties of the structure and a purely magnetoelastic part
∂Cij/∂μ0H:

SH,r
1
fr

∂ fr

∂μ0H

∣∣∣∣
H=H0

= ∑3
i=1 ∑3

j=1
1
fr

∂ fr

∂Cij

∂Cij

∂μ0H

∣∣∣∣
H=H0

∑3
i=1 ∑3

j=1 ∂C fr,ij ∂HCij. (2)

If treated separately, the factors ∂ fr/∂Cij and ∂Cij/∂μ0H must be normalized to re-
move the dependency on the absolute value of Cij that cancels out in SH,r. We define:

∂C fr,ij
Cij

fr

∂ fr

∂Cij

∣∣∣∣∣
H=H0

; ∂HCij
1

Cij

∂Cij

∂μ0H

∣∣∣∣
H=H0

. (3)

From Equation (3), the factor ∂C fr,ij represents a normalized measure for the influence
of the stiffness tensor component Cij on the resonance frequency fr of the considered
resonance mode. It is a purely mechanical quantity and hence determined by the geometry,
the resonance mode, and the effective mechanical properties of the resonator. The second
factor ∂HCij, includes the delta-E effect and describes the normalized influence of the
applied flux density μ0H on Cij. Hence, the two factors quantify the mechanical and the
magnetoelastic parts of the relative magnetic sensitivity SH,r. They will be used later to
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analyze the sensitivity and the frequency detuning of higher bending and torsion modes of
the cantilever.

4. Sensor Modelling

The model used to describe and analyze the sensor consists of two parts. With
a semi-analytical magnetoelastic macrospin model, the delta-E effect is obtained, i.e.,
the effective mechanical stiffness tensor C(H) as a function of the applied field H. It is
used as an input for an electromechanical finite element mechanics (FEM) model that
describes the resonance frequency and the sensor’s impedance response. In addition to a
macrospin approximation, we assume a quasi-static magnetization behavior. Consequently,
it is only valid for operation frequencies and magnetic field frequencies far below the
ferromagnetic resonance frequency (FMR). The FMR generally depends on the geometry
and the magnetic properties of the thin-film [50] and can cause a frequency dependency
of the delta-E effect [51]. For the soft-magnetic material and thin-film geometry used
here, it is in the GHz regime [51,52]. Because the operation frequencies are of the order of
several kHz, magnetodynamic effects and the frequency dependency of the delta-E effect
are neglected [51]. Due to the low frequencies, we assume that also electrodynamic effects
can be omitted in the electromechanical model. In the following, both parts of the model
are discussed in detail.

4.1. Electromechanical Model

In the electromechanical part of the model, we consider a simplified cantilever geome-
try, reduced to the poly-Si substrate, the piezoelectric AlN layer, and the magnetic FeCoSiB
layer. Details on the geometry used are given in Appendix C. We assume all materials to be
mechanically linear, which is a good approximation at sufficiently small excitation voltages.
The material parameters used are given in the appendix. The cantilever is oriented in a
cartesian coordinate system as illustrated in Figure 2, used throughout this paper. The
mechanical equation of motion is given by (e.g., [53])

ρ
∂2u
∂t2 = ∇·σ , (4)

if no external forces are present. It includes the displacement vector u, the time t, the
mass density ρ, and the divergence ∇·σ of the mechanical stress tensor σ. For sufficiently
small excitation frequencies, eddy current effects can be neglected and the electrostatic
equations [54]:

E = −∇U,
∇·D = ρc,

(5)

are valid in good approximation. They include the electrical vector field E, the gradient
∇U of the electrical potential U and the divergence ∇·D of the electric flux density D
with the free charge density ρc. The electrostatic equations are coupled to the mechanical
equation of motion via the constitutive piezoelectric equations, here in the stress-charge
form [54,55]:

σ = C∗ε − eT
c E

D = ecε − εelE ,
(6)

with the linear strain tensor ε and the complex mechanical stiffness tensor C∗ = C(1 + iη).
Its real part is the material’s stiffness tensor C and its imaginary part Cη includes the
isotropic loss factor η, which is used to consider damping in the materials [56]. The
electromechanical coupling tensor is denoted as ec and the electrical permittivity tensor
as εel. For the calculation, we set fixed boundary conditions (u = 0) at the left face of
the beam. For the piezoelectric material, we assumed at the boundaries nD = 0 (with
surface normal vector n), and an initial value for the electric potential of U = 0, except
for the area covered by the electrodes. The electrodes are modeled with a fixed potential
boundary condition, where an alternating voltage Uapp = U0· exp(i[ωt + ϕv]) is applied,
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with amplitude U0, the angular frequency ω and phase angle ϕv. To calculate the electrical
admittance Y = I/U the current I is obtained from integrating the surface charge density
over the electrode areas. For the solution, a linear response of the system is assumed, with
a displacement of the form u = û· exp(i[ωt + ϕu]) and a solution for the electrical potential
of U = Û· exp(i[ωt + ϕv]). The equations are solved within a frequency domain study in
COMSOL(r) Multiphysics v. 5.3a (COMSOL AB, Stockholm, Sweden) [56]. All material
parameters used are given in the appendix.

Figure 2. Coordinate system used for the electromechanical and the magnetic model. All three
components mi of the reduced magnetization vector m are described by the polar angle θ and the
azimuthal angle ϕ.

4.2. Magnetoelastic Model

For the magnetic model, we consider the enthalpy density function of a macrospin
with a uniaxial anisotropy energy density, an external magnetic field, a demagnetizing
term, and magnetoelastic energy density. Using Einstein’s summation convention, the
enthalpy density term we use is:

u = K
(

1 − (miEAi)
2
)
− μ0Msmi Hi − 1

2
μ0Msmi Hd,i − σjλj with i = 1, 2, 3 j = 1, . . . , 6 . (7)

In this equation, the components of the reduced magnetization vector are denoted by
mi, the magnitude of the magnetization vector by Ms and the magnetic vacuum perme-
ability by μ0. The effective easy axis of magnetization is characterized by its orientation
vector EAi and the effective first-order uniaxial anisotropy energy density constant K. The
components of the external magnetic field vector are given by Hi and the components of the
mean demagnetizing field by Hd,i = −Diimi Ms, with the main diagonal components Dii of
the demagnetizing tensor. For the magnetoelastic energy density, we use the coupling term
−σiλi with the stress tensor components σi and the components λi of the isotropic magne-
tostrictive strain tensor. Both are given in Voigt’s notation. The coupling term results from
omitting magnetostrictive self-energy and incorporating the term constant with stress into
K [57]. In the following, the polar angle θ and the azimuthal angle ϕ of m in the spherical
coordinate system (Figure 2) are used to define its components mi. The exact definition of
all vector and tensor components is given in the appendix. The linearized change of the
elastic compliance components Sij with the magnetic field and stress is derived from the
expression

Sij(H, σ) =
∂εi
∂σj

=
∂(ei + λi)

∂σj
Sm,ij + ΔSij . (8)

where the first summand Sm,ij is the constant, fixed magnetization elastic compliance tensor
component. The magnetization dependent part ΔSij can be obtained from the equilibrium
conditions that are given by the first-order derivatives of u:

uϕ
∂u
∂ϕ

= 0 and uθ
∂u
∂θ

= 0 . (9)
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From these equilibrium conditions a general expression for the linearized change
ΔSij of the compliance tensor can be derived (Appendix A). Denoting the second-order
derivatives as uϕϕ and uθθ it is:

ΔSij
∂λi
∂σj

= −∂λi
∂ϕ

∂uϕ

∂σj

1
uϕϕ

− ∂λi
∂θ

∂uθ

∂σj

1
uθθ

. (10)

This expression permits a quick calculation of the compliance tensor for different
magnetic systems described by an enthalpy density u. From Equation (10), the non-zero
components of ΔS for in-plane magnetization (θ = π/2) are:

ΔS11 = ΔS22 = −ΔS12 =
9λ2

s cos[ϕ]2 sin[ϕ]2

uϕϕ
, (11)

ΔS16 = −ΔS26 = −9λ2
s cos[ϕ] cos[2ϕ] sin[ϕ]

uϕϕ
, (12)

ΔS44 =
9λ2

s sin[ϕ]2

uθθ
, (13)

ΔS45 =
9λ2

s cos[ϕ] sin[ϕ]
uθθ

, (14)

ΔS55 =
9λ2

s cos[ϕ]2

uθθ
, (15)

ΔS66 =
9λ2

s cos[2 ϕ]2

uϕϕ
. (16)

The final compliance tensor for in-plane magnetization as a function of magnetic field
and stress is:

S(H, σ) =

⎡⎢⎢⎢⎢⎢⎢⎣

S11 S12 Sm,13 0 0 ΔS16
S12 S22 Sm,23 0 0 ΔS26

Sm,13 Sm,23 Sm,33 0 0 0
0 0 0 S44 ΔS45 0
0 0 0 ΔS45 S55 0

ΔS16 ΔS26 0 0 0 S66

⎤⎥⎥⎥⎥⎥⎥⎦ with Sij(H, σ) = Sm,ij + ΔSij. (17)

Because in our case both, Sm and ΔS. are symmetric, and S is also symmetric. Note that
Sm,16 = Sm,26 = Sm,45 = 0 in our isotropic magnetic material and consequently S16 = ΔS16,
S26 = ΔS26 and S45 = ΔS45. Finally, the stiffness tensor C is obtained by numerically
calculating the inverse C(H, σ) = S(H, σ)−1. It has the same non-zero components and
symmetry. All equations (Equations (11)–(17) are obtained from Equation (10) assuming
in-plane magnetization (θ = π/2) and are valid for the isotropic magnetoelastic coupling
used in the enthalpy density function (Equation (7)). For all the following simulations,
we additionally assume in-plane magnetic fields (θH = π/2) and an in-plane easy axis
(θEA = π/2).

These two assumptions influence and simplify u and its derivatives, which are given
in the appendix.

5. Implications of the Magnetic Model

In the following, results for the Cij of the magnetoelastic model are discussed at the
example of a thin-film geometry. For the calculations, we assumed zero static stress (σi = 0)
and D33 = 1. The large shape anisotropy results in C44 ≈ Cm,44 and C55 ≈ Cm,55. We limit
the discussion to the C11, C12 and C66 components as they are most relevant for torsion and
bending modes.
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In Figure 3a, the normalized C11, C12 and C66 components are plotted for a macrospin
and ϕEA = 90◦. Because uϕϕ(H = HK) = 0 and so ΔS66(H → HK) → ∞ (Equation (4)) it
is C66(H = HK) = 0. At |H| > |HK|, it is C66 < Cm,66 with C66 = Cm,66 only for H → ∞ .
Hence, for finite H even a small shear stress σ6 can always tilt the magnetization vector out
of the applied magnetic field direction. It occurs, because the magnetoelastic energy density
contribution −σ6λ6 of the shear stress σ6 is asymmetric around ϕ = 0◦. Its minimum is
shifted by 45◦ compared to the minimum of the one-component at ϕ = 0◦. Consequently,
at the two local maxima it is C66(ϕ = 45◦, 135◦) = Cm,66. The C11 component shows two
distinct minima but unlike the delta-E effect in the Young’s modulus (e.g., [6,14,49]) no
discontinuities at |H| = |HK|. Although the discontinuities are present in S11 (not shown),
they vanish during the inversion due to contributions of other Sij components to C11. In
contrast to C11, C12 stiffens with applied magnetic bias field because ΔS12 = −ΔS11. The
signs are a direct consequence of the positive isotropic magnetoelastic coupling. As the
macrospin rotates towards the x axis, magnetostrictive expansion occurs along the x axis,
but contraction occurs along the y axis. Compared with C11, the maximum relative change
of C12 is larger because Sm,12 < Sm,11, which results in a different weighting in Equation
(8). In Figure 3b, C66 is shown for three different angles of the easy axis ϕEA = 90◦, 85◦, and
75◦. It is apparent that a change of ϕEA strongly influences C66. Relative to ϕEA = 90◦, the
two minima at H = ±HK shift to a larger |H| and the minimum value increases strongly
by more than 85% at ϕEA = 85◦ and about 95% at ϕEA = 75◦. The center minimum
shifts due to the single domain hysteresis and decreases slightly with decreasing ϕEA. A
singularity occurs at ϕEA = 85◦ due to the magnetic discontinuity at the switching field of
the single-spin model. Due to the strong impact of small deviations from ϕEA = 90◦ on
C66(H), the magnetic sensitivity is expected to change notably with ϕEA.

Figure 3. (a) Magnetic field dependent components Cij of the effective stiffness tensor for an ideal hard axis magnetization
process of a macrospin. The external magnetic field with magnitude H is applied along the x axis and normalized the
anisotropy field HK; (b) component C66 for different angles ϕEA of the magnetic easy axis to the x axis; (c) maximum
value ∂HCij,max of ∂HCij(H) (Equation (3)) for the C11 and C66 components as functions of the easy axis angle ϕEA. For the
calculations in (c), a distribution of effective anisotropy energy density is used as in Ref. [49] with a standard deviation of
δK = 15 % for a more quantitative estimation and to prevent singularities.

In the following, we quantify the influence of the Cij components on the relative
magnetic sensitivity SH,r using ∂HCij as defined in Equation (3). Calculating ∂HCij requires
forming the derivate ∂Cij/∂H, which results in singularities for the 66-component at
ϕEA = 90◦ and |H| = |HK|. A finite derivative can be estimated by including the
distribution of the effective anisotropy energy density K in a mean-field approach [15,49,58].
With such a distribution, inhomogeneities in the magnetization response are considered
that can occur, e.g., from spatially varying stress or internal stray fields. We use a normal
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distribution of K with a standard deviation δK = 15 % as a representative example value
that has been used previously for a similar device [49]. We calculate ∂HCij(H) numerically
from Cij(H) and extract the maximum ∂HCij,max(H) for H > 0, at various angles ϕEA of the
easy axis. They are plotted in Figure 3c. As a result of the distribution, both ∂HCij,max are
finite at ϕEA = 90◦ with ∂HC66,max ≈ 10 × ∂HC11,max ≈ 4.5 × ∂HC12,max. This is reduced
to ∂HC66,max ≈ 4 × ∂HC11,max ≈ 2 × ∂HC12,max at ϕEA = 80◦. In conclusion, the C66
component potentially offers a significantly larger magnetic sensitivity than the C11 and
C12 components.

6. Results

6.1. Magnetization Measurements

Magneto–optical Kerr effect (MOKE) microscopy [59] was used to analyze the mag-
netic multilayer. The picture in Figure 4a shows the rear side of the cantilever and is
composed of a series of images. For each image, the magnetic multilayer was demag-
netized along the x axis and the MOKE sensitivity axis was set along the y axis. The
region of the magnetic multilayer is marked with a white frame and the estimated easy
axis orientation is indicated with white arrows. In a large region around the left, top, and
bottom edge, no magnetic response is visible. A comparison with light microscopy images
reveals possibly corroded regions. They might have formed due to incomplete Cr-coverage
at the edges. At the time, a particularly thin Cr-layer was deposited to ensure good magne-
tooptical contrast. Close to the clamping region (blue rectangle in Figure 4a), the layer is
partially delaminated. Despite these nonidealities, the overall magnetic response in the
magnetically active region is quite homogeneous. The average easy axis orientation is
approximately ϕEA = −75◦ ± 5◦ relative to the x axis. An effective uniaxial anisotropy
energy density of K = (1.2 ± 0.1) kJ/m3 is estimated with the magnetoelastic model. We
used the ballistic demagnetizing tensor [60] in the center of the film and assumed σj = 0. A
representative magnetization curve of the center region, recorded along the x axis, is shown
in Figure 4b, and compared with one recorded at the clamping region. The difference
between these curves indicates a different alignment of the effective anisotropy. However,
due to the magnetic multilayer structure and the partial delamination additional effects
cannot be excluded. From previous investigations [49], we expect that the deteriorated
magnetic properties at the clamping especially reduce the resonance frequency detuning
and the magnetic sensitivity of the first bending mode.

Figure 4. (a) Magneto-optical Kerr effect microscopy image of the analyzed structure, demagnetized along the x axis
and composed of a series of different images. The region of the magnetic layer is marked by a white square and the
approximated orientation of the magnetic easy axis is indicated with arrows at approximately −75◦ ± 5◦ relative to the x
axis; (b) magnetization curve close to the clamping and in the center of the magnetic film. The two evaluated regions are
indicated with squares in (a).
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6.2. Electromechanical Properties

To analyze the electromechanical properties of the sensor, the sensor admittance
Y( fex) is measured over a large range of excitation frequencies fex. Six resonance modes
are characterized in detail by fitting a modified Butterworth van Dyke (mBvD) model
(e.g., [61]) with the equivalent circuit configuration from [47] to the measurements. The
resonance frequencies fr and quality factors are calculated from the mBvD parameters of
each admittance curve and compared with the eigenfrequencies obtained from the finite
element method (FEM) model. With this comparison, the eigenmodes are identified to
be the first three bending modes (BM1–3) and the first three torsion modes (TM1–3). The
FEM model was fitted to admittance measurements of the first torsion mode (TM1) close to
magnetic saturation at μ0H =− 10 mT. It matches the measurements very well as shown
in Figure 5a. The material parameters match excellently with literature values. Details
on the material parameters and on the geometry are given in Appendix C. A comparison
of the measured resonance frequencies in magnetic saturation with the FEM simulations
results in extremely small deviations <2% for all six modes (Appendix B).

Figure 5. (a) Example comparison of measurement and FEM simulation of the sensor admittance around the first torsion
mode (TM1), close to magnetic saturation at −10 mT; (b) comparison of measured and modeled maximum phase shift of
the first three torsion modes (TM, samples 1–3) and the first and second bending modes (BMs, samples 4–9) with various
electrode configurations. The BM measurements are published in Ref. [28].

The set of material parameters found is used to predict, and compare the impedance
characteristic of other cantilever delta-E effect sensors published previously [28]. The
sensors differ in their geometry from our torsion mode sensor. They were designed to
excite the first and second bending mode with various electrode geometries. For the
simulations, we used the same material parameters found for the torsion mode sensors but
adjusted the geometry.

As a figure of merit for the electromechanical model, we compared the absolute
difference Δφ = φmax − φmin of the phase angle φ of the electrical admittance Y. The
simulation results are plotted in Figure 5b and compared with values of the torsion modes
(Appendix B) measured here, and the bending mode from Ref. [28]. The TMs were mea-
sured close to magnetic saturation at μ0H = −10 mT to reduce the influence of the delta-E
effect. Slight deviations between the measurement and simulation might result from effec-
tively different magnetoelectric coupling factors, e.g., due to the slightly different material
parameters, geometric inaccuracies, or stress [62]. In conclusion, the model can estimate
the electromechanical properties of the device and the effect of different electrode configu-
rations well. For the application of magnetoelastic resonators as delta-E effect sensors, a
high Δφ and hence a high electrical sensitivity is desirable. In comparison to the bending
modes, the Δφ of the torsion modes is systematically smaller, which is also reflected in
the electrical sensitivities. With SY,r ≈ 0.85 mS of TM1, the maximum relative electrical
amplitude sensitivity SY,r ≈ 5.8 mS of sample No. 7 (BM2) [28] is almost a factor of seven
larger, despite a similar quality factor. Hence, the large factor potentially gained in the
magnetic sensitivity from utilizing the C66 component can be diminished by a reduced
electrical sensitivity.
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Additional simulations show that further optimization of the electrode design and
reduction in the parasitic capacity from bond pads and wires could improve Δφ of TM1
to Δφ = 10◦. Alternatively, the parasitic effect of the sensor capacitance could be neutral-
ized with additional electronics to utilize the phase-modulated signal for magnetic field
detection [48]. A further improvement by a factor of two could be obtained by exciting
both electrodes E1 and E2, phase shifted by 180◦. Additionally, alternative piezoelectric
materials with larger piezoelectric coefficients, such as AlScN [63–65] could increase the
electrical sensitivity significantly and result in Δφ comparable with bending modes.

6.3. Delta-E Effect and Sensitivities

The fr(H) plots extracted from the modified Butterworth van Dyke (mBvD) fits of the
first three bending modes (BM1–3) are shown in Figure 6a (right). They are normalized
to fr,maxΔ fr(−10 mT) and have a respective minimum resonance frequency fr,min. As a
measure for the maximum resonance frequency detuning, we defined the normalized
resonance frequency change fr( fr,max − fr,min)/ fr,max. All three curves are w-shaped and
Δ fr increases with increasing mode number. This effect was reported previously and
explained with a strong weighting of the magnetic properties at the clamping in BM1 [49].
Here, the difference between the BM1 and BM2 is significantly larger, which is consistent
with the deteriorated material around the clamping region, visible in the magneto–optical
Kerr effect microscopy (MOKE) images (Figure 4a). Correspondingly, the relative magnetic
sensitivity SH,r ≈ 3.5 T−1 is smallest in BM1 and increases up to SH,r ≈ 9 T−1 in BM2.

Figure 6. Measurements of the resonance frequency fr as a function of the applied magnetic flux density μ0H along the long
cantilever axis (x axis) starting at μ0H = −10 mT: (a) normalized resonance frequency fr/ fr,max of the first three torsion
modes (TMs) (left) and the first three transversal bending modes (BMs) (right). The maximum resonance frequencies fr,max

of the TMs are 26.256, 87.478, 175.150 kHz, and of the BMs: 7.649, 47.182, 121.400 kHz; (b) relative magnetic sensitivities
SH,r = SH/ fr,max calculated from the data in (a) with Equation (1).

The normalized fr(H) plots of the torsion modes (TMs) and their corresponding
SH,r are shown in Figure 6 (left). Although the sample is close to magnetic saturation at
μ0H = −10 mT, all three fr(H) curves still exhibit a non-zero slope as expected from the
presented theory. The three fr(H) curves have a global minimum around H = 0, two
local minima at around ±2 mT, and two local maxima at about ±1 mT. With an increasing
mode number, the local maxima are almost unaffected, whereas Δ fr significantly decreases.
Consequently, the maximum SH,r also decrease with the increasing mode number, here
from SH,r = 12.6 T−1 in TM1 to SH,r = 3.0 T−1 in TM3. The trend is notably opposed to the
corresponding behavior of the bending modes and will be analyzed and explained in detail
in the next section using the magnetoelastic and electromechanical models. Overall, the
magnetic sensitivities are in the range of ≈ 10 T−1 also measured with other magnetoelastic
resonators in bending and bulk resonance modes [22,49]. At first glance, the similarity of
BM and TM in SH,r ∝ ∂HCij, might contradict the magnetoelastic model results in Figure 3c.
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To resolve this and explain the dependency of the torsion modes on the mode number, the
second factor ∂C fr,ij that contributes to SH,r must be considered.

6.4. Resonance Frequency Simulations

In the following, we use the stiffness tensor components from the magnetic model
as input in the finite element method (FEM) model to describe and analyze the frequency
detuning and the magnetic sensitivity of the bending and torsion modes measured before.
The demagnetizing tensor is approximated with the ballistic demagnetizing tensor in the
center of the magnetic layer [60]. Consistently with the measurements the easy axis angle is
set to ϕEA = −75◦ and the effective anisotropy energy density constant to K = 1.2 kJ/m3,
assuming σj = 0. Results for the normalized resonance frequencies fr(H) of the torsion
modes are shown in Figure 7a and of the bending modes in Figure 7b. Despite the
simplifying assumptions, a striking similarity with the measurements is apparent. All
simulated torsion mode (TM) curves in Figure 7a exhibit two local maxima around one
global minimum. Due to the single-domain hysteresis, the local minimum is shifted slightly
leftwards away from μ0H = 0. The frequency difference between the local maxima and the
global minimum decreases significantly with increasing mode number, as also observed in
the measurements.

Within the model, this phenomenon can be explained with the mode shapes of the
higher torsion modes (Figure 7c). Due to the multiple twisting of the cantilever in higher
modes, the resonance nodes are closer together. This results in an increasing contribution
of the stiffness tensor components C11 and C22 to fr relative to the C66 component. Quanti-
tatively, we can explain the contribution of Cij to fr with the 11- and the 66-components of
the normalized frequency factors ∂C fr,ij (Equation (3)). They are estimated with the FEM
model and summarized in Table 1. Whereas ∂C fr,11 increases by almost a factor of three,
∂C fr,66 shows the opposite trend and decreases by a factor of approximately two, from TM1
to TM3. Because the minima and maxima of C11 and C66 occur at similar magnetic bias
fields they increasingly compensate each other in higher torsion modes. This causes similar
magnetic sensitivities of TMs and BMs in our sensor, although ∂HC66,max > ∂HC11,max in
Figure 3c. If the delta-E effect of C66 is to be utilized, consequently, the first torsion mode is
preferable to higher modes.

Table 1. Normalized frequency factors ∂C fr,11 and ∂C fr,66 (Equation (3)) of the first three torsion
modes (TMs) and bending modes (BMs), calculated with the electromechanical finite element model.

Resonance Mode TM1 TM2 TM3 BM1 BM2 BM3

∂C fr,11 0.010 0.017 0.029 0.060 0.056 0.052
∂C fr,66 0.034 0.026 0.016 0 0 0
∂C fr,12 0 0 0 −0.003 −0.006 −0.001

In contrast to the measured bending mode curves (Figure 6), the corresponding
modeled curves (Figure 7b) are almost independent of the mode number. Consistently,
the ∂C fr,11 of the BMs are approximately constant with the mode number. The other
frequency factor ∂C fr,12 is very small and ∂C fr,66 ≈ 0. A different effect dominates the mode
dependency observed in the measured bending modes. This corroborates the hypothesis
stated earlier in Section 6.3 that the reduced maximum normalized resonance frequency
change Δ fr (as defined in Section 6.3) of BM1 is likely caused by the deteriorated magnetic
layer present around the clamping (Figure 4a).

167



Sensors 2021, 21, 2022

Figure 7. (a) Simulated resonance frequency fr normalized to its maximum, as a function of the magnetic bias flux density
μ0H for the first three torsional modes (TMs); and (b) the first three bending modes (BMs); and (c) the magnitude of the
displacement vector of the first three torsion modes plotted and calculated with COMSOL(r) Multiphysics v. 5.3a (COMSOL
AB, Stockholm, Sweden).

As shown earlier in Figure 3a, the minima of C11(H) occur at the same magnetic bias
fields as the maxima of C12(H). Whereas C11(H) softens upon the application of a magnetic
bias field, C12(H) increases. However, upon application of a magnetic field, they both
reduce the resonance frequency of bending modes. Consequently, their corresponding
frequency factors have opposite signs and ∂C fr,12 < 0.

7. Summary and Conclusions

In summary, we provide an experimental and theoretical study on the delta-E effect,
the normalized resonance frequency change Δ fr (defined in Section 6.3) and the sensitivity
of first and higher-order bending modes (BMs) and torsion modes (TMs). The study was
conducted on a magnetoelectric thin-film cantilever with a soft magnetic FeCoSiB–Cr
multilayer and an electrode design that enables the excitation of various resonance modes.
A general expression was developed that permits the detailed analysis of the magnetic sen-
sitivity of arbitrary resonance modes. An electromechanical finite element method model
was set up to describe the resonator and the electrical sensitivity. It was combined with a
magnetoelastic macrospin model to include the tensor of the linearized delta-E effect for
isotropic magnetostriction in the approximation of negligible magnetostrictive self-energy.
The models are valid for moderately high-operation frequencies, where electrodynamic
and magnetodynamic effects can be omitted.

The delta-E effect model is discussed in detail for here the most relevant components
C66, C11, and C12 of the magnetic field-dependent stiffness tensor. Simulation results imply
that the C66 component potentially offers a ten-fold higher contribution to the magnetic
sensitivity than the C11 component. With an increasing tilt of the magnetic easy axis, this
factor reduces to approximately four at an easy axis angle aligned at 80◦ relative to the long
axis of the cantilever. However, the measurements and simulations of the current design
confirm that the TMs exhibit a systematically smaller electromechanical response compared
to BMs, which can significantly diminish the potential gain in sensitivity. Possible ways of
improvement are sketched out. From simulated and measured resonance frequency curves
fr(H) we found that the maximum normalized resonance frequency change Δ fr and the
magnetic sensitivity of TMs reduce with the increasing mode number due to the increasing
contribution of C11 to the resonance frequency. Hence, the dependency of TMs on the mode
number is opposite to the one observed for BMs and caused by a different mechanism.

In conclusion, the delta-E effect of the C66 component shows the promising potential
of significantly increasing the magnetic sensitivity and the maximum normalized reso-
nance frequency change Δ fr. However, the efficient electrical excitation of TMs remains
challenging for achieving high electrical sensitivity. Generally, the results imply that the
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delta-E effect of different Cij can have opposite effects on Δ fr, depending on the resonance
mode. This was demonstrated in the example of torsion modes. Because the contribution of
C11 increases with the torsion mode number, the first-order torsion mode shows the highest
magnetic sensitivity. In addition to fundamental insights on the delta-E effect in higher
resonance modes, a model for the electrical and the magnetic sensitivity was presented.
The results are not only relevant for the development of magnetoelastic magnetic field
sensors, but also for frequency tunable devices based on the delta-E effect.
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Appendix A. Magnetoelastic Model

Appendix A.1. Definition of Vectors

In the following, a detailed definition of all vectors is given in the spherical coordinate
system. All polar angles are denoted by θ and all azimuthal angles by ϕ, with an index
if it is not the angles of the reduced magnetization. The reduced magnetization vector is
denoted as

m =
[

cos ϕ sin θ sin ϕ sin θ cos θ
]T , (A1)

The easy axis unit vector EA is given by

EA =
[

cos ϕEA sin θEA sin ϕEA sin θEA cos θEA
]T . (A2)

The vector H of the external applied field and Hd of the demagnetizing field are given by

H = H
[

cos ϕH sin θH sin ϕH sin θH cos θH
]T , (A3)

Hd = −MS
[

D11m1 D22m2 D33m3
]T . (A4)

For all higher-order tensors, we use the Voigt notation. The magnetostriction tensor is
then given by

λ =
3
2

λs
[

m2
1 − 1

3 m2
2 − 1

3 m2
3 − 1

3 2m2m3 2m1m3 2m1m2
]T . (A5)

Appendix A.2. General Expression for ΔSij

From the equilibrium conditions, one can write

ΔSij =
∂λi
∂σj

= ∂λi
∂ϕ

∂ϕ
∂σj

+ ∂λi
∂θ

∂θ
∂σj

= ∂λi
∂ϕ

(
− ∂uϕ

∂σj
/ ∂uϕ

∂ϕ

)
+ ∂λi

∂θ

(
− ∂uθ

∂σj
/ ∂uθ

∂θ

)
− ∂λi

∂ϕ
∂uϕ

∂σj
1

uϕϕ
− ∂λi

∂θ
∂uθ
∂σj

1
uθθ

.
(A6)
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Appendix A.3. Derivatives of the Energy Density Functional

For in-plane magnetization (θ = π/2), easy axis (θEA = π/2), and magnetic field
(θH = π/2), the second-order derivatives of u (Equation (7)) are given by

uθθ
∂2u
∂ϕ2 = 3λs[σ11 cos(2ϕ)− σ22 cos(2ϕ) + 2σ12 sin(2ϕ)] + μ0MsH cos(ϕ − ϕH) + 2K cos(2[ϕ − ϕEA])

+μ0M2
s (D22 − D11) cos(2ϕ)

(A7)

uθθ
∂2u
∂θ2 = 3λs

[
σ11 cos2 ϕ + σ22 sin2 ϕ − σ33 + σ12 sin(2ϕ)

]
+ μ0MsH cos(ϕ − ϕH) + 2K cos2(ϕ − ϕEA)

−μ0M2
s
(

D11 cos2 ϕ + D22 sin2 ϕ − D33
) (A8)

Appendix B. Resonance Frequencies and Sensitivities

A summary of the maximum measured resonance frequencies fr,max at μ0H = −10
mT is given in Table A1, together with the corresponding quality factor Qmax and the
maximum magnetic sensitivities from Figure 6. The bending modes (BMs) and the torsion
modes (TMs) were all measured using only electrode E1. Hence, the electrodes are not
optimized for the bending modes. Additionally, the maximum quality factor of the BMs is
a factor of three smaller than in TM1. Due to both factors, the electrical sensitivity of BMs
is significantly smaller than that of TMs for our cantilever.

Table A1. Measured resonance frequencies fr,max of the six modes analyzed and the quality factor
Qmax, both measured in magnetic saturation at μ0H = −10 mT. The maximum magnetic sensitivity
SH and the maximum relative magnetic sensitivity SH,r are obtained from Figure 6b. The maximum
relative electrical sensitivities found are given by Sφ,r and SY,r.

Mode fr,max (kHz) fr,model (kHz) Qmax SH (Hz/mT) SH,r (1/T) Sφ,r (◦) SY,r (μS)

TM1 26.26 26.26 900 330 12.6 4780 850
TM2 87.48 88.20 700 837 9.5 59 27.5
TM3 175.15 179.20 280 542 3.0 115 95
BM1 7.65 7.80 300 26.7 3.5 2550 150
BM2 47.18 48.55 300 432 9.2 220 70
BM3 121.40 116.20 300 811 6.7 18 42

Appendix C. Geometry and Material Parameters

Appendix C.1. Geometry

The poly-Si cantilever was measured with an optical microscope to be L = 3.12 mm
long and W = 2.15 mm wide. For the simulations, the length in the model was slightly
adjusted within the measurement accuracy to 3.116 mm. The magnetostrictive layer was
deposited directly at the clamping on the bottom side of the poly-Si cantilever and has a
width of Wmag = 2 mm and a length of Lmag = 3.05 mm. The AlN layer is of the same
geometry but deposited on top of the poly-Si. The electrodes E1 and E2 are positioned at the
clamping on top of the AlN layer and the left and right edge, respectively. An additional
parallel capacitance of C0 = 17.7 pF is used. It is consistent with the area of the bond pads,
the conduction lines, and the relative electrical permittivity used for the AlN.

Appendix C.2. Substrate (Poly-Si)

For the poly-silicon substrate, we use isotropic material parameters, with Young’s
modulus ESi = 160 GPa [66,67] a Poisson’s ratio of vSi = 0.22 [67] and a mass density of
ρSi = 2300 kg/m3 [68].

Appendix C.3. Magnetic Material (FeCoSiB)

The mass density of FeCoSiB was experimentally determined by estimating the vol-
ume with profilometer measurements and the mass with a microbalance. The measure-
ments were performed on a 6-inch wafer with a mean FeCoSiB layer thickness of ap-
proximately 1.5 μm. A density of ρFeCoSiB = (7870 ± 1350) kg/m3 was obtained. For the

170



Sensors 2021, 21, 2022

simulation, a corresponding mass density of ρFeCoSiB = 7700 kg/m3 was used. For the
stiffness tensor of the mechanically isotropic magnetic film, we use:

Cm,ij =

⎡⎢⎢⎢⎢⎢⎢⎣

Cm,11 Cm,12 Cm,12 0 0 0
Cm,12 Cm,11 Cm,12 0 0 0
Cm,12 Cm,12 Cm,11 0 0 0

0 0 0 Cm,44 0 0
0 0 0 0 Cm,55 0
0 0 0 0 0 Cm,66

⎤⎥⎥⎥⎥⎥⎥⎦ (A9)

Using a Young’s modulus of E = 150 GPa and a Poisson’s ratio of v = 0.3, both
at fixed magnetization, the non-zero components of the fixed magnetization stiffness
tensor are:

Cm,11 = Cm,22 = Cm,33 =
E(1 − v)

(1 + v)(1 − 2v)
= 201.92 GPa (A10)

Cm,12 = Cm,13 = Cm,23 =
E(v)

(1 + v)(1 − 2v)
= 86.54 GPa (A11)

Cm,66 = Cm,55 = Cm,44 =
E

2(1 + v)
= 57.69 GPa (A12)

For the magnetoelastic simulations, we use a saturation magnetic flux density of
μ0Ms = 1.5 T [17] and saturation magnetostriction of λs = 35 ppm [17].

Appendix C.4. Piezoelectric Material (AlN)

For the stiffness matrix CAlN and the piezoelectric stress-charge coefficient tensor d
we use values based on ab initio calculations [69]. Those tend to overestimate d and are
here slightly adjusted. The stiffness tensor is:

CAlN =

⎡⎢⎢⎢⎢⎢⎢⎣

410.2 142.2 110.1 0 0 0
142.2 410.2 110.1 0 0 0
110.1 110.1 385.0 0 0 0

0 0 0 122.9 0 0
0 0 0 0 122.9 0
0 0 0 0 0 134.0

⎤⎥⎥⎥⎥⎥⎥⎦ GPa (A13)

The piezoelectric coupling tensor ce = dCAlN results as

ce =

⎡⎣ 0 0 0 0 −0.27828 0
0 0 0 −0.27828 0 0

−0.4496 −0.4496 1.41 0 0 0

⎤⎦pC
m2 . (A14)

For the density, we use ρAlN = 3300kg/m3 and for the electrical permittivity εel = εrε0
with the electrical vacuum permittivity ε0 and the relative electrical permittivity εr, given by

εr =

⎡⎣ 9.2081 0 0
0 9.2081 0
0 0 10.1192

⎤⎦ (A15)
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Abstract: A major challenge in modern society is the need to increase awareness and excitement
with regard to science, technology, engineering and mathematics (STEM) and related careers directly
or among peers and parents in order to attract future generations of scientists and engineers. The
numbers of students aiming for an engineering degree are low compared to the options available
and the workforce needed. This may, in part, be due to a traditional lack of instruction in this area
in secondary school curricula. In this regard, STEM outreach programs can complement formal
learning settings and help to promote engineering as well as science to school students. In a long-term
outreach collaboration with scientists and engineers, we developed an outreach program in the field
of magnetoelectric sensing that includes an out-of-school project day and various accompanying
teaching materials. In this article, we motivate the relevance of the topic for educational outreach,
share the rationales, objectives and aims, models and implementation strategies of our program and
provide practical advice for those interested in outreach in the field of magnetoelectric sensing.

Keywords: public understanding/outreach; ME sensors; medical sensing; biomagnetic sensing;
interdisciplinary/multidisciplinary

1. Introduction

Attracting motivated and skilled workers in science, technology, engineering and
mathematics (STEM) is difficult [1]. Adding to this problem, the ability to combine knowl-
edge and skills from STEM disciplines will be increasing in demand as more and more
institutions recognize innovations in integrated STEM areas as the key to the future econ-
omy and social progress [2–4]. Fostering these interdisciplinary competencies and skills
takes time and careful planning. Often enough, schools do not have the capacity to fully
prepare their students in this regard, as they traditionally focus on subject knowledge [5].
Furthermore, students’ interest in certain STEM subjects tends to be low and continues to
decline in developed countries [6], and misconceptions and stereotypes of science, scientists
and engineers are rather common among students [7,8]. As a consequence, many school
students do not want to pursue careers in these fields.

One way to address these issues could be by rethinking the way STEM is taught:
Research indicates that STEM education can be a promising approach to strengthening
students’ abilities to combine knowledge and skills across disciplines as well as fostering
their interest in STEM disciplines [2,5,9]. STEM education promotes the integration of the
four disciplines, science, technology, engineering and mathematics, actively combining
knowledge and competencies across disciplines within one context. Ideally, examples of
authentic research and representations of researchers in the respective fields are integrated
with STEM contents [10,11]. Combining the ideas of STEM education and authentic
representations, university-led outreach initiatives can provide an excellent opportunity
to deliver STEM education based on real-world interdisciplinary problems and authentic
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insights into modern science and engineering [9,12,13]. In doing so, they can complement
formal school education and foster interdisciplinary skills and interest in STEM.

In this paper, we present a design-based STEM-integrated outreach activity centered
around magnetoelectric sensing within the context of heart diagnostics. Besides STEM
content, the program provides authentic insights into the interdisciplinary work of scientists
and engineers. It was developed in collaboration with teachers, school students and
researchers of the field of biomagnetic sensing and is based on our professional educational
experience. The target group for the outreach activity consists of upper secondary school
students in grades ten through thirteen (age fifteen and older) with prior knowledge in
biology, chemistry and physics at the lower secondary level who have chosen the science
profile as their A-level program.

2. Magnetoelectric Sensors for Medical Applications

2.1. Biomagnetic Sensing in the Collaborative Research Centre “Magnetoelectric Sensors”

Biomagnetic sensing is the measurement and analysis of magnetic fields of living
organisms [14]. Such magnetic fields are induced by the same ionic currents that generate
bioelectrical fields by flowing in and between cells. Biomagnetic sensing can therefore
be used to monitor and analyze electrophysiological processes, such as cardiac electrical
activity.

The most common method of measuring cardiac electrical activity is electrocardio-
graphy. Since its introduction well over a century ago, it has been optimized to derive
information such as the rhythm of heartbeats or damage to the heart muscle from electrical
potential differences on the body surface [15]. It was only in the last few decades that bio-
magnetic fields were discovered as a valuable source of medical information, introducing
corresponding measurement approaches in the 1960s and 1970s [16]. These contactless
measurements avoid inaccuracies due to poor electrical contact or the inhomogeneous
conductivity of bodily tissue, which affect the electrical fields’ propagation. They also have
a higher spatial resolution and the possibility of providing sensors with better positioning,
which leads to fewer exogenous signal artifacts [17].

However, biomagnetic signals are typically weak and can easily be polluted by envi-
ronmental magnetic noise. The heart’s magnetic field strength lies at amplitudes lower than
100 pT (which is about 500,000 times smaller than the earth’s magnetic field’s amplitude)
and at frequencies between 0.01 and 100 Hz [14,17]. Currently, biomagnetic signals such
as the heart’s magnetic field can be measured with complex sensor technology such as
superconducting quantum interference devices (SQUID) [18] or optically pumped magne-
tometers (OPMs) [19]. SQUID sensors require liquid cooling to operate and necessitate a
magnetically shielded environment. OPMs are non-cryogenic but also require magnetic
shielding for their use in medical contexts such as magnetocardiography. Both the neces-
sary cooling and the magnetic shielding lead to high acquisition and operating costs and
currently prevent mobile use.

The Collaborative Research Centre 1261 “Magnetoelectric Sensors” (short: CRC 1261)
works on the development and evaluation of sensitive, low-cost and uncooled magneto-
electric (ME) sensors for medical contexts such as magnetocardiography (MCG) and magne-
toencephalography (MEG). In contrast to SQUID sensors, which are made of single-phase
magnetoelectric material, these new types of sensors are based on ME composites contain-
ing magnetostrictive and piezoelectric layers. By coupling the magnetostrictive strain to
the piezoelectric phase (Figure 1), these sensors show a strong ME effect. One of the sensor
principles that is the subject of research within the CRC 1261 is the bending beam principle.

The cantilever-type sensor is based on several measurement principles—the bending
beam principle being one of them—combining knowledge of different disciplines (Figure 2).
The sensor consists of a thin silicon layer as a substrate material on which at least two layers
are applied: a piezoelectric and a magnetostrictive layer (Figure 1). Exposed to a magnetic
field, the cantilever-type sensor bends similarly to a bimetal due to the magnetostrictive
material. The bending of the sensor can be amplified using the sensor’s (mechanical) self-
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resonance. Approaches from information technology (i.e., modulation and demodulation)
can then compensate for the frequency shift involved in the effect amplification.

 

 

(a) (b) 

Figure 1. (a) Schematic representation of the composite ME effect and the natural ME effect. In this representation, only the
direction that is used for magnetoelectric sensing is illustrated; (b) illustration of a ME cantilever beam sensor.

Figure 2. Biomagnetic sensing as a highly interdisciplinary application of magnetoelectric sensors (based on [20]).

2.2. Potential of Biomagnetic Sensing as a Topic for Outreach

STEM outreach is a form of science communication in which STEM institutions such
as universities communicate findings and methods from current scientific research to the
general public or schools. The goals of these outreach activities are often to increase STEM
literacy, to foster interest in STEM and to promote positive attitudes towards STEM [12,21].
Biomagnetic sensing provides an excellent basis for STEM outreach activities, as it not
only offers an ideal connection between students’ personal frame of reference and inter-
disciplinary STEM content, but also is perfectly suited for the representation of authentic
research.

2.2.1. Fostering Interdisciplinary Knowledge and Skills

Apart from fostering scientific knowledge within the separate STEM disciplines, bio-
magnetic sensing provides a context for fostering interdisciplinary knowledge and skills. In
our modern society, there is an increasing demand for the ability to connect knowledge and
skills from different disciplines, not only in the professional domain, but also in everyday
life [2,3]. In order to prepare students for this demand, students have to be explicitly
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taught to build and use interdisciplinary skills and knowledge. A field of educational
research that strives to achieve this is STEM education (e.g., see [9]). Its main objective is to
actively link STEM subjects to one another and to combine knowledge across disciplines.
Often, this interdisciplinary work is motivated by solving interdisciplinary problems or is
embedded into contexts that require interdisciplinary actions such as health, biodiversity, or
climate change. Research showed that this makes it possible to teach the skill of integrating
knowledge across disciplines. Furthermore, successful integrated STEM education can
foster knowledge within and interest in the separate disciplines [1,9].

Context-based learning provides a suitable framework for teaching and learning
in this regard. Instead of teaching lists of information which seem to be irrelevant and
disconnected for many students, contexts provide authentic problems to be explored for
which knowledge is necessary and skills have to be further developed. This approach has
been widely investigated and shows positive results, especially with regard to the interests
of students [22].

In order to successfully integrate STEM subjects, a suitable context is crucial. On
the one hand, the context has to be interesting and relevant to students, and on the other
hand, its complexity has to correspond with the students’ knowledge [2]. Biomagnetic
sensing provides such a context. First, the medical context can illustrate the importance of
basic physical-technical research for one’s own life and society. Studies have repeatedly
shown that medical and human biological contexts are seen as particularly attractive
to a diverse group of students and can be used to generate interest and increase the
perceived relevance of learning content [23–25]. Secondly, the aim of developing sensors
for medical applications creates an authentic demand for interdisciplinary collaboration,
e.g., in the form of knowledge integration processes that are necessary when designing an
effective medical sensor. This further motivates the learning of interdisciplinary skills and
knowledge.

2.2.2. Authentic Insights into the Nature of Science and Engineering

To understand the relevance and approaches of science for societal development,
insights into what science is and how scientists and engineers work—concepts which are
called the Nature of Science or Nature of Engineering, respectively [10,11]—are important
in addition to content knowledge and skills. They prepare students to make informed
decisions about the communication and application of science in their own lives and help
to provide realistic experiences with STEM research that may result in them wanting to
pursue a career within these fields [7]. Frameworks such as Programme for International
Student Assessment (PISA) therefore incorporate the “knowledge about science” as well as
the “knowledge of science” as elements of scientific literacy [26]. However, studies have
shown that students often have a limited understanding of science and engineering as a
way of knowing [10,27]. Learning about the nature of science requires students not only
to simply engage in science and engineering activities, but also to explicitly address and
discuss the nature of science and nature of engineering. That is to say, aspects of science
or engineering are to be brought up in appropriate learning situations and illustrated by
and discussed on the basis of those learning situations [11]. By doing so, one can convey
insights into the inner workings of the respective disciplines, including questions such as
“what is the nature of scientific knowledge?” or “how do engineers conduct their work?”

In the case of biomagnetic sensing research, interdisciplinary work is essential to
developing a functional ME sensor suitable for medical applications. Portraying this
interdisciplinarity not only allows one to discuss similarities and differences between
disciplines such as materials science and electrical engineering, but also to highlight
collaboration as an important feature of modern research. Studies show that social and
cooperative components of modern research may have the potential to stimulate interest in
science, especially among girls [28].

In summary, ME sensors and the context of biomagnetic sensing are very well suited
to inspiring STEM learning. They can help students make connections across STEM disci-
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plines and can be used to enrich knowledge about the nature of science and engineering
through relevant contexts, interesting scientific principles that can be linked to the school
curriculum, a variety of opportunities to integrate STEM disciplines, and the proximity to
current research that allows portraying researchers and their work authentically.

3. Methods of Design

When designing educational interventions, tools and materials, a common and well-
suited method is the so called design-based research approach [29]. Design-based research
is led by two objectives [30]: first, the development of an effective practical intervention
(e.g., an outreach event or learning materials), and second, the acquisition of theoretical
insights concerning teaching and learning processes. It usually consists of an iterative
process of design, implementation and evaluation [29].

In this outreach project, we used design-based research to first develop an out-of-
school project day on biomagnetic sensing at a student laboratory, the Kiel Science Factory
(https://www.forschungs-werkstatt.de/english/, accessed on 15 October 2021). An exami-
nation of the scientific content and the frame conditions such as students’ prior knowledge
and interests, an exploration of the student lab as well as ideas and feedback from CRC
researchers formed the basis for the design of a prototype project day. Our goal was to
develop and test a learning environment that provides insights into the interdisciplinary
field of biomagnetic sensing involving scientists and engineers working in that area. From
an educational point of view, the design framework applied the goals and principles of
context-based learning and integrated STEM education by contextualizing the project day
within a medical problem, by developing experiments that allow hands-on activities and by
integrating media elements that directly showcase the work of the scientists and engineers.
The focus for the accompanying research was to better understand students’ interest and
understanding in the science and scientists in the field of bio-magnetic sensing so that
the design could be refined through several cycles. The major challenge in designing
appropriate activities was to bridge the gap between traditional school science topics and
the advanced content of the CRC. Explanations and hands-on experiments illustrating
aspects of a real research process were required.

The whole process involves several iterations of design, implementation and evalua-
tion to develop the project day (Figure 3). In a first step, the CRC scientists were involved
in the process of developing prototype tasks and materials to ensure the relevance, correct-
ness and authenticity of the content. We held a series of meetings with CRC scientists to
discuss initial ideas and presented our progress regularly at retreat meetings in front of the
entire CRC. The CRC scientists not only provided their expertise and feedback on teaching
materials and experiments, but also actively contributed ideas that enriched the design.
One example of this was the co-development of an experiment (see Box 1), a process that
also led to a joint publication in a physics education journal [31].

After developing a prototype for the whole project day, we again consulted different
experts: we invited pre-service teachers as experts for levels and structures of learning
environments and doctoral students of the CRC as experts for research practices in the
area of biomagnetic sensing to test and evaluate the project day. The pre-service teachers
gave feedback on the didactic structure and the instructional tasks at the learning stations,
while the doctoral students gave feedback on the authenticity of the materials and experi-
ments. We refined the project day, taking into account feasibility, educational quality and
authenticity based on the feedback received.

After these expert consultations, we tested the project day with our main target group,
upper secondary school students. For this, we invited three classes (N = 46, grade 12–13)
and their science teachers to our student laboratory. They had between four and seven
years of physics experience and between two and five years of chemistry experience in
school. A short questionnaire was designed to assess comprehensibility and attractiveness
of the project day. Additionally, students were asked to write down what they liked, what
they missed and what they learned during the project day. A final iteration with larger
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cohorts of students and statistical analyses of the effects on interest, insights into the nature
of science and engineering, and an understanding of the content had been planned but
could not yet be realized, due to the COVID-19 Pandemic.

Figure 3. Illustration of the design-based research process that lead to the design of the project day.

4. Results of the First Design Process

The current design of the project day at the Kiel Science Factory is based on the research
logic of the CRC 1261, so that the students can follow and understand the development of
ME sensors for medical applications (Figure 4).

Introduction. At the beginning of the project day, the students get to know the medical
context of heart diagnostics in order to capture their interest and increase their perception
of relevance [23,25]. This is followed by a presentation of the objectives of the CRC 1261,
which shows the benefits and added value of ME sensors for heart diagnostics. Both
students and teachers confirmed that they enjoyed this introduction, which embedded the
ME sensing approach in a medical context. After this introductory phase, the students
begin to work in small groups with their own supervisor—university students that received
content instruction beforehand—in order to encourage an active exchange regarding the
respective sensor principles or concepts. In addition, this group setting ensures a high
level of feedback, which further fosters the motivation and interest of the students and
facilitates STEM learning [1,32]. This was also confirmed by the feedback of the students.
They particularly appreciated the opportunity to ask questions at any time. In these small
groups, the students go through four learning stations, at the end of which they build their
own ME sensor based on information and introductions into the underlying principles.

Station 1: Magnetocardiography. At the first station, the supervisors explain the un-
derlying principles of the electrophysiological activities of the heart as the basis for cardiac
diagnostics. Students then apply this knowledge, record a classmate’s electrocardiogram
and learn to interpret it, drawing connections to their biology knowledge. Then, they
are handed supplementary information on magnetocardiography and its advantages and
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disadvantages. Based on the knowledge acquired at this station, they compare the two
diagnostic methods, electrocardiography and magnetocardiography.

Figure 4. Structure of the project day at the Kiel Science Factory.

Stations 2 and 3: Piezoelectricity and Magnetostriction. At the following two stations,
the students learn about piezoelectricity and magnetostriction as sensor material properties.
Based on a model explanation of the piezoelectric phenomenon by the supervisor, students
develop an experimental setup to measure the piezoelectric effect of piezoelectric crystals
grown from Rochelle salt at station 2. For this purpose, they are provided with various
materials, including piezoelectric crystals, aluminum foil as an electrode, a multimeter,
cables, crocodile clips, different electrically isolating materials and stand equipment, which
they can use for their experimental setup. They compare and discuss their results before
moving on to station 3. Analogous to station 2, the supervisor of station 3 first explains
the magnetostrictive phenomenon. Students then apply their knowledge by conducting a
model experiment in which the magnetostrictive effect is made visible with the help of a
magneto-optical sensor (for more information, refer to Box 1). Both stations with a focus
on sensor materials were very well received, and the hands-on nature of these stations
was highlighted particularly positively. Based on the feedback, we incorporated different
levels of scaffolding—supporting students in acquiring knowledge—to allow students
with different prior knowledge and skills to conduct their own inquiry.

Station 4: Magnetoelectric Sensor. At the last station, students combine the knowledge
they have acquired about context, material properties and sensor principles in order to
build a functioning ME sensor model from everyday materials. The ME sensor model
is based on the basic principle of the ME cantilever beam sensor (Figure 1b), in which a
piezoelectric, a magnetostrictive and a substrate material are combined. Strips cut from a
CD serve as the substrate material, a piezoelectric element as the piezoelectric material and
thin steel (or alternatively the magnetizable metal strip from the inside of security tags) as
the magnetostrictive material (Figure 5). The coupling of these materials is achieved by
using superglue. The ME sensor model can detect rather large magnetic fields generated by
a coil with an AC voltage in the range of U = 10–20 V. This can be used as an opportunity to
compare the sensitivity of the ME sensor models built by the students with the ME sensors
professionally fabricated in the clean room by the CRC researchers. In the evaluation,
building their own ME sensors was considered a highlight by the students. However,
it was challenging to adapt the instructional support to the ability of the students. One
class felt the sensor design process was too guided when they were given the materials
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needed for the sensor and were guided through the design process by their supervisor.
However, after further opening up the design process by giving different sensor materials
to choose from and scaling back support, a third of the student groups failed to develop a
working ME sensor (since they chose a magnetostrictive material that was too thick) and
were discouraged by the results. The supervisors were instructed to provide step-wise
support when needed to resolve this issue.

 
Figure 5. A student-built ME sensor model made out of a strip cut from a CD, a piezo-electric
element, and thin steel.

Conclusion. At the end of the project day, the students compare their approach with
the working process of the CRC researchers. This comparison was added to the project day
after students noted that they would be interested in learning more about researchers and
their daily lives at work. Another element included in the project day for the same reason
proved ineffective and is therefore not part of the final design of the project day: We added
a media station that provided insights into the work of CRC researchers through various
media elements such as a 360-degree video and interviews with CRC researchers. This
included, for instance, a description of a typical working day or insights into their personal
motivation for their research. The 360-degree video depicted the sensor fabrication in the
clean room.
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Box 1. The Magnetostrictive Cantilever Beam Experiment.

This experiment is part of the learning station 3 and illustrates the magnetostrictive effect using
a cantilever-type sensor (for more detail see [31]). The magnetostrictive cantilever consists of a
non-magnetostrictive substrate material and a magnetostrictive material attached to it. When this
cantilever is exposed to a magnetic field parallel to its length, the length of the magnetostrictive
material increases while the length of the non-magnetostrictive material remains constant. This
causes the cantilever to bend and the tip of the cantilever to be displaced. The displacement is
minimal and cannot be seen with the naked eye. We used an optical lever setup to make this effect
visible for the students. A laser beam is directed onto the cantilever beam sensor and reflected onto
a screen. The experimental setup includes the magnetostrictive cantilever, an electromagnet, a laser
pointer and a screen (Figure 6, for more information on the materials see [31]).
The cantilever beam is mounted so that it can be bent horizontally and is inserted inside a coil. A
laser beam generated by the laser pointer is directed onto the tip of the reflective cantilever. When
AC voltage is applied, the cantilever bends continuously, which in turn leads to the continuous
displacement of the laser beam point on the screen. By applying alternating voltage with the
self-resonance frequency of the cantilever beam, it is possible to amplify the movement of the
cantilever and thus the laser beam point.
This experiment can be integrated and modified in a number of ways for outreach purposes. For its
use in the student lab, we focused on students’ autonomous and exploratory learning. Therefore,
the experimental setup and a demonstration of a magnetostrictive cantilever that oscillates in
self-resonance frequency was presented to the students. Based on the definition of magnetostriction
and—if necessary—with the help of prepared tips on cards students were to explain the oscillation
of the cantilever. They were then able to use the experimental setup to determine the influence of
different design aspects of the cantilever on the performance of the cantilever, while being exposed
to different magnetic fields. Factors that could be compared included the thickness of the magne-
tostrictive material and the respective lengths of the magnetostrictive and non-magnetostrictive
materials. These insights prepared the students for the design of their own ME sensor, which was
to be manufactured from the materials they got to know in this experiment (with the addition of a
piezoelectric material).

Figure 6. Experimental setup of the bending beam experiment.

Through the design-based research process, first insights about the design of a project
day in the context of biomagnetic sensing and the interest of secondary school students
regarding research and researchers in the field of biomagnetic sensing could be obtained.
The results indicate that the design of the project day might be suitable to motivate the
students and foster interest in aspects of biomagnetic sensing and the research of the CRC
1261. It seems that students are especially interested in the work of researchers and aspects
of career orientation. Typical questions included: “What does a typical day at work look
like? Is there a balance between theoretical and practical work? How do you become a
researcher? Should I choose a certain university if I want to become a researcher? What
is the best way to decide on a subject to study?” These findings can be used in order to
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obtain more detailed and robust results concerning the interest of students in researchers
and research in the field of biomagnetic sensing in future iterations.

5. Discussion

In this paper, we have shared our ideas for designing an outreach activity, a project
day, within the context of biomagnetic sensing and our experiences while developing and
implementing it.

Biomagnetic sensing has proven a well-suited topic to inspire outreach activities, even
though the content is unusual for classroom learning and is not part of the science curricula.
Firstly, it is suitable for integrating STEM disciplines to foster students’ interdisciplinary
knowledge and skills. For instance, teaching about piezoelectric and magnetostrictive
materials makes it possible to address the structure of matter in more detail, since both
phenomena can be explained by the atomic structure of the respective materials. Un-
derstanding the structure of matter is an important part of both physics and chemistry
education, and knowledge from both disciplines has to be combined to understand the
phenomena. In countries with no curricular separation between the natural sciences, it
can be stated that learning to connect knowledge within a discipline is as important for
successful STEM education as the connection of knowledge across disciplines [1]. In addi-
tion, biomagnetic sensing provides a motivating context for school students by connecting
the relevance of recent research with a medical problem. Secondly, biomagnetic sensing
allows us to integrate aspects about both the nature of science and engineering. By working
closely with researchers, it was possible to make authentic references to current research by
including depictions of CRC researchers and their work in outreach materials. A facet of
science that can be portrayed by the CRC is the facet of enterprising, since within the CRC
there are projects that become independent enterprises and products that are introduced
onto the market.

The chosen design approach allowed simultaneous research and design of the project
day. The expert consultations we conducted during the design process were fruitful in that
they provided new perspectives and led to several improvements before we invited groups
of students to test the project day. In particular, the cooperation with CRC researchers
proved valuable for our work as it helped to connect outreach activities to authentic
research. Not only did the CRC researchers provide feedback on the final prototype of
the project day but also contributed to the design of the prototype by, e.g., sharing ideas
for model experiments. The feedback methods we used were well suited to resulting in
valuable feedback on elements of the project day. We recommend using different evaluation
methods such as short surveys, group discussions and interviews, as they provide a holistic
insight into participants’ perceptions of the project day.

There were a number of elements of the project day that were well-liked and received
good feedback. For instance, the structure of the project day—embedding the sensor
contents into the context of cardiac diagnostics and following the CRC research logic—was
comprehensible for school students and seemed to foster their interest in ME sensors. The
hands-on experiments were also very well-received. Students stated that they enjoyed
exploring the properties of the sensor materials in more details and discovering the function
of ME sensors while experimenting.

Improvements made to the project day included adapting the level of support during
the experiments, the connections to CRC research, and the conclusion of the project day.
Providing the right level of support during the experiments presented a challenge—with
too little instruction, some students were overwhelmed and easily demotivated, with too
much instruction, they quickly lost interest. Support staff, such as the learning station
supervisors, can resolve this issue by providing adequate support when needed. In
addition, the closing of the project day was adapted to the need of the students. During the
design process, we learned that the students who tested the project day were interested in
the life and work of CRC researchers. To provide insight into these areas, we included a
phase in which we compared the development of the model ME sensor during the project
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day to the actual ME sensor development process in the CRC. To further link the CRC
research to the project day, we set up a media station for students to visit during their
breaks. Here, they could watch interviews with CRC researchers and a 360-degree video
showing sensor development in the clean room during breaks. Since students did not fully
utilize the media station, we plan to integrate the media elements in the regular learning
stations.

In the future, the project day will be further evaluated with a larger sample of stu-
dents, which should lead to further insights into which elements of the project day can
particularly foster students’ interest in STEM. Further research on students’ specific interest
in biomagnetic sensing will also be conducted to provide an even better foundation for
future refinements of the project day as well as related outreach programs. Other plans for
the future include establishing boundary activities that connect out-of-school measures
such as the project day with in-school learning. Boundary activities increase the likelihood
of creating lasting impacts on student interest and learning [33,34] and can take the form of
preparation and/ or follow-up lessons at school that address concepts or ideas covered in
the project day. Apart from boundary activities, a long-term goal of ours is to connect dif-
ferent outreach formats of the CRC to build a long-lasting, multi-faceted outreach program,
making single outreach formats more sustainable.

6. Conclusions

In summary, the essential findings for the design of the project day were:

1. The didactic structure with a medical problem as the context and the development of
an ME sensor as technological solution offers the students good orientation and has a
motivating effect.

2. The experiments provide authentic insights, are easy to use and seem to motivate
the students. When conducting the experiments, a balance has to be found between
guidance and open inquiry. Therefore, the supervisors should be thoroughly prepared
to provide support if necessary. In addition, the tasks should be designed to enable a
stronger differentiation according to the performance of the students is possible.

3. The successful execution of the design of the ME sensor is crucial for the students’
sense of competence. Supervisors can help at this stage by providing feedback if
necessary. In addition, it is possible to give students more time to troubleshoot and
develop a second version of their ME sensor if the first one did not work. In our
experience, the problems of a poorly functioning sensor include either the use of the
wrong material—an error that is easy to detect when comparing sensors between
groups—or insufficient coupling. Insufficient coupling can be detected by closely
inspecting the glue layer. In both cases, students are able to correct the errors by
designing a second sensor that works if they have enough time and—if necessary—
support from other students or their supervisor.

4. A separate media station has not proven effective in giving more insights into the
life of scientists of the CRC. In the next design, we will consider integrating media
elements that represent aspects of researchers and their work in the CRC directly into
the learning stations.

Design-based research is widely described in the literature as a suitable method for
designing evidence-based and effective outreach activities. Even though only the first
cycles have been realized so far due to the pandemic, we could moderate a fruitful interac-
tion between teachers, educational researchers and researchers in the field of biomagnetic
sensing. Teachers were able to make connections to their science curricula, while student
questions and feedback pointed out where step-wise guidance was necessary for different
groups of students. CRC researchers helped to develop explanations that were appropriate
for classroom learning and provided students with authentic scientific insights. We there-
fore encourage scientists and engineers in the field of magnetoelectric sensing to consider
possible outreach activities in their own field and to actively collaborate with educational
researchers in co-design processes.
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