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Abstract: A new real-time strategy is proposed in this article to optimize the hydrogen utilization of

a fuel cell vehicle, by switching the control references of fueling regulators, based on load-following.

The advantages of this strategy are discussed and compared, with advanced strategies that also use

the aforementioned load-following mode regulator of fueling controllers, but in the entire loading

range, respectively, with a benchmark strategy utilizing the static feed-forward control of fueling

controllers. Additionally, the advantages of energy-storage function in a charge-sustained mode, such

as a longer service life and reduced size due to the implementation of the proposed switching strategy,

are presented for the dynamic profiles across the entire load range. The optimization function was

designed to improve the fuel economy by adding to the total power of the fuel utilization efficiency (in

a weighted way). The proposed optimization loop will seek the reference value to control the fueling

regulator in real-time, which is not regulated by a load-following approach. The best switching

threshold between the high and low loading scales were obtained using a sensitivity analysis carried

out for both fixed and dynamic loads. The results obtained were promising—(1) the fuel economy was

two-times higher than the advanced strategies mentioned above; and (2) the total fuel consumption

was 13% lower than the static feed-forward strategy. This study opens new research directions for

fuel cell vehicles, such as for obtaining the best fuel economy or estimating fuel consumption up to

the first refueling station on the planned road.

Keywords: fuel economy; load-following; switching strategy; real-time optimization; fuel cell vehicle;

fuel cell system

1. Introduction

In the coming decades, energy and environmental issues will become the most im-
portant challenges for researchers working in the sustainable development of energy
sector [1,2]. The proton exchange membrane fuel cell (PEMFC) system is usually utilized
as green secondary energy generator for hybrid power systems (HPS), based on renew-
able energy for balancing power flow stability on the DC grid, due to the variability of
energy flows from the load and from renewable sources [3,4]. Thanks to its advantages as
compared to other fuel cell (FC) technologies, such as very low pollutant emissions, high
specific energy, low operating temperature, and a fast start, the PEMFC system is now the
most widely used FC type in portable [5,6] and space applications [7,8].

The design of effective control approaches [8,9] and optimization methods [10,11]
needs accurate PEMFC dynamic models [12,13]. It was demonstrated that high ripples on
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FC power (especially in the low frequency band up to hundreds of Hz) or load pulses [14],
produce mechanical stress on the proton exchange membrane (PEM), and as a consequence,
cause a rapid degradation of the FC lifetime [15,16]. The main stresses were analyzed
in [15], highlighting how the mechanical damage of the PEM membrane was effectively
produced. The causes and consequences of gas starvation, together with potential mitiga-
tion methods, are presented in [16]. The issue of cold start under subfreezing temperatures
is experimentally analyzed in [17]. The consequences of frequent start–stop operations are
addressed in [18]. Additionally, some recommendations to boost the FC durability and
lifetime are given in [16,17]. Thus, fault-tolerant strategies and advanced control methods
are proposed to operate the PEMFC power source in safe conditions [19,20].

This paper proposes a load-following (LFW) switching management of fueling flow
rates that might optimally operate the PEMFC system. The safety measures for smooth
switching of the fueling controllers were considered as well.

The load-following management was studied to handle the load dynamics [21,22] and
then extended to an unknown load profile [23]. Impacts of load profiles on the PEMFC
system efficiency, but also on safe functioning of the PEMFC power source, are analyzed
in [24,25].

The energy supplied by the FC power source can be controlled by using the air
regulator [26–36] or the fuel regulator [37–40], or by switching the fueling regulators,
utilizing the strategy proposed in this study.

The air regulator is set to ensure the needed oxygen parameters for the FC stack
cathode (the flow and pressure depending on the system load demand) [26]. The air com-
pressor delivers the needed air (with about 21% oxygen) for the electrochemical reaction,
ensuring an oxygen excess ratio higher than 1, to avoid the oxygen starvation phenomenon
(which might appear during the load pulses) [6,27,28]. The oxygen excess ratio is controlled
using different techniques, as follows—(1) feed-forward control [26,29]; (2) PID-based con-
trol [30] and its variants (such as optimal PID plus fuzzy controller [31]), feed-forward PID
controller [32], and robust PI control [33]; (3) control techniques based on artificial intelli-
gence concepts like fuzzy logic [34,35], neural networks [36], and genetic operators [37]; (4)
model predictive control (MPC) based on constrained model [38], linearization method
of the model [39,40], and multivariable nonlinear MPC [41,42]; (5) sliding control using
the adaptive sliding mode (Lyapunov-based) [43], high-order sliding mode [44,45], sliding
mode (nonlinear multivariable) [46], cascade adaptive sliding mode [47], or a combination
of sliding mode with flatness control [48] and super-twisting algorithms [49,50]; (6) robust
control based on reduced order model [51] or a load governor [52]; and (7) model reference
adaptive control (MRAC) [53].

The MRAC technique [53] can prevent compressor surge better than the MPC tech-
niques mentioned above [38–42]. The robustness analysis performed in [33,51,52] for
robust control techniques highlights the advantages of using robust control as compared to
classic control techniques, such as feed-forward control [26,29] or PID-based control [30–32]
techniques. However, the feed-forward control [26] is simple, involves low computation,
as compared to control techniques based on artificial intelligence concepts [34–37], and is
already implemented in commercial solutions. Consequently, the feed-forward regulator is
utilized as a reference in this study.

Nonlinear control techniques based on different sliding modes that combine the
nonlinear terms of the super-twisting approach have the advantage of high robustness and
good response to disturbances (achieving a short convergence time) [49,50]. For example,
the nonlinear multivariable sliding mode control proposed in [46] reduces the dynamics of
oxygen excess percentage and also the power fed by the air compressor.

It is known that the power fed by the air compressor is equal to 15% of the FC power.
Therefore, new air compressors must be developed, with lower energy consumption and
better dynamics [54]. The dynamics of the air compressor makes the air-feed subsystem
slower, as compared to the hydrogen subsystem [55,56]. Thus, the authors of this paper
focused on oxygen excess percentage control techniques to improve the response of the
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air-feed subnetwork. This study uses the nonlinear dynamic model proposed in [57] for
the air compressor.

The fuel-feed and air-feed subsystems give great importance to safety, when gen-
erating the FC power requested by the dynamic load [9,29,58,59], in order to avoid fuel
starvation [60]. The following techniques are proposed to control the fuel-feed subsystem—
multi-input-multi-output (MIMO) nonlinear control [60], linear quadratic Gaussian (LQG)
control [61], nonlinear control [62,63], linear and nonlinear control [64,65], nonlinear
MPC [66,67], and sliding mode control [67,68]. An important task is to maintain the
stoichiometric ratio for gases under variable load demand profiles [69], due to nitrogen
addition [70] and fuel recirculation, using both ejector and blower [65,71]. Thus, in order to
optimize the anodic purge techniques, different control methods were proposed to find the
optimal purge interval [72], based on a state observer [73], adaptive strategies [74,75], bleed-
ing strategies [75,76], and intelligent control [77]. The anode bleeding strategies manage
the nitrogen diffusion through a continuous and controlled leak of gases, by combining the
discontinuous classic purge mode with nonlinear control of the fuel-feed subsystem [78,79].

Degradation analysis of the PEMFC system in dead-end operating modes were an-
alyzed in [80,81] and [82] as an effect of variable thermal and pressure conditions, and
low-quality hydrogen, respectively. The methods to increase the lifetime of the FC system
and avoid potential carbon monoxide poisoning are also presented. To progress the lifetime
of the FC generator [29,56,59], the research was focused on thermal [83,84] and water [85,86]
subsystems, but also on other FC subsystems, because these are all interconnected and
interdependent [87]. Therefore, a systemic methodology based on an integrated approach
is recommended to optimize the FC system [88,89]. Thus, new optimization strategies were
studied for the FC system [90], FC cars [28,91], and FC hybrid power sources [92], based
on nonlinear control [93], state diagram [94,95], MPC [96,97], droop control [98], fuzzy con-
trol [99,100], data fusion approach [101], global optimization using the extremum seeking
(GES) approach [102], dynamic programming method [103], or Pontryagin’s minimum al-
gorithm [104]. Except for the global optimization strategies, the other strategies mentioned
above showed a less than 100% strike ratio in searching for the optimal level of the consid-
ered optimization function or could not find it [102]. The optimization function might be
designed for different objectives, such as fuel economy [105,106], lifetime extension for FC
system [107], or battery stack [99,108], and safe operation of all subsystems [109].

Thus, the real-time strategy analyzed here (and mentioned below as the SW–LFW
strategy) minimizes the hydrogen consumption, using a new load-following switching
control for the oxygen and hydrogen controllers of the FC generator, which in comparison
with the real-time strategy proposed in [110] is simpler (because it uses only one optimiza-
tion loop instead of two), safer (because the second optimization loop is not involved in
setting the set-points of the fueling controllers, and thus some perturbation (pulses) in
the desired points of the fueling regulators due to the switching control are avoided), and
almost the same fuel economy is obtained. Therefore, the same load profiles used in [110]
are also used here to evaluate the results obtained.

Another aim of this work was to compare the performance of the SW–LFW strat-
egy with other strategies, such as the Air–LFW technique [111] and the Fuel–LFW ap-
proach [112], which use the load-following set for the hydrogen regulator or oxygen
regulator, respectively, in the entire loading scale. The main benefit of the load-following
regulator (employed for one of the fueling regulators [111,112] or for both regulators [110])
is the battery operation in a charge-sustained approach [113], which substantially improved
the battery’s lifespan [114]. The FC power source generates the required power on the
DC grid, according to the load demand. Thus, the hybrid ultracapacitor/battery energy
storage system (ESS) only compensate minor differences between the load demand and the
FC power. Therefore, the size of the battery might be reduced, as compared to rule-based
techniques (where the battery is charged and discharged to sustain the power flow stability
on the DC grid due to load dynamics and renewable energy variability, if the renewable
energy is available to sustain a part of the load demand [115]).

3
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Therefore, as the results obtained show, the advantages of the load-following control
proposed in this paper are the following—(1) increases the battery lifetime; (2) reduces the
battery size; and (3) removes need for monitoring the state-of-charge (SOC).

For a fair comparison of the techniques analyzed here, the same optimization function
and test conditions are used, and a sensitivity analysis is functioned to obtain the best
threshold between the high and low loading ranges (in a manner similar to [116], to obtain
the best weighting parameters of the optimization function).

The optimization function is designed (using appropriate weighting parameters [116])
to minimize the hydrogen consumption by adding fuel efficiency to the FC net power
(which is usually used as the optimization function of the FC energy efficiency [34–36]).
The optimization loop solves the optimum value of the FC current, in real-time, which is
used to regulate the fuel controller and the air regulator under the Air–LFW and Fuel–LFW
approaches, respectively. In case of the SW–LFW strategy, the fueling regulator, which
is not controlled on the basis of the load-following technique is used to improve the fuel
economy, using this real-time optimization loop.

The results obtained in the case of a variable load underline a hydrogen economy for
the proposed strategy, which is double in comparison to the basic strategies mentioned
above (about 2.23-times and 2.47-times higher for the Air–LFW and Fuel–LFW techniques,
respectively).

The hydrogen economy using the proposed strategy was compared to that of the
benchmark strategy using the static feed-forward (sFF) control for the fueling regula-
tors [59]. It is worth mentioning that the reduction of the total fuel consumption was more
than 13% using the SW–LFW method, as compared to the sFF approach in the case of a
variable outline of the system load demand.

Additionally, the better fuel saving method that uses the SW–LFW technique, as
compared to basic strategies of the Air–LFW and Fuel–LFW, was obtained by choosing the
best strategy from these two for a certain load level. It was proven that the optimum fuel
saving was obtained using the Air–LFW for high-load levels and the Fuel–LFW strategy
for low-load levels. Therefore, the best load threshold (between the high and low loading
ranges) would be obtained on the basis of the sensitivity analysis functioned for both
constant and variable loads.

Therefore, the key findings and novelty of this work are as follows—(1) a scheme for
a new optimization approach (the SW–LFW strategy) for better fuel economy of the FC
system; (2) the fuel efficiency was compared using the SW–LFW strategy, and the advanced
Air–LFW and Fuel–LFW strategies; (3) the fuel economy obtained with the SW–LFW
strategy and the sFF control-based strategy was also compared; (4) the advantages related
to battery lifetime and size were advanced by switching the system from load-following
control to fueling regulators; (5) the optimum switching threshold was advanced on the
basis of a sensitivity investigation; (6) the optimization function was designed to achieve
the best fuel economy; (7) almost the same fuel economy was advanced with the SW–LFW
strategy and switching strategy proposed in [110], but the one proposed here was simpler
and safer; and finally, a method for estimating fuel consumption up to the first refueling
station on the planned road was proposed.

The innovative solutions proposed here to develop the fuel economy could help
increase the system performance of FC vehicles.

2. Fuel Cell Hybrid Power System

The fuel cell hybrid power system (FCHPS) diagram using an equivalent DC load
for the powertrain of fuel cell electric vehicle is illustrated in Figure 1. The 6 kW/45 V
FC system can supply the load demand in a scale up to the power of 8 kW. The FC rated
power of 6 kW was obtained for the nominal values of the fueling flow rates, Air Flow
rate (AirFr) and Fuel Flow rate (FuelFr), of 300 and 50 L per minute [lpm], respectively.
The FC power could be controlled by changing the fueling flow rates using the energy
management and optimization unit (EMOU), via the fueling flow rate regulators (see

4
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Figure 2). The EMOU would produce the control set-points Iref(Air) and Iref(Fuel) based on the
load-following strategy that would be detailed in the following section, which compared
to the strategy proposed in [110] was simpler (because we used only one optimization loop
instead of two), safer (because the second optimization loop was not involved in setting the
references of the fueling controllers), and almost the same fuel consumption was obtained
on the same load cycle.

Figure 1. Fuel cell hybrid power system (FCHPS) diagram using an equivalent DC load for the

powertrain of fuel cell electric vehicle.

Figure 2. Energy management and optimization unit (EMOU) diagram.
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The AirFr controller and FuelFr controller were regulated by the control set-points
Iref(Air) and Iref(Fuel) based on (1) and (2) [59]:

AirFr =
60000 · R · (273 + θ) · NC · Ire f (Air)

4F ·
(

101325 · Pf (O2)

)
·
(

U f (O2)/100
)
· (yO2/100)

(1)

FuelFr =
60000 · R · (273 + θ) · NC · Ire f (Fuel)

2F ·
(

101325 · Pf (H2)

)
·
(

U f (H2)/100
)
· (xH2/100)

(2)

The FC parameters (NC, θ, U f (H2), U f (O2), Pf (H2), Pf (O2), xH2, yO2) were fixed to de-
fault values [117], the FC time constant was fixed to 0.2 s, the slope limiters of the fueling
controllers were set at 100 A/s, R = 8.3145 J/(mol K), and F = 96485 As/mol.

Another method to regulate the FC power was via the DC/DC boost power circuit
that links the FC generator with the DC bus. The EMOU generates the switching (SW)
command, based on the real-time optimization technique, in order to advance the fuel
economy; this is explained in the next section.

Therefore, in summary, the optimization loop controls the power generated by the
FC system to be as much as necessary for the equivalent load on the DC bus, and the LFW
control loop ensures a fuel and oxygen flow corresponding to this power. Thus, the battery
from the ESS operates in a charge-sustained mode, as explained below and in Section 3,
where the optimization loop and the LFW control setting are detailed in Figures 2 and 3.

Figure 3. The load-following control setting.

The output power of the DC/DC boost circuit depends on the circuit efficiency
coefficient (ηboost) and the FC generated power (PFCgen):

PDC = ηboostPFCgen (3)

6
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The FC generated power is the FC net power (PFCnet):

PFCgen = PFCnet
∼= PFC– Pcm (4)

where the power losses are considered to be largely due to the air compressor (Pcm) [57]:

Pcm = Icm · Vcm =
(

a2 · AirFr2 + a1 · AirFr + a0

)
· (b1 · IFC + b0) (5)

The air compressor model uses the following coefficients [57]. a0 = 0.6, a1 = 0.04,
a2 = −0.00003231, b0 = 0.9987, and b1 = 46.02, and the dynamics part is modeled by a
second order system with 0.7 damping ratio and 100 Hz natural frequency [57,110–112].

The power flow balance (6):

CDCudcdudc/dt = pDC + pESS − pload (6)

could be ensured under a variable load (pload) by controlling (the FC power generated via
the DC/DC boost circuit) or pESS (the ESS power transferred with the DC distribution
network).

If the aim is to minimize the ESS size, then the first control mode is recommended.
In this case, the FC generator supplies the DC bus with the smooth part (Pload(MV)) of the
variable load during a load cycle (LC), therefore:

PFCgen = VFC · IFC
∼= Pload(MV)/ηboost (7)

PESS(MV)
∼= 0 (8)

Besides the filtering technique based on the mean-value (MV), other low-pass filtering
circuits might also be obtained [118].

The load-following method is realized based on (7) and the switching technique of the
load-following control method for the fueling flow rates are detailed in the following section.

Considering (8), the power transferred by the hybrid battery/ultracapacitor ESS
with the DC grid is close to zero, during a load cycle. The DC bus voltage control im-
plemented on the ESS side stabilizes the DC bus voltage level to a reference of 200 V
(uDC

∼= VDC(ref) = 200 V). The 100 µF capacitor (CDC) filters the DC voltage ripple. The
power and energy transients on the DC grid is balanced by the battery and ultracapacitors
stack, using appropriate control [7,14]. For example, a power pulse can appear during a
sharp load variation (such as a stair profile), because the power supplied by the FC system
follows the smooth part of the system load cycle profile, but with a delay due to the 100 A/s
slope limiters, 0.2 s FC time constant, 0.1 s time constant of the air compressor, and the
response time of the optimization loop (which is discussed in the next section). Therefore,
the lack of power (during a step-up in load) or excess of power (during a step-down in
load) is stabilized by the 100 F ultracapacitor module, via a two-quadrant bi-directional
DC/DC power converter, regulated by the DC bus voltage controller. The energy storage
device (100 Ah/200 V battery with 10 s constant time) is directly connected to the DC
bus and is used to compensate minor energy differences that can appear on the DC bus
due to the optimization loop (which would change the FC operating point set by the
load-following control toward the optimum point found in the searching range of the
optimization function).

3. Energy Management and Optimization Unit

The optimization function (9) is proposed to improve the fuel economy:

f (x, AirFr, FuelFr, PLoad) = 0.5 · PFCnet + k f uel · Fuele f f (9)

where x is the state vector and Fueleff
∼= PFCnet/FuelFr is the fuel consumption efficiency.

7
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The weighting parameter kfuel [lpm/W] is considered in the sensitivity analysis to
progress the fuel economy. The optimization function (9) is implemented in the EMOU
diagram presented in Figure 2.

The regulation of the DC/DC boost circuit is of hysteretic technique (with 0.1 A
hysteresis band), therefore, the FC current would track the set-point supplied by the global
extremum seeking (GES) technique:

IFC
∼= Ire f (boost) = Ire f (GES) (10)

The GES technique (see the top of Figure 2) finds the optimum based on relationships
(11)–(19):

y = f (v1, v2), yN = kNy · y (11)

•
y f = −ωh · y f + ωh · yN , yHPF = yN − y f ,

•
yBPF = −ωl · yBPF + ωl · yHPF (12)

yDM = yBPF · sd, sd = sin(ωt) (13)

•
yInt = yDM (14)

Gd = |yMV |, yMV =
1

Td
·
∫

yBPFdt (15)

yM = Gd (16)

p1 = k1 · yInt, k1 = γsd · ω (17)

p2 = k2 · yM · sd (18)

Ire f (GES) = kNp · (p1 + p2) (19)

where fd is the dither’s frequency. The cut-off frequencies of the high-pass filter (HPF) and
low-pass filter (LPF) are tuned by the parameters bh = 0.1 and bl = 1.5 [119,120]. The setting
control parameters and the normalization gains are designed using [11]: k1 = 1, k2 = 2,
kNp = 20, and kNy = 1/1000.

The searching time is less than 0.1 s (which means less than 10 periods of 100 Hz
dither used in this study) [102], therefore, this GES technique would find in real-time the
optimum of the optimization function. As mentioned before, the response time of the FC
generator due to an interruption in load was higher than a 0.1 s search time.

The response time of the optimization loop is set by the dynamic model (20):

.
x = g(x, AirFr, FuelFr, PLoad), x ∈ X (20)

where g is a smooth function [48].
For example, 100 A/s slope limiters of the fueling controllers and dynamic model of

the air compressor would limit the speed variation of the AirFr and FuelFr values, due to a
disturbance in load. Considering (7), the FC current is set by the load demand to (21):

IFC
∼= Pload(MV)/(ηboost · VFC) (21)

Therefore, the reference Ire f (LFW) is set by (22):

Ire f (LFW)
∼= Pload(MV)/(ηboost · VFC) (22)

Considering Equations (10) and (21), the reference Ire f (LFW) is equal to the FC current
(IFC), but during the optimization cycle, these signals are a bit different between them, and
are obviously different as compared to reference Ire f (GES). Therefore,

IFC
∼= Ire f (LFW) 6= Ire f (GES) (23)
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The reference Ire f (GES) is used in the optimization loop for all three strategies—the
two reference strategies based on the load-following of the AirFr and FuelFr (called the
Fuel–LFW strategy and the Air–LFW strategy) and the switching algorithm studied in this
work (named “SW–LFW strategy”), which switches the load-following management mode
for the AirFr or for the FuelFr, if Pload > Pref or Pload < Pref, respectively.

The reference Ire f (LFW) is utilized in the load-following loop for all three strategies
and is selected as mentioned before, by the strategy setting block displayed in Figure 2 and
explained in Figure 3.

Thus, the Air–LFW strategy uses the settings Ire f (Fuel) = IFC, Ire f (Air) = Ire f (LFW),
and Ire f (boost) = Ire f (GES), whereas the Fuel–LFW strategy uses Ire f (Air) = IFC, Ire f (Fuel) =
Ire f (LFW), and Ire f (boost) = Ire f (GES).

The SW–LFW strategy uses the settings (24)–(26):

Ire f (Fuel) =

{
Ire f (LFW), i f Pload ≤ Pre f

IFC, i f Pload > Pre f
(24)

Ire f (Air) =

{
IFC, i f Pload ≤ Pre f

Ire f (LFW), i f Pload > Pre f
(25)

Ire f (boost) = Ire f (GES) (26)

The settings for the fueling controllers involves only the desired-point Ire f (LFW), in-
stead of the settings used in switching strategy proposed in [110], which, in addition to
this reference, uses the reference Ire f (GES2) generated by the second optimization loop.
The reference IFC + Ire f (GES2) is obviously different to the FC current (IFC) and reference
Ire f (LFW) given by Equation (22), therefore, the smooth and safe operation of the fueling
regulators might be perturbed using the switching strategy proposed in [110].

The threshold Pre f is tuned after a sensitivity analysis of the whole fuel consumption
(FuelT =

∫
FuelFr(t)dt) for a constant load, and then this threshold is validated for the

variable load cycles. The improvements in sum fuel consumption using the SW–LFW
technique is compared to those given by utilizing the strategies Fuel–LFW and Air–LFW,
considering the Static Feed-Forward (sFF) technique as presented in [59].

The sFF technique uses the settings Ire f (Fuel) = IFC, Ire f (Air) = IFC, and Ire f (boost) =
Ire f (LFW) [59]. The sFF technique was chosen as a reference because it is the most known
technique and is usually used as a reference for new strategies. Furthermore, the sFF
strategy is successfully implemented in FC systems for research or commercial use.

The fuel economy is given by (27)–(29):

∆FuelT(SW) = FuelT(SW) − FuelT(sFF) (27)

∆FuelT(Air) = FuelT(Air) − FuelT(sFF) (28)

∆FuelT(Fuel) = FuelT(Fuel) − FuelT(sFF) (29)

4. Performance Validation

4.1. Constant Load Cycle

The total fuel consumption was evaluated for the sFF strategy and the SW–LFW
strategy (with kfuel = 0 and Pre f = 5 kW) using the FCHPS with the appropriate settings
mentioned above. The results for different loading levels (mentioned in the 1st column of
Table 1) are shown in the 2nd and 3rd column of Table 1.

9
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Table 1. Fuel economy for kfuel = 0.

Pload FuelT(sFF) FuelT(SW) ∆FuelT(SW) ∆FuelT(Air) ∆FuelT(Fuel)

[kW] [L] [L] [L] [L] [L]

2 34.02 33.56 −0.46 11.26 −0.46
3 56.3 55.08 −1.22 4.14 −1.22
4 74.88 72.6 −2.28 2.08 −2.28
5 98.6 93 −5.6 −0.08 −5.6
6 125.58 123.3 −2.28 −2.28 −7.66
7 158.34 146.18 −12.16 −12.16 −13.56
8 176 147.52 −28.48 −28.48 −22.92

The fuel economy was computed using (27) and is shown in the 4th column of Table 1.
The total fuel consumption for the Fuel–LFW strategy and Air–LFW strategy was evaluated
using the FCHPS, with the appropriate settings mentioned above and kfuel = 0. The fuel
economy computed using (28) and (29) was recorded in the last two columns in Table 1.

In the same manner, the fuel economy was recorded, as compared to the sFF strategy
in Tables 2 and 3, for kfuel = 25 and kfuel = 50, in case of the strategies SW–LFW (with
Pre f = 5 kW), Air–LFW, and Fuel–LFW, respectively. This fuel economy is represented in
Figure 4c, for kfuel = 25 and kfuel = 50.

Table 2. Fuel economy for kfuel = 25.

Pload FuelT(sFF) FuelT(SW) ∆FuelT(SW) ∆FuelT(Air) ∆FuelT(Fuel)

[kW] [L] [L] [L] [L] [L]

2 34.02 33.376 −0.644 12.14 −0.644
3 56.3 52.424 −3.876 5.548 −3.876
4 74.88 69.704 −5.176 1.2 −5.176
5 98.6 89.84 −8.76 −6.44 −8.76
6 125.58 111.44 −14.14 −14.14 −12.54
7 158.34 129.92 −28.42 −28.42 −24.26
8 176 144.92 −31.08 −31.08 −26

Table 3. Fuel economy for kfuel = 50.

Pload FuelT(sFF) FuelT(SW) ∆FuelT(SW) ∆FuelT(Air) ∆FuelT(Fuel)

[kW] [L] [L] [L] [L] [L]

2 34.02 33.92 −0.1 7.628 −0.1
3 56.3 52.6 −3.7 2.764 −3.7
4 74.88 69.616 −5.264 0.288 −5.264
5 98.6 89.84 −8.76 −5.8 −8.76
6 125.58 112.56 −13.02 −13.02 −13.98
7 158.34 133.52 −24.82 −24.82 −20.74
8 176 146.2 −29.8 −29.8 −25

The fuel economy for strategies SW–LFW, Fuel–LFW, and Air–LFW using kfuel = 0 is
represented in Figure 4a in comparison to the sFF technique.

The threshold Pre f = 5 kW was chosen by considering the best values of the fuel
economy for the Fuel–LFW and Air–LFW strategies that were obtained in case kfuel = 25
(see Table 2 and Figure 4b).
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Figure 4. Cont.
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Figure 4. Fuel economy for constant load.

In fact, the threshold Pre f could be located between 5 kW and 6 kW (5 kW ≤ Pre f <

6 kW) for the 1 kW resolution used in the sensitivity analysis performed for constant load.
Figure 4c suggests that the threshold Pre f could be situated between 6 kW and 7 kW

(6 kW ≤ Pre f < 7 kW), but the fuel economy in case kfuel = 25 was smaller than that
in case kfuel = 50. The smallest fuel efficiency was gained in case kfuel = 0, because the
system optimization function is given only by the fuel cell total power. Consequently, the
maximum of the optimization function was named Maximum Efficiency Point (MEP). If
kfuel 6= 0, then the optimization function was fuel economy oriented by adding the fuel
utilization efficiency (Fueleff

∼= PFCnet/FuelFr) to the FC total power, by the appropriate
weighting factors (to make both terms comparable in order of magnitude). The best fuel
efficiency was gained for kfuel = 25, therefore this value was used for the next simulations,
unless otherwise mentioned.

4.2. Load Profile: Variable Load Cycle

4.2.1. The First Variable Load Cycle with Different Power Pload(AV) Levels

The first variable load cycle with different Pload(AV) values was used to test the Air–
LFW and Fuel–LFW strategies [110,111]. Therefore, this 12 s load cycle was also utilized in
this work to estimate the fuel economy point of the SW–LFW technique. The power levels
were 0.75·Pload(AV), 1.25·Pload(AV), and 1.00·Pload(AV), during 4 s for each level. Therefore, the
average value (AV) of this 12 s load cycle was power Pload(AV). The values employed for
Pload(AV) were 2, 3, 4, 5, and 6 kW (see Table 4) in order to operate the FC system within the
admissible limit for FC power (up to 8 kW). For example, the power levels for the load
cycle with power Pload(AV) = 6 kW were 4.5, 7.5, and 6 kW, the levels for the 4 kW load cycle
were 3, 5, and 4 kW, and the levels for the 2 kW load cycle were 1.5, 2.5, and 2 kW.
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Table 4. Fuel economy for the first load profile using different Pload(AV) values.

Pload(AV) FuelT(sFF) FuelT(SW) ∆FuelT(SW) ∆FuelT(Air) ∆FuelT(Fuel)

[kW] [L] [L] [L] [L] [L]

2 34.14 36.06 1.92 7.18 1.92
3 53.92 54.74 0.82 6.24 0.82
4 75.8 75.49 −0.31 3.32 −0.64
5 100.62 96.8 −3.82 −3.16 −4.16
6 130.2 116.92 −13.28 −13.28 −10.08

If the threshold Pre f is selected in the middle of the range of these levels, 4 kW ≤
Pre f < 4.5 kW, then the SW–LFW technique performs as the Fuel–LFW technique for the
load cycles with power Pload(AV) of 2 kW and Pload(AV) of 3 kW, as the Air–LFW technique
for the load drive cycle with power Pload(AV) of 2 kW, and specifically for the load drive
cycles with power Pload(AV) of 4 kW and power Pload(AV) of 5 kW, using the switching rules
(24)–(26). This kind of operation for the SW–LFW strategy could be observed in Table 4, by
analyzing the fuel economy recorded, and was easier observed in fuel economy in Figure 5.

Figure 5. Fuel economy using different Pload(AV) values for the first load profile.

4.2.2. The Second Variable Load Cycle with 3/7 kW Load Pulses

The second load profile used power values of 7 kW and 3 kW during 3 s for each
level, resulting in a pulsed load profile (see the first curve in Figure 6). Figure 6 presents
the characteristics of the FCHPS under the second load profile for strategies Air–LFW
(Figure 6a), Fuel–LFW (Figure 6b), and SW–LFW (Figure 6c), with the plots structured as
follows—the 1st plot illustrates the 3/7 kW pulsed load profile; the 2nd and 3rd curves
portray the ESS power (PESS) and fuel cell net power (PFCnet) and; the 4th and 5th curves
display the fueling flow rates (FuelFr and AirFr); the 6th plot in Figure 6c represents the
airflow rate (AirFr) in case of the strategy proposed in [110]; the total fuel utilization
(FuelT), the fuel consumption efficiency (Fuele f f ), and the fuel cell electrical efficiency
(ηsys = PFCnet/ PFC) are shown in the last three curves.
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Figure 6. Cont.
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Figure 6. Cont.
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Figure 6. Behavior of the FCHPS under the second load profile (3/7 kW load pulses).

It is worth mentioning the observations. (1) The load-following management mode
operated the AirFr regulator (refer to the 4th curve in Figure 6a) or the FuelFr regulator
(see the 5th plot in Figure 6b) if the Air–LFW technique or Fuel–LFW technique was used.
(2) The optimization loop set IFC

∼= Ire f (GES) for the FuelFr regulator (see the search of the
optimum of the FuelFr in the 5th plot in Figure 6a) or the AirFr regulator (see the search of
the optimum of the AirFr in the 4th plot in Figure 6b) if the Air–LFW technique or the Fuel–
LFW technique was used. (3) The FC system supplied the requested load demand based on
the load-following regulation mode designed using Equation (6), PFCgen

∼= Pload(MV)/ηboost,
therefore, the battery functions in the charge–sustained mode (refer to the 3rd curve in
Figure 6). (4) The ultracapacitor bank transiently stabilizes the power equilibrium during
the dynamic load (see the 3rd plot in Figure 6). (5) The fuel consumption efficiency (Fuele f f )
had values in the range of 95 to 140 W/lpm (refer to the 7th curve in Figure 6a,b, and 8th
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plot in Figure 6c). Therefore, the optimization terms k f uel · Fuele f f and 0.5 · PFCnet have
comparable values for kfuel = 25. (6) The FC electrical efficiency (ηsys) had values in the
range of 85 to 94% (see the 8th plot in Figure 6a,b, and 9th plot in Figure 6c), therefore,
a new optimization function f = ηsys + k f uel · Fuele f f might be defined for excellent fuel
economy using kfuel in the scale of 0.5 to 2 lpm/W. (7) The proposed strategy is safer
than that analyzed in [110] (where the second optimization loop is not involved in setting
the desired-points of the fueling regulators and thus some perturbation (spikes) might
appear in the desired-points of the fueling regulators due to the switching control (see the
spike in the 5th plot of Figure 6c, as compared to the 4th plot of Figure 6c, which appears
when the set-points Ire f (LFW) and IFC + Ire f (GES2) are switched [110], and the reference
IFC + Ire f (GES2) is clearly different from the reference Ire f (LFW)).

It is important mentioning that when using the Air–LFW technique or the Fuel–
LFW technique, such spikes do not appear in the fueling flow rated, because the fu-
eling references (Ire f (Fuel) = IFC and Ire f (Air) = Ire f (LFW) for the Air–LFW technique,
and Ire f (Air) = IFC and Ire f (Fuel) = Ire f (LFW) for the Fuel–LFW technique) are based on
the references Ire f (LFW) and IFC. The proposed strategy switches these references, but
IFC

∼= Ire f (LFW) considering Equation (14).
The total fuel consumption is shown in the 6th curve of Figure 6a,b, and in the 7th plot

of Figure 6c, and the fuel efficiency is shown in Table 5. Fuel economy for the SW–LFW
technique, as compared to the sFF technique, represented around 25% of FuelT(sFF). The
fuel efficiency for the SW–LFW technique as compared to the Air–LFW and Fuel–LFW
techniques was 1.49-times and 2.38-times higher, respectively.

Table 5. Fuel economy for the second load profile (3/7 kW load pulses).

Pload(pulse) FuelT(sFF) FuelT(SW) ∆FuelT(SW) ∆FuelT(Air) ∆FuelT(Fuel)

[kW] [L] [L] [L] [L] [L]

3/7 kW 105.9 78.91 −26.99 −18.15 −11.32

In the case of pulsed load, the threshold Pre f could be chosen between the levels,
3 kW < Pre f < 7 kW, but, considering the results for a constant load, it was obvious that
the best value must be established for a variable load, based on a sensitivity analysis. For
this, the third load profile (symmetrical stair up and down) was designed.

4.2.3. The Third Load Profile (Symmetrical Stair Up and Down)

The levels for the symmetrical stair were 3, 4, 5, 6, and 7 kW, with 2 s for each level
in the stair up and other 2 s for each level in the stair down (see the first plot in Figure 8).
The threshold Pre f was chosen between the levels, in order to analyze the fuel efficiency
obtained in each case (see Table 6).

Table 6. Fuel economy for the third load profile (symmetrical stair up and down).

Pref FuelT(sFF) FuelT(SW) ∆FuelT(SW) ∆FuelT(Air) ∆FuelT(Fuel) ∆FuelT(SW) [110]

[kW] [L] [L] [L] [L] [L] [l]

2.5 286.5 268.6 −17.9 −17.4 −15.7 −19.4
3.5 286.5 258.8 −27.7 −17.4 −15.7 −28.7
4.5 286.5 250.4 −36.1 −17.4 −15.7 −35.2
5.5 286.5 247.6 −38.9 −17.4 −15.7 −39.3
6.5 286.5 252 −34.5 −17.4 −15.7 −33.7

The best fuel efficiency for the SW–LFW technique compared to the sFF technique
was observed for Pre f = 5.5 kW, at about 13.6% of FuelT(sFF) (100 × 38.9/286.5 ∼= 13.58%).
The fuel efficiency for the SW–LFW technique compared to the Air–LFW and Fuel–LFW
techniques was 2.23- times and 2.47-times higher, respectively. Fuel economy using dif-
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ferent values for the threshold Pre f is shown in Figure 7. The fuel efficiency utilizing
the SW-FLW technique with power Pre f = 2.5 kW was equal to that gained utilizing the
Air-FLW strategy, with small differences appearing due to the use of the Fuel-FLW strategy
during the starting phase (until the load became higher than 2.5 kW).

Figure 7. Fuel economy for the third load profile using different values of the threshold Pre f .

It is worth mentioning that only minor differences appeared in the fuel economy
obtained for different levels of the threshold Pre f using the SW–LFW technique, as com-
pared to the switching technique proposed in [110] (see the last column of Table 6 and
Figure 7). Thus, at the same fuel economy that might be obtained during a load cycle,
the proposed strategy had the advantages of being simpler and safer than the switching
strategy proposed in [110].

Figure 8 presents the behavior of the FCHPS under the second load profile for the
strategies Air–LFW (Figure 8a), Fuel–LFW (Figure 8b), and SW–LFW (Figure 8c), with the
plots structured as in Figure 6. Beside the above-mentioned findings for transient load,
these further observations were of significance. (1) The search for the optimum using
the Air–LFW or the SW–LFW strategies for Pload > Pre f = 4.5 kW is performed via the
FuelFr regulator because IFC

∼= Ire f (GES); because the optimization function was defined to
minimize the fuel economy, the minimum values of the FuelFr is tracked (refer to the 5th
plot in Figure 8a,c) and the FC power is different from the requested load. (2) This power
difference (given by the power transfer balance on the DC distributed network) is sustained
by the storage device (here a battery), which is charged or discharged during the load cycle,
but the SOC remains the same at the end (see the 3th plot in Figure 8a). (3) The search for
the optimum using the Fuel–LFW or the SW–LFW strategies for Pload < Pre f = 4.5 kW
operates via the AirFr regulator, so the FuelFr controller is controlled using the load-
following technique (see the 5th plot in Figure 8b); thus, the FC power is almost close to the
requested load. (4) the battery storage device functions in a charge-sustained mode (refer
to the 3rd curve in Figure 8b). (5) In the case of a dynamic load in the full range, the fuel
efficiency for the Air–LFW and Fuel–LFW techniques seems to be the same (see Table 6);
the difference of 1.7 L means about 0.63% of the total fuel utilization.
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Figure 8. Cont.
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Figure 8. Cont.
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Figure 8. Behavior of the FCHPS under the third load profile (symmetrical stair up and down).

Additionally, it is worth mentioning the aforementioned spike when the references
Ire f (LFW) and IFC + Ire f (GES2) are switched [110] (refer to the 4th curve of Figure 8c).

5. Discussion and Next Works

The results obtained for the FCHPS in previous sections and [110] are summarized
in Tables 7–10, for the case of keff = 25 and Pref = 4.5 kW, where the fuel economy in-

dicator was calculated for a given load profile using the relationship %Fuelload
T(strategy)

=

100 ·

(
Fuelload

T(re f erence)
−Fuelload

T(strategy)

Fuelload
T(re f erence)

)
.
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Table 7. Percent of fuel economy for different Pload values in case of keff = 25 and Pref = 4.5 kW.

Parameter [unit]

Strategy
Fuel-LFW Air-LFW SW-LFW SW [110]

Pload

[kW]

%FuelP_load
T(strategy)

[%]

1.89 −35.68 1.89 1.65 2
6.88 −9.85 6.88 3.55 3
6.91 −1.60 6.91 5.02 4
8.88 6.53 8.88 11.58 5
9.99 11.26 11.26 14.19 6

15.32 17.95 17.95 19.10 7
14.77 17.66 17.66 27.11 8

1
8 ∑P_load %FuelP_load

T(strategy)

[%]
8.08 0.78 8.93 10.28

Table 8. Percent of fuel economy for the first load profile in case of keff = 25 and Pref = 4.5 kW.

Parameter [unit]

Strategy
Fuel-LFW Air-LFW SW-LFW SW [110]

Pload(AV)

[kW]

%Fuel
P_load(AV)
T(strategy)

[%]

−5.62 −21.03 −5.62 0.29 2
−1.52 −11.57 −1.52 1.93 3
0.84 −4.38 0.41 4.09 4
4.13 3.14 3.80 11.33 5
7.74 10.20 10.20 32.67 6

1
6 ∑P_load(AV) %Fuel

P_load(AV)
T(strategy)

[%]
0.93 −3.94 1.21 8.39

Table 9. Percent of fuel economy for the second load profile in case of keff = 25 and Pref = 4.5 kW.

Parameter [unit]

Strategy
Fuel-LFW Air-LFW SW-LFW SW [110]

Pload(AV)

[kW]

%FuelP_load
T(strategy)

[%] 10.69 17.14 25.49 25.87 5

Table 10. Percent of fuel economy for the third load profile in case of keff = 25 and Pref = 4.5 kW

Parameter [unit]

Strategy
Fuel-LFW Air-LFW SW-LFW SW [110]

Pload(AV)

[kW]

%FuelP_load
T(strategy)

[%] 5.48 6.07 12.60 12.29 5

Table 7 presents the percent of fuel economy for different constant Pload values (men-
tioned in the last column), highlighting that the SW–LFW strategy achieved the best fuel
economy through the switching technique of the Air–LFW and Fuel–LFW strategies. The
average value of the fuel economy percentages for the eight load levels was calculated

using 1
8 ∑P_load %FuelP_load

T(strategy)
. The value obtained showed that the SW–LFW strategy

and the strategy proposed in [110] were of different classes (the first used a single GHG
controller, the second used two GES controllers, which led to the expansion of the search
field by using two variables and therefore better performance).

Better performance for the strategy proposed in [110] compared to the SW–LFW strat-
egy proposed in this study was also obtained for a variable load profile but with low dy-
namics (note that the power levels used were 0.75·Pload(AV), 1.25·Pload(AV), and 1.00·Pload(AV)

for the first load profile). Table 8 presents the percent of fuel economy for different first
load profiles, mentioning the Pload(AV) values in the last column.

For a variable load profile with a dynamic across the full range of loads allowed, the
performance indicator had similar values for the SW–LFW and SW strategies [110] (see per-
centage of fuel economy for the second and third load profile presented in Tables 9 and 10).
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A possible explanation would be that the load dynamics could no longer be tracked
due to the limited search speed, to avoid fuel starvation, and the advantage of searching
with two variables was lost. Although the discussion on the performance of the SW–LFW
strategy remained open, as compared to the strategy proposed in [110], it was obvious
that the current limitations imposed by the safe operation of the FC system limited the
search speed. Therefore, the search slopes of maximum 100 A/s imposed in the air and
fuel regulators limits the search speed and, in the end, similar performances are obtained
(regardless of the search speed of the algorithm used). However, the advantage of the
simplicity of the SW–LFW strategy still holds, as compared to the strategy proposed
in [110].

The fuel consumption for the SW–LFW strategy, mentioned in Tables 2 and 4, is shown
in Figure 9 by load (a) and average load (b).

Figure 9. Fuel consumption for the SW–LFW strategy.

It is worth mentioning that the fuel consumption for the SW–LFW strategy was almost
linear in both cases, the trend line depending on the load and the average load, according
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to the relations FuelT(SW) = 20.378 Pload + 14.868 and FuelT(SW) = 18.977 Pload(AV) + 14.323,
respectively. Therefore, the fuel consumption could be estimated on the basis of the average
load, up to the first refueling station on the planned road.

Consequently, the next works is focused on the following actions:

1. Testing the relationship between fuel consumption and average load for different
load demand profiles.

2. Finding the best threshold between the high and low loading ranges. This value of
Pref = 4.5 kW was obtained on the basis of the sensitivity investigation functions for
both variable and constant loads. The load-following management switches to the
fuel and air regulators, if the load is higher or lower than this threshold. This value
and other values close to this are to be considered for further tests under a different
load profile.

3. Inclusion of a monitoring and energy management system for the battery. In this
study, the system load demand was clearly sustained by the power supplied by the
FC system and the battery storage device functions in a charge-sustained mode. Thus,
the size of the battery might be reduced. Additionally, the battery’s life time increases
by avoiding the charge–discharge cycles that appear in most strategies, based on SOC
monitoring. An advanced energy management system [121,122] and a battery aging
modeling [123,124] is to be included to evaluate the advantage of the LFW control
over the battery life.

4. Reducing the number of switches of the fueling regulators’ references in the event
of a high dynamic load. The SW–LFW strategy used a 200 W hysteresis controller
(see Figure 3) instead of a simple comparator, to switch the reference Ire f (LFW) to
the inputs of the fueling regulators (Ire f (Fuel) and Ire f (Air)). Different values of the
hysteresis band for the hysteresis controller is to be tested, in combination with an
appropriate filtering of the load power.

In summary, besides the practical recommendations and next works mentioned above,
the implementation of the SW–LFW strategy could be approached through the following
step-by-step research methodology. (1) First, the strategies Air–LFW and Fuel–LFW must
be tested for high and low load levels, using a simple searching algorithm and a Fuel
Cell simulator based on a Hardware in the Loop Simulation (HILS) approach. (2) The
air and fuel flow rates obtained with the techniques Air–LFW and Fuel–LFW is to be
recorded in a look-up table to use for the SW–LFW strategy (a look-up table approach of
the load-following control presented in this work). (3) The obtained fuel economy is to
be validated on a Fuel Cell system using the SW–LFW strategy for variable load profiles.
(4) The fuel efficiency should be improved by testing other thresholds, using recently
developed searching algorithms (such as the Global Extremum Seeking algorithm used in
this paper), the load-following management in place of the look-up table approach, faster
searching algorithms than GES algorithm used here, etc.

6. Conclusions

This work analyzed the performance of the SW–LFW technique in comparison to
strategies based on Air–LFW, Fuel–LFW, sFF control, and the switching strategy proposed
in [110]. The fuel efficiency was better for the SW–LFW strategy in case of a dynamic load
across the full range as it used the best strategy for a certain load level—Air–LFW strategy
for high-load values and Fuel–LFW strategy for low-load values.

In addition, the fueling regulator, which was not controlled based on the load-
following technique, was utilized to improve the fuel economy employing a real-time
optimization loop.

In consequence, the key observations of this work were as follows. (1) A new energy
management scheme based on the SW–LFW technique to further improve fuel economy
compared to basic techniques (the Air–LFW and Fuel–LFW techniques) and sFF reference
strategy. (2) SW–LFW strategy has the advantages of improved battery lifetime and reduced
size, by switching the load-following control to the fueling controllers. (3) The fuel economy

24



Mathematics 2021, 9, 604

in case of a dynamic load across the full range was doubled compared to basic strategies
(about 2.23-times and 2.47-times higher compared to Air–LFW and Fuel–LFW techniques,
respectively). (4) The total fuel utilization was reduced by more than 13%, as compared to
commercial strategy based on the sFF technique. (5) At the same fuel economy that could
be obtained during a dynamic load cycle, the proposed strategy had the advantages of
simplicity and safety in operation, as compared to the switching strategy proposed in [110].
(6) In addition, fuel consumption could be estimated based on the average load to the first
refueling station on the planned road, using the linear relationship obtained in this study.

In conclusion, this study would help improve the performance of the FC vehicles, by
utilizing the innovative solutions proposed in this paper.
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Abstract: There is an increasing concentration in the influences of nonconventional power sources

on power system process and management, as the application of these sources upsurges worldwide.

Renewable energy technologies are one of the best technologies for generating electrical power with

zero fuel cost, a clean environment, and are available almost throughout the year. Some of the

widespread renewable energy sources are tidal energy, geothermal energy, wind energy, and solar

energy. Among many renewable energy sources, wind and solar energy sources are more popular

because they are easy to install and operate. Due to their high flexibility, wind and solar power

generation units are easily integrated with conventional power generation systems. Traditional

generating units primarily use synchronous generators that enable them to ensure the process during

significant transient errors. If massive wind generation is faltered due to error, it may harm the

power system’s operation and lead to the load frequency control issue. This work proposes binary

moth flame optimizer (MFO) variants to mitigate the frequency constraint issue. Two different binary

variants are implemented for improving the performance of MFO for discrete optimization problems.

The proposed model was evaluated and compared with existing algorithms in terms of standard

testing benchmarks and showed improved results in terms of average and standard deviation.

Keywords: wind technology (WT); load frequency control; optimization issue; moth flame optimizer

(MFO); Harris hawks optimizer (HHO)

1. Introduction

Renewable energy sources (RESs) and especially wind technology are treated to
be the most effective viable technology due to their environmental blessings, and their
value of procedure and servicing have declined considerably within a few years. Hybrid
plants secure the stability of supply commixture various sustainable energy resources
like photovoltaic, wind generators, and even diesel generator sets (DGs) used for back-up
purposes [1]. Therefore, grid connection of those together with traditional plants is adopted
because of enhanced behavior with respect to effective load. It is ascertained that variation
in frequency is induced because fluctuation in load is low, strengthening the insertion
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of inexhaustible resources. Load frequency control (LFC), in addition to the Proporional
Integral Derivative (PID) controller [2,3] is suggested to overcome frequency inconsistency
for a power system involving wind, hydro, and thermal units due to load and generating
power variation induced due to the insertion of inexhaustible resources [4,5]. A system
comprising thermal plants, hydro plants, and wind power plants will be designed with the
help of MATLAB [6].

Our contributions in this paper are as follows: First, we recommend the two alter-
natives of binary moth flame optimizers to unravel the frequency restriction matter. We
put into practice two diverse binary alternates for civilizing moth flame optimizer (MFO)
behavior for distinct optimization tribulations [7]. In the primary variant, i.e., binary moth
flame optimizer (BMFO1), coin flipping-based assortment probability of binary statistics
is applicable. We applied the superior sigmoid transformation in the subsequent variant
known as BMFO2. Along with Harris hawks optimizer (HHO) algorithms, these advanced
algorithms are veteran and examined for a variety of unilateral, bilateral, and contract
violation optimization problems. Secondly, Section 2 explores the impact of renewable
energy sources on the load frequency control problem. Section 3 depicts the load frequency
control issue’s mathematical behavior when integrated with a renewable energy source.
Section 4 shows the transfer function model of the multiarea multisource power system
integrated with a renewable energy source. Lastly, in Section 5, all these algorithms are
estimated and evaluated in conditions of typical testing benchmarks in which the projected
HHO model has superior consequences with regards to mean and standard deviation.
Finally, Section 6 winds up the paper.

2. Impact of Renewable Energy Sources

Renewable energy sources (RESs) definitely disturb the vibrant performance of the
power system in such a manner that may be diverse from predictable generating units.
Traditional generating units primarily use synchronous generators that enable them to
ensure the process during major transient errors. If, due to error, a massive amount of
wind generation is faltered, then the adverse influence of that error on the power system’s
operation with the LFC issue could also be expanded. High penetration of renewable
energy in control arrangement may raise some reservations during the irregular procedure.
It familiarizes numerous technical implications and exposes significant questions regarding
what happens to LFC requirement [8,9] after the addition of various RESs to the present
production system and whether the outdated mechanism methodologies are sufficient to
operate in a fresh situation.

The influence on optimal flow of power, voltage, and management of frequency, power
quality, and structure economics are increased due to the addition of RESs into control
system grids. According to the behavior of RES power deviation, the impression on the LFC
concern has involved rising research attention throughout the last era [10–12]. Substantial
interrelated frequency fluctuations can cause over- or underfrequency transmitting and
remove certain generations and loads. Under opposed situations, this may affect a dropping
disappointment and miscarriage of the system. Figure 1 shows the block diagram of a
wind energy generation system [13].

’

’

Figure 1. Block diagram of a wind energy generation system.
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2.1. Advanced Optimization Methods

Optimization plays a major role in many fields of engineering. It is a path in which a
suitable reaction to an exceptional matter is exposed via a search tool [14]. By means of
upgradation in expertise, the novel creation of the matter fortitude optimization approach
identified as metaheuristic has been used to deliberate mathematical humanity. Metaheuris-
tic algorithms (MA) impersonate a systematic way to obtain the finest consequences for
adilemma. MA act as a fantasy search for a good stipulation in an optimization concern [15].
In this paper, three advanced optimization techniques, BMFO1, BMFO2, and HHO, are
considered and compared with conventional methods.

2.1.1. Binary Moth Flame Optimizer (BMFO1)

The basic MFO is a nature-inspired heuristic search technique that imitates moths’ nav-
igational possessions about artificial lights. BMFO1 is a recently predictable metaheuristics
search algorithm proposed by Mirjalili [16], which is re-energized by navigation actions of
moth and their meeting close to the beam. It helps to recover the exploitation search of the
moths and diminish the quantity of flames. Even if moths have a tough potential to sustain
a protected loom with respect to the moon and grip a bearable assembly for traveling in
a traditional scratch for broad remoteness. They are also caring in a serious/inoperative
bowed pathway over a replicated source of illumination.

2.1.2. Modified SIGMOID Transformation (BMFO2)

The binary calibration of stable quest accommodation and spaces of investigating
council, resolution to binary searching domicile could be obligatory for optimizing binary
ecological issues such as LFC. A modified sigmoidal transfer function is assumed in the
projected work, which has better presentation than any more substitute of it as shown
in [17]. Basic moth flame optimizer applied with the modified sigmoidal transformation
(BMFO2) is used to carry out the binary chart of actual moth value and flame location for
fixing the LFC problem.

2.1.3. Harris Hawks Optimizer

HHO [17,18] is a gradient-free and population-centered algorithm containing unfair
and investigative steps for wonder swoop, the fauna of prey assessment, and assorted ploy
built on brutal speculation of Harris hawks.

3. LFC Model with Integration of Renewable Energy Source

When renewable energy sources are integrated into the power arrangement, a sup-
plementary cause of the deviation is added to the arrangement’s adjustable behavior. To
examine the deviations triggered by renewable energy source plants, the entire conclusion
is significant, and every modification in renewable energy source output power does not
requisite to be accorded with the conversion in other generating units running in the op-
posite way [19,20]. Sudden variations in load and renewable energy source output power
might intensify each other either completely or partially. However, the sluggish renewable
energy source power instability and entire average power fluctuation adversely subsi-
dize power inequity and frequency distribution, which could be considered for the LFC
arrangement. This energy variation must comprise a predictable LFC arrangement [21].

A general LFC model integrated with renewable energy source [22,23] is shown
in Figure 2 in which the conforming blocks for governor dead-band, Generation Rate
Constraints (GRC), and time delays are not involved. In this model, altered parametric
standards are used for generator regulation and for turbine-governor to shelter the diversity
of production categories in the control area. The expressed components and blocks are
defined as follows: ∆Pm is mechanical power, ∆f is frequency deviation, ∆PL is load
disturbance, ∆PC is supplementary frequency control action, DSys is equivalent damping
coefficient, HSys is equivalent inertia constant, βis frequency bias, αi is participation factor,
Riis drooping characteristic, ∆PP is primary frequency control action, ∆PRESis renewable
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energy source power fluctuation, Mi(s) is a governor-turbine model, ACEis area control
error [24], and finally, ∆P′

L and ∆P′
tie are amplified local load alteration and tie-line power

vacillation signals, respectively.

d as follows: Δ is mechanical power, Δ is frequency deviation, Δ
Δ

β α
drooping characteristic, Δ is primary frequency control action, Δ

and finally, Δ ′ and Δ ′

 
Figure 2. Transfer function model.

In the revised LFC structure, the efficient ACE signal must signify the influences of
renewable energy on planned stream over tie-line and local power variation through area
frequency. The ACE signal is conventionally described as a linear amalgamation of tie-line
power and frequency fluctuations as follows [25,26]:

ACE = B∆f + ∆Ptie (1)

In the conventional power system, ∆Ptie(∆Ptie−C) is a deviation between actual and
scheduled energy flow over the tie-lines.

∆Ptie−C = ∑(Ptie,actual − Ptie,Scheduled) (2)
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The difference among the updated LFC model in Figure 2 and the conventional one
provides two new signals which represent the transient behavior of RESs on tie-line power
and local load variations (∆P′

L, ∆P′
tie−RES):

∆P′
L(s) = ∆PRES(s)− ∆PL(s) (3)

∆Ptie−RES = ∑(∆Ptie−RES,actual − ∆Ptie−RES,Scheduled) (4)

After adding a substantial amount of renewable power to the conventional power flow
of tie-lines (∆Ptie−C) in the power system, the updated renewable energy source power via
tie-lines (∆Ptie−RES) must be painstaking. Consequently, the restructured tie-line power
fluctuation can be articulated as follows:

∆P′
tie = ∆Ptie−C + ∆Ptie−RES

= ∑(∆Ptie−C,actual − ∆Ptie−C,Scheduled) + ∑(∆Ptie−RES,actual − ∆Ptie−RES,Scheduled)
(5)

The entire renewable energy source power flow modification is generally smoother as
compared to fluctuation in influences from personal renewable energy source elements. Us-
ing Equations (1) and (5), the restructured ACE signal can be accomplished by Equation (6):

ACE = B∆f + ∆P′
tie

= B∆f + (∑(∆Ptie−C,actual − ∆Ptie−C,Scheduled) + ∑(∆Ptie−RES,actual − ∆Ptie−RES,Scheduled))
(6)

where Ptie-C,actual is actual conventional tie-line, Ptie-C,scheduled is scheduled conventional
tie-line, Ptie-RES,actual is actual renewable energy source tie-line, and Ptie-RES,scheduled is
scheduled renewable energy source tie-line powers.

To justify the investigation part of the expected algorithm, various conventional as
well as advanced optimization techniques such as Particle Swarm Optimization (PSO),
MFO, BMFO1, BMFO2, and HHO were compared in terms of best value, worst value, mean
and standard deviation. The different gain values for various algorithms for multiarea
modal were also compared. Table 1 presents the performance of various algorithms in
the proposed system and Table 2 depicts the Proportional Controller (PI) controller’s gain
values for various algorithms.

Table 1. Performance of various algorithms in the proposed system.

Parameter No. of Trials Mean Standard Deviation Best Worst

PSO 50 1.13807 1.00846 1.02774 1.05084
MFO 50 0.0489 0.00644 0.02835 0.05073

BMFO1 50 0.0284 0.00083 0.02745 0.03216
BMFO2 50 0.0272 0.00011 0.02764 0.02811
HHO 50 7.62 × 10−93 1.39 × 10−93 1.4 × 10−112 4.17 × 10−92

Table 2. Improved gain values of Proportional Integral (PI) controller for the expected scheme with

various algorithms.

Controller Type

Controller Parameters

Area1 Area2

K1
p K1

Int K2
P K2

Int

PSO 0.53007 −7.12 × 10−6 0.28516 −0.84672
MFO 0.52333 −0.70889 0.31424 −0.92724

BMFO1 0.53126 −0.0034 0.28435 9.83 × 10−6

BMFO2 0.55025 −8.07 × 10−7 0.28545 −1.89 × 10−6

HHO 0.15025 −9.059 × 10−9 0.18293 −1.91 × 10−9
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4. Transfer Function Model Multi Area Multi-Source Hydro-Thermal System with
Wind Power Plant

The transfer function model of the hydro and thermal generating unit has been derived.
The tie-line combines them in two methods, namely two-area, which is conventional, and
then multiarea with renewable energy source, a new concept. On analyzing, the thermal
system, when exposed to unit step load disturbance of 0.01 per unit in Area1 alone, the
area frequency and the tie-line energy oscillates and settles with offset. The offset can be
removed by including a secondary controller, which varies the governor’s power reference
setting. An optimal secondary controller is to be developed for the effective operation of the
hydro–thermal power system integrated with renewable energy sources like wind energy.

5. Results and Discussion

Sensitivity analysis with respect to frequency variations, fault in tie-line, actual power
flow, and output reaction of dissimilar generators after instant load fluctuation in the
planned structure in terms of dispersion of wind under various contracts, such as unilateral,
bilateral, and contract-violation case have been publicized in Figure 2.

5.1. Unilateral Transaction

The simulations with penetration of wind have been achieved to check the expected
reaction of power scheme with respect to area frequency, power flow among interrelated
areas, and the reaction of generating units through an unexpected load modification
state in terms of expected agreements of the decontrolled electricity market as shown in
Figures 3–8.

Figure 3. Dynamic response of Area1 frequency with various controllers under unilateral contract.

Figure 4. Dynamic response of Area2 frequency with various controllers under unilateral contract.
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Figure 5. Deviation in actual tie-line power flow with various controllers under unilateral contract.

Figure 6. Deviation in tie-line error with various controllers under unilateral contract.

Figure 7. Generation Companies (GENCOs) generation response of Area1 with various controllers under unilateral contract.
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Figure 8. GENCOs generation response of Area2 with various controllers under unilateral contract.

Dynamic response of Area1 frequency with respect to time in seconds with various
controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO under unilateral
contract are compared in Figure 3 and Table 3. The comparative outcomes obtained show
improved results of the HHO controller with delay time 0.8633 s and settling time of 19.8 s.

Table 3. Graph analysis of Area1 frequency with various controllers under unilateral contract.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 1.05 1.186 1.375 22
PSO 0.8833 1.05 1.186 21.430
MFO 0.8833 1.05 1.145 21.3

BMFO1 0.9667 1.05 1.145 21.02
BMFO2 0.8833 1.05 1.087 20.1
HHO 0.8833 0.9667 1.07 19.8

Dynamic response of Area2 frequency with respect to time in seconds with various
controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO under unilateral
contract are compared in Figure 4 and Table 4. The comparative outcomes obtained show
improved results of the HHO controller with delay time 1.297 s and settling time of 20.86 s.

Table 4. Graph analysis of Area2 frequency with various controller under unilateral contract.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 1.474 1.654 1.868 23.39
PSO 1.336 1.414 1.594 21.17
MFO 1.336 1.474 1.594 21.01

BMFO1 −1.201 −1.414 −1.534 21.43
BMFO2 1.297 1.375 1.414 21.43
HHO 1.297 1.375 1.414 20.86

Dynamic response of deviation in actual tie-line power flow with respect to time in
seconds with various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO
under unilateral contract are compared in Figure 5 and Table 5. The comparative outcomes
obtained show improved results of the HHO controller with delay time 0.162 s and settling
time of 20.86 s.
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Table 5. Graph analysis of deviation in actual tie-line power flow with various controllers under

unilateral contract.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 1.935 3.478 3.865 23.39
PSO 0.664 1.195 1.325 21.17
MFO 0.535 0.975 1.068 21.01

BMFO1 0.435 −0.778 −0.865 21.43
BMFO2 0.535 0.957 1.063 21.43
HHO 0.162 0.292 0.324 20.86

Dynamic response of deviation in tie-line error with respect to time in seconds with
various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO under unilat-
eral contract are compared in Figure 6 and Table 6. The comparative outcomes obtained
show improved results of the HHO controller with delay time 1.157 s and settling time of
19.8 s [27].

Table 6. Graph analysis of deviation in tie-line error with various controller under unilateral contract.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 2.935 5.280 5.865 22
PSO 2.118 3.814 4.235 21.430
MFO 1.955 3.498 3.886 21.3

BMFO1 1.115 2.002 2.224 21.02
BMFO2 1.988 3.555 3.950 20.1
HHO 1.157 2.085 2.315 19.8

Dynamic response of Generation Companies (GENCOs) generation of Area1 with
respect to time in seconds with various controllers like conventional, PSO, MFO, BMFO1,
BMFO2, and HHO under unilateral contract are compared in Figure 7 and Table 7. The
comparative outcomes obtained show improved results of the HHO controller with delay
time 3.335 s and settling time of 20.86 s.

Table 7. Graph analysis of GENCOs generation response of Area1 with various controllers under

unilateral contract.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 3.665 6.595 7.325 23.39
PSO 3.598 6.478 7.195 21.17
MFO 3.508 6.315 7.015 21.01

BMFO1 3.335 6.002 6.668 21.43
BMFO2 3.503 6.305 7.005 21.43
HHO 3.335 6.002 6.668 20.86

Dynamic response of GENCOs generation of Area2 with respect to time in seconds
with various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO under
unilateral contract are compared in Figure 8 and Table 8. The comparative outcomes
obtained show improved results of the HHO controller with delay time 0.695 s and settling
time of 19.8 s.
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Table 8. Graph analysis of GENCOs generation response of Area2 with various controllers under

unilateral contract.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 0.888 1.598 1.775 22
PSO 0.725 1.305 1.450 21.430
MFO 0.734 1.333 1.468 21.3

BMFO1 0.755 1.355 1.505 21.02
BMFO2 0.723 1.300 1.445 20.1
HHO 0.695 1.251 1.390 19.8

5.2. Bilateral Based Transaction

The various dynamic responses with penetration of wind in mutual areas and the tie
line are shown in Figures 9–14.

Figure 9. Dynamic response of Area1 frequency with various controllers under bilateral contract.

Figure 10. Dynamic response of Area2 frequency with various controllers under bilateral contract.
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Figure 11. Deviation in actual tie-line power flow with various controllers under bilateral contract.

Figure 12. Deviation in tie-line error with various controller under bilateral contract.

Figure 13. GENCOs generation response of Area1 with various controllers under bilateral contract.
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Figure 14. GENCOs generation response of Area2 with various controllers under bilateral contract.

Dynamic response of Area1 frequency with respect to time in seconds with various
controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO under bilateral
contract are compared in Figure 9 and Table 9. The comparative outcomes obtained show
improved results of the HHO controller with delay time −0.835 s and settling time of
20.86 s.

Table 9. Graph analysis of Area1 frequency with various controllers under bilateral contract.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional −2.414 −4.205 −4.668 23.39
PSO −1.508 −2.715 −3.015 21.17
MFO −1.503 −2.705 −3.005 21.01

BMFO1 −1.003 −1.805 −2.005 21.43
BMFO2 −0.978 −1.766 −1.955 21.43
HHO −0.835 −1.499 −1.665 20.86

Dynamic response of Area2 frequency with respect to time in seconds with various
controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO under Bilateral
Contract are compared in Figure 10 and Table 10. The comparative outcomes obtained
show improved results of the HHO controller with delay time = 0.0023 s and settling time
of 20.86 s.

Table 10. Graph analysis of Area2 frequency with various controllers under bilateral contract.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 0.0066 0.0118 0.0131 23.39
PSO 0.0031 0.0047 0.0052 21.17
MFO 0.0045 0.0074 0.0082 21.01

BMFO1 0.0026 0.0046 0.0051 21.43
BMFO2 0.0027 0.0048 0.0053 21.43
HHO 0.0023 0.0041 0.0045 20.86

Dynamic response of deviation in actual tie-line power flow with respect to time
in seconds with various controllers like Conventional, PSO, MFO, BMFO1, BMFO2, and
HHO under Bilateral Contract are compared in Figure 11 and Table 11. The comparative
outcomes obtained show improved results of the HHO controller with delay time 0.0029 s
and settling time of 20.86 s.
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Table 11. Graph analysis of deviation in actual tie-line power flow with various controllers under

bilateral contract.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 0.0106 0.0190 0.0211 23.39
PSO 0.0043 0.0077 0.0085 21.17
MFO 0.0063 0.0114 0.0125 21.01

BMFO1 0.0033 0.0059 0.0065 21.43
BMFO2 0.0031 0.0055 0.0061 21.43
HHO 0.0029 0.0053 0.0058 20.86

Dynamic response of Deviation in tie-line error with respect to time in seconds with
various controllers like Conventional, PSO, MFO, BMFO1, BMFO2, and HHO under
Bilateral Contract are compared in Figure 12 and Table 12. The comparative outcomes
obtained show improved results of the HHO controller with delay time 1.276 s and settling
time of 19.8 s.

Table 12. Graph analysis of deviation in tie-line error with various controller under bilateral contract.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 1.284 2.311 2.568 22
PSO 1.278 2.299 2.555 21.430
MFO 1.277 2.298 2.554 21.3

BMFO1 1.277 2.297 2.553 21.02
BMFO2 1.277 2.296 2.552 20.1
HHO 1.276 2.295 2.551 19.8

Dynamic response of GENCOs to DISCOs generation of Area-1 with respect to time
in seconds with various controllers like Conventional, PSO, MFO, BMFO1, BMFO2, and
HHO under Bilateral Contract are compared in Figure 13 and Table 13a. The comparative
outcomes obtained show improved results of the HHO controller with delay time 3.006 s
and settling time of 20.86 s.

Table 13. (a). Graphanalysis of GENCOs to Distribution Companies (DISCOs) generation response

of Area1 with various controllers under bilateral contract. (b). Graph analysis of DISCOs to GENCOs

generation response of Area1 with various controllers under bilateral contract.

(a)

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 3.130 5.630 6.255 23.39
PSO 3.116 5.608 6.231 21.17
MFO 3.056 5.514 6.112 21.01

BMFO1 3.056 5.514 6.112 21.43
BMFO2 3.044 5.478 6.088 21.43
HHO 3.006 5.411 6.012 20.86

(b)

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 4.508 8.114 9.015 22
PSO 4.335 7.799 8.665 21.430
MFO 4.335 7.799 8.665 21.3

BMFO1 4.258 7.663 8.514 21.02
BMFO2 4.258 7.663 8.514 20.1
HHO 4.224 7.600 8.445 19.8

Dynamic response of Distribution Companies (DISCOs) to GENCOs generation of
Area1 with respect to time in seconds with various controllers like conventional, PSO,
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MFO, BMFO1, BMFO2, and HHO under bilateral contract are compared in Figure 13
and Table 13b. The comparative outcomes obtained show improved results of the HHO
controller with delay time 4.224 s and settling time of 19.8 s.

Dynamic response of GENCOs to DISCOs generation of Area2 with respect to time
in seconds with various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and
HHO under bilateral contract are compared in Figure 14 and Table 14a. The comparative
outcomes obtained show improved results of the HHO controller with delay time 2.506 s
and settling time of 20.86 s.

Table 14. (a). Graph analysis of GENCOs to DISCOs generation response of Area2 with various

controllers under bilateral contract. (b). Graph analysis of DISCOs to GENCOs generation response

of Area2 with various controllers under bilateral contract.

(a)

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 3.114 5.591 6.212 23.39
PSO 2.943 5.297 5.885 21.17
MFO 2.998 5.397 5.996 21.01

BMFO1 2.857 5.143 5.714 21.43
BMFO2 2.663 4.792 5.324 21.43
HHO 2.506 4.511 5.012 20.86

(b)

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 6.434 11.579 12.865 22
PSO 6.006 10.811 12.012 21.430
MFO 6.066 10.901 12.112 21.3

BMFO1 6.066 10.901 12.112 21.02
BMFO2 5.885 10.595 11.770 20.1
HHO 5.564 10.001 11.112 19.8

Dynamic response of DISCOs to GENCOs generation of Area2 with respect to time
in seconds with various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and
HHO under bilateral contract are compared in Figure 14 and Table 14b. The comparative
outcomes obtained show improved results of the HHO controller with delay time 5.564 s
and settling time of 19.8 s.

5.3. Contract Violation Case

The various dynamic responses with penetration of wind energy in two areas and the
tie-line are represented in Figures 15–20.

Figure 15. Dynamic response of Area1 frequency with various controllers under contract violation case.
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Figure 16. Dynamic response of Area2 frequency with various controller under contract violation case.

Figure 17. Deviation in actual tie-line power flow with various controllers under contract violation case.

Figure 18. Deviation in tie-line error with various controllers under contract violation case.
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Figure 19. GENCOs generation response of Area1 with various controllers under contract violation case.

Figure 20. GENCOs generation response of Area2 with various controllers under contract violation case.

Dynamic response of Area1 frequency with respect to time in seconds with various
controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO under contract
violation case are compared in Figure 15 and Table 15. The comparative outcomes obtained
show improved results of the HHO controller with delay time −0.835 s and settling time of
20.86 s.

Table 15. Graph analysis of Area1 frequency with various controllers under contract violation case.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional −2.414 −4.205 −4.668 23.39
PSO −1.508 −2.715 −3.015 21.17
MFO −1.503 −2.705 −3.005 21.01

BMFO1 −1.003 −1.805 −2.005 21.43
BMFO2 −0.978 −1.766 −1.955 21.43
HHO −0.835 −1.499 −1.665 20.86

Dynamic response of Area2 frequency with respect to time in seconds with various
controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO under contract
violation case are compared in Figure 16 and Table 16. The comparative outcomes obtained
show improved results of the HHO controller with delay time 0.0023 s and settling time of
20.86 s.
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Table 16. Graph analysis of Area2 frequency with various controller under contract violation case.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 0.0066 0.0118 0.0131 23.39
PSO 0.0031 0.0047 0.0052 21.17
MFO 0.0045 0.0074 0.0082 21.01

BMFO1 0.0026 0.0046 0.0051 21.43
BMFO2 0.0027 0.0048 0.0053 21.43
HHO 0.0023 0.0041 0.0045 20.86

Dynamic response of deviation in actual tie-line power flow with respect to time in
seconds with various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO
under contract violation case are compared in Figure 17 and Table 17. The comparative
outcomes obtained show improved results of the HHO controller with delay time 0.0029 s
and settling time of 20.86 s.

Table 17. Graph analysis of deviation in actual tie-line power flow with various controller under

contract violation case.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 0.0106 0.0190 0.0211 23.39
PSO 0.0043 0.0077 0.0085 21.17
MFO 0.0063 0.0114 0.0125 21.01

BMFO1 0.0033 0.0059 0.0065 21.43
BMFO2 0.0031 0.0055 0.0061 21.43
HHO 0.0029 0.0053 0.0058 20.86

Dynamic response of deviation in tie-line error with respect to time in seconds with
various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO under contract
violation case are compared in Figure 18 and Table 18. The comparative outcomes obtained
show improved results of the HHO controller with delay time 1.276 s and settling time of
19.8 s.

Table 18. Graph analysis of deviation in tie-line error with various controllers under contract violation

case.

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 1.284 2.311 2.568 22
PSO 1.278 2.299 2.555 21.430
MFO 1.277 2.298 2.554 21.3

BMFO1 1.277 2.297 2.553 21.02
BMFO2 1.277 2.296 2.552 20.1
HHO 1.276 2.295 2.551 19.8

Dynamic response of GENCOs to DISCOs generation of Area1 with respect to time in
seconds with various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO
under contract violation case are compared in Figure 19 and Table 19a. The comparative
outcomes obtained show improved results of the HHO controller with delay time 3.006 s
and settling time of 20.86 s.
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Table 19. (a). Graph analysis of GENCOs to DISCOs generation response of Area1 with various

controllers under contract violation case. (b). Graph analysis of DISCOs to GENCOs generation

response of Area1 with various controllers under contract violation case.

(a)

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 3.130 5.630 6.255 23.39
PSO 3.116 5.608 6.231 21.17
MFO 3.056 5.514 6.112 21.01

BMFO1 3.056 5.514 6.112 21.43
BMFO2 3.044 5.478 6.088 21.43
HHO 3.006 5.411 6.012 20.86

(b)

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 4.508 8.114 9.015 22
PSO 4.335 7.799 8.665 21.430
MFO 4.335 7.799 8.665 21.3

BMFO1 4.258 7.663 8.514 21.02
BMFO2 4.258 7.663 8.514 20.1
HHO 4.224 7.600 8.445 19.8

Dynamic response of DISCOs to GENCOs generation of Area1 with respect to time in
seconds with various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO
under contract violation case are compared in Figure 19 and Table 19b. The comparative
outcomes obtained show improved results of the HHO controller with delay time 4.224 s
and settling time of 19.8 s.

Dynamic response of GENCOs to DISCOs generation of Area1 with respect to time in
seconds with various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO
under contract violation case are compared in Figure 20 and Table 20a. The comparative
outcomes obtained show improved results of the HHO controller with delay time 2.506 s
and settling time of 20.86 s.

Table 20. (a). Graph analysis of GENCOs to DISCOs generation response of Area2 with various

controllers under contract violation case. (b). Graph analysis of DISCOs to GENCOs generation

response of Area2 with various controllers under contract violation case.

(a)

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 3.114 5.591 6.212 23.39
PSO 2.943 5.297 5.885 21.17
MFO 2.998 5.397 5.996 21.01

BMFO1 2.857 5.143 5.714 21.43
BMFO2 2.663 4.792 5.324 21.43
HHO 2.506 4.511 5.012 20.86

(b)

Controller Delay Time Rise Time Peak Overshoot Time Settling Time

Conventional 6.434 11.579 12.865 22
PSO 6.006 10.811 12.012 21.430
MFO 6.066 10.901 12.112 21.3

BMFO1 6.066 10.901 12.112 21.02
BMFO2 5.885 10.595 11.770 20.1
HHO 5.564 10.001 11.112 19.8

Dynamic response of DISCOs to GENCOs generation of Area1 with respect to time in
seconds with various controllers like conventional, PSO, MFO, BMFO1, BMFO2, and HHO
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under contract violation case are compared in Figure 20 and Table 20b. The comparative
outcomes obtained show improved results of the HHO controller with delay time 5.564 s
and settling time of 19.8 s.

The relative resultsillustrate that an HHO-based PI controller fabricated finer conclu-
sions when compared with structures including conventional PSO, MFO, BMFO1, and
BMFO2-centered PI controllers. The peaks’ overshoot/undershoot and settling period were
compact and perturbations were quickly covered in the structure having a HHO-focused
PI controller [28].

6. Conclusions

The power system’s consistent operation necessitates a constant balancing of source
and load as per recognized operating criteria. MFO is a very promising and interesting algo-
rithm due to its advantages like fast searching speed and simplicity, but hasdrawbacks like
getting stuck in bad local optima because it focuses on exploitation rather than exploration.
Therefore, it is of great importance to research and put forward advanced optimization
algorithms like BMFO1, BMFO2, and HHO with better performance to supplement the
algorithm. This paper discussed major issues regarding the addition of RESs into frequency
regulation power structure, which is most noticeable recently. This work briefly studied the
utmost significant problems with the current accomplishments reported in the literature
with different contract cases of unilateral, bilateral, and contract violation. The analysis
results showed the improved consequences compared to conventional regulators with the
help of modern soft computing techniques like the Harris hawks optimizer. The revised
LFC model was also presented, which maintains the system frequency without any steady-
state error, unlike conventional PI and moth flame optimizer. It instantaneously responds
to different load disturbances and makes the system stable within a short time.
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Abstract: Wind-generated energy is a fast-growing source of renewable energy use across the world.

A dual-feed induction machine (DFIM) employed in wind generators provides active and reactive,

dynamic and static energy support. In this document, the droop control system will be applied to

adjust the amplitude and frequency of the grid following the guidelines established for the utility’s

smart network supervisor. The wind generator will work with a maximum deloaded power curve,

and depending on the reserved active power to compensate the frequency drift, the limit of the

reactive power or the variation of the voltage amplitude will be explained. The aim of this paper

is to show that the system presented theoretically works correctly on a real platform. The real-time

experiments are presented on a test bench based on a 7.5 kW DFIG from Leroy Somer’s commercial

machine that is typically used in industrial applications. A synchronous machine that emulates the

wind profiles moves the shaft of the DFIG. The amplitude of the microgrid voltage at load variations

is improved by regulating the reactive power of the DFIG and this is experimentally proven. The

contribution of the active power with the characteristic of the droop control to the load variation is

made by means of simulations. Previously, the simulations have been tested with the real system to

ensure that the simulations performed faithfully reflect the real system. This is done using a platform

based on a real-time interface with the DS1103 from dSPACE.

Keywords: double feed induction generator; grid frequency and amplitude support; smart grid

1. Introduction

Wind energy is progressively gaining importance in the world’s electricity production,
with important engineering aspects to be addressed for its integration into conventional
electricity grids. In fact, it contributes about 7% of total energy production worldwide
and onshore and offshore wind energy together would generate more than a third of all
electricity needs, becoming the main source of generation by 2050 [1].

Recently, some studies have been developed in order to analyze the installation of
small wind turbines in urban areas. Installing wind turbines in all the possible extents
can mitigate the rising energy demand. Built-up areas possess high potential for wind
energy, including the rooftop of high-rise buildings, railway track, the region between or
around multistoried buildings, and city roads. However, harnessing wind energy from
these areas is quite challenging due to dynamic environments and turbulence for higher
roughness on urban surfaces [2]. Some studies have been done in order to estimate the
wind resource in an urban area [3,4]. These studies evaluate the urban wind resource by
employing a physically-based empirical model to link wind observations at a conventional
meteorological site to those acquired at urban sites. The approach is based on urban climate
research that has examined the effects of varying surface roughness on the wind-field
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between and above buildings. These papers aim to provide guidance for optimizing the
placement of small wind turbines in urban areas by developing an improved method of
estimating the wind resource across a wide urban area.

There are different types of wind turbines like induction generator [5] or permanent
magnet synchronous generators [6,7] based wind turbines, however the synchronous
generators are usually used for a small-scale wind turbines.

In addition, the DFIM is the most commonly installed type of generator in wind
turbines to date.

DFIG generators provide access to the rotor windings and regulating the rotor voltage,
the generator active and reactive powers are fully controllable. Therefore, the design
and implementation of a new control scheme for a DFIG based wind turbine system has
attracted the attention of several authors in the last years [8–12].

The main reason for using the doubly fed induction generator is that the power
converters have to manage only a fraction of the total system power, about 30%.

For this reason, there are fewer losses in the power electronics unit than in a full-power
converter topology. The reduction in costs due to the use of a smaller inverter is another
significant factor [13].

The regulation of the active and reactive powers in decoupled form with the DFIG is
regulated using the field-oriented control (FOC) technique [14–19].

A smart grid has among its goals one dedicated to providing a more robust, efficient,
and flexible electric power system [20,21]. In the last decade, the model predictive control
(MPC) has been applied to microgrid systems to optimally schedule and control the
microgrid, owing to the advantages of MPC such as fast response and robustness against
parameter uncertainties. In the work presented in [22], a stochastic model predictive control
framework to optimally schedule and control the microgrid with large scale renewable
energy sources is proposed. This microgrid consists of fuel cell-based, wind turbines, PV
generators, battery/thermal energy storage system gas fired boilers, and various types
of electrical and thermal loads scheduled according to the demand response policy. In
the work presented in [23], the authors propose a MPC for regulating frequency in stand-
alone microgrids. This work analyzes the impact of system parameters on the control
performance of MPC for frequency regulation, using a typical stand-alone microgrid, which
consists of a diesel engine generator, an energy storage system, a wind turbine generator,
and a load. A novel sensorless model predictive control (MPC) strategy of a wind-driven
doubly fed induction generator (DFIG) connected to a dc microgrid is proposed in [24].
In this work, the MPC strategy has been used as a current controller to overcome the
weaknesses of the inner control loop and to consider the discrete-time operation of the
voltage source converter that feeds the rotor.

The extensive use of power generation using wind has forced countries to establish
a set of rules for the operation and connection to the grid of wind generators. Amongst
all the standards, those related to smart networks aim to guarantee a safe supply, and
ensure the reliability and quality of the energy generated [25,26]. With the strong growth
of grid-connected wind power plants, there is a need for grid-integrated wind farms
with the ability to withstand grid voltage and frequency also during perturbations in the
network [18].

To withstand the voltage and frequency, the wind generator must be able to change
its operating point according to the needs. The most widely used and robust method is
the well-known droop control. This control method is based on a concept known from the
electrical networks and is based on the reduction of the frequency of the generator when
its active power consumption increases [27].

This control strategy can be applied to different generators such as wind turbines in
order to increase the reliability of the system.

In wind turbines, when control is carried out by means of the power drivers, as is the
case of the DFIM, the speed is adjusted according to the wind speed in order to optimize
energy production. This allows the regulation of the generator at the point of maximum
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power in a wide range of power. When using the droop technique, the generator must
be running at a different speed than the maximum power speed. Consequently, when
droop control is demanded, the control system will adjust the active and reactive powers
to balance out deviations in frequency and amplitude of the grid voltage respectfully.

In the work presented in [11] the authors propose a Power Delta Control for a wind
turbine in order to participate in the primary and secondary frequency regulation. This
work presents a readily industrializable set of algorithms for torque and pitch control.
However, the proposed control scheme are only validated by means of simulation using
the NREL’s FAST software.

The motivation of the present work is to validate the simulated algorithms in a real
system based on wind generators to contribute to the compensation of the frequency and
amplitude variations of the voltage of the microgrids.

This control scheme was initially proposed and simulated in the 2018 IEEE Interna-
tional Conference on Industrial Electronics for Sustainable Energy Systems [28]. However,
in this previous work, the proposed control approach was only validated by means of
some simulation results using a simple wind turbine model. This new work goes further,
providing more simulations using a more detailed model, which accurately represents the
dynamics of the real system. This will allow simulations to be made when real tests cannot
be performed. Moreover, some real time experiments are presented over a test bench
based on a commercial machine, typically used in industrial applications. Thus, the wind
generator is a 7.5 kW Leroy Somer DFIM driven by a synchronous machine that emulates
the desired wind profiles. Different experiments were developed using this test bench,
designed and built ad hoc, and these real experiments validated the results previously
obtained in the simulations. Thus, these experimental results can be used to demonstrate
the applicability of this control scheme in industrial applications. It should be noted that
the experimental validation of the new control schemes is a considerable research advance,
since it facilitates its implementation in real industrial applications. This article deals with
the process of controlling the DFIG in the contribution of active and reactive power for
frequency and voltage regulation. The technique used is the well-known droop control.

The work is organized as follows; Sections 2 and 3 present the equations for the control
of the DFIG. Sections 4–6 cover the droop control, the deloading process for frequency
control and explain the voltage compensation and the calculation of the maximum reactive
power based on the active working power. Section 7 introduces the laboratory results and
the simulations. Lastly, the conclusions are presented.

2. DFIG Control Equations and Reference System

Figure 1 shows the stationary αβ stator reference system, the rotor α′β′ reference
system and the dq reference system linked to the doubly fed induction machine stator
flux vector.

the NREL’s FAST software.

𝛼𝛽 𝛼′𝛽′





 

 

d

q
Reference system

linked to the

Rotor reference

system

Stator reference

system

Figure 1. DFIG reference systems.
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The doubly fed induction generator is controlled in the revolving reference frame
aligned with the stator flux as shown in Figure 1. The next equations explain the operation
of the DFIG in the dq frame [29,30].

→
v s,dq = Rs

→
i s,dq +

d
→
ψ s,dq

dt
+ jωe

→
ψ s,dq (1)

→
v r,dq = Rr

→
i r,dq +

d
→
ψr,dq

dt
+ j(ωe − ωr)

→
ψr,dq (2)

→
ψ s,dq = Ls

→
i s,dq + Lm

→
i r,dq and Ls = Lm + Lls (3)

→
ψr,dq = Lr

→
i r,dq + Lm

→
i s,dq and Lr = Lm + Llr (4)

Te =
3

2
Pp

(
ψsdisq − ψsqisd

)
(5)

Te − TL = J
dωm

dt
+ Bωm (6)

Ps =
3

2

(
vsdisd + vsqisq

)
and Qs =

3

2

(
vsqisd − vsdisq

)
(7)

where
→
v s,dq,

→
i s,dq, and

→
ψ s,dq are the stator voltage, current and flux vectors in the syn-

chronous dq reference system.
→
v r,dq,

→
i r,dq, and

→
ψr,dq are the rotor voltage, current, and

flux vectors in the synchronous dq reference system. As can be seen in Figure 1, the stator
flux q component is zero, and when operating with Equation (3) the next two equations
are obtained,

isd =

∣∣∣
→
ψ s

∣∣∣
Ls

−
Lm

Ls
ird (8)

isq = −
Lm

Ls
irq (9)

Equations (8) and (9) shown that the stator current is controllable with the rotor
current. With the omission of the stator resistance because it is so small, the stator flux can
be assumed to be constant and its value is,

∣∣∣
→
ψ s

∣∣∣ =

∣∣∣
→
v s

∣∣∣
ωe

(10)

The stator voltage d component is almost zero because the reference system is oriented
along the stator flux, so it can be obtained that,

Ps ≈
3

2
ωeψs

Lm

Ls
irq (11)

Qs ≈
3

2

∣∣∣
→
v s

∣∣∣




∣∣∣
→
v s

∣∣∣
ωeLs

−
Lm

Ls
ird


 (12)

Equations (11) and (12) show that the stator active power is controlled with the
q component of the rotor current and the stator reactive power with the rotor current
d component.

Figure 2 shows the block diagram for the control of the DFIG from the rotor side using
the rotor side converter (RSC). The current references i∗rq and i∗rd are calculated with (11) and
(12) and with the required active and reactive power references. These current references
are then compared with the real currents and the differences are the inputs signals of two PI
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regulators, obtaining in their outputs the references of the rotor voltage v∗rq and v∗rd. Lastly,
the DC/AC inverter pulses SA, SB, and SC are produced using the seven segments space
vector pulse width modulation (SVPWM).
𝑣𝑟𝑞∗ 𝑣𝑟𝑑∗
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Figure 2. DFIG control structure.

3. Grid Side Converter Control Equations

For the control of the grid side converter (GSC), the revolving reference frame is
aligned with the grid voltage vector as illustrated in Figure 3.
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Figure 3. Grid voltage reference system.

The following equations describe the behavior of the grid side converter connected to
the grid trough a line filter Lg and Rg in the mentioned rotating reference system,

→
v conv,dq = Rg

→
i g,dq + Lg

d
→
i g,dq

dt
+

→
v g,dq (13)

Pg =
3

2

(
vgdigd + vgqigq

)
and Qg =

3

2

(
vgqigd − vgdigq

)
(14)

where
→
v conv,dq,

→
i g,dq, and

→
v g,dq are the GSC output voltage, the GSC current and grid

voltage vectors. Pg and Qg are the active and reactive powers regulated by the GSC.
Thus, the grid voltage q component is zero and the active power is regulated with

the grid current d component and the reactive power is regulated with the grid current q
component [31,32].

Pg =
3

2
vgdigd and Qg = −

3

2
vgdigq (15)

Figure 4 illustrates a block diagram of the implemented grid side power converter
control structure.
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Figure 4. Grid side converter control structure.

The actual DC bus voltage is compared with the reference of the DC bus voltage and
the difference will be the input of a PI regulator to obtain at its output the reference of the
active current component i∗gd. Then, i∗gd is compared with the real igd current component

to obtain at the output of the controller v∗conv,d. The controller v∗conv,q is obtained from the
reactive power controller section. Lastly, the DC/AC inverter pulses SA, SB, and SC are
obtained using the seven segments space vector pulse width modulation (SVPWM).

4. Droop Control

One DFIM could be pictured as a voltage source that is connected to the principal or
local network, through an impedance line Z as illustrated in Figure 5 [33,34].
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Figure 5. DFIG generator connected to the main grid trough line impedance.

In a system working in a sinusoidal steady state, the apparent power, S, which flows
between the DFIG and the grid of Figure 5, could be defined as,

S = P + jQ =
→
v s

→
i
∗

s =
→
v s

(→
v s −

→
v g

Z∠θ

)∗

=
V2

s

Z
ejθ −

VsVg

Z
ej(θ+δ) (16)

whereas, Vs and Vg respectively are the voltage module of the DFIG and the main grid
voltage vectors, δ is the angle between the stator voltage of the DFIG and the grid voltage,
also known as the power angle, Z and θ are the magnitude and phase of the line impedance

and
→
i
∗

s is the conjugated complex vector of the stator current. The active and reactive
power of Equation (16) can be decomposed as,

P = V2
s

Z cos(θ)−
VsVg

Z cos(θ + δ)

Q = V2
s

Z sin(θ)−
VsVg

Z sin(θ + δ)
(17)
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Supposing that the impedance of the line is mostly inductive, |Z| = ωgL and θ = 90◦,
and that δ is near to zero, sin(δ) ≈ δ and cos(δ) ≈ 1, therefore (17) can be simplified to,

P =
VsVg

ωgL
δ (18)

Q = Vs
Vs − Vg

ωgL
(19)

Equations (18) and (19) show that regulating the active power the angle δ or the
frequency of the network can be adjusted and the voltage difference Vs − Vg is regulated
by the reactive power. It should be stressed, that this is just true when the line impedance
is mainly inductive, which is often the case. The aim of droop regulation is to adapt the
frequency and amplitude of the grid voltage independently by regulating the active and
reactive power.

The frequency and voltage droop characteristics are shown in Figure 6.

𝑃 = 𝑉𝑠𝑉𝑔𝜔𝑔𝐿 𝛿
𝑄 = 𝑉𝑠 𝑉𝑠 − 𝑉𝑔𝜔𝑔𝐿

δ𝑉𝑠 − 𝑉𝑔

 

𝐾𝑝 = −𝜔0 − 𝜔𝑃𝑚𝑎𝑥𝑃𝑚𝑎𝑥 − 𝑃𝑑𝑒𝑙
𝐾𝑞 = −𝑉𝑔0 − 𝑉𝑔𝑄𝑚𝑎𝑥𝑄𝑆𝑚𝑎𝑥 − 𝑄𝑆0𝜔0 𝑃𝑑𝑒𝑙 𝑉𝑔0𝑄𝑆0 𝑃𝑚𝑎𝑥𝑄𝑆𝑚𝑎𝑥𝐾𝑃 𝐾𝑄 𝜔𝑃𝑚𝑎𝑥𝑉𝑔𝑚𝑎𝑥𝑃𝑚𝑎𝑥 𝑄𝑆𝑚𝑎𝑥

𝑃𝑡𝑢𝑟𝑏 = 12𝐶𝑃(𝜆, 𝛽)𝜌𝑎𝑖𝑟𝜋𝑅2𝑣𝑤3𝜌𝑎𝑖𝑟 𝐶𝑃(𝜆, 𝛽)𝑣𝑤 β λ

𝜆 = 𝑅𝜔𝑝𝑟𝑣𝑤

Figure 6. Droop characteristics. Left frequency, right voltage.

Where,

Kp = −
ω0 − ωPmax

Pmax − Pdel
(20)

Kq = −
Vg0 − VgQmax

QSmax − QS0
(21)

and, ω0 is the rated frequency given to the power Pdel and Vg0 is the rated voltage amplitude
given to the reactive power QS0. Pmax is the maximum active power that the wind turbine
can obtain from the wind speed and QSmax is the maximum reactive power of the stator.
KP and KQ are the frequency and voltage droop coefficients, respectively. ωPmax and
VgQmax

are the admitted minimum grid frequency and amplitude for the possible Pmax and
QSmax respectively.

5. Getting Additional Active Power of the Wind Generator

In order to make a frequency regulation when the frequency of the system falls, some
extra energy must be extracted from the wind turbine. Therefore, DFIG wind turbines
must run with a deloaded power curve when the plant is running under regular frequency
requirements [35,36]. The power transferred to the shaft of a wind generator is stated as

Pturb =
1

2
CP(λ, β)ρairπR2v3

w (22)

where ρair, is the mass density of the air, R is the radius of the propeller, CP(λ, β) is the
power performance coefficient, vw is the wind speed, β is the pitch angle and λ is the blade
tip speed ratio and is defined as,

λ =
Rωpr

vw
(23)

Taking into account Equation (22), the wind turbine is deloaded by influencing the
performance of the power coefficient. Cp depends on the tip speed ratio and pitch angle;
thus, by adjusting one or both factors, the wind turbine could be deloaded.
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The term applied to the Cp factor is described in Equation (24),

CP(λ, β) =
n1(λn6+(−n4−n3(2.5+β)+n2 A−n8B))

e(n5 A−n8B)

A = 1
λ+n7(2.5+β)

and B = 1

1+(2.5+β)3

(24)

where, n1 = 0.645, n2 = 116, n3 = 0.4, n4 = 5, n5 = 21, n6 = 9.12 × 10−3, n7 = 0.08 and
n8 = 0.035 [37].

The power of the turbine produced with the Cp coefficient, for a zero pitch angle and
for various wind speeds in relation to the speed of the DFIG rotor is illustrated in Figure 7.
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Figure 7. Turbine deloaded and maximum power curves.

With Equations (24) and (22), various turbine power characteristics are determined as
illustrated in Figure 7. The red one belongs to the maximum achievable power, in which
the power coefficient is the highest available. The blue and green curves are the deloaded
power curves. The blue curve represents a 10% deloaded power curve at each given wind
speed, being able to extract when necessary a 10% of the maximum power for that wind
speed. However, the green curve allows 10% of the maximum power to be extracted at any
wind speed. The deload procedure decreases the efficiency of a wind turbine by raising the
tip speed ratio. Thus, the deload curves shift to the right of the maximum power curve.
Because of the increase in speed, kinetic energy is stored in the inertia of the wind turbine
and is expressed as

Ekinetic =
1

2
JT

(
ω2

d1 − ω2
opt

)
(25)

where JT is the wind turbine inertia, ωd1 is the turbine deloaded speed and ωopt is the
maximum power speed or optimum speed as illustrated in Figure 7. This energy could be
employed for short-term frequency control [38]. The additional active power that can be
achieved for the deloading operation can be derived from Equation (22) and is dependent
on the wind speed and the deloading percentage used as

∆Pturb =
1

2
∆CP(λ, β)ρairπR2v3

w (26)

∆Pturb is the power reserve, ∆CP is the increase in the power coefficient when the
turbine moves from the deloaded working point to a greater power line. This power
increase is utilized for long-term frequency adjustment [30].

The reference calculation of the downloaded DFIG speed for every wind speed starts
with the specification of the optimal tip speed relation. Thereafter, with the extra active
power demanded by the smart grid supervisor, the new tip speed ratio is computed based
on Equations (23) and (24).

Observing Figure 7, for 12 m/s of wind speed, the wind turbine can run 10% deloaded
as in point B. When the grid frequency decreases, due to a sudden increase in the load, the
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DFIG must boost the set point of the desired active power. Consequently, the operating
power coefficient of the wind turbine moves from the point B of the deloaded curve to the
point A of the higher power curve.

In this way, the increase in active power supports the control of the grid frequency. If
the highest deloaded power is achieved, (point B) due to increased wind speed, the pitch
controller will be required to maintain the required power reserve, which is the difference
between the red and blue horizontal lines.

The pitch controller can be used also to avoid overstress or to limit the speed of the
wind turbine while regulating the frequency [20].

The major issue of the wind generator is the uncontrollability of the wind as its speed
variations affect the amount of energy stored. The manner of saving the desired amount of
power, regardless of the wind speed, is to deload the wind turbine for a specified power
value as shown in Figure 7. For instance, the green curve shows that the reserved power is
10% of the maximum power for all speeds.

However, working in this way wastes a large amount of wind energy at low speeds.
In Figure 8, a diagram is shown for the generation of the active power reference to be
introduced in the P* input of the DFIG control scheme presented in Figure 2. Figure 8 also
includes droop control, inertial energy, and the pitch controller. The pitch controller will
act when the active power surpasses the maximum deloaded power, the peak mechanical
power or when the wind turbine speed is greater than the higher limit [39]. The control
command ∆Psupervisor is applied by the network supervisor for other control strategies
such as automatic control of generation and energy flow or to limit the energy level to a
specified level [20,40].

Δ𝑃𝑠𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑜𝑟
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Figure 8. DFIG reference generation of active power. Droop and smart grid supervisor defined control.

6. Reactive Power and Voltage Amplitude Control

The amplitude of the stator voltage is regulated by adjusting the reactive power as
described in the Section 4.

The reactive energy is controlled by the GSC and by the RSC [17]. Both converters are
dimensioned to handle about 30% of the nominal power of the generator. Converters are
principally utilized to supply the active energy from the rotor to the stator or vice versa.
The GSC can be employed to supply reactive energy together with the stator to the grid.

It should be noted that the maximum grid-side converter current cannot be exceeded
and therefore the amount of reactive power that can be injected by the grid-side converter
will depend on the amount of active power flowing through the rotor. Thus, when the
speed of the rotor is synchronous, the active power through the rotor is approximately zero
and therefore the reactive power could be maximum. However, as the power through the
rotor increases due to an increase in slip, the reactive power must be reduced.

As shown in Equation (12), the reactive power through the stator is regulated by the
rotor current d-component. When the load increases suddenly, not only does the frequency
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decrease, but also the amplitude of the grid voltage tends to be reduced. Because of that,
the active and reactive power increases trying to correct the frequency and the amplitude
of the grid voltage.

The rotor current must be limited to its maximum value taking into account the active
and reactive power values. Equation (27), derived from Equations (11) and (12), provides the
maximum active and reactive powers permitted considering the rotor maximum current,

(Ps)
2 +


Qs −

3

2

∣∣∣
→
v s

∣∣∣
2

ωeLs




2

=

(
3

2

∣∣∣
→
v s

∣∣∣
Lm

Ls

)2(
ird

2 + irq
2
)

(27)

A graphical representation of Equation (27) in Figure 9, illustrates the full range of
Ps − Qs generation in steady state. If Qs is greater than zero, the DFIG absorbs reactive
energy due to its inductive feature [41], however, Qs values lower than zero correspond to
the reactive power that the DFIG is able to supply to the grid.

(𝑃𝑠)2 + (𝑄𝑠 − 32 |�⃗�𝑠|2𝜔𝑒𝐿𝑠)2 = (32 |�⃗�𝑠| 𝐿𝑚𝐿𝑠 )2 (𝑖𝑟𝑑2 + 𝑖𝑟𝑞2)
𝑃𝑠 − 𝑄𝑠 𝑄𝑠 𝑄𝑠

 𝑃𝑠 − 𝑄𝑠

𝑄𝑠

=

ββ

Figure 9. Stator Ps − Qs boundaries for rated current of the rotor.

Figure 10 illustrates the red curve of maximum mechanical power that can be obtained
for the specified wind speeds. The blue and green curves show the reactive power that the
DFIG can provide to the grid when the generator is operating at rated rotor current.
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Figure 10. Maximum mechanical power and reactive powers obtainable for maximum rotor current.

DFIG 7.5 kW, green curve. DFIG 1.2 MW, blue curve.

The blue Qs line corresponds to a 1.2 MW DFIG and the green line to a 7.5 kW DFIG.
When the DFIG is taking the maximum power of the wind, all the rotor current is formed
by the q component and the value of the d component will be zero. This implies that the
reactive power is absorbed from the grid and its value will be defined by Equation (12). As
shown in the figure, the lower the mechanical power, the more reactive power the DFIG
can provide to the grid to compensate for the voltage drop in the grid.

The selection of the maximum active power in the grid frequency compensation does
not provide any choice to assist in the correction of the grid amplitude from the stator,
but the GSC could be used if their current limit is maintained. This is why certain criteria
must be detailed by the smart grid controller in the distribution of the maximum active
and reactive powers while respecting the current limits of the stator, rotor and the GSC.
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Figure 11 provides a diagram for generating the reactive power references of the stator
and the GSC converter. The value of KQ depends on the capacity of the DFIG to supply
reactive power and this value changes as the active power varies as shown in Figure 10.
The ∆Qsupervisor control signal is employed by the grid controller for additional regulation
strategies, like for example power factor compensation.

𝐾𝑄∆𝑄𝑠𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑜𝑟

 

–

Measured

Figure 11. Diagram for generating the reactive power references of the stator and the GSC converter.

7. Experimental Results

Figure 12 shows the picture of the real test bench for testing the suggested controlling
solutions. The system consists of a 7.5 kW DFIM and a 10 kW synchronous machine
(PMSM) that performs the tasks of a household wind turbine [42–45]. The probes for
monitoring all the currents and voltages of the system are matched and wired to a DS1103
dSPACE [44] control system.

𝐾𝑄∆𝑄𝑠𝑢𝑝𝑒𝑟𝑣𝑖𝑠𝑜𝑟

–

 

Figure 12. DFIG platform used to test the proposed control strategies.

The gate signals of the RSC and GSC IGBTs are generated by the DS1103 and the
rotor position and speed are determined by a 4096 encoder wired to the DS1103. The main
characteristics of the double feed induction machine are given in Table 1. The RSC and
GSC are two NFS-200 converters with Mitsubishi IGBTs fabricated by Dutt [46]. Three
2 mH @ 15A inductors form the line filter between the GSC and the grid.
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Table 1. Leroy Somer DFIM main parameters

Parameter Value

Stator voltage 380 V
Rotor voltage 190 V

Rated stator current 18 A
Rated rotor current 24 A

Rated speed 1447 rpm @ 50 Hz
Rated torque 50 Nm

Stator resistance 0.325 Ω

Rotor resistance 0.275 Ω

Magnetizing inductance 0.0664 H
Stator leakage inductance 0.00264 H
Rotor leakage inductance 0.00372 H

Inertia moment 0.07 Kg*m2

Before connecting the DFIM to the grid, the DC bus formed by the RSC and GSC
capacitors in a back-to-back configuration must be charged. Once the DC Bus is charged
and if the output voltage vector of the GSC is aligned with the grid voltage vector, the GSC
connects to the grid and starts the regulation of the DC Bus voltage to a set value of 580 V.

When the wind (emulated by the PMSM) reaches the minimum speed of 5 m/s, the
double fed induction machine starts the process of hooking up to the grid. This is done
in two stages. In the first stage, the encoder offset with respect to the stator flux must be
obtained. In the second stage, the voltage vector generated by the stator must be aligned
with the grid voltage vector. When the last process is complete, the DFIM’s stator is
connected to the grid and the actual regulation process begins.

Figure 13 shows the regulation of the DFIG when the wind speed changes from 7 to
12 and then to 15 m/s. This means a rotor speed from 900 (sub-synchronous speed) to 1500
(synchronous speed) and then to 1900 rpm (super-synchronous speed) respectively.

0.325 Ω
0.275 Ω

’

Figure 13. DFIG signals for a wind speed from 7 to 15 m/s. Upper graph, wind speed reference.

Second graph, stator, rotor, turbine and total electrical power. Third graph, pitch angle. Fourth graph,

references and actual values of rotor current d and q components.

In the DFIG the energy from the stator always flows into the grid. The flow of energy
via the rotor changes sense depending on the speed of the DFIG. Thus, when the speed of
the DFIG is lower than the synchronous speed, the energy of the rotor is absorbed from the
grid and goes from the rotor to the stator, in the figure the interval from 0.5 to 1.5 s at 7 m/s
of wind speed. Because of this, the total power is inferior to the power of the stator. When
the DFIG speed is higher than the synchronous speed, the rotor energy changes sense and
goes from the rotor to the grid.

As soon as the total power exceeds the nominal power (7.5 kW) and the wind speed
increases, the pitch regulator forces a modification of the pitch angle to ensure that the
generator does not exceed the nominal power. As it can be observed in the figure, since no
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changes are made to the reactive power reference, the d component of the rotor current is
constant. However, due to changes in wind speed and therefore in mechanical power, the
q component of the rotor changes as does the power of the stator.

Figure 14 shows the implementation made on the real platform to experimentally
check the contribution of the DFIG on the voltage amplitude when the load is connected to
the grid.

 

𝑅𝐿 = 0 𝐿𝐿 = 20 𝑚𝐻

𝑅𝐿 = 29 Ω 𝐿𝐿 = 0

Figure 14. Single line diagram of the system implemented and used for testing.

To observe the voltage variation at the PCC (point of common coupling), an inductive
load is set where RL = 0 and LL = 20 mH. The wind speed is fixed to 6 m/s and Figure 15
shows the grid phase voltage amplitude reduction when the load is connected at t = 0.5 s.
Due to the inductive characteristic of the line and the inductive load, there is a 5 V reduction
in the PCC. At 0.75 s the voltage compensation is activated, supplying the DFIG through
the stator with a capacitive reactive power of 7 KVAR (maximum rotor current). This
results in a voltage increase on the PCC of 1.5 V. Since the GSC (grid side converter) is
able to provide reactive power, 14 KVAR of capacitive reactive power is injected at 1.25 s
ordered by the grid supervisor, which causes an additional 3 V increase bringing the PCC
voltage closer to the grid voltage.

𝑅𝐿 = 0 𝐿𝐿 = 20 𝑚𝐻

𝑅𝐿 = 29 Ω 𝐿𝐿 = 0

Figure 15. Load voltage for inductive load and voltage compensation with the controlled DFIG

reactive power for Figure 14 structure.

Due to the impossibility of varying the frequency on the real platform, a simulation is
performed to observe the frequency variation on the PCC. The grid is configured so that
its frequency varies as a function of the active power consumed, as occurs in a generator.
Thus, the grid decreases by 1 Hz when there is an active power consumption of 10 kW.
Therefore, in our test the frequency value drops from 50 Hz when there is no consumption
to 49 Hz when the consumption in the grid is 10 kW.

If the power is negative (the grid absorbs energy), the frequency increases in the same
ratio. The active power is consumed when the load is connected in the line of Figure 14
with a resistive load where RL = 29 Ω and LL = 0, that is 5.5 kW are consumed for the
load.

Figure 16 illustrates the behavior of the system by showing the frequency of the PCC,
the wind speed and the active powers of the load, the grid and the DFIG. The wind speed
has been set at 7 m/s up to 1 s. With this wind the power that the DFIG delivers is 1.5 kW.
Up to 0.5 s the grid absorbs this power and the grid frequency at the PCC point is 50.15 Hz.
At 0.5 s, the load that absorbs 5.5 kW is connected producing a decrease in frequency of
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0.55 Hz, until it reaches 49.6 Hz. From 1 s, the wind speed increases as shown in the figure
until it reaches 10 m/s, producing an increase in the contribution of active power to the
grid, up to 3.9 kW and reducing the contribution to be made by the grid to 1.6 kW.

 
Figure 16. PCC frequency, wind speed and active power. Frequency drop compensation for the resistive load in the scheme

of Figure 14.

This reduction of the active power contribution by the grid means a recovery of the
frequency in the grid at 49.83 Hz.

Figure 17 presents the behavior of the system by showing the frequency of the PCC,
the power coefficient CP, the DFIG mechanical speed and the active powers of the load,
the grid and the DFIG. The wind speed has been set at 12 m/s for all the time. From the
beginning the DIFG is running to 2300 rpm, this speed is higher than the optimum speed,
thus the DFIG is working 35% deloaded generating 3.5 kW when the obtainable maximum
power is 5.4 kW. The load is connected at 0.75 s, which means a drop in frequency from
50.16 to 49.6 Hz. In the instant of 1 s, the energy is extracted from the wind, going from
the deloaded working speed to the maximum power speed. This speed deceleration (from
2300 to 1780 rpm) provides extra kinetic energy which produces an increase in frequency
until it stabilizes at 49.8 Hz when the maximum possible power is extracted from the wind.
Obviously, if it is not possible to extract more energy from the wind it is not possible to
reduce the frequency deviation further. The important currents that reflect the process
shown in Figure 17, can be seen in Figure 18. In this figure, the grid current, the current
consumed by the load, the stator current of the DFIG, the current of the grid side converter
and finally the current through the rotor of the DFIG can be seen.

Until 0.75 s the load is disconnected and the DFIG works in deloaded mode. The
generator works in super-synchronous speed and the power is delivered to the grid by the
stator and the rotor or GSC converter. The generated power of 3.5 kW produces a stator
peak current of 4.4 A and a GSC peak current of 1.7 A with the imposed reactive power of
0 VAR. When the load is connected at 0.75 s the power consumption is 5.54 kW and the
load peak current is 11.2 A. Since the power delivered by the DFIG is less than the power
absorbed by the load, the grid must supply the difference and therefore the grid current
peak becomes 5.1 A. In the instant 1 s it passes from the state of deloaded to the point of
maximum power. As the deceleration from 2300 to 1780 rpm occurs, the power delivered
by the DFIG increases as the CP of the turbine increases and also recovers kinetic energy
in deceleration. For this reason, the stator and grid side converter currents increase while
the grid current decreases. Finally, when the DFIG reaches full power speed, the current
through the stator is 8.4 A and through the GSC is 1.3 A. The rest of the current, until
reach the 11.2 A that the load absorbs, is provided by the grid. The amplitude variation of
the rotor current is small since the d component of the current predominates to impose a
reactive power of 0 VAR. The Ird value is 16.5 A and the amplitude variations are due to
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the variation of the Irq component to manage the active power. The frequency reduction of
the current is observed as it approaches the synchronism speed.

Figure 17. PCC frequency, CP coefficient, DFIG speed, and active power. Frequency drop compensation for the resistive

load in the scheme in Figure 14 with the DFIG working deloaded.

Figure 18. Grid, load, stator, grid side converter, and rotor currents for the process shown in Figure 17.

8. Conclusions

This article proposes the use of the double feed induction generator in wind power
systems to control the frequency and the amplitude of the point of common coupling
voltage. It has been demonstrated that the DFIG must be deloaded to extract the active
power from the wind that is required to compensate for the frequency of the grid, and the
smart grid controller must establish the quantity deloaded. In addition, the smart grid
controller has to choose the required maximum reactive power, taking into account the
electrical limits of the double fed induction generator, to balance out the amplitude of the
grid voltage. The capacity given to a smart grid to handle frequency and voltage amplitude
enhances the reliability of the installation.

The efficiency of the wind turbine is reduced when it is desired to reserve the wind
energy in a wind turbine to compensate for the frequency. Since the maximum current value
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of the DFIG limits the active and reactive power set, by using the converter on the grid side,
the reactive power injection can be increased to compensate the grid voltage. Frequency
compensation has been tested by performing simulations creating a weak grid. However,
the voltage compensation has been implemented in a real platform with a commercial
DFIG that has successfully validated the algorithms presented, allowing the commercial
implementation of such a system.
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Abbreviations

RSC Rotor side converter

GSC Grid side converter

α, β Direct and quadrature axes expressed in the stationary reference frame

α′, β′ Rotor direct and quadrature axes expressed in the rotor reference frame

d, q Direct and quadrature axes expressed in the synchronous rotating reference frame
→
v s Stator voltage vector
→
i s Stator current vector
→
ψ s Stator flux vector

Lm DFIG mutual inductance

Ls DFIG stator inductance

Lr DFIG rotor inductance

Lls DFIG stator leakage inductance

Llr DFIG rotor leakage inductance

Rs DFIG stator resistance

Rr DFIG rotor resistance

ωe Synchronous speed

ωr Rotor electrical speed

ωm Rotor mechanical speed

Te DFIG electromagnetic torque

TL DFIG load torque

J DFIG inertia

B DFIG friction coefficient

RL Load resistance

LL Load inductance

Ps DFIG stator active power

Qs DFIG stator reactive power

Pp Pair of poles
→
v g Grid voltage vector
→
i g Grid current vector

Rg Grid filter resistance
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Lg Grid filter inductance

ωg Grid frequency
→
v conv Grid side converter output voltage vector

Pg Grid side converter active power

Qg Grid side converter reactive power

P DFIG total active power

Q DFIG total reactive power

S DFIG total apparent power

Z Line impedance

KP Voltage droop coefficient

KQ Frequency droop coefficient

Vs

∣∣∣
→
v s

∣∣∣
Vg

∣∣∣
→
v g

∣∣∣
δ Angle between the DFIG stator voltage and the grid voltage

ωpr Propeller speed

ωd1 Deloading propeller speed

ωopt Propeller optimum speed

L Line inductance

IGBT Insulated gate bipolar transistor
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Abstract: To deal with the intermittency of renewable energy resources, hydrogen as an energy

carrier is a good solution. The Polymer Electrolyte Membrane Fuel Cell (PEMFC) as a device that

can directly convert hydrogen energy to electricity is an important part of this solution. However,

durability and cost are two hurdles that must be overcome to enable the mass deployment of the

technology. In this paper, a management system is proposed for the fuel cells that can cope with

the durability issue by a suitable distribution of electrical power between cell groups. The proposed

power electronics architecture is studied in this paper. A dynamical average model is developed for

the proposed system. The validation of the model is verified by simulation and experimental results.

Then, this model is used to prove the stability and robustness of the control method. Finally, the energy

management system is assessed experimentally in three different conditions. The experimental results

validate the effectiveness of the proposed topology for developing a management system with which

the instability of cells can be confronted. The experimental results verify that the system can supply

the load profile even during the degradation mode of one stack and while trying to cure it.

Keywords: multi-stack; Polymer Electrolyte Membrane Fuel Cell (PEMFC); energy management;

power electronics; stability analysis

1. Introduction

Based on the energy and environmental crisis in the world, the approach is toward using renewable

and clean energy [1]. The most important issue of renewable energies is the intermittency of the

resources [2–4]. Hydrogen as an energy carrier can cope with this problem [5]. This gas can be directly

converted to electricity by a Polymer Electrolyte Membrane Fuel Cell (PEMFC) [4,6]. The nominal

voltage of one cell is near 0.7 V. Therefore, a number of cells are connected in series inside of one stack

to increase the output voltage. The basic disadvantage of such connections is the lifetime dependency

of the stack on each cell lifetime. The other disadvantage of this connection is the probability of the

fault propagation from one cell to the adjacent ones because of thermal coupling. The cell management

can cope with these problems.

Currently, the performance of PEMFC, in terms of power density (3.1 kW/L) and electrical energy

efficiency, is sufficient to allow large-scale deployment of the technology [7,8]. On the other hand,

lifetime and cost are two points that need to be improved [9]. To improve the durability, it is possible

to develop new materials more resistant but also to better manage the operating conditions to avoid
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the electrochemical instabilities that lead to irreversible damages [10]. For instance, a novel converter

was proposed in [11] to reduce the current ripple for fuel cell applications. A specific management

system like the battery management systems can deal with the instabilities of the cells inside a stack.

For instance, if one cell is more degraded than other cells, its voltage decreases and it dissipates

more heat. The direct consequence of the higher temperature of the degraded cell is the drying of its

membrane and the subsequent increase of its ionic resistance that at the end amplifies the voltage

loss. This snowball effect can destroy the cell. If it was possible to separately change the current of

the damaged cells to produce more water or to reduce the heat production, it would deal with the

mentioned snowball effect.

Developing such a management system for a single stack needs a special stack, which allows

modifying the current of any number of cells inside the stack, and a power electronic structure that

allows controlling the power flow of different cells. A new patent obviates the first requirement and

allows access to the current of any cells [12]. Multi-stack can be considered as an attempt to increase the

lifetime and durability of the fuel cell system at the cost of compactness loss. The multi-stack can be used

for high power [13–15], vehicular and transportation [16–24], and stationary [16,25–27] applications

due to its higher reliability and efficiency and its optimized fuel consumption. This technology has been

already used by a Mercedes bus, power supplies of space exploration vehicles, and air-independent

propulsion for submarines [28]. In [21], the multi-stack was investigated in the fault mode and the

faulty stack could partially or totally be disconnected by a diode by-pass circuit while the other stacks

supply the load. A model was also developed for the proposed architecture. Two PEMFC stacks with

the rated power of 20 kW (total rated power of 40 kW) were used in [22] to totally supply a manned

aircraft. Ten PEMFC stacks with the rated power of 480 kW were used in [27] to develop a stationary

distributed generation system. In [23], a hybrid system of two PEMFC stacks with the rated power of

150 kW (total 300 kW) and a battery bank were used to supply a locomotive. The battery bank was

used to supply the load profile over transient conditions.

As seen in Figure 1., four basic topologies are used for the multi-stack or segmented FCs: series,

parallel, cascade, series-parallel [21,28]. The series topology (Figure 1a) requires a low voltage ratio

converter. In such a connection, the failure of a single cell means losing the whole system. Furthermore,

there is no freedom degree in controlling the cells separately. The second topology, which the cells

or stacks separately connect to the DC link by individual converters, provides the freedom degree in

controlling the cells [18]. However, the high conversion ratio converters, which are required to increase

the output voltage, provide higher stress on the semiconductor devices. This architecture is the most

expensive topology due to a great requirement of the passive energy storage components. The cascade

topology resolves the problem of the parallel topology. In this topology, the DC-link voltage is divided

between the cells. This leads to lower stress on semiconductor devices. The series-parallel topology

(Figure 1d) is identical to the parallel topology except that more cells are connected to the input of each

converter. This topology inherits the advantages and disadvantages of series and parallel topologies.

In such a topology, the converters with lower voltage ratio can be used.

Considering the ability of separately controlling the cells or stacks, the cascade topology (Figure 1c)

can be used to manage the cells. However, connecting the cells to the high voltage DC link while

maintaining the controllability of each converter is challenging. It should be noted that the proposed

structure can be used for a single stack that allows accessing the current of different cell groups or

a multi-stack. As a result, the word stack is used instead of cell groups for the sake of simplicity in the

rest of this paper.

Due to the low voltage of a cell or a small group of cells, a converter with a high voltage ratio

has to be used [29,30]. In this paper, the classical DC–DC boost converters are used while their

output capacitors are connected in series, inspired by the cascade topology. In such a connection,

the same load current passes through all output capacitors. Therefore, if the input power of one cell

becomes lower than the required amount, the voltage of the corresponding capacitor will decrease.

In this case, the controllability will be lost if the output voltage becomes lower than the input voltage.

70



Mathematics 2020, 8, 739

As mentioned before, the objective is to develop a management system that separately controls

the current of cells or stacks. Considering the cascade topology with N groups (Figure 2), if the

load power (Pload) is constant and the DC-link voltage is regulated at Vdc, then the load current has

a constant value of iload in steady-state and, as a result, the supplied power by cells can be calculated as

Pk = iloadVCk
∀ k ∈ {1, 2 . . . , N}. Assuming that the total supplied power by stacks is equal to the load

power, and the first group of cells should inject a part (x) of the nominal power (Pload/N), whereas the

other groups inject an identic value of power, the following equation can be obtained in steady-state

as follows:














P1 = x
Pload

N = iloadVC1 → VC1 = x
N Vdc

Pk =
N−x

N(N−1)
Pload = iloadVCk → VCk =

N−x
N(N−1)

Vdc
(1)

where k in this equation can be ∈ {2, 3 . . . , N}. The voltage of the first capacitor must be greater than

the input voltage of the corresponding converter. Thus, considering the voltage ratio of the boost

converter (Rv) and (1), x >
NVFC

Vdc
> 1

Rv
. Therefore, the supplied power of the first group cannot be

less than 1
RvN Pload. Otherwise, the controllability is lost. In such conditions, a voltage equalizer or

a balancing system has to be added to ensure the controllability of converters.

Figure 1. Multi stack topologies: (a) Series; (b) Parallel; (c) Cascade; (d) Series-parallel.

Figure 2. Cascade topology with different injected powers by stacks.

A new voltage equalizer, which was proposed in [31], is modified and used in this paper.

In [32], the equalizer was controlled according to the voltage difference and a hysteresis method.

The proportional gain controller, as used in [31], is improved in this paper to enhance the dynamical

behavior of the equalization. The improved method can cope with the overvoltage of the output

capacitors due to operating conditions of the fuel cell management system in some particular cases.
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Due to dynamic constraints, the hybridization of a fuel cell with an energy storage system

is required to supply a given load, especially for transport or stationary applications [23,33–36].

The battery has a high energy density and a higher power density than the FC. Therefore, the FC/Battery

hybridization has been used in some papers [34,37–39]. Contrary to the batteries, supercapacitors

(SCs) have a higher power density and a lower energy density than the batteries. As a result, the FC/SC

hybrid system has been widely used in the literature due to the ability of the SC in compensating for the

slow dynamic of the FC [34,40]. In [35,41,42], an FC/SC/Battery structure was proposed for vehicular

application and an energy management strategy was proposed to supply the load. The main objective

in [38,41,42] was to develop an energy management strategy to improve fuel consumption. In this paper,

the main objective is to develop a system in which energy management can be implemented while

curing the defective stacks.

The conventional hybridizing fuel cell with SC is used in this paper to respond to the high dynamic

load profile. To regulate the output DC bus voltage, the SC is connected to the DC link through

a bidirectional DC–DC boost converter.

The hybridized system with the equalizer system needs a control method that can be implemented

easily and ensure the stability of the system. In this paper, a control method is proposed for the

whole system.

An accurate model of the system has to be realized to perform the sizing of the passive elements

and control parameters or/and dynamical stability analysis. There are three basic approaches to

investigate the dynamic behavior of the system: Discrete-time model, Switching model, and Average

model. In [43], these three approaches were used to investigate the dynamic behavior of a boost

converter with a sliding mode current controller. In [44], the stability of a boost converter based on

the discrete-time model and the average model was investigated when a hysteresis current controller

was used. The dynamic behavior of a boost converter with an LC filter was investigated based on the

discrete-time model approach in [45]. In [45], the output voltage and current of the boost converter

were controlled based on the dynamic separation. The discrete-time model cannot be used especially

for some complicated systems. For such systems, the average model can be used to study the dynamic

behavior of the system. In [46], an interleaved-boost full-bridge converter was modeled by obtaining

the state-space average models of the system over different operation modes. This kind of modeling

approach can involve many equations for complex systems. Therefore, this model can be very complex.

In [47], an average model was proposed to perform the stability analysis for a hybrid photovoltaic

and wave power generation system. The average model of each system and control method were

used to obtain an overall dynamic average model for the hybrid system. Then, the stability analysis,

based on the eigenvalues of the proposed average state-space model, has been used to verify the

stable operation of the system under various operating conditions. An average model based on the

state-space equations of the system was introduced for a balancer in [48]. This balancer can equalize

the voltage between two SC banks. Indeed, the proposed balancer was a synchronous buck-boost

topology that can transfer the stored energy in the inductor of the converter to the banks and vice versa.

In such a connection, there is no intermediary AC power stage. For systems with AC power stage,

the average values of pure AC variables are equal to zero. This last property involves an order reduction

to establish the average model. To deal with this phenomenon, the DC terms and the first-order terms

of Fourier series of state variables were used in [49]. Since the transformer current of a dual active

bridge converter is purely AC, its DC component is equal to zero. Therefore, the switching frequency

terms in the Fourier series of state variables were used to capture the effect of the transformer current

on the system dynamics in [49]. In [50], a dynamical average model was proposed for an isolated boost

converter. In this converter, the average value of the transformer current over each period of switching

is equal to zero. Therefore, the energy cannot be transferred through the transformer by using this

average value in the average state-space model. The equation of the average value of the leakage

current was obtained over a half period. Since the leakage current of the isolated boost converter is

symmetric, this equation is valid for any half periods. As a result, the obtained average value is not
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equal to zero and the energy can be transferred through the transformer even in the average model.

The main disadvantage of this approach is the assumption in which the transformer current waveform

must be symmetrical.

In this paper, the proposed equalizer includes an AC power stage but the current waveforms can be

asymmetrical. Thus, a reduced-order average model is proposed in which the symmetrical waveform

of the transformer current is not mandatory. Moreover, the proposed average model takes into account

the cross-coupling effect due to the serial connection of output capacitors. Dynamic stability analysis

of the system is also performed based on the proposed model. This proposed approach is validated by

simulation and experimental results.

The rest of this paper is organized as follows: The proposed system configuration, the improved

control method, and the definition of the dynamical average model for any operating conditions

are detailed in Section 2. The SC and DC-link voltage control methods are described in Section 3.

The simulation and experimental results are presented in Section 4. The stability analysis and energy

management are performed in Section 5. Finally, conclusions are presented in Section 6.

2. Proposed System Configuration

The proposed power electronic architecture used to realize the fuel cell management system is

shown in Figure 3. As seen in this figure, the N fuel cell stacks are used and connected to the DC link

through the DC–DC boost converters. Inspired by the cascade topology, the output capacitors of the

boost converters are connected in series. These boost converters allow the separate management of

those stacks. To ensure the controllability of different boost converters, an equalizer architecture based

on the multi-winding transformer is used in this paper. Indeed, the input of the H-bridge inverter is

connected to the DC-link where a capacitor CH is used to stabilize the voltage. The H-bridge inverter

converts this DC voltage to an AC voltage at the input of the HF transformer. The diode structure at

the output of the HF transformer allows the transmission of energy from AC secondary windings

to the lower voltage capacitors. The equalizer architecture was deeply investigated and verified by

experimental results in [31] without hybridization. To regulate the DC bus voltage, the SC with the

conventional bidirectional boost converter is used. In order to realize the whole system, each part is

modeled separately.

Figure 3. Proposed power electronic architecture to realize fuel cell management system.
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2.1. Model of the Equalizer

As shown in Figure 3 H-bridge inverter is connected to the primary side of a High Frequency (HF)

transformer. To stabilize the input voltage of the H-bridge inverter, a capacitor (CH) is used. A special

diode structure is used on the secondary side of the transformer. This topology allows the energy to be

transferred from the DC-link to the lower voltage capacitors.

The following assumptions are considered for the purpose of simplicity:

(1) Turn ratio for all secondary windings are the same and equal to m = N2
k N1

and k is the

coupling coefficient.

(2) The coupling coefficient between the primary and secondary windings are identical and equal

to k.

(3) The coupling coefficient between the secondary windings is unitary.

(4) The DC bus voltage is controlled to a reference constant value.

(5) The switches are considered as the ideal devices. The diode voltage drops are taken into account

but their dynamical resistance is assumed zero.

The theoretical waveforms of the proposed equalizer in steady-state are shown in Figure 4a.

when C1 (and C2) are the lower voltage capacitors between odd and even-numbered capacitors

respectively. As seen in this figure, based on the proposed switching commands for the H-bridge

inverter, a symmetrical square waveform (Vin) is imposed on the primary side of the HF transformer

with a variable duty cycle (d). Therefore, the odd\even numbered diodes can be naturally turned on

during the positive\negative part of this square wave because of the diode structure and the polarity

of secondary windings. The diode corresponding to the lower voltage capacitor between odd\even

numbered diodes is automatically turned on during the positive\negative part of the input voltage

of the HF transformer. Due to the same polarity of the secondary windings, a voltage equal to the

lower voltage between the odd\even numbered capacitor voltages is induced to all windings when

an odd\even numbered diode starts to conduct. Therefore, other odd\even numbered diodes are

negatively biased during the conduction of one diode.

Figure 4. Theoretical waveforms in the steady-state of the proposed equalizer whereas: (a) Vc1 is

the lowest voltage between all capacitors; (b) Vc1\Vc2 is the lowest voltage between the odd\even

numbered capacitors.

Theoretical waveforms of the proposed equalizer are shown in Figure 4a when the first capacitor

has the lowest voltage and in Figure 4b when the first and second capacitors have the lower voltage
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between odd\even numbered capacitors and other capacitors have the same voltage. As seen in those

figures, the transformer current waveform can be symmetrical or not. To be more general, the second

case is presented as the operation modes as follows:

(1) Mode 1 [t0–t1: Figure 5a]: Based on the switching command of the H-bridge inverter, a positive

voltage is imposed on the primary side of the transformer. Regarding the assumption that the first

capacitor has the lower voltage between the odd-numbered capacitor, the first diode is turned on

and the derivative equation of the system is as follows:























































Lm
dim
dt =

VC1
+Vd

m

L f
di f

dt = Vin −
VC1

+Vd

m − r f i f

C1
dVC1

dt =

(

i f−im−
VC1

+Vd
mrm

)

m − iload +
P1

VC1

C j

dVCj

dt =
Pj

VCj
− iload j = 2, 3, 4

(2)

where Lm and Lf are, respectively, the magnetic and leakage inductances, rm and rf are the magnetic

and leakage resistances, im is the magnetizing current, if is the leakage current, Vd is the diode

drop voltage, Vin is the input voltage at the primary side of the transformer, Vcj is the voltage of

Cj, Pj is the injected power by the boost converter corresponding to the jth fuel cell, and iload is the

load current.

Figure 5. Different operation modes of the proposed equalizer. (a) Mode 1: t0 < t < t1. (b) Mode 2:

t1 < t < t2. (c) Mode 3: t2 < t < t3. (d) Mode 4: t3 < t < t4.
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(2) Mode 2 [t1–t2: Figure 5b]: The input voltage of the HF transformer is equal to zero in this mode.

D1 can continue to conduct during the interval of [t1,tf] and, as a result, the derivative equations

of the system are as follows:
































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

















Lm
dim
dt =

VC1
+Vd

m

L f
di f

dt = −
VC1

+Vd

m − r f i f

C1
dVC1

dt =

(

i f−im−
VC1

+Vd
mrm

)

m − iload +
P1

VC1

C j

dVCj

dt =
Pj

VCj
− iload j = 2, 3, 4

(3)

The switching frequency of the H-bridge inverter is low enough that the diode can be turned

off before the end of this mode. As a result, the derivative equations of the system during the

interval of [tf,t2] are as following when the diode is off:































Lm
dim
dt = rm

(

i f − im
)

L f
di f

dt = −r f i f − rm

(

i f − im
)

C j

dVCj

dt =
Pj

VCj
− iload j = 1, 2, 3, 4

(4)

(3) Mode 3 [t2–t3: Figure 5c]: A negative voltage is imposed on the primary side of the HF transformer

in this mode. As a result, the second diode corresponding to the lower voltage capacitor among

even-numbered capacitors starts to conduct. The derivative equations of the system are as follows:


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










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
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
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Lm
dim
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VC2
+Vd

m

L f
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dt = Vin +
VC2

+Vd

m − r f i f

C2
dVC2

dt = −

(

i f−im+
VC2

+Vd
mrm

)

m − iload +
P2

VC2

C j

dVCj

dt =
Pj

VCj
− iload j = 1, 3, 4

(5)

It can be noted that this mod does not exist for Figure 4a.

(4) Mode 4 [t3–t4: Figure 5d]: This mode is similar to mode 2 but due to negative voltage imposed

on the primary side of the HF transformer, the even-numbered diodes can be turned on. Since

the second capacitor is assumed to be the lower voltage capacitor between the even-numbered

capacitors, the second diode begins to conduct the current. The derivative equation of the system

before the diode stops to conduct is as following during the interval of [t3,tfe]:























































Lm
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dt = −

VC2
+Vd

m

L f
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dt =
VC2

+Vd

m − r f i f

C2
dVC2

dt = −

(

i f−im+
VC2

+Vd
mrm

)

m − iload +
P2

VC2

C j

dVCj

dt =
Pj

VCj
− iload j = 1, 3, 4

(6)

Over the interval of [tfe,t4] the derivative equations of the system are changed as (4) when the

diode D2 is off in this mode. Moreover, this mod does not take place for Figure 4a.

Based on these modes, the power can be transferred from the series connection of capacitors to

the lower voltage capacitors. Further information and details about this equalizer can be found in [31].
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2.2. Improved Control Method for the Equalizer

As seen in Figure 6, the maximum voltage among the output capacitors connected to the boost

converters of different stacks is compared with the lowest voltage and this difference is multiplied

by the proportional gain to obtain the duty cycle. Compared to [31], this controller is also able to

decrease the maximum voltage on each output capacitor and can consequently reduce the stress on

the capacitors and semiconductor devices. A low-pass filter is used in this controller to optimize the

dynamical behavior of the equalizer. Due to the possibility of a large external perturbation during the

transient states, this controller can impose a high value of duty cycle that leads to conduct a high value

of current in semiconductors. Using a dynamic saturation can cope with this issue. To model such

a control system, the derivative equation of the filter is used as follows:

dy

dt
= ω f

(

VCmax −VCmin
− y

)

(7)

where y is the output of the filter, ω f is the cut-off frequency of the filter, VCmin
and VCmax are the

minimum and maximum voltages among the capacitor voltages, respectively. The difference between

the maximum and the minimum voltages is used as the input of the filter. As a result, the duty cycle of

the H-bridge inverter is calculated as follows:

d = Kpy (8)

Figure 6. Schematic diagram of the control method used to determine the duty cycle (d) of the

H-bridge inverter.

In this paper, a protection circuit is also proposed to dynamically control the maximum value of the

duty cycle and indirectly control the maximum value of the current. As seen in Figure 6, this protection

is implemented by considering the derivative equation of leakage inductance of the transformer. Based

on Figure 4, the leakage current of the transformer can be positively\negatively reached to its maximum

during the positive\negative part of the input voltage of the transformer. The time interval of [t0,t1] or

[t2,t3] is equal to dT/2 where T is 1/F and F is the switching frequency. Therefore, the maximum duty

cycle can be deduced from the model as following regardless of the losses:

L f
Imax

dT/2
= ∆V (9)
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2.3. Average Model

Considering the supplied power by the first stack is lower than the others, the first capacitor voltage

has the lowest voltage. The other stacks inject the nominal power and as a result, the output capacitors

of their boost converters have the same voltage. A dynamical average model can be considered for this

system by calculating the transmitted power through the transformer. To calculate this power, the

diode current equation can be used. Based on the approach in [31], an equation for the transmitting

power through the transformer can be obtained as follows:

Pe1 =
dVC1

8F2m2

(

dF(mVdc−B1)
L f

−
dFB1
Lm
−

16F3Lm(mrmVdc−2L f B1)
rm(−4FL f Lm+4FLCrm−dr f rm)

+
d2Fr f (−mrmVdc+2L f B1)

L f (4FL f Lm−4FLCrm+dr f rm)
−

d(−4FLC+2dr f ) A1

4L f LmB1(4FL f Lm−4FLCrm+dr f rm)
2

) (10)

This power is received by the first capacitor. A similar equation can be obtained for the transferred

power to one of the even-numbered capacitors. Considering the second capacitor as a lower voltage

capacitor among the even-numbered capacitors, the transferred power can be calculated as follows:

Pe2 =
dVC2

8F2m2

(

dF(mVdc−B2)
L f

−
dFB2
Lm
−

16F3Lm(mrmVdc−2L f B2)
rm(−4FL f Lm+4FLCrm−dr f rm)

+
d2Fr f (−mrmVdc+2L f B2)

L f (4FL f Lm−4FLCrm+dr f rm)
−

d(−4FLC+2dr f ) A2

4L f Lm(4FL f Lm−4FLCrm+dr f rm)
2
B2

) (11)

This power is received by the second capacitor. It can be noted that this power is negligible in the

case of Figure 4a.

To obtain a dynamical average model, the power that is consumed by the equalizer is also required.

To calculate this power, the losses inside the system should be added to Pe1 + Pe2. The injected power

to the equalizer can be calculated as follows:

Pin = Pe1 + Pe2 +
Vp1

2 + Vp2
2

rm
+ r f

(

I f 1
2 + I f 2

2
)

(12)

where I f 1 is the RMS value of the leakage current of the transformer due to the transmitting energy

to the first capacitor, and Vp1 is the RMS voltage on the primary side of the transformer due to the

transmitting energy to the first capacitor that is the RMS value of
Vd+VC1

m over the interval of tf-t0 in the

switching period as follows:























I f 1
2 = 1

T

∫ t f

t0

(

i f (t)
)2

dt = 1
T

(

∫ t1

t0

(

i f (t)
)2

dt +
∫ t f

t1

(

i f (t)
)2

dt
)

Vp1
2 = 1

T

∫ t f

t0

(

Vd+VC1
m

)2

dt =
(t f−t0)

T

(

Vd+VC1
m

)2 (13)

where I f 2 and Vp2 are the RMS values of the leakage current of the transformer and the RMS voltage

on the primary side of the transformer due to the transmitting energy to the second capacitor that can

be calculated in a similar way in the interval of [t2,tfe]. It can be noted that this current is negligible in

the case of Figure 4a. The load current that is seen by the series connection of the capacitors can be

calculated regarding the injecting power to the equalizer as follows:

ich = iload +
Pin

Vdc
− ia (14)

where iload is the load current, and ia is the current that is injected by the SC.
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Calculating the received power by the capacitors, a dynamical average model based on the

derivative equations of the system can be obtained as follows:



































C1
dVC1

dt = P1+Pe1
VC1

− ich

C2
dVC2

dt = P2+Pe2
VC2

− ich

C j

dVCj

dt =
P j

VCj
− ich ∀ j ∈ {3, 4, . . . , n}

(15)

To control the power delivered by each stack, the sliding mode controller is used. This control is

explained in the following section. The parameter of this controller is chosen in such a way that this

controller is only as fast as required. Therefore, the reference power is always followed by this controller.

3. Hybridization

The diagram of the overall control structure is shown in Figure 7. As seen in this figure, each part

of the system is controlled by its own controller. In this section, the method of regulating the DC-link

and the SC voltages will be detailed. This method is based on an energy regulator (extern loop) and

an indirect sliding mode control. This simple method can ensure that the dynamic performances are

independent of the operating points.

Figure 7. Diagram of the overall control structure.

3.1. DC Bus Voltage Controller

To regulate the DC bus voltage, an SC is connected to the DC bus by a bidirectional boost converter.

The state-space model of the super-capacitor with a boost converter is as follows:















LSC
diSC
dt = vsc − (1− dSC)Vdc − rSCiSC

CSC
dvSC

dt = −iSC

(16)
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where Lsc is the inductance connected to the boost converter of the SC and rsc is its resistance, vsc is the

SC voltage, and isc is its current. Therefore, the injected current to the DC bus by the SC can be calculated

as follows:

ia = (1− dSC)iSC (17)

To control the DC bus voltage, a controller based on the flatness theory is used in this paper.

This controller is deeply studied in [51,52]. The stored energy in the DC link is used as the output

variable of this controller. This energy can be calculated as follows:

ydc =
1

2
CeqV2

dc (18)

where Ceq is the equivalent capacitor of series-connected capacitors. The derivation of this energy is

as follows:
.
ydc =

n
∑

j=1

P j + Pa − Pload (19)

where Pa is the power injected to DC bus by the SC. Hence:

Pa =
.
ydc + Pload −

n
∑

j=1

P j (20)

Considering the losses of the boost converter in the resistance of its inductance, this power can be

calculated as follows:

Pa = PSC − rSC

(

PSC

vsc

)2

− LSC

(

PSC

vsc

)dSC

(

PSC
vsc

)

dt
(21)

where Psc is the injected power by the SC. As seen in Figure 8, this control is realized by two loops.

The inner loop is the power loop and the energy loop is an outer loop. Based on the energy stored

in the DC bus, the energy loop can control the voltage of the DC bus. Assuming that the outer loop

(energy loop) is slower enough than the inner loop (power loop), the variation of the magnetic energy

can be neglected. Furthermore, the injected power by SC can be rewritten as follows:

PSC = 2Pmax













1−

√

1−
Pa

Pmax













(22)

where Pmax is as follows:

Pmax =
vSC

2

4rSC
(23)

Figure 8. Schematic diagram of the voltage controller.

Using (19)–(23), the power that must be injected by the SC to regulate the DC link voltage is

obtained. This control can operate when the inner loop, which controls the power of SC, is fast enough.
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To ensure that the electrostatic energy follows its reference, a control method based on the second-order

system is used as follows [53]:

.
ydcre f −

.
ydc + K1

(

ydcre f − ydc

)

+ K2

∫

(

ydcre f − ydc

)

= 0 (24)

where K1 and K2 are the controlling parameters with K1 = 2ζωn, and K2 = ωn
2 (whereωn is the desired

cutoff radian frequency of the voltage control loop [53]).
.
ydc is obtained from (24). (20) and (24) allow

the SC power reference to be obtained. The inner loop goal is to control the power delivered by the SC

to track its reference.

Assuming that the dynamic of the SC voltage variations is slow in comparison to the DC bus

voltage variations, the SC voltage can be considered as a constant value for the design of the DC bus

control. As a result, the reference current of the SC can be obtained by dividing its reference power to

its voltage. The sliding mode control method is used in this study to control the current.

A sliding surface is defined as follows [54]:

s = iSC − iSCre f + ki

∫

(

iSC − iSCre f

)

(25)

To ensure the zero steady-state error, an integral term is used in this sliding surface [54].

The associated reaching condition is defined as follows:

.
s(x) = −λs(x) (26)

where λ is a positive constant that determines the speed of attraction to the sliding surface.

Using this approach, two poles of the system are −λ and −ki and independent of the operating

point. By differentiating (25) and using (26), the following equation is obtained:

diSC

dt
+ ki

(

iSC − iSCre f

)

= −λs(x) (27)

Using this equation and (16), the equivalent duty cycle of the SC converter can be calculated

as follows:

dSC =
LSC

Vdc

[

Vdc − vsc + rSCiSC

LSC
− ki

(

iSC − iSCre f

)

− λ

(

iSC − iSCre f + ki

∫

(

iSC − iSCre f

)

)]

(28)

3.2. SC Voltage Controller

A similar approach is used to control the voltage of SC. The stored energy in SC is used to controls

its voltage. This energy can be calculated as follows:

ySC =
1

2
CSCv2

sc (29)

where CSC is the capacitance of the SC. Considering that the dynamic of the DC bus voltage loop is

widely greater than the dynamic of the SC voltage, the derivation of this energy is as follows:

.
ySC = −PSC ≈

n
∑

j=1

P j − Pload (30)

where
.
ySC is the power of the SC (PSC) that should be transferred to the SC (negative) or injected by

it (positive). The total power of stacks that must be injected in steady-state can be obtained by this

equation. A simple proportional gain controller is used to ensure that stored energy in the SC follows

its reference:

81



Mathematics 2020, 8, 739

.
ySCre f −

.
ysc + Ksc

(

ySCre f − ySC

)

= 0 (31)

The proportional gain KSC, which represents the cutoff radian frequency of the SC voltage loop,

should respect the low dynamic assumption of the SC voltage. Based on (30), the total power that

should be injected by the stacks can be calculated. As seen in Figure 9, a rate limiter is used to respect

the dynamical constraint imposed by the fuel cell auxiliaries. Vi and ii are the voltage and current of

the ith stack. di is the duty cycle of the boost converter connected to the ith stack.

Figure 9. Schematic diagram of the SC voltage controller.

4. Simulation and Experimental Results

4.1. Simulation Results

To evaluate the behavior of the dynamical average model, two simulations are performed when

four stacks are connected to four boost converters. The injected power by the first stack is changed

from 63 to 100 W at 0.05 s while the first simulation. The injected power of the other stacks is fixed to

nominal power (126 W) during this simulation.

The parameters used to obtain simulation results are shown in Table 1. To study the dynamical

behavior of the average model, the state-space model of the system based on (1)–(5) is also simulated

with the same parameters. The results of the first simulation are shown in Figure 10. As seen in these

figures, the average model results are consistent with the results of the state space model. The voltage

change of the output capacitor of the boost converters connected to the different stacks is shown in

Figure 10. The difference between the two models is due to the linearizing method which was used to

calculate (10). Indeed, the transformer current has an exponential form which has been approximated

by the first-order polynomial based on the Taylor series. For the proposed average model, the power

of the balancing system defined by (10) is a bit overestimated; consequently, the obtained voltage is

a bit higher than the switching model. The voltage of the DC bus (
∑

j
VC j

) is shown in Figure 1b during

this simulation. As seen in this figure, the DC voltage is regulated at the reference voltage (48 V). It is

notable that the power of the fuel cell is reduced slowly and this undershoot is eliminated when the

real low dynamic of the fuel cell is taken into account. Therefore, this simulation was accomplished in

the worst condition.

The condition for the second simulation is similar to the first simulation except for the injected

power by the second cell. This power is set to 100 W in the second simulation. The voltage changes of

different capacitors are shown in Figure 11a. The DC bus voltage is shown in Figure 11b during this

simulation. As seen in these figures, the average model is in agreement with the state-space model of

the system.
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Table 1. Parameters of the proposed equalizer.

Symbol Unit Value Description

C µF 4700 Electrochemical
AL nH/turns2 12,500 Planar transformer core
N1 turns 1 Primary winding turns
N2 turns 4 Secondary winding turns
k - 0.98 Coupling coefficient
F kHz 40 Switching frequency of the H-bridge

Vbat V 48 Nominal voltage of the battery
VC V 12 Nominal output voltages of boosts
Vd V 0 Drop voltage of diodes
PFC W 126 Nominal injected power of different stacks
η - 1 Efficiency of the equalizer system
ω f Rad/s 2π103 Cut-off radian frequency of the filter

Kp - 0.1 Proportional gain of the controller
λ Rad/s 7500
ki Rad/s 7500
Fs kHz 29 Switching frequency of the boost converters

KSC - 0.08

Figure 10. Simulation results in closed-loop when P1 is increased from 63 to 100 W and the other stacks

inject the nominal power: (a) Voltage changes of the boost converters output capacitors connected to

the stacks; (b) DC bus voltage.

4.2. Experimental Results

To verify the validity of the proposed dynamical average model, two experiments are accomplished

on a laboratory test bench as seen in Figure 12. Four different power supplies are used to emulate the

four stacks of PEMFCs. dSPACE 1005 with the FPGA board is used to receive the information and

send the commands. The part number of all the components is summarized in Table 2.
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Figure 11. Simulation results in closed-loop when P1 is changed from 63 to 100 W, P2 is set to 100

W, and the other stacks inject the nominal power: (a) Voltage changes of the boost converters output

capacitors connected to the stacks; (b) DC bus voltage.

Figure 12. Test bench of the proposed system.

Table 2. Parameters of the used devices in the test bench.

Unit Value

FC Power supply TDK GENH 750 W

Boost converter

Inductance (1 mH)
Switches IGBT
Capacitor Electrochemical (4700 µF)

Equalizer

Diodes DSS2x121-0045B
Magnetic core B66295G Material N87

H-bridge switches SiCMOSFET CCS050M12CM2
Capacitor film (220 µF)

The same assumption of the first simulation is used to accomplish the first experiment.

The experimental results of the output capacitors voltage changes are shown in Figure 13a when the

first cell power is increased from 63 to 100 W. As seen in this figure, the voltage of the first capacitor is

increased because of the increasing the corresponding stack injected power. The voltage of the other

capacitors changed in such a way that the sum of voltage is fixed to 48 V. The average model results

are also shown in Figure 13b in the same conditions for a better view. These results are verified by
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the experimental results. There is always an error between the simulation and experiment results in

steady-state. The error between voltages of the capacitors is in a reasonable range and less than 3%.

This error is caused by not considering all losses.

Figure 13. Voltage changes of the boost converters output capacitors connected to the stacks in

closed-loop when P1 is increased from 63 to 100 W, and P2 is set to the nominal power: (a) Experimental

results; (b) Simulation results of the average model.

The second experiment is accomplished in the same conditions as the second simulation.

The experimental results of the voltage changes of output capacitors are shown in Figure 14a.

To provide a better view, the average model results are also shown in Figure 14b in the same conditions.

As seen in this figure, the experimental results are in agreement with the simulation results. Based on

the experimental and simulation results, the proposed model for the management system is valid and

it can be used to study and analyze the stability of the system.

Figure 14. Voltage changes of the boost converters output capacitors in closed-loop when P1 is changed

from 63 to 100 W, and P2 is set to 100 W: (a) Experimental results; (b) Simulation results of the

average model.
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5. Stability Analysis and Energy Management

In this section, the stability of the proposed control method will be investigated.

Then, the effectiveness of the proposed system in supplying the load profiles even while curing

one of the stacks in two different conditions. Finally, the robustness of the proposed control method

will be studied. Since the average model is valid and it can estimate the behavior of the system in

closed-loop, this model can be used to analyze the stability of the system. By obtaining the eigenvalues

of the Jacobian matrix of the proposed dynamical average model, the local stability around the

equilibrium point can be analyzed. Furthermore, this model can be used to size the parameters of

the different controllers in such a way that the stability of the system is ensured. The poles of the

sliding mode controller (current controller) should be at least less than one-tenth of the switching

radian frequency of the boost converters or bidirectional converter connected to the SC. The switching

frequency of these converters is equal to 30 kHz. Therefore, the λ and ki of the sliding mode controller

are fixed to 7500 rad/s. As mentioned before, the power loop of the DC bus voltage controller should

be faster than the energy loop. As a result, the radian frequency of the energy loop should be slower

than one-tenth of the current control loop. Therefore, ωn equal to 500 rad/s is used to obtain K1 and K2.

The damping ratio of 0.7 is used to obtain the best behavior. The control of the SC voltage should respect

the slow dynamic of the fuel cell. A rate limiter of 4 A/s limits the dynamic of current change to respect

the dynamic of the fuel cell. The equalizer system controller should be faster than the DC link voltage

controller to ensure the controllability of boost converters even in transient conditions. However, the

cut-off frequency of the equalizer controller should be lower than one-tenth of its switching radian

frequency. The switching frequency of the H-bridge inverter is equal to 40 kHz. There is a tradeoff

between the dynamic of the equalizer controller and the time that the duty cycle of the H-bridge

inverter is stuck in the maximum value due to the dynamic saturation. As a result, the cut-off frequency

of 2π 103 rad/s is used for the equalizer controller. The dynamic variations of the SC voltage will be

neglected in the stability study due to the slow dynamic of the SC voltage and the powers delivered by

the fuel cells are supposed to be constant.

To evaluate the stability of the system, the power of the first cell is changed from 0 to 100 W

with steps of 10 W. The other cell powers are fixed to 126 W. The other parameters that are used for

this simulation is shown in Table 1. Using the proposed dynamical average model, the steady-state

voltages of the boost output capacitors are shown in Figure 15. for this simulation. As seen in this figure,

the voltage of the first cell is increased by increasing the injected power of the first cell. The voltage of

other stacks is decreased to fix the DC bus voltage to 48 V. The eigenvalues of the closed-loop system

are depicted in Figure 16. This figure shows the eigenvalues of the Jacobian matrix of the proposed

dynamical average model when the stacks inject the nominal power except the first stack. As mentioned

above, the injected power of the first stack is changed from zero to 100 W. These eigenvalues with

negative real parts prove the stability of the system. As seen in this figure, the different groups of

eigenvalues are shown in different circles with different colors and numbers. The purple circles

show the eigenvalues that strongly depend on the parameters of the voltage and current controllers.

The place of eigenvalues inside the purple circle numbered 1 and 2 can be changed by changing

the parameters of the current sliding mode controllers. The multiple eigenvalues in the same place

are shown by a circle around the multiplication sign as shown in circle number one. The place of

eigenvalues inside purple circle number three and two can be changed by changing the natural radian

frequency of the second-order system used to find K1 and K2 in (24). The blue circles specify the

place of eigenvalues that depend on the parameters of the equalizer system controller. The place of

eigenvalues inside blue circle number four can be changed by the operating point and all parameters

of equalizer controller consist of the proportional gain and the cut-off frequency used for finding the

duty cycle of the H-bridge inverter. The place of eigenvalues inside blue circle number five strongly

depends on the operating point and the proportional gain (Kp) of the equalizer system controller.
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Figure 15. Voltage changes of the boost converters’ output capacitor connected to fuel cell stacks in

closed-loop by changing the injected power of the first stack while the other stacks inject the nominal

power of 126 W.

Figure 16. Eigenvalues of the closed-loop system by changing the injected power of the first stack

while the other stacks inject the nominal power of 126 W.

To prove the stability of the system when two stacks are in the fault conditions, the power of the

second stack is fixed to 50 W that is a little bit lower than the half of nominal power. The injected

power of the first stack is increased from 0 to 40W while the injected power by the other stacks is set to

126 W. Using the proposed dynamical average model, the steady-state value of the output capacitor

voltages by changing the injected power of the first stack is shown in Figure 17. As seen in this figure,

the voltage of the first cell is increased by increasing the injected power of the first cell. The voltage of

other stacks is decreased to fix the DC link voltage near 48 V. The eigenvalues of the closed-loop system

are shown in Figure 18. This figure shows the eigenvalues of the Jacobian matrix of the proposed
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dynamical average model when the second stack injects 50 W and the other stacks inject the nominal

power except the first stack. As mentioned above, the supplied power by the first stack is changed

from zero to 50 W. These eigenvalues with negative real parts prove the stability of the system.

Figure 17. Voltage changes of the boost converters’ output capacitor connected to fuel cell stacks in

closed-loop by changing the injected power of the first stack while the second stack injects 50 W and

the other stacks inject the nominal power of 126 W.

Figure 18. Dominant eigenvalues of the closed-loop system by changing the injected power of the first

stack while the second stack injects 50 W and the other stacks inject the nominal power of 126 W.

Regarding the stability of the system, this topology can be used to manage the cells of a stack.

To evaluate the effectiveness of the proposed topology in terms of energy management and dynamic

performance, three different experiments are performed. Using the test bench shown in Figure 12,

these three experiments are performed in the following condition. A step of 400 W for eight seconds is

applied to the baseload power in these three experiments. The four stacks are in the normal condition

for the first experiment. The load power and the injected power by the first and second stack are
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shown in Figure 19a,b. The behavior and magnitude of the injected power by two other stacks is very

close to the second stack. As seen in this figure, the injected power by the SC is increased rapidly to

control the DC link voltage. The injected power by the stacks gradually increased to control the voltage

of the SC. Since the load step power is very high, the injected power increased to their maximum

power. The difference between the load power and injected power by the stacks is compensated by

the SC. Because of the low dynamic of the fuel cells, the injected power by the stacks is gradually

decreased and the SC attracts the excess amount of power injected by the stacks whereas the load

power decreased to its nominal value. As seen in Figure 19a, the injected power by the SC is equal to

zero in steady-state. To provide a better view during the transient conditions of the first experiment,

the load power and injected power by the stacks and SC are shown in Figure 19b with the time scale

of 4 s/div. The DC link and SC voltages are shown in Figure 19c during this experiment. As seen in

this figure, the DC link voltage is well controlled and has a constant value of 48 V. The SC voltage is

gradually decreased due to its injected power but then it increased gradually due to the increase of the

injected power by the stacks and decrease of load power to its nominal value. To assess the behavior of

the DC link voltage controller in transient condition, the SC injected power and the DC link and SC

voltages are shown in Figure 19d with the time scale of 4 ms/div. As seen in this figure, the DC link

voltage decreases due to the step of load power but the fast increase in the injected power by the SC can

compensate the required load power and regulate the DC link voltage. Furthermore, the SC voltage in

this figure is in agreement with the SC constant voltage assumption over the transient conditions.

Figure 19. Experimental result of the energy management system when the stacks are in the normal

condition and an overload occurs: (a) Injected power and load power variations; (b) Zoom on powers;

(c) DC link and SC voltage changes; (d) zoom on the part c.

In the second experiment, it is assumed that the first stack is in the drying condition whereas

the other stacks are in the normal condition. To produce more water in the first stack, its current

should be controlled close to its maximum in the worst condition. As seen in Figure 20a, the injected

power by the first stack is controlled close to its maximum (240 W) during this experiment. A zoom

is realized on the transient condition of the injected power by the SC and stacks in Figure 20b. As

seen in Figure 20c, the DC link voltage is well controlled and it has a constant value of 48 V. The
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SC voltage is reduced due to its injected power to supply the overload. The SC voltage gradually

increased and approaches to its nominal value of 24 V by increasing the injected power of stacks and

decreasing the load power to its nominal value. The voltage of the output capacitors of the boost

converters is shown in Figure 20d. Since the step load leads to an increase in the injected power by the

stacks, the output capacitor voltages increase. The first stack injects the maximum power during this

experiment. Therefore, the first capacitor voltage decreases because of the DC link voltage stabilization

by the SC. The output capacitors have an identical voltage when the injected power by the stacks reach

to their maximum power. The difference between the voltages at this point is originated from the

losses difference in the boost converters. The injected power by the different stacks except the first

stack is gradually decreased when the load power decreases to its nominal value. As a result, the

difference between the first output capacitor and the other output capacitors increases. Notable that

the voltage of the first stack in the drying condition is kept in an acceptable range due to the improved

equalizer controller.

Figure 20. Experimental result of the energy management system when the stacks are in the normal

condition except the first stack (drying condition) and an overload occurs: (a) Injected power and load

power variations; (b) Zoom on the power; (c) DC link and SC voltage changes; (d) Output capacitor

voltage changes.

It is assumed that the first stack is in the flooding condition during the third experiment. The other

stacks are in normal condition. In this case, the water production inside the cells of the first stack

should be reduced. Therefore, the current or power injected by the first stack should be controlled

close to zero in the worst condition. The equalizer ensures the controllability of the boost converters in

such conditions. As seen in Figure 21a, the injected power by the first stack is controlled at zero Watt

during this experiment. More details of the injected power by the SC and stacks are demonstrated in

Figure 21b. Most of the overload is supplied by the SC due to the no injected power of the first stack

and limits in the maximum injected power by the stacks. As a result, the SC voltage reduces more than

the two previous experiments as shown in Figure 21c. The DC link voltage is also shown in this figure

and it is controlled at 48 V. The voltage of the output capacitors is shown in Figure 21d during this

experiment. Due to the use of the equalizer system, despite the lack of power injection by the first
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stack in this experiment, the first capacitor has a voltage of 10 V. This experiment confirms the function

of the used equalizer system to ensure the controllability of the boost converters.

Figure 21. Experimental result of the energy management system when the stacks are in the normal

condition except the first stack (flooding condition) and an overload occurs: (a) Injected power and load

power variations; (b) Zoom on the powers; (c) DC link and SC voltage changes; (d) Output capacitor

voltage changes.

The other issue that needs to be addressed is the robustness of the control method. Robustness is

the ability of the closed-loop system in being insensitive to perturbations and tolerating the component

variation. To assess the robustness of the controller, the eigenvalues of the system are studied under

changing some parameters of the system. If the real part of eigenvalues remains negative, it can

be proved that it is a robust controller. In this system, the capacitor change can have an important

effect on the stability of the system. The capacitance can be changed by aging and temperature effect.

The optimum value of the capacitance is also a key factor in reducing the size of the system. In [51],

a method was proposed to calculate the minimum value of the equivalent DC-link capacitance. Based

on this method and assuming that the maximum permitted voltage drop in DC link is 7 V, the minimum

value of each four capacitors in series connection should be 4.7 mF to tolerate a variation of the load

power from −400 to 400 W.

To check the robustness of the control method, the capacitance of the first capacitor is changed

from 2.35 mF to 9.4 mF. The injected power of the first cell is fixed to zero Watt and the other stacks

inject the nominal power. The same parameters as Table 1 are used for the controller. The evolution of

the eigenvalues of the system is depicted in Figure 22. This figure shows the eigenvalues of the Jacobian

matrix of the proposed dynamical average model when the stacks inject the nominal power except the

first stack. The first stack injects no power and the first capacitor value is changed as mentioned earlier.

The dominant eigenvalue of the system becomes less negative by further decreasing the capacitance

value from 4 mF. The place of multiple eigenvalues that are seen in this figure strongly depends on the

control parameters and operating point or other parameters such as the coupling coefficient.
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Figure 22. Dominant eigenvalues of the closed-loop system by changing the capacitance value of

the first capacitor when the power of the first stack is equal to zero W and the other stacks inject the

nominal power of 126 W.

Another parameter that its value can have an impact on stability is the coupling coefficient between

the windings of the transformer. To evaluate the impact of this parameter, the power of the first stack is

fixed to zero Watt while the other stacks inject the nominal power. The coupling coefficient is changed

from 0.7 to 0.97. The parameters of the controller are as same as before. The dominant eigenvalue of

the system is depicted in Figure 23. This figure shows the eigenvalues of the Jacobian matrix of the

proposed dynamical average model when the stacks inject the nominal power except the first stack.

The first stack injects no power and the coupling coefficient value is changed as mentioned earlier.

Figure 23. Dominant eigenvalues of the closed-loop system by changing the coupling coefficient when

the power of the first stack is equal to zero W and the other stacks inject the nominal power of 126 W.

As seen in the previous results, the real part of the eigenvalues of the system has always a negative

value of less than −50. Therefore, the system is stable for a wide range of parameters change. This value

depends strongly on the equalizer controller parameters.
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6. Conclusions

In this paper, a power electronic system is proposed to enhance the durability of the fuel cells

in multi stack architecture. Using this architecture, energy management can be performed even in

the fault mode of stack and while the system is trying to cure a stack. To investigate the dynamical

properties of the system and to prove its stability, a dynamical average model is proposed taking into

account the order reduction induced by the presence of the HF transformer and cross-coupling effects

due to the serial connection of output capacitors. The validity of the reduced model is verified through

the simulation and experimental results. The stability analysis based on the proposed model proved the

asymptotic stability of the system in different conditions. The robustness of this control method was also

investigated based on the stability analysis by changing system parameters. The experimental results,

which show the behavior of the system in different operating conditions, validated the effectiveness

of the proposed topology and its associated energy management functionalities. These results also

confirmed that the controllability and the DC-link voltage regulation are always ensured even during

drying or flooding conditions concerning one of the stacks in which the power injected by each stack is

modified to improve durability.
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Abstract: The cascaded multilevel inverter (CMI) is one type of common inverter in industrial

applications. This type of inverter can be synthesized either as a symmetric configuration with

several identical H-bridge (HB) cells or as an asymmetric configuration with non-identical HB cells.

In photovoltaic (PV) applications with the CMI, the PV modules can be used to replace the isolated

dc sources; however, this brings inter-module leakage currents. To tackle the issue, the single-source

CMI is preferred. Furthermore, in a grid-tied PV system, the main constraint is the capacitive

leakage current. This problem can be addressed by providing a common ground, which is shared

by PV modules and the ac grid. This paper thus proposes a topology that fulfills the mentioned

requirements and thus, CMI is a promising inverter with wide-ranging industrial uses, such as PV

applications. The proposed CMI topology also features high boosting capability, fault current limiting,

and a transformerless configuration. To demonstrate the capabilities of this CMI, simulations and

experimental results are provided.

Keywords: cascaded multilevel inverter; photovoltaic; leakage current

1. Introduction

Multilevel inverters (MIs) are attractive devices in many industrial applications. These devices

can reduce the total harmonic distortion (THD), electromagnetic interference (EMI), dv/dt, switching

frequency and voltage stress. One of the most regarded applications of MIs is PV application.

The neutral point clamped converter (NPC) and cascaded multilevel inverter (CMI) are two types of

multilevel inverters, which are popular in PV applications [1,2]. Between the two topologies, the CMI

stands out for its modularity and high magnitude of the output voltage. However, this topology

requires several isolated dc sources. This drawback not only calls for a complex control system, but also

it gives rise to inter module leakage currents in grid-tied PV applications. The inter-module leakage

currents result from differential-mode voltage (DMV) and common mode voltage (CMV) variations.

In order to tackle the issue, several topologies are suggested in the literature [3–5]. One solution is

using only one dc-source along with some passive components. Single-source CMIs are categorized

into three types. (i) Topologies which use low frequency transformers instead of several isolated dc

sources. These topologies are referred to as cascaded transformers multilevel inverters (CTMIs) [6–9].

(ii) Topologies which provide the isolated dc sources by adopting a high-frequency link and a

single dc-source (HFLMI) [10,11]. (iii) A switched-capacitor (SC) based cascaded multilevel inverter
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(SC-CMI) [12,13]. The main advantage of CTMIs is their ability to provide galvanic isolation between

the dc source and the load/grid. This is also the case when applying HFLMIs in PV applications,

where the leakage current issue is addressed. On the contrary, CTMIs need several bulky and inefficient

transformers. Although the transformer size in HFLMIs is reduced due to the use of a high frequency

link, many rectifiers are required to convert the isolated high frequency voltages to the desired dc

voltages. Thus, the reliability decreases and the cost increase in this topology. Alternatively, SC-CMIs

employ several capacitors instead of the isolated dc sources. Therefore, the SC-CMI topologies have a

compact size and lower cost. However, these kinds of multilevel inverters lack galvanic isolation.

Moreover, many attempts have been made to use isolated PV arrays as the isolated dc sources

in grid-tied CMIs [14]. However, as illustrated in [15], the main constraint of these configurations is

the capacitive leakage currents between the H-bridge (HB) cells and grid. Even using an interfacing

transformer cannot address the mentioned problem, because inter-module leakage currents appear

and circulate between the cascaded HB cells. In ref. [15], the mentioned problem was addressed by

equipping each HB cell with additional ac and dc side filters. Apart from limiting various leakage

currents, these filters are deemed to eliminate the EMI; however, equipping each cell with several

filters increases the volume and cost of the inverter. In ref. [16], several level-double networks (LDN)

are used as the auxiliary blocks to enhance the quality of the output voltage. This topology can

also offer a common ground between the PV module and the grid, which results in the elimination

of the leakage current. Although the suggested topology can eliminate the leakage current in PV

applications, balancing of the capacitor voltage in the auxiliary cell is challenging. In another attempt,

a two-stage inverter was suggested in [17], which can be regarded as a combination of the H5 and

Highly Efficient and Reliable Inverter Concept (HERIC) topologies. When the output voltage is higher

than the grid voltage, the inverter operates in the H5 mode; when the dc link voltage decreases,

the inverter is switched to the two-stage HERIC mode. This inverter can properly deal with voltage

variation. However, it uses a complicated structure and control approach. Moreover, a charge pump

circuit was employed to eliminate the leakage in [18]. The topology is simple and compact, but it

imposes a non-continuous current to the input side. Notably, in ref. [19] a comprehensive study was

conducted to investigate the state-of-the-art inverters for grid-tied PV applications.

In light of the above, a single-source asymmetric CMI is proposed in this paper, which provides a

common ground for ac and dc sides. This topology uses capacitors instead of the isolated dc sources

in the HB cells. Each capacitor is independently charged through a charging switch. Since there is

a common ground for ac and dc sides, the common mode voltage is zero; hence, this topology can

totally eliminate the leakage current in grid-tied PV applications. Another merit of the proposed

topology is the capability to boost the input dc voltage; this is also an advantage in many applications

such as grid-tied transformerless PV and fuel cell systems. In addition to the mentioned features,

the three-phase configuration of the proposed topology draws a continuous input current, which makes

it feasible in battery, un-interruptible power supply, and PV applications. The proposed topology can

exchange reactive power with the load and the grid as well. Furthermore, it can smoothly charge

the capacitors, facilitate the protection, and avoid bulky and expensive transformers in the grid-tied

mode. As mentioned, the main issue of the conventional CMI in PV applications is the inter-module

leakage currents. However, the proposed topology can address this problem properly and effectively.

Compared to the transformer-based single-source multilevel inverters, the proposed topology is smaller

in size, lower in cost, and higher in efficiency. Additionally, considering that the SC-based single-source

MIs mostly suffer from inrush currents, the proposed topology is, however, an inrush-current free CMI,

being a promising converter in many industrial applications.

The rest of the paper is organized as follows: In Section 2, the structure and operation principle of

the proposed topology are illustrated. In Section 3, the proposed MI is compared with state-of-the-art

MI topology. In Section 4 the performance of the proposed topology in off-grid and grid-tied modes is

investigated through simulations. Experimental tests are provided in Section 5, where a fifteen-level

0.55 kVA prototype is adopted to demonstrate the off-grid performance of the proposed topology.
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Moreover, a seven-level 1.5 kVA prototype is used to extract the grid-tied results. Finally, the overall

work is concluded in Section 6.

2. Proposed Topology and Operation Principle

2.1. Conventional CMI in PV Systems

Many solutions are presented in the literature to improve the performance of the CMIs in PV

systems. The main problem arises due to the parasitic capacitor in each HB cell that brings inter-module

leakage currents [20,21]. These circulating currents cause power loss, EMI, and safety problems [15].

Figure 1a,b shows a grid-tied PV system with a three-cell CMI, and equivalent circuit of the CMV,

DMV and leakage currents, respectively.
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Figure 1. Conventional cascaded multilevel inverter (CMI)-based PV system: (a) a three-cell grid-tied

CMI; (b) equivalent circuit to illustrate the common mode voltage (CMV), differential-mode voltage

(DMV) and inter-module currents.

2.2. General Structure of the Proposed Topology

The proposed topology is synthesized with two parts, namely the main and charging parts.

The main part is the conventional asymmetric CMI, in which the isolated dc sources are replaced with

capacitors (C1, C2, . . . , Cn). The charging part is composed of a single dc source (e.g., a PV string,

fuel-cell, and batteries), a charging inductor, a freewheeling diode and charging switches (Sc1, Sc2, . . . ,

Scn). The general grid-tied configuration of the proposed topology (a configuration with n HB cells) is

depicted in Figure 2. Where the main part is colored in black, the charging part is in blue.

, …, C
, …, S

Grid
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1C
dcV
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2C
dcV2
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dcV
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2

fL

-

+

dcV

PV
chL

fD

Ground

pvC

nC

 

𝐿𝑐ℎ = 1(4𝜋𝑓)2𝐶𝑛

Figure 2. General configuration of the proposed topology in grid-tied PV applications.

As mentioned, the most undesirable phenomenon in an SC-based converter is the inrush currents

that emerge in the charging stage of the capacitors. This phenomenon can adversely affect the charging

switches and capacitors. In order to limit these currents, a charging inductor (Lch) is connected in series

with the dc source, as shown in Figure 2. This inductor can effectively limit the inrush currents. On the

contrary, the mentioned inductor can cause voltage spikes and commutation problems in the charging

switches. To avoid this and alleviate the EMI, the size of the charging inductor (Lch) can be obtained as

Lch =
1

(4π f )2Cn

(1)
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where f and Cn are the output voltage frequency and equivalent capacitance of the capacitors.

It should be noted that a larger inductor can be used to further reduce the inrush currents.

However, this increases the cost and volume of the inverter. A large inductor can also cause overvoltage

across the capacitors. To avoid this, as shown in Figure 2, a freewheeling diode (Df) is connected in

parallel with the inductor.

In order to illustrate the operation principle of the proposed topology, a fifteen-level configuration,

which is depicted in Figure 3, is exemplified. Table 1 shows the switching pattern for each level and

different states of the capacitors. It should be mentioned that in Table 1, “on” and “off” states of the

switches are indicated by “1” and “0”. The capacitors in the proposed topology experience three

states namely the charging, discharging, and floating states. In Table 1, “C”, “D”, and “F” denote the

charging, discharging, and floating states of the capacitors. In addition, since the upper switches of the

main part (S11, S31, S12, S32, S13, and S33) have complementary states with the lower switches (S21, S41,

S22, S42, S23, and S43), only the states of the upper switches are indicated in Table 1 for simplicity.

, “on” and “off” 
tes of the switches are indicated by “1” and “0”. The capacitors in the proposed topology 

, “C”, “D”, 
and “F” denote the charging, discharging, and floating states of 

dcV dcV2 dcV4
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+ dcV

outV+ + +

- - -

1cS 2cS 3cS
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31S 32S
12S 13S

33S

21S 41S 22S 42S 23S 43S

1C 2C 3C

 

(

(

Figure 3. A fifteen-level configuration of the proposed topology.

Table 1. Operation states of components shown in Figure 3.

Levels
Main Switches Charging Switches Capacitors

Vout
S11, S31, S12 S32 S13, S33 Sc1, Sc2, Sc2 C1, C2, C3

7 010101 100 C,D,D 7Vdc

6 000101 100 C,D,D 6Vdc

5 100101 010 D,C,D 5Vdc

4 000001 100 C,D,D 4Vdc

3 100001 010 D,C,D 3Vdc

2 001001 100 C,D,D 2Vdc

1 101001 001 D,DC 1Vdc

0 000000 100 C,F,F 0
−1 100000 010 D,C,D −1Vdc

−2 001000 100 C,D,D −2Vdc

−3 101000 001 D,D,C −3Vdc

−4 000010 100 C,F,D −4Vdc

−5 100010 010 D,C,D −5Vdc

−6 001010 100 C,D,D −6Vdc

−7 101010 000 D,D,D −7Vdc

To clarify, the equivalent circuits of the voltage levels are provided. Due to the page limit, only the

positive voltage levels are demonstrated in Figure 4. The negative levels can be found by referring to

Table 1. In Figure 4, the charging paths, the capacitors under charge and the load current paths are in

red, blue, and dark blue, respectively.

2.3. Three-Phase Configuration

Continuity of the input current in many applications is of high importance. A continuous input

current can facilitate the maximum power point tracking (MPPT) process in PV applications and

prolong battery life span in storage systems. Referring to Table 1, it can be seen that a single-phase

configuration of the proposed topology cannot guarantee a continuous input current because there is
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no possibility to connect the dc source to any of the capacitors when producing the highest negative

voltage level (this is the case for a configuration with any number of voltage-levels). Since the input

current is only interrupted in the highest negative voltage level, which is a short interval, this problem

will not exist in a three-phase configuration. In such a configuration, when the input current is

interrupted in one phase, there are always two paths in the other two phases for the current to flow.

Figure 5 depicts the general three-phase configuration of the proposed topology. It is worth mentioning

that in the three-phase configuration, the CMV is reduced but not totally eliminated. Thus, in a

grid-tied PV application with the three-phase configuration, a limited leakage current is achieved.

However, the inter-module leakage currents are totally cancelled out in this configuration.

, “on” and “off” 
tes of the switches are indicated by “1” and “0”. The capacitors in the proposed topology 

, “C”, “D”,
and “F” denote the charging, discharging, and floating states of 
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Figure 4. Charging and load current paths: (a–h) zero to seventh voltage-levels of the topology in

Figure 3, respectively, where the PV module is replaced with a dc source for clarity.
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Figure 5. General three-phase configuration of the proposed topology.
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2.4. Component Design

Referring to Figure 4 and Table 1, it is seen that during one cycle, the lower the dc voltage a HB

cell contains, the longer time it resides in the charging mode. For example, as shown in Table 1, the first

HB cell, which contains 1 pu voltage, resides in the charging mode for eight times. The number of

being in the charging mode for the second and third HB cells is four and two, respectively. Thus, in an

l-level structure, the number of being in the charging state for the nth HB cell is calculated as

Nchn = 2
ln (l+1)

ln2 −n (2)

In respect to this, an HB cell with a higher dc voltage will provides the load current for a longer

time than others. Therefore, it experiences the highest voltage ripple. The highest voltage ripple of the

nth HB cell (∆vn) is given as










∆vn = Im∆tn
Cn

∆tn = T(l−Nchn)
(3)

where Im, T, and Cn are the maximum value of the load current, time duration of a cycle, and capacitance

of the nth capacitor, respectively. This equation can be used to select a proper capacitor for the nth

HB cell.

Considering Figure 2, the equivalent circuit of the capacitor experiencing the highest voltage ripple

(Cn) is shown in Figure 6. Taking the parameters indicated in Figure 6 into account, the instantaneous

voltage in the nth capacitor and the voltage of the mentioned capacitor at the end of a half cycle are,

respectively, given as

vcn(t) = (2n−1)vdc

−t
RCn (4)

vcn(Td) = (2n−1)vdc

−Td
RCn (5)

𝑁𝑐ℎ𝑛 = 2ln⁡(𝑙+1)𝑙𝑛2 −𝑛

∆𝑣𝑛)
{ ∆𝑣𝑛 = 𝐼𝑚∆𝑡𝑛𝐶𝑛 ⁡∆𝑡𝑛 = 𝑇(𝑙 − 𝑁𝑐ℎ𝑛)

𝑣𝑐𝑛(𝑡) = (2𝑛−1)𝑣𝑑𝑐 −𝑡𝑅𝐶𝑛
𝑣𝑐𝑛(𝑇𝑑) = (2𝑛−1)𝑣𝑑𝑐−𝑇𝑑𝑅𝐶𝑛

∆𝑣𝑐𝑛 = 𝑓𝑇𝑑((2𝑛−1)𝑣𝑑𝑐 − 𝑣𝑐𝑛(𝑇𝑑)) = 𝑓𝑇𝑑(2𝑛−1)𝑣𝑑𝑐(1 − 𝑒−𝑇𝑑𝑅𝐶𝑛 )
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Figure 6. Equivalent circuit and discharging diagram of a capacitor in an HB cell.

The maximum voltage ripple in the nth capacitor can be given as

∆vcn = f Td

((

2n−1
)

vdc − vcn(Td)
)

= f Td

(

2n−1
)

vdc(1− e
−Td
RCn ) (6)

As it is an asymmetric topology, the HB cells in the proposed topology include different dc voltage

values. Considering vdc as the input voltage, the voltage across the nth cell is given as

Vcn = 2n−1vdc (7)

The voltage stress on the main and charging switches in the nth HB cell is equal to the voltage of

capacitor in that HB cell.

The peak output voltage of an n-cell configuration is given as

vm = vdc

n
∑

k=1

2k−1 (8)
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The number of switches of an l-level configuration of the proposed and conventional asymmetric

CMI topologies is, respectively, indicated as

NP
sw

5 ln
(

l+1
2

)

ln2
(9)

NC
sw

4 ln
(

l+1
2

)

ln2
(10)

This implies that the proposed topology requires one extra switch in each cell (one charging switch

for each cell).

The total voltage stresses of the switches in the proposed and the conventional asymmetric CMI

topologies are, respectively, indicated as

TVSp =
5vdc

NP
sw

N
p
sw/5
∑

k=1

2k−1 (11)

TVSc =
4vdc

Nc
sw

Nc
sw/4
∑

k=1

2k−1 (12)

Implying that the voltage stresses of the switches in both topologies are the same.

3. Benchmarking with Prior-Art Inverters

Several efforts have been done to make the CMI compatible with grid-tied PV applications [22–29].

The main difficulties with the CMI in PV applications are the leakage current and complicated MPPT [14].

Single-source CMIs facilitate the MPPT, but the leakage current problem remains. A transformer can

solve the problem, however, transformers are not recommended in grid-tied PV applications due

to extra power losses and additional costs. Therefore, as stated previously, the SC-based CMI can

fulfill many requirements. The state-of-the-art PV MI topologies are compared with the proposed MI

topology in this section to assess its pros and cons. Table 2 lists the main features of the considered

MI topologies.

Table 2. Comparison.

Topology Nsw Nd Nc G TSV Coupled Inductor Leakage Current Limiting

[22] 14 0 2 3 4.67 no no
[23] 12 - 2 2 5.5 no no
[24] 10 - 2 0.5 8 yes yes
[25] 8 3 3 4 5.75 no no
[26] 12 - 3 4 5.25 no no
[27] 9 - 2 2 5.5 no no
[28] 11 - 3 2 5 no no
[29] 8 4 4 2 6 no no

[Proposed] 10 0 2 3 5 no yes

In table, Nsw, Nd, Nc, G, and TSV are the number of switches, diodes, capacitors, voltage gain,

and the total standing voltage of the switches. The TSV is calculated as

TSV =

∑n=k
n=0 Vswn +

∑n=k
n=0 Vsdn

Vout
(13)

The proposed topology and the topology in [29] can be scaled up to obtain higher voltage gains

and levels. However, this is not the case for the other topologies. Since the proposed MI topology is a
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common-ground-type inverter and the topology in [24] is a mid-point-grounded topology, these two

topologies can limit the leakage current in grid-tied PV applications. In this regard, the other topologies

listed in Table 2 encounter serious problems. The main disadvantage of the MI topologies in [24]

and [25] is that they require a complicated control approach to balance the voltages across the capacitors.

The voltage balancing system of these topologies should sense the direction of the ac current and the

capacitor voltage magnitude, and then the sensed values are processed though the processor to execute

the right switching pattern to balance the voltage of the capacitors. However, this does not happen in

the other topologies and the proposed one. Notably, the topologies in [23,25,27,28] suffer from high

inrush currents in the charging stage of the capacitor. Owing to the controlled voltage balancing of the

capacitors, the inrush current does not appear in the topologies in [24,25]. In the proposed topology

and the topology in [29], the inrush current is limited through the charging inductor. As it is seen in

Table 2, the proposed inverter has a fairly low TSV, high voltage gain and fewer components.

4. Simulation Results

In order to verify the performance of the proposed topology, both the single-phase and three-phase

configurations are simulated under MATLAB/Simulink. The main parts in the considered configurations

are assumed to be a fifteen-level CMI. The simulated models are tested under off-grid and grid-tied

modes. In the off-grid mode, a general dc source supplies the load through the proposed topology.

4.1. Off-Grid Mode

As illustrated earlier, the three-phase and single-phase configurations only differ in the input

current shapes. For this reason, mostly the single-phase configuration is investigated. Table 3 shows

the characteristics of the utilized components in the off-grid mode. Figure 7a shows the output and

capacitor voltages under no-load condition. A fast Fourier transform (FFT) analysis of the output

voltage is depicted in Figure 7b.

Table 3. Components of the off-grid model.

Component Value Component Value

Vdc 46 V Lch (3φ) 0.5 mH

Power rating 550 W C1, C2, C3 3300 µF

Lch (φ) 1.8 mH fsw 5 kHz

Reference voltage 311 V (peak), 50 Hz

(3ϕ)

(ϕ)

  

(a) (b) 

Figure 7. Simulation results of the single-phase configuration in the off-grid mode (no-load condition):

(a) capacitor and output voltages; (b) fast Fourier transform (FFT) analysis of the output voltage.

Furthermore, the output voltage, load current, and capacitor voltages, when supplying a purely

resistive load of 0.55 kW, are shown in Figure 8a. As seen in Figure 8a, under this condition, the voltage

across the capacitors is properly balanced through the charging circuit. Additionally, the capacitor

currents along with the input current under the studied loading condition are shown in Figure 8b. It can

be seen that the charging unit can properly limit the inrush current of the capacitors. However, the main
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demerit of the charging process is the discontinuity of the input current due to the absence of a path

for the input current when developing the highest negative voltage level.

  
(a) (b) 

Figure 8. Simulation results of the single-phase configuration in the off-grid mode (under a purely

resistive loading condition): (a) load current along with the capacitor and output voltages; (b) capacitor

and input currents.

In order to demonstrate the ability of the proposed topology to provide reactive power,

a resistive-inductive load of 0.5 kW + 0.35 kVar is connected. Figure 9a shows the output voltage

and load current under the mentioned condition. As shown in Figure 9a, the proposed topology can

satisfactorily supply the reactive power. Additionally, the voltage stress and current of the charging

switches are shown in Figure 9b. According to Figure 9b, it is known that the charging switch in the

last cells can tolerate the highest voltage stress.

  

(a) (b) 

Figure 9. Simulation results of the single-phase configuration in the off-grid mode (under a

resistive-inductive loading condition): (a) load current and output voltage; (b) voltage stress and

current of the charging switches.

As mentioned previously, a three-phase configuration of the proposed topology draws a continuous

current from the input side. This is proven by considering a three-phase fifteen-level configuration,

which supplies a balanced three-phase load under three loading cases (3.8 kW, 4.8 kW + 1.2 kVar,

3 kW + 1.2 kVar). The input current of the phases and the total input current under the mentioned

loading condition are shown in Figure 10a. As it is seen in Figure 10a, the input current is a continuous

current. Moreover, the output voltages together with the load current under the mentioned condition

are shown in Figure 10b,c, respectively. When the freewheeling diode is removed, the capacitors are

exposed to overvoltage at the initial instance. Soft starting strategies can be employed to avoid the

overvoltage of the capacitors.
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(a) 

  

(b) (c) 

2.8 mH + 30 mΩ

Figure 10. Simulation results of the three-phase configuration in the off-grid mode: (a) input current of

the phase and total input current; (b) load current; (c) output voltage.

4.2. Grid-Tied Mode

Similar to the off-grid mode, a fifteen-level configuration of the proposed topology is used to

deliver the desired powers to the grid. To this end, the ac components are transferred to the dq0 frame

and two proportional-integral (PI) controllers are employed to control the active and reactive powers.

Table 4 shows the characteristics of the considered system.

Table 4. Component of the grid-connected model.

Ki 42.3 Grid-side filter 2.8 mH + 30 mΩ

Kp 700 fsw 5 kHz
Vgmax 320 V Lch 1.8 mH

f 50 Hz C1, C2, C3 3300 µF

The simulation results of the single-phase grid-connected model are shown in Figure 11.

The desired (reference) and delivered active power to the grid is shown in Figure 11a. The reference of

the active power can be obtained by the MPPT system in PV applications. The reference and developed

reactive powers are exhibited in Figure 11b. As shown in Figure 11b, the proposed topology has

succeeded to provide a bidirectional reactive power flow. The input current is depicted in Figure 11c.

The output voltage of the inverter along with the injected current is exhibited in Figure 11d.
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(a) (b) 

  

(c) (d) 

Figure 11. Simulation results of the single-phase grid-connected model: (a) the developed and reference

of the active power; (b) the developed and reference of the active power; (c) input current; (d) output

voltage and load current.

It should be pointed out that one of the significant features of the proposed MI topology is its ability

to eliminate the leakage current in grid-tied PV systems without using any additional components.

Furthermore, the simulation results of a grid-connected three-phase model are demonstrated in

Figure 12. The injected active and reactive powers to the grid are depicted in Figure 12a,b. As seen in

Figure 12, the proposed MI has deservedly developed the desired powers.

  

(a) (b) 

Figure 12. Simulation results of the active and reactive power of the three-phase grid-connected model:

(a) the injected active power to the grid; (b) the injected reactive power to the grid.

As discussed previously, the three-phase configuration of the proposed topology draws a

continuous current from the dc-link. Figure 13a shows the input current and proves this. In order to

investigate the leakage current, a parasitic capacitor of 200 nF is considered between the negative pole

of the dc-side and ac-ground, Figure 13b shows the leakage current. As shown in Figure 13b, the root

mean square (RMS) value of the leakage current is in the acceptable range. However, it is possible to

reduce this through the proper control and/or switching approaches. It is worth mentioning that since

the proposed topology does not use PV modules inside the H-bridge cells, there are no inter-module

leakage currents.
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(a) (b) 

 eter 

Figure 13. Simulation results of input and leakage current of the three-phase grid-connected model:

(a) input current; (b) leakage current.

Furthermore the output voltage and the injected current are shown in Figure 14. It is to be noted

that this paper is not aimed at designing a proper control system. It is possible to obtain a more

accurate result through a precise control approach.

 

Figure 14. Simulation results of the output voltage and injected current of the three-phase

grid-connected model.

5. Experimental Results

5.1. Off-Gird Results

In order to validate the feasibility of the proposed topology, a laboratory-scale prototype is tested.

Figure 15 depicts the employed prototype and Table 5 lists the utilized components. It should be noted

that the level-shifted SPWM strategy is adopted to compute the switching signals.

 

Cooling system Switches & 

Switching Power supply 

28335-DSP 

Capacitors 

driver circuits-Switch 

 

 

Figure 15. Experimental setup of the proposed topology (15-level).

Table 5. Electrical parameters and component specifications.

Component Specification Electrical Parameter Value

Main Switches IRFP350 Resistive load 550 W
Charging switches IRFP460 RL load 650 VA

Opto-coupler TLP250 Vout(RMS) 220 v, 50 Hz
Capacitors 3300 µF Vdc 47 V

Lch 2.8 mH fsw 5 kHz
Diodes FFPF20UP40S # of HB cells 3 (15-level)
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Figure 16 exhibits the output voltage under the no-load condition and the FFT analysis of

the voltage. As can be seen, the harmonics around the fundamental frequency have negligible

magnitude, while the harmonics around the multiples of the switching frequency are of high amplitude.

Since these harmonics are far away from the fundamental frequency, they can easily be eliminated

using small filters.

 

–

5 V/div 

10 ms/div 

Output  

Voltage 

Figure 16. Measured output voltage of the proposed single-phase configuration (15-level) under

no-load condition and its FFT analysis.

The output voltage along with the load current, when the prototype supplies a purely resistive

load of 550 W is shown in Figure 17a. In order to assess the voltage ripple of the capacitors, the ac

components of the capacitor voltages are shown in Figure 17b–d. Additionally, the charging current

of the capacitor under 550 W load is shown in Figure 17e. As it is seen, there is no sharp spike

on the charging current of the capacitors, which implies that the charging inductor smoothen the

charging currents.

–

  

(a) (b) 

  

(c) (d) 

Output voltage (100V/div) 

Load current (5A/div) 10ms/div 

1V/div 

10ms/div 
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1V/div 

10ms/div 

Figure 17. Cont.
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c2I 

c3I 

inI 

10ms/div 10A/div 
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10A/div 10ms/div 

Figure 17. Experimental results under a purely resistive loading condition: (a) output voltage and

load current under the purely resistive loading condition; (b,c), and (d) ac components of the capacitor

voltages; (e) input current and charging current of the capacitors.

In order to prove the capability of the proposed topology to provide reactive power,

a resistive-inductive load of 500 W + 350 Var is then considered. Figure 18 exhibits the output

voltage and load current under this condition. As can be seen, the proposed topology can supply the

reactive power without any constraints.

 

Load current 5 A/div) Output voltage (100 v/div)  

10 ms/div 

Figure 18. Output voltage and load current under the inductive-resistive loading condition.

5.2. Grid-Tied Results

In order to extract the grid-tied results a seven-level prototype with two cells is employed.

The characteristic of the prototype and grid is listed in Table 6. In this test the sample based current

control is used to inject the desired active and reactive powers to the grid.

Table 6. Component of the grid-connected model.

Main Switches FQA14N30 Grid-side filter 1.73 mH
Charging switches STP30NM30N Switching frequency (fsw) 22 kHz
RMS grid voltage 220 V Lch 1.6 mH
Grid frequency (f) 50 Hz C1, C2 3300 µF

Three scenarios are considered in grid-tied test. In the first scenario a pure active power of

1.5 kW is injected to the grid. The injected current and grid voltage under this condition are shown

in Figure 19a. The FFT analysis of the injected current under the mentioned condition is shown in

Figure 19b. Furthermore, the output voltage of the inverter along with the provided current is shown

in Figure 19c.

In the second scenario the active power of 1.2 kW and reactive power of 0.9 kVar is injected to the

grid and in the third scenario the active power of 1.2 kW is injected to the grid and reactive power

of 0.9 kVar absorbed from the grid. The grid voltage together with the injected current to the grid is

shown in Figure 20a,b.
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(a) (b) 

 

(c) 

Grid voltage [200 V/div] 

Injected  current  [10 A/div] 

FFT analysis 

Output voltage of converter [200 V/div] 

Injected  current  [10 A/div] 

Figure 19. Grid-tied results of the active power: (a) grid voltage and injected current; (b) FFT analysis

of the injected current; (c) output voltage and current of the prototype.

  

(a) (b) 

Grid voltage [200 V/div] 

Injected  current  [10 A/div] 
Injected  current  [10 A/div] 

Grid voltage [200 V/div] 

Figure 20. Grid-tied results of the injected current: (a) the output voltage and load current when

injecting the active and reactive current to the grid; (b) grid-voltage and injected current when injecting

the active power and absorbing the reactive power.

The seven-level prototype for grid-tied application is exhibited in Figure 21.

 

—

–

–

–

Switching power supply 

H2 

Lch 

Capacitors 

Sensor circuit 

DSP F28335 

Grid-side Inductors 

Charging switches 

DC source 

H1 

Figure 21. Seven-level setup for grid-tied application.

6. Conclusions

In this paper, a single-source high step-up asymmetric power converter topology is proposed.

The proposed topology offers several advantages in many industrial applications such as PV, fuel
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cell, etc. It is synthesized with two parts, namely, the main and charging parts. The main part is the

same as the conventional asymmetric CMI with certain capacitors instead of the isolated dc sources.

The charging part, however, consists of charging switches, a charging inductor, a freewheeling diode,

and one dc source. The main feature of the proposed topology is to provide a common-ground for ac

and dc sides, which eliminates the leakage current in grid-tied PV applications. It also has the ability to

boost the input voltage. Thus, in the grid-tied PV applications, bulky and expensive transformers can

be avoided. Moreover, it uses only one dc source, at the expense of using many switches, employing

many switches can be considered as the main drawback of the proposed inverter. Simulations and

experiments were performed to verify the effectiveness of the proposed topology. Through simulations,

the performances of the suggested topology with single- and three-phase configuration, in both off-grid

and grid-tied conditions, were assessed. In the experimental tests, the performance of the proposed

topology was studied in the presence of a 550-VA load. Moreover, using a 1.5 kVA seven-level prototype

the grid-tied results were provided. Both results have demonstrated the feasibility of the proposed

multilevel inverter in terms of the ability to develop a boosted voltage of high quality using only one

dc source.
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Abstract: The load frequency control (LFC) and tie-line power are the key deciding factors to evaluate

the performance of a multiarea power system. In this paper, the performance analysis of a two-area

power system is presented. This analysis is based on two performance metrics: LFC and tie-line

power. The power system consists of a thermal plant generation system and a hydro plant generation

system. The performance is evaluated by designing a proportional plus integral (PI) controller.

The hybrid gravitational search with firefly algorithm (hGFA) has been devised to achieve proper

tuning of the controller parameter. The designed algorithm involves integral time absolute error

(ITAE) as an objective function. For two-area hydrothermal power systems, the load frequency and

tie-line power are correlated with the system generation capacity and the load. Any deviation in

the generation and in the load capacity causes variations in the load frequencies, as well as in the

tie-line power. Variations from the nominal value may hamper the operation of the power system

with adverse consequences. Hence, performance of the hydrothermal power system is analyzed

using the simulations based on the step load change. To elucidate the efficacy of the hGFA, the

performance is compared with some of the well-known optimization techniques, namely, particle

swarm optimization (PSO), genetic algorithm (GA), gravitational search algorithm (GSA) and the

firefly algorithm (FA).

Keywords: load frequency control; automatic generation control; controllers; optimization tech-

niques; multisource power system; interconnected power system; hybrid gravitational with fire fly

algorithm; gravitational search algorithm; firefly algorithm

1. Introduction

A power network generally comprises several areas or power systems, interconnected
through tie-lines. Distribution systems, transmission lines, and generation systems that
may also include renewable energy sources are some of the prime constituents of the
power network [1]. The real-time integration of these components and their operation in
the dynamic environment cause differences in the active and reactive power demands.
The variations in these quantities produce undesired oscillations in the system. These
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oscillations have to be damped, else they may adversely affect the operation of the power
system, and may even lead to a power blackout. Many approaches have been adopted in
the literature in the domain of power grid control and stability [2,3]. Y. Li et al. addressed
the issues of scalability, privacy, and reliability in a multienergy system [4]. For a power
system comprising multiple areas, the issue of optimal generation and distribution has
been addressed in [5]. The power management of interconnected single-phase/three-phase
microgrids for enhancing voltage quality is considered by J. Zhou et al. in [6]. Researchers
have also modernized the power system using smart grid technologies with the objective
to make the power system reliable, resilient, secure, and stable [7–10].

For an interconnected power system with multiple sources, the automatic generation
control (AGC) methodology has been devised to limit the oscillations produced in the
power system due to the mismatch in demand and supply. However, to ensure the control
and stable operation of the power system, it is desirable that the oscillations lie within the
acceptable range. Further, these oscillations must be controlled within a minimum time
to stabilize the system. The main motivation of the AGC is to improve the performance
of the interconnected power system by considering several performance metrics, such
as load frequency and tie-line power. These performance metrics are highly correlated
with generation capacity at the generation side, demand at the consumer side, and total
losses at the transmission side. Any mismatch in these may result in deviations in load
frequency, as well as in the tie-line power flow. This may lead the system to an unstable
state, with severe consequences. Thus, system load frequencies and tie-line power (TLP)
must be within the nominal range to realize a stable system. This is generally achieved
using the load frequency control (LFC) method. Further, the power systems are stabilized
by controlling the speed of the generators (for load frequency) and the TLP based on the
area control system. The area control system has basically two objectives: to cater to the
demands of its own customers and to respond to the demands of other control areas. In
the context of area control systems, area control error (ACE) comprises load frequencies
(LF) and tie-line power (TLP).

Automatic generation control has the following major responsibilities [11–13]:

a. To control the system load frequency.
b. To control the tie-line power of the interconnected area.
c. To ensure the economical operation of the power system, including the generation system.

Extensive research in the literature shows an attempt to bridge the gap in the model-
ing and analysis of the hybrid hydrothermal power system (HTPS) through a linearized
approach. The linearized model of the power system is easy for performance evalua-
tion. This has further motivated researchers to present the linearized model of the in-
terconnected power system for AGC analysis. The power system with more than one
interconnected area is referred to as a multiarea power system (MAPS). Many aspects
of the AGC analysis in the case of interconnected power systems have been thoroughly
discussed in [14,15] with several case studies. For the design of the control parameters
of proportional-integral-derivative (PID) and proportional plus integral (PI) controllers,
the maximum peak resonance method has been reported in [16]. Continuous and dis-
crete mode analysis with a generation rate constraint for interconnected HTPS has been
reported in [17]. Problems with load frequency control for hybrid hydrothermal have
also been addressed in [18]. Further, Jha et al. have considered the PI controller for the
load frequency control of hybrid hydrothermal systems [19]. The use of several artificial
optimization techniques were illustrated with case studies in [20] for the LFC in various
system operating conditions. A comparative analysis of several soft computing techniques
for the LFC have been studied in [21] by Gupta et al. Further, for a power system with
interconnected areas, load frequency control analysis has been carried out in [22] using a
hybrid adaptive gravitational search and pattern search algorithm. Recently, Gupta et al.
reported novel hybrid optimization techniques for addressing the issues of LFC in MAPS
comprising multiple sources [23]. Koley et al. [24] presented the issue of LFC by consider-
ing a power system involving hybrid power plants such as thermal, wind, and photovoltaic
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generation stations. The exemplary work of Khadange et al. introduces the hybrid guided
gravitational search with pattern search (hGGSA-PS) optimization technique for MAPS
in order to analyze the LFC [25]. AGC, using a coordinated design for two-area systems
(TAS), was proposed in [26] by Khezri et al. The scope of some of the advanced controllers
to achieve AGC for multiarea systems was considered by Gondaliya et al. in [27]. A new
approach, referred to as secondary LFC, has been introduced in [28] for a power system
with a multigrid configuration. A new fractional order PI controller was proposed by Celik
et al. in [29]. Various optimization techniques for controlling the controller parameter
for the LFC of multiarea power systems have been proposed in the literature [30]. For
example, a wind-driven optimization algorithm has been proposed by Haes et al. in [31].
A social spider optimization technique was presented in [32]. Further, Nilkmanesh et al.
have proposed a multiobjective uniform-diversity genetic algorithm (MUGA) for MAPS
in [33]. The slap-swarm optimization technique was discussed for the LFC of MAPS by
Sahu et al. in [34].

The overall objective of the design is to discuss the LFC of the interconnected MAPS.
The novelty and contribution of this study can be highlighted as follows:

• A new hybrid gravitational–firefly algorithm (hGFA), based on the gravitational search
algorithm (GSA) and the firefly algorithm (FA), is proposed.

• A new methodology for adjusting the PI parameters to improve hGFA performance is
proposed by the specific design of the hGFA for the two-area interconnected HTPS.

• Furthermore, the overall performance of the hGFA is compared with other well-known
optimization techniques, such as the genetic algorithm (GA), particle swarm opti-
mization (PSO), GSA, and FA using the ITAE as an objective function in different case
studies. Furthermore, it is noted that, for the same computation time, the overshoot
and settling time values of the load frequency, as well as tie-line power, are reduced
significantly in each case study with the proposed algorithm.

Thus, in summary, this paper presents a hybrid algorithm to tune the PI controller
for the optimum LFC of an interconnected MAPS. This hybrid technique merges two
well-known optimization techniques, the GSA and the FA. Effectiveness of the proposed
controller tuned using this hybrid intelligent optimization technique is compared with
controllers tuned using other well-known optimization techniques, such as the GA, the
PSO, the GSA, and the FA. The proposed algorithm works well for different operating
conditions (such as changes in load), which shows its robustness. The dynamic response
of all the state variables has been improved in terms of settling time and overshoot. It is
observed that the proposed controller outperformed the other techniques (GA, PSO, GSA,
and FA) in terms of performance, stability, and robustness.

The remainder of this paper is presented in five sections. In Section 2, a brief intro-
duction about the proportional integral controller is presented. The test system of hybrid
HTPS is also presented in this section. Further, to analyze the test system, it is modeled
on the basis of the state space approach. The preliminaries of the optimization techniques
along with the design of hGFA for a hydrothermal power system under consideration is
presented in Section 3. Section 4 covers the design methodology and the simulation of
the HTPS. The analysis of the simulation results and discussion is presented in Section 5.
Finally, Section 6 deals with the conclusion of the research work. Some of the system
variables are summarized in the Appendix A.

2. State Space Modeling of a Hydrothermal System

This section deals with the PI controller and the modeling of the two-area hydrother-
mal system using a state space approach.
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2.1. The Proportional Plus Integral Controller

We have considered the PI controller for a LFC analysis of the hydrothermal power
system. If e(t) represents the error at the input of the PI controller, then its output u(t) can
be represented by Equation (1) as given below:

u(t) = Kpre(t) + Ki

∫
e(t)dt (1)

where Kpr, and Ki, are the controller parameters. In this paper, we consider the objective
function as an integral time absolute error (ITAE) [23]. The ITAE cost function is as given
by Equation (2) below.

ITAE =

∞∫

0

t×|e(t)|dt (2)

2.2. Test Model for the Two-Area Hydrothermal System

In order to obtain a performance analysis of the hydrothermal power system based
on hGFA optimization techniques, the test system as illustrated in Figure 1 is considered.
The different blocks of the test system are modeled using the standard linearized method
and are shown by their respective transfer functions. Here, the two-area power system
is considered such that one area consists of a hydropower plant and the other area has a
thermal power plant for power generation. Each plant has a PI controller, shown by the
transfer function to achieve automatic gain control of the power system.

 

Figure 1. Test system model using transfer functions.

The model of the test system is obtained using the state space approach detailed in [11].
The state space modeling of the test system and its implementation are discussed in the
next subsection.
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2.3. State Space Modeling

As shown in Figure 1, the test system comprises two interconnected areas resulting
in a hydrothermal power system. Each area consists of one PI controller to achieve AGC
based on LF, as well as TLP for effective operation of the power system. With the given
model and its transfer functions, the test system can be modeled through multidimensional
state space analysis. Using a state space approach corresponding to Equations (3) and (4),
the transfer function of the overall hydrothermal power system can be obtained.

.
x = Ax + Bu (3)

y = Cx + Du (4)

Here, x, y, and u, denotes the state vector, output vector, and input vector, respectively.
The different matrices with the real constant model-dependent values of the state space
model are represented by variables A, B, C, and D.

On analysis of the state space model, the following equations follow:

x =
[
∆ f1, ∆Pmech1, ∆Pv1, ∆ f2, ∆Pmech2, ∆P1, ∆Pv2, ∆P12, ∆Pre f 1, ∆Pre f 2

]T
(5)

u = [∆PL1, ∆PL2]
T (6)

y = [∆ f1, ∆ f2, ∆P12]
T (7)

These variables are part of the test system’s state space model, which characterizes
the entire hydrothermal power system as described in [11]. The state space matrices to
construct the transfer function is determined by analyzing the differential equations. These
are illustrated below.

.
x1 = −

1

Tp1
x1 +

Kp1

Tp1
x2 −

Kp1

Tp1
x8 −

Kp1

Tp1
u1 (8)

.
x2 = −

1

Tt1
x2 +

1

Tt1
x3 (9)

.
x3 = −

1

R1Tg1
x1 −

1

Tg1
x3 +

1

Tg1
x9 (10)

.
x4 = −

1

Tp2
x4 +

Kp2

Tp2
x5 +

Kp2

Tp2
x8 −

Kp2

Tp2
u2 (11)

.
x5 = −

2T2

R2T1T3
x4 −

2

Tw
x5 +

(
2

Tw
+

2

T3

)
x6 +

(
2T2

T1T3
−

2

T3

)
x7 −

2T2

T1T3
x10 (12)

.
x6 = −

T2

R2T1T3
x4 −

1

T3
x6 +

(
1

T3
−

T2

T1T3

)
x7 +

T2

T1T3
x10 (13)

.
x7 = −

1

R2T1
x4 −

1

T1
x7 +

1

T1
x10 (14)

.
x8 = Tsx1 − Tsx4 (15)

.
x9 =

(
B1Kpr1

Tp1
− Kpr1Ts − Ki1B1

)
x1 −

B1Kpr1Kp1

Tp1
x2 + Kpr1Tsx4 +

(
B1Kpr1Kp1

Tp1
− Ki1

)
x8 +

B1Kpr1Kp1

Tp1
u1 (16)

.
x10 = Kpr2Tsx1 +

(
B2Kpr2

Tp2
− Kpr2Ts − Ki2B2

)
x4 −

B2Kpr2Kp2

Tp2
x5 +

(
−

B2Kpr2Kp2

Tp2
+ Ki2

)
x8 +

B2Kpr2Kp2

Tp2
u2 (17)

Finally, the state matrices are obtained by incorporating the above differential equa-
tions. These are as shown below:
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A =




− 1
TP1

KP1
TP1

0 0 0 0 0 −KP1
TP1

0 0

0 − 1
Tt1

1
Tt1

0 0 0 0 0 0 0

− 1
R1Tg1

0 1
Tg1

0 0 0 0 0 1
Tg1

0

0 0 0 − 1
TP2

KP2
TP2

0 0 KP2
TP2

0 0

0 0 0 2T2
R2T1T2

− 2
Tw

( 2
Tw

+ 2
T3
) ( 2T2

T1T3
− 2

T3
) 0 0 − 2T2

T1T3

0 0 0 − T2
R2T1T2

0 − 1
T3

( 1
T3

− T2
T1T3

) 0 0 T2
T1T3

0 0 0 − 1
R2T1

0 0 − 1
T1

0 0 1
T1

Ts 0 0 −T 0 0 0 0 0 0

A9,1 −
B1Kpr1KP1

TP1
0 Kpr1Ts 0 0 0 (

B1Kpr1KP1

TP1
− Ki1) 0 0

Kpr2Ts 0 0 A10,4 −
B2Kpr2KP2

TP2
0 0 (−

B2Kpr2KP2

TP2
+ Ki2) 0 0




where,

A9,1 = (
B1Kpr1

TP1
− Kpr1Ts − Ki1B1), A10,4 = (

B2Kpr2

TP2
− Kpr2Ts − Ki2B2)

B =

[
−KP1

TP1
0 0 0 0 0 0 0

B1Kpr1KP1

TP1
0

0 0 0 −KP2
TP2

0 0 0 0 0
B2Kpr2KP2

TP2

]T

C =




1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0


D = 0

The transfer function (T.F) using matrices A, B, C, and D can be obtained using
the relation:

T.F = C[SI − A]−1B + D

Without loss of generality, the transfer function will be a matrix of the dimension
(3 × 2). The elements of the transfer function are as follows.

∆ f1 =
∆ f1(s)

∆PL1(s)
∆PL1 +

∆ f1(s)

∆PL2(s)
∆PL2 (18)

∆ f2 =
∆ f2(s)

∆PL1(s)
∆PL1 +

∆ f2(s)

∆PL2(s)
∆PL2 (19)

∆P12 =
∆P12(s)

∆PL1(s)
∆PL1 +

∆P12(s)

∆PL2(s)
∆PL2 (20)

3. Hybrid Gravitational–Firefly Algorithm

The hybrid gravitational–firefly algorithm uses two well-known optimization tech-
niques, the GSA and the FA [35–38]. Newton’s gravitational law is the working principle
for the GSA. In this, every object is treated as a candidate solution. The masses of each
of these variables or the candidate are used to evaluate their performance depending on
the value of the selected objective function [21]. On the other hand, the working of the FA
is similar to the flashing behavior of fireflies, which they use to achieve communication
amongst themselves. The hybrid gravitational–firefly algorithm takes the properties of
both these algorithms and updates the values of its objects (candidate solutions) using the
updated equations.
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3.1. GSA

The position (x) of each agent (i) out of N agents is represented by xi. If we assume m
dimensional space, then the position of each agent xd

i is given using the following equation:

xi = (x1
i , . . . xd

i , . . . xm
i )∀i = {1, 2, . . . , N} (21)

The mass ‘j’ applies force on mass ‘i’, which is given as,

Fd
ij(t) = G(t)×

(
xd

j (t)− xd
i (t)

)

Rij(t) + ε

(
Mpi(t) ∗ Maj(t)

)
(22)

where G(t) denotes the gravitational constant, Rij(t) denotes the Euclidian distance be-
tween agent ‘i’ and agent ‘j’, and Mpi(t) and Mai(t) represent the passive gravitational and
active gravitational masses of the agent ‘i’ and the agent ‘j’, respectively. The Euclidian and
the gravitational constants are given as below.

Rij(t) =
∣∣∣∣xi(t), xj(t)

∣∣∣∣
2

G(t) = G(G0, t)

}
(23)

If Mii(t) indicates the inertial mass of the ith agent, the total force and the total
acceleration acting on an agent ‘i’ due to other agents in the d-dimensional space is given as:

Fd
i (t) =

N

∑
j=1,j 6=i

randjF
d
ij(t), ad

i (t) =
Fd

i (t)

Mii(t)
(24)

In each round, Equations (25) and (26) are used to update the velocity as well as the
mass of each agent i.

mi(t) =
fiti(t)− worst(t)

best(t)− worst(t)
(25)

Mi(t) =
mi(t)

N

∑
j=1

mj(t)

(26)

3.2. Firefly Algorithm

The Euclidian distance between the firefly ‘i’ and firefly ‘j’ for given position xi and xj

can be evaluated using the equation given below,

rij =

√√√√
d

∑
k=1

(xi,k − xj,k)
2 (27)

where k indicates the kth element of the spatial coordinates.
The attractiveness parameter of every firefly basically can be given by the follow-

ing equation:

β = β0e−γr2
(28)

where γ represents the coefficient of absorption, which is used to control the light intensity.
We can define the movement of each firefly as follows.

vd
i (t + 1) = randi × vd

i (t) + ad
i (t) (29)

xi
d = xi

d + β0e
−γr2

ij(xj − xi) + vd
i (t + 1) + αε (30)

Here, xi is the instantaneous position of an object and αε indicates the random behavior
of a firefly if no brighter firefly is detected.
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4. Methodology and Simulation Results

This section presents a methodology to design and configure two-area hydrothermal
power systems using simulation to evaluate the performance of the proposed optimiza-
tion technique.

4.1. Simulation Methodology

To evalute the efficacy of the proposed hybrid gravitational–firefly algorithm, the test
system shown in Figure 1 is designed. The test system comprises a two-area power system,
one with a thermal power plant and the other with a hydropower plant. To design and
configure the two-area power system, MATLAB Simulink is used. Further, the proposed
algorithm is coded in a MATLAB script file and then interfaced to the Simulink model for
testing its efficacy on the test system.

The various simulation configuration parameters are as follows: MATLAB (R2016a)
software is used along with the Simulink tool. The system used for simulation has an
i5-6200 CPU@ processor running at 2.30 GHz frequency and having 8 GB RAM. The
proposed algorithm and other optimization techniques are written as MATLAB scripts,
which are interfaced to the test power system through the Simulink. A few of the other key
parameters are included in the Appendix A section.

4.2. Simulation Results

The simulation was performed to evaluate the load frequencies and tie-line parameters
of the test system. The simulations were carried out by tuning the parameters of the PI con-
troller using the novel hybrid gravitational search with firefly algorithm as an optimization
technique. To understand the efficacy of this algorithm, the results are compared with PSO,
GA, GSA, and FA, which can be used as a benchmark for performance evaluation. In all
the optimization techniques, the cost function is ITAE and remains unaltered.

The performance of the proposed algorithm on hydrothermal power systems is evalu-
ated by considering two case studies, which are discussed below.

4.2.1. Case Study-I

To observe performance under a step load change, the load in the area having the
thermal power plant (area-1) is incremented up to 20%. The load in the area having the
hydropower plant (area-2) is unchanged. The test system is simulated using different
optimization techniques, i.e., PSO, GA, GSA, FA, and hGFA. ITAE is used as the objective
function. The parameters of the PI controller tuned using these optimization techniques
are summarized in Table 1.

Table 1. Optimized parameters of PI controller for case study-I.

O.T. Kpr1 Kpr2 Ki1 Ki2

GA 0.068627 1.9095 0.33831 0.033451
PSO 0.048043 1.2241 0.75369 0.001
GSA 1.4718 9.1185 0.4606 0.0006
FA 0.6366 5.5908 0.8408 0.0343

hGFA 0.0015 3.3537 0.8210 0.0600

The performance of the test system based on LF as well as TLP is analyzed by using
the optimized parameters shown in Table 1. The simulation results corresponding to the
load frequency in area-1 (∆ f1), the load frequency in area-2 (∆ f2), and the tie-line power
flow of the test system are shown in Figures 2–4, respectively.
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Figure 2. Perturbation in load frequency response in area-1 of HTPS for case study-I.
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Figure 3. Perturbation in load frequency response in area-2 of HTPS for case study
Figure 3. Perturbation in load frequency response in area-2 of HTPS for case study-I.

123



Mathematics 2021, 9, 712

 

  

∆𝑓1∆𝑓2
–

Figure 4. Perturbation in the TLP flow response of HTPS for case study-I.

4.2.2. Case Study-II

To observe performance under a step load change, the load in the area with a thermal
power plant (area-1) is incremented up to 5% and the load in area-2 is subjected to a 1%
change. The tuned parameters of the PI controller using different optimization techniques
are summarized in Table 2.

Table 2. Optimized parameters of the PI controller for case study-II.

O.T. Kpr1 Kpr2 Ki1 Ki2

GA 0.033451 0.092078 0.7018 0.01
PSO 0.0010 1.5064 0.2833 0.0128
GSA 0.4273 1.9126 0.7865 0.0104
FA 1.2880 1.5767 0.5235 0.0333

hGFA 0.0010 1.5534 0.7537 0.0363

The simulation results corresponding to the load frequency in area-1 (∆ f1), the load
frequency in area-2 (∆ f2), and the tie-line power flow of the test system are shown in
Figures 5–7, respectively.

∆𝑓1∆𝑓2
–

 

Figure 5. Perturbation in load frequency response in area-1 of HTPS for case study-II.
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Figure 6. Perturbation in load frequency response in area-2 of HTPS for ca
Figure 6. Perturbation in load frequency response in area-2 of HTPS for case study-II.

 

Figure 7. Perturbation in the TLP flow response of HTPS for case study-II.

5. Analysis and Discussion

The simulated results of the test system are analyzed in this section. To perform
a comparative analysis, the results achieved using the hGFA are compared with those
obtained using the PSO, the GA, the GSA, and the FA. The comparisons are in terms of the
overshoot/undershoot, and settling time for the load frequency response and the TLP.

5.1. Case Study-I

For the first case study, for the perturbation in step load change, the load frequency
responses in area-1 and area-2 have been shown in Figures 2 and 3, respectively. Figure 4
represents the TLP for the interconnected power system belonging to case study-I. It can
be inferred from these responses that the hGFA optimization technique outperforms other
optimization techniques. The overshoot/undershoot, and settling time of these results are
summarized in Table 3.
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Table 3. Comparison of optimization techniques based on overshoot and settling time for case study-I.

Case Study

Optimization Techniques System Variables Overshoot Settling Time (s)

Genetic Algorithm (GA)
∆f1 −0.5 40
∆f2 −0.6 41

∆P12 −0.12 45

Particle Swarm Optimization (PSO)
∆f1 −0.47 40
∆f2 −0.55 38

∆P12 −0.12 39

Gravitational Search Algorithm
(GSA)

∆f1 −0.46 40
∆f2 −0.52 40

∆P12 −0.12 43

Firefly Algorithm (FA)
∆f1 −0.47 45
∆f2 −0.51 43

∆P12 −0.11 42

Hybrid Gravitational–Firefly
Algorithm (hGFA)

∆f1 −0.46 35
∆f2 −0.50 33

∆P12 −0.11 35

From Table 3, it can be seen that the overshoot/undershoot for the system variable
∆f1 is −0.46, −0.47, −0.5, −0.46, and −0.47 for the hGFA, the PSO, the GA, the GSA, and
the FA, respectively. Further, it can also be seen that the overshoot/undershoot for the
system variable ∆f2 is −0.50, −0.55, −0.6, −0.52, and −0.51, corresponding to the hGFA,
the PSO, the GA, the GSA, and the FA, respectively. Furthermore, the system variable ∆P12

is −0.11, −0.12, −0.12, −0.12, and −0.11, corresponding to the hGFA, the PSO, the GA,
the GSA, and the FA, respectively. Thus, it can be inferred that the hGFA outperforms
other well-known optimization techniques such as PSO, GA, GSA, and FA in terms of
overshoot/undershoot for all the system variables of the HTPS. Similarly, it can be inferred
by analyzing the results in Table 3 that the hGFA (with Ts = 35 s, 33 s, 35 s, respectively,
for ∆f1, ∆f2, ∆P12) performs better in terms of settling time (Ts) compared to its competitor
optimization techniques such as PSO (with Ts = 40 s, 38 s, 39 s, respectively, for ∆f1, ∆f2,
∆P12), GA (with Ts = 40 s, 41 s, 45 s, respectively, for ∆f1, ∆f2, ∆P12), GSA (with Ts = 40 s,
40 s, 43 s, respectively, for ∆f1, ∆f2, ∆P12), and FA (with Ts = 45 s, 43 s, 42 s, respectively, for
∆f1, ∆f2, ∆P12). Hence, it can be concluded that, for case study-I, the performance of the
proposed hybrid optimization technique is better than other optimization techniques.

5.2. Case Study-II

From the perturbation in responses of frequencies in both the area as well as tie-line
power, illustrated in Figures 5–7, it can be inferred that the hGFA optimization technique
performs better compared to other techniques. The overshoot/undershoot and settling
time for different system variables are summarized in Table 4.

From Table 4, it can be seen that the overshoot/undershoot for the system variable
∆f1 is −0.12, −0.158, −0.13, −0.15, and −0.14, corresponding to hGFA, PSO, GA, GSA,
and FA, respectively. Further, it can also be seen that the overshoot/undershoot for the
system variable ∆f2 is −0.17, −0.2, −0.17, −0.15, and −0.12, corresponding to hGFA, PSO,
GA, GSA, and FA, respectively. The system variable ∆P12 is −0.02, −0.021, −0.02, −0.018,
and −0.014, corresponding to hGFA, PSO, GA, GSA, and FA, respectively. Similarly, by
analyzing Table 4, it can be seen that the hGFA (with Ts = 35 s, 30 s, 30 s, respectively, for
∆f1, ∆f2, ∆P12) performs better in terms of settling time (Ts) compared to its competitor
optimization techniques such as PSO (with Ts = 70 s, 60 s, 45 s, respectively, for ∆f1, ∆f2,
∆P12), GA (with Ts = 75 s, 70 s, 70 s, respectively, for ∆f1, ∆f2, ∆P12), GSA (with Ts = 65 s,
65 s, 70 s, respectively, for ∆f1, ∆f2, ∆P12), and FA (with Ts = 70 s, 60 s, 70 s, respectively,
for ∆f1, ∆f2, ∆P12). These algorithms offer similar overshoot/undershoot characteristics,
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but the settling time characteristics vary. The proposed algorithm reduces the settling time
considerably, by approximately 50% when compared to other techniques.

Table 4. Comparison of optimization techniques based on overshoot/undershoot and settling time

for case study-II.

Case Study

Optimization Techniques System Variables Overshoot Settling Time (s)

Genetic Algorithm (GA)
∆f1 −0.13 75
∆f2 −0.17 70

∆P12 −0.02 70

Particle Swarm Optimization (PSO)
∆f1 −0.158 70
∆f2 −0.2 60

∆P12 −0.021 45

Gravitational Search Algorithm
(GSA)

∆f1 −0.15 65
∆f2 −0.15 65

∆P12 −0.018 70

Firefly Algorithm (FA)
∆f1 −0.14 70
∆f2 −0.12 60

∆P12 −0.014 70

Hybrid Gravitational–Firefly
Algorithm (hGFA)

∆f1 −0.12 35
∆f2 −0.17 30

∆P12 −0.02 30

6. Conclusions

The TAS consideration of hydrothermal systems is considered in this paper for LFC as
well as TLP analysis. Each area has been considered with a proportional integral controller
for analysis. The parameters of each PI controller are tuned using several optimization
techniques with ITAE as an objective function. From the in-depth simulation presented
in Section 4, followed by the analysis in Section 5, it has been observed that the proposed
hGFA performs better than the other optimization techniques. Further, the hGFA improves
the response of the interconnected power system, resulting in low overshoot and reduced
settling time for LF as well as TLP flow. The main findings of this study can be summarized
as follows:

• The novel optimization technique, hGFA, based on the GSA and the FA, is proposed
in this paper to address the LFC and tie-line power flow issues of the two-area HTPS.

• The performance of the proposed algorithm is compared with other well-known
optimization techniques such as PSO, GA, GSA, and FA using ITAE as the objec-
tive function.

• For almost the same overshoot, the settling time value of the LF as well as the TLP
is lowered by almost 15% in case study-I, and it is lowered by almost 50% in case
study-II using the proposed hGFA, as compared to PSO, GA, GSA, and FA.

• The computation time is almost the same for all algorithms analyzed in this study, so
the complexity of the proposed algorithm remains comparable to the basic algorithms
and is used as a benchmark for evaluating performance.

Hence, it can be inferred that the hGFA outperforms the other optimization tech-
niques (PSO, GA, GSA, and FA). Therefore, it can be successfully applied for AGC of a
hydrothermal power system.

Author Contributions: Conceptualization, D.K.G., A.K.S. and B.A.; methodology, D.K.G. and A.K.S.;

software, D.K.G.; validation, A.V.J.; investigation, D.K.G.; resources, B.A.; data curation, A.V.J.;

writing—original draft preparation, A.V.J. and A.S.; supervision, A.S. and N.B.; project administration,

A.S.; formal analysis: N.B.; funding acquisition: N.B. and P.T.; visualization: P.T.; writing—review

127



Mathematics 2021, 9, 712

and editing: N.B., P.T.; figure and table, S.K.M. All authors have read and agreed to the published

version of the manuscript.

Funding: This work was partially supported by the International Research Partnerships: Electri-

cal Engineering Thai–French Research Center (EE-TFRC) between King Mongkut’s University of

Technology North Bangkok and the University of Lorraine under grant KMUTNB−BasicR−64−17.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Some of the standards values of the system variables are as follows:
Tp1 = Tp2 = 20 s, Tg = 0.08 s, Tt = 0.3 s, B1 = B2 = 0.4249, T12 = 0.0866, T1 = 48.709,

T2 = 0.51308, T3 = 10, Tw = 1, R1 = R2 = 2.4 Hz/p.u. MW, Pr1 = Pr2 = 1200 MW,
Kp1 = Kp2 = 0.120 Hz/p.u. MW, D1 = D2 = 0.00833 p.u. MW/Hz.

Hybrid gravitational firefly algorithm parameters: number of objects = 70, number of
iterations = 15, α = 20, G0 = 100, β0 = 0.2, and γ = 1.

GSA parameters: number of populations = 70, number of iterations = 15, G0 = 100,
and α = 20.

FA parameters: number of fireflies = 70, number of iterations = 15, β0 = 0.2, γ = 1, and
α = 0.5.
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Abstract: A hybrid Linear Quadratic Regulator (LQR) and Proportional-Integral (PI) control for

a MicroGrid (MG) under unbalanced linear and nonlinear loads was presented and evaluated

in this paper. The designed control strategy incorporates the microgrid behavior, low-cost LQR,

and error reduction in the stationary state by the PI control, to reduce the overall energetic cost

of the classical PI control applied to MGs. A Genetic Algorithm (GA) calculates the parameters

of LQR with high-accuracy fitness function to obtain the optimal controller parameters as settling

time and overshoot. The gain values of the classical PI controller were determined through the

improved LQR values and geometrical root locus. When MG operates in the grid-tied mode under

unbalanced conditions, the controller performance of the Current Source Inverter (CSI) of the MG is

considerably affected. Consequently, the CSI operates in a negative-sequence mode to compensate

for unbalanced current at the Point of Common Coupling (PCC) between the MG and the utility

grid. The study cases involved the reduction of the negative-sequence percentage in the current

at the PCC, mitigation of harmonics in the current signal injected by the MG, and close related

power quality issues. All these cases have been analyzed by implementing an MG connected at the

PCC of a low-voltage distribution network. A numerical model of the MG in Matlab/Simulink was

implemented to verify the performance of the designed LQR-PI control to mitigate or overcome the

power quality concerns. The extensive simulations have permitted verifying the robustness and

effectiveness of the proposed strategy.

Keywords: microgrid; LQR-PI control; grid-tied mode; current imbalance; power quality;

genetic algorithms

1. Introduction

Nowadays, fossil fuels are the primary source of energy worldwide, but the extensive use of

this natural resource has caused an increase in the average temperature of the earth. Environmental

organizations have the aim of gradually decoupling the use of fossil fuels from 70% to 20% in 2050 [1].

Advances in the technology directed on the energy production area, environmental sustainability,

and the appearance of small generation systems have opened new opportunities to research in

Distributed Energy Resources (DERs). The DERs have raised an alternative solution to efficiently

face the actual energy demand, centered on the reliability and energy quality [2]. Many consumers,

such as buildings, factories, and residential neighborhoods, are planning to place a Microgrid (MG)
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considering the cost reductions in the technology associated with the DERs and storage systems,

contributing simultaneously to reach a better energy quality [3]. MG is defined as an interconnected

load group and DERs with boundaries clearly defined that act as a controllable entity concerning the

grid [4]. MG is composed of essential components as the loads, DERs, Static Disconnect Switch (SDS),

protections, digital communications, control, and automation systems [5].

Figure 1. Basic operative elements composing a Microgrid (MG). A network of different power sources

is distributed, administrated, and controlled at the same station to provide stable energy to any

connected loads.

Figure 1 shows the essential components that integrate an MG. The MGs are defined as the small

local distribution systems which promote the use of DERs. DERs are small energy units of generation

and storage. These can come from renewable energy sources such as wind turbines, non-renewable

energy sources such as diesel generators, or energy storage systems such as batteries. It has linear

loads, non-linear loads, or dynamic loads such as electric vehicles. The MG operates in grid-tied mode

or stand-alone mode. To achieve this, it has protections and control systems that allow connection

and disconnection to the utility grid safely and without affecting its stability. Energy management is

established through measurement and control systems. These systems allow the MG to operate with a

decentralized or centralized control scheme, which has a direct impact on the MG’s power quality and

reliability. While MG operates in grid-tied mode, unbalanced loads or grid failures are originated by

unbalanced currents and voltage at the Point of Common Coupling (PCC) affecting the energy quality

index [6,7]. In our study, the SDS located at the PCC is assumed as closed. Hence, the MG is operating

in grid-tied mode.

Likewise, MG voltage depends on the connections associated with the electric grid.

Thus, unbalanced loads connected at the PCC provoke that the Current Source Inverter (CSI) may

supply three-phase unbalanced currents with components of a negative-sequence directly towards the

MG. This effect degrades the CSI performance and the energy quality index due to fluctuations in the

inverter’s current and power signals. In this way, negative-sequence components are generated in the

measured current at the PCC, affecting the current balance percentage, ruled in the IEEE 1159-1995

standard [8]. Moreover, nonlinear loads introduce a band of harmonics into the MG, producing

distorted waveforms at the current signal in the utility grid and CSI output. MG must attenuate such

harmonics to avoid include perturbations on the system dynamics, as well as in the sensitive loads

connected simultaneously at the PCC.

On the other hand, control approaches on MGs are focused on separating current and voltage

signals from the negative and positive sequences in the CSI to address these electrical grid

issues [7,9,10]. Obtained such a decomposition, a control law is designed for each of these components

to increase the CSI control performance [11]. Several studies have proposed to improve the energy

132



Mathematics 2020, 8, 1096

quality index by reducing the negative-sequence component of the control signals [12]. Dasgupta et al.

worked on a current controller based on the Lyapunov function to control the active and reactive

power flow to a three-phase MG system [13]. The Fault Current Limiter (FLC) is another methodology

that suppresses fault currents from the utility grid, assuring the good operation of the MG. This tool

seems to solve the over-current relay coordination issue in the MG [14]. Surrender et al. proposed a

collaborative optimization framework, including the Differential Evolution (DE) and Harmony Search

(HS) methods, to obtain the efficient energy resources distribution in the MG. The MG was composed

of several renewable energy sources where the optimization processes involved energetic, economic,

and environmental factors [15]. Lotfollahzade et al. used an LQR-PID controller optimized by PSO

(Particle Swarm Optimization) to compute the proportional, integral, and derivative parameters to

obtain an optimal load sharing of an electrical grid [16]. Savage et al. proposed to design hierarchical

control techniques to enhance the energy quality in the connected bus at sensitive loads [17]. A primary

control took DERs administration, and secondary control drove the voltage levels at the load bus

by sending the control signals to the primary block for compensating the unbalances. Shi et al.

tested a control strategy under three-phase unbalanced [10]. They proposed a unified three-phase

voltage correction through negative-sequence compensation. In practice, dynamic systems need to use

robust, versatile, and tunable control strategies, in that sense, the hybrid control is becoming a reliable

alternative in automatic systems, especially in MG. Lindiya et al. adopt a conventional multi-variable

PID and LQR algorithm in DC-to-DC converters for reducing cross-regulation [18]. For realistic

simulation of MG performance, Momoh and Reddy present a platform to simulate basic MG using

Hardware-In-Loop (HIL) under different environments [19]. This interesting tool allows testing divers

controllers and measures the performance of the MG on delivering the power supply requirements

under different scenarios.

In other related areas, Sen et al. tuned a hybrid LQR-PID controller to regulate and monitor the

locomotion of a quadruped robot using the Grey-Wolf Optimizer (GWO) [20]. Besides, Nagarkar et al.

proposed a PID and LQR control to optimize a nonlinear quarter car suspension system [21]. Ibrahim

et al. integrate the dynamic behavior of an LQR-based PID controller applied to a helicopter control

with three degrees of freedom [22]. In this article, an efficient control technique based on PI-LQR

driven by a Genetic Algorithm (GA) and a high-accuracy fitness function is proposed to regulate the

energy provided by an MR. A genetic algorithm warranties that LQR is behaving according to design

requirements as settling time and overshoot of the transfer function modeling the MG. To reach the

appropriate current and power values to be supplied by the MG, a PI control strategy is included in the

optimized transfer function. In such a sense, the required characteristics are a low-cost operation of the

system during LQR operation, and the error reduction in the steady-state while using the PI control.

Consequently, an LQR-PI control technique is proposed to conduct the control action of the CSI,

so the operation can operate in the negative-sequence mode. Besides, this action helps to mitigate

the negative-sequence components of the current signal injected by the MG, phenomena caused by

unbalanced linear and nonlinear loads. On the other hand, the proposed control methodology reduces

the harmonic distortion generated by nonlinear loads, which is computed by the Total Harmonic

Distortion (THD). Moreover, such schemes guarantee the current equilibrium at the PCC, and an

acceptable energy quality index according to the norm ruling the MGs. The significant contributions of

this paper are to propose the GA with an effective and accurate fitness function that helps to calculate

the controller design parameters and to hybridize the properties of PI and LQR controllers applied

to the MG to provide the demands of energy. This methodology looks for improving quality energy

issues considering the energetic cost of the system during its operation and compares the classical

methods used to design PI controllers applied to MG.

2. Microgrid Structure Analysis

The MG configuration used in this work is shown in Figure 2.
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Figure 2. The Microgrid structure used in this work. CSI and LCL filter compound the operational

controlled current source.

The utility grid is represented by a three-phase voltage source and its coupling impedance.

The linear and nonlinear loads are connected at the common coupling point. In particular, linear loads

have a three-phase configuration and operate with a unity power factor. Contrarily, nonlinear loads

are modeled as controlled, single-phase current sources. This scheme allows controlling the harmonic

content in each of the phases of the MG. Besides, the MG is connected to the PCC employing an

SDS switch that is kept closed to operate in a grid-tied mode. Electrically, the MG is represented

by an equivalent circuit consisting of a Renewable Energy Source (RES), a converter and a low-pass

filter. An ideal voltage source serves to represent the RES because of its energy is directly taken from

clean photovoltaic cells. Moreover, there are no associated mechanical components of inertia as in

microturbines, wind turbines, among others [23]. The converter is in charge of performing the power

transfer between the DC bus and the AC network. An LCL low-pass filter is required to attenuate the

currents’ high-frequency components provided by the MG (ia, ib, ic).

LCL filters have great advantages considering aspects as a reduced cost and size because the

estimated values of the inductors are smaller than L and LC filters topology [24]. Besides, this efficient

filter shows better performance on filtering high-frequency harmonics generated by the switching of

PWM converters, including grid-connected converters controlled by the current sources [25]. In our

study, the SDS that links the MG with the utility grid is considered closed because of MG is operated

in grid-tied mode. This analysis considers that the MG provides active power to supply energy into

the loads connected to the PCC. In case of failure or instability in the utility grid, the MG works as

a support system injecting or consuming reactive power to balance the voltage at PCC. For such a

purpose, the methodology seeks to control the currents by a set of inductors located just aside the PCC,

considering that these elements deliver the power toward the utility grid directly.

In practice, the Park transformation is used for obtaining a simplified state-space model of

the MG to dispose of a decoupled system representing the MG behavior [26]. First, the passive

elements (inductors and capacitors) are considered to have the same value for each of the phases.

Therefore, the three-phase representation of passive elements is given by

Lαk = lk I3, Cαk = ck I3, (1)

where I3 is the identity matrix of order 3, lk and ck are the passive components’ scalar values in each

phase. Second, a framework mapping from the three-phase abc to the dq domain is applied to the

passive elements. Such a mapping is made by the well-known current-tension relations for inductors

and capacitors as follows,

V
Lαk
abc = Lαk

d

dt
I

Lαk
abc , (2)

I
Cαk
abc = Cαk

d

dt
V

Cαk
abc . (3)
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Third, the Park transform Tp(θ) is then applied to Equations (2) and (3) to obtain an orthogonal

rotating reference frame (dq).

V
Lαk
dq = Tp(θ)Lαk

d

dt
(Tp(θ)

−1 I
Lαk
dq ), (4)

I
Cαk
dq = Tp(θ)Cαk

d

dt
(Tp(θ)

−1V
Cαk
dq ), (5)

where θ represents the axes turning-speed for a determined phase, and in the mapping framework, θ is

defined by ωt. Thus, Tp(θ) operator is well-known as the Park transformation. Finally, Equations (4)

and (5) are solved using the chain rule with θ = ωt to achieve the dq model for each passive element,

v
lk
d = −ω lkv

lk
q + lk

d

dt
I

lk
d , (6)

v
lk
q = ω lkv

lk
d + lk

d

dt
I

lk
q , (7)

i
ck
d = −ω ckv

ck
q + ck

d

dt
V

ck
d , (8)

i
ck
q = ω ckv

ck
d + ck

d

dt
V

ck
q . (9)

These foundations are mathematically represented by the state-space model given in

Equations (10) and (11)

d

dt




IL1
d

IL2
d

vC
d


 =

A︷ ︸︸ ︷


0 0 −1
L1

0 0 1
L2

1
C

−1
C 0







IL1
d

IL2
d

vC
d


+

B︷︸︸︷


1
L1

0

0


ud + g(x), y1 =

C︷ ︸︸ ︷[
0 1 0

]



IL1
d

IL2
d

vC
d


 ,

(10)

d

dt




IL1
q

IL2
q

vC
q


 =

A︷ ︸︸ ︷


0 0 −1
L1

0 0 1
L2

1
C

−1
C 0







IL1
q

IL2
q

vC
q


+

B︷︸︸︷


1
L1

0

0


uq + h(x), y2 =

C︷ ︸︸ ︷[
0 1 0

]



IL1
q

IL2
q

vC
q


 ,

(11)

where ud and uq represent the dq components of the input voltage source. The functions g(x) and h(x)

are used to include the system response face to perturbations, which are modeled by Equations (12)

and (13),

g(x) =




ω 0 0

0 ω 0

0 0 ω







IL1
d

IL2
d

vC
d


−




0
1
L2

0


Vsd, (12)

h(x) = −




ω 0 0

0 ω 0

0 0 ω







IL1
q

IL2
q

vC
q


−




0
1
L2

0


Vsq, (13)

where the active variables Vsd and Vsq represent the dq components of the electrical grid signals.

Such perturbations affect the system behavior meaningfully and whose effects must be reduced or

eliminated. Indeed, our model is based on the state-space using the Park transformation to simplify

the MG analysis so that it is possible to obtain two decoupled systems in the dq framework [27]. The d

component controls the active power flow, whereas the q component regulates the reactive power flow,

respectively.

All MG interactions are formally described in the state-space system represented by

Equations (10)–(13). In such a representation, d
dt IL1

d , d
dt IL1

q , d
dt IL2

d , d
dt IL2

q , d
dt vC

d , and d
dt vC

q are the
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voltages in the inductors L1k and L2k, as well as the current in the capacitor Ck into the dq framework,

respectively. Similarly, IL1
d , IL1

q , IL2
d , IL2

q are the inductor currents and vC
d , vC

q are the capacitor voltages

in the dq reference frame. After estimating the system response, the results allow determining that the

modeled MG is critically damped because the transfer function that describes the dynamic system has

two complex-conjugated poles on the imaginary axis. In consequence, the method of states-feedback is

applied to dispose of a more suitable allocation of the system poles, which will improve the response

to the step input. New control law representation and the derived dynamics system are described by

Equations (14) and (15)

u(t) = r(t)− K · x(t) (14)

ẋ(t) = (A − BK) · x(t) + B · r(t) (15)

where u(t) is the system input, r(t) is system reference, and K represents the state feedback gains.

The state vector can be calculated by the dominant pole placement technique, which consists of

matching the system characteristic polynomial with a theoretical polynomial containing all needed

control parameters (i.e., overshoot, rise time, settling time, among others). However, this technique

presents a problem tied to the arbitrary pole assignment, which directly affects the control effort

with inconvenient or impractical values in the gain matrix K. Therefore, the LQR algorithm was

implemented and evaluated to address previous shortcomings in the analysis of the MG. The K matrix

is then optimally computed to find the best poles placement of the system [28]. The full state feedback

control allows a suitable selection of the components describing the dynamics of the systems [29],

in this case focused on controlling the MG where the design is driven by GA. The proposed diagram

of full state feedback is shown in Figure 3.

Figure 3. Full state feedback LQR-controller for the decoupled MG system.

In the diagram, matrices {A, B, C} are the original system matrices in the state-space

representation given by Equations (10) and (11), K is the state feedback matrix, and the

precompensation gain N is a scaling factor that multiplies the system reference to achieve the output

desired value y = [y1, y2]
⊺. Indeed, the N scaling factor is calculated by

N = −
1

C[SI − (A − BK)]−1B
. (16)

Additionally, the cost function required by the LQR algorithm to obtain the optimal control

parameters is defined as follows,

J =
∫ ∞

0

(
XTQX + uT Ru

)
dt, (17)

where Q ≥ 0, R > 0 are positive semi-definite matrices. Q is the state matrix penalization, and R

expresses the actuator effort. The cost function J is subject to the next system constraint,

ẋ(t) = Ax(t) + Bu(t), (18)
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where x(t) and the u(t) are vectors ∈ R
n. Thus, the original system input and state vector are

theoretically calculated by

u(t) = −Kx(t), (19)

K = R−1BTS. (20)

The LQR optimization problem requires firstly to solve the algebraic Riccati equation,

ATS + SA − SBR−1BTS + Q = 0. (21)

In some cases, the matrices Q and R could be assigned arbitrarily; unfortunately, the control design

over the required system response could be compromised or impractical. Hopefully, to address those

disadvantages, the Riccati equation allows assigning state penalization values that belong to matrix

Q and R to modify the speed response of the LQR controller. Therefore, it is possible to compute the

values of the matrix K and the system input u(t) by solving S of Equation (21). However, when faster

and more efficient system dynamics are required, the random parameters assignation in the matrix Q

and R can lead to a second problem. In that case, the estimated values of matrices Q and R grow out

of the allowed range to fulfill the control design requirements (e.g., settling time and overshoot) of

the transfer function describing the MG. This issue is efficiently addressed by using an optimization

method to compute the matrices Q and R. Hence, a proper cost function, involving the overall

design requirements of the transfer function jointly with the parameters of the LQR algorithm, is then

minimized. For overcoming the issues of arbitrary pole placement, a genetic optimization algorithm

was also proposed in this study, since this optimization technique can operate in parallel to find

multiobjective solutions [30].

3. Genetic Algorithms

The genetic algorithms (GA) are metaheuristic algorithms belonging to the family of evolutionary

algorithms (EA). All population-based algorithms work with a set of candidate solutions called

phenotypes or population and a set of chromosomes representing the model’s variables. Each candidate

solution in the population is coded in a chain of chromosomes or genotypes. Since these algorithms are

inspired in the natural selection, the chromosomes evolve throughout each iteration (i.e., generation)

to produce new individuals (i.e., solutions). In each generation, the best chromosomes or individuals

are selected by evaluating a suitable fitness function. The next generations are generated by applying a

fundamental set of genetic operators until achieving the optimal result. The traditional chain of genetic

operators comprises the initialization, crossover, mutation, and selection, as is shown in Figure 4.

Initial

Population

New

Population

Fitness

Function

CrossingSelection

Mutation
Stop

Criteria

Optimal

Result

Figure 4. Flowchart of basic GA architecture used for tuning the LQR control.

137



Mathematics 2020, 8, 1096

A new generation is processed when the requirements of a stop condition are not fulfilled [31].

A GA implementation could present many variations, which depends on the particular way of how

each genetic operator is applied. The methodology driven by the GA to solve the energy cost issues

based on the LQR controller is described by Algorithm 1.

Algorithm 1: Genetic Algorithm.

1. Generate a random initial population.
2. Evaluation of each individual in the fitness function.
3. Verify the Stop criteria to detect the optimal solution.
4. Selection or Elitism of the best individuals that will be crossed into the crossover function.
5. Crossing the selected individuals (interbreeding) to generate new progenies or solutions.
6. Mutation of random chromosomes in each individual to diversify the searching space.
7. Applied the genetic operators, the best individuals must repopulate the next generation.
8. The optimal solution is found fulfilling the stopping criteria, otherwise, continue Step 4

The GA starts with a random assignation of the chromosomes in each individual representing

the variables of the proposed models. In this manner, each individual is a viable solution that must

be further evaluated, and the overall initial individuals will form the initial population. In our

implementation, the chromosomes represent the values of each element into the matrices Q and R as

described next.

3.1. Chromosome Configuration

The proposed control modeled in real continuous variables led to select a floating-point

representation of the chromosomes. In this case, bit string encoding mechanisms can be replaced

for floating-point operations in the mutation and crossover functions. The chromosomes represent

each variable to identify in the proposed control. In the proposed implementation, four chromosomes

were used, three elements to describe the Q matrix, and one element for the variable R that internally

are linked to the gains and poles in the system. It is noteworthy that such elements describe the

control behavior while interacts with the MG. This controlling behavior is measured at the output

by well-known design parameters (e.g., overshoot, settling time, undershot, stable error, rising time,

or natural frequency). In the numerical simulations, settling time and overshoot factor were used in

the fitness function. Hence, the chromosomes were coded in floating point, as well as the uniform

distributions U ∈ [0, 1] were used to control the action of the morphological operators acting over

chromosomes randomly selected. The initial population was fixed to N = 100.

3.2. Mutation and Crossover

Before mutation, the best suitable solutions (elite population) are selected and preserved. The elite

population comprises the 5% of the total population, saving the fittest genetic material. The mutation

operator using a floating-point representation is defined by

xm = (1 − α) ∗ xj + α ∗ ((Xmax − Xmin) ∗ ru + Xmin), (22)

where α = 0.5, xj is the chromosome randomly selected from the entire database X, which is mutated

by a bounded interval [Xmin, Xmax], and ru is a random number with uniform distribution U ∈ [0, 1].

Hence, the algorithm was tuned to generate 20% of new chromosomes xm. The mutation should

produce new individuals with a probability of about 20% in our implementation. The crossover

function used an unbalanced arithmetic operation defined mathematically as

xc = (1 − ru) ∗ xi + ru ∗ xj, (23)

138



Mathematics 2020, 8, 1096

where ru is a random number uniformly distributed U ∈ [0, 1], xi is randomly selected between

the best 25% of individuals and xj is randomly selected from last 75% in the prevailing population.

Considering the elitism preserved 5% of the population, and the mutation provided 20%, the crossing

probability could be about 75%.

The crossover and mutation probabilities are eventually modified depending on the individuals’

fitness to achieve a good trade-off between exploration and exploitation. In fact, the mutation and

crossover probabilities should slightly increase when the population is trapped into local optima,

and such probabilities decrease when the population is too dispersed. In the order hand, there is

no general consensus on how to measure and balance the exploration and exploitation efficiently

in genetic algorithms [32]. In our implementation, this trade-off involves direct parameters of the

algorithm, the number of generation and the population size, combined with the population diversity

controlled by the crossover, mutation, and selection functions. Mutation and crossing explore a new

solution with a conjoint probability of P = 0.2 × 0.75 = 0.15, and the exploitation uses basically the

elitism function P = 0.05, which express certain skew to the exploration in our implementation.

Finally, the GA selects the optimal solution for each chromosome (i.e., optimal matrices Q and R)

by using the appropriate cost function and the LQR algorithm, to achieve the desired behavior of

the system.

3.3. Fitness Function

The fitness function is related to the error between the actual solution and the optimal solution,

represented by the controlled MG behavior (i.e., overshoot and settling time) associated internally to

the best chromosomes in the Q y R matrices. In control terms, the fitness function is related to signal

error between the output and the set-point responses. However, computationally some parametric

error could be used as Mean Absolute Error (MAE), Mean Squared Error (MSE), Mean Absolute Scaled

Error (MASE), among others. The commonly used MSE merit function is highly affected by outliers,

which produces undesirable results in some applications, such is the case of the proposed design.

Therefore, the MAE function was used to cope with this disadvantage obtaining satisfactory results in

the implemented GA algorithm. The MAE based on the L1-norm is mathematically defined as

MAE =
1

N

N

∑
k=1

|yk − ŷk|, (24)

where yk is the actual value and ŷk is the estimated behavior vector response of the proposed controlled

model. This modest fitness function is really dependent on highly nonlinear parameters of the control

interconnecting the grid, loads, and the power sources, which can be dynamically adjusted with the

proposed GA optimization algorithm. Including the output control parameters of interest, the fitness

function becomes,

J = |W⊺ ∗ (Xre f − Xk)|, (25)

where the vector Xre f ∈ [Tst Mos]⊺ contains the desired parameters as the settling time (Tst) and the

overshoot Mos, and W is a regularization (or scale) matrix to adjust the contribution and units of each

kind of parameters. Besides, Xk is the system’s response parameters under the control action, while the

chromosomes representing the control operational matrices Q and R. The data used by the fitness

function is computing by solving the dynamical model used to represent the control and the MG for

each individual in the population. The weight matrix is defined as

W =

(
w1/To

st 0

0 w2/Mo
os

)
(26)

where w1 +w2 = 1.0 are the constants allowing to prioritize some of these output features, To
st, and Mo

os

are the maximum or actual values of the tested features to avoid dimensionality issues. The chosen
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fitness function is highly stable for the proposed model. It is worthy to notice that optimal Q and R

matrices are highly dependent on the chosen fitness function, which could also be interpreted as an

error function.

4. LQR-PI Control Strategy for MG in Grid-Tied Mode

Once computed the matrix K driven by GA, the PI-LQR controller is designed to regulate the

power flow from MG toward the utility grid. A robust and performing controller is obtained by

combining the optimal properties of the LQR algorithm and a classical PI controller. Such a strategy

allows achieving a bounded control action. Figure 5 illustrates the control action for the MG output

voltages either to the hybrid PI-LQR controller, PI controller driven by GA, or PI controller tuned by

the poles placement method. Control action values are into established parameters by MG voltage.

Figure 5. Illustrative voltage control action of the hybrid PI-LQR controller.

It is noticeable that the control action helps the system to recover and operate under established

values for MG voltage (see Table 2). This signal controls the three-phases of the CSI switching-pattern

to deliver the required power at the electrical grid. By the way, the controller’s integral action also

reduces the sensitivity face to perturbations, canceling the steady-state error for unit step inputs [33].

The PI control action is mathematically described by

Gc(s) = Kp + Ki
1

s
= Kp

s + Ki/Kp

s
, (27)

where Kp and Ki are the proportional and integral gains, respectively. All these gains were calculated by

using the rlocus method, considering the suitable phase and magnitude conditions into the controller

design. Figure 6 shows the optimal control scheme used to regulate the power flow at the PCC.

The instantaneous PQ power theory is used to adjust the input references of the control

system in the model shown in Figure 6. Such theory is based on a set of instantaneous powers

defined in a temporal framework that imposes no constraints on the voltage or current waveforms.

Thus, the same approach can be applied to three-phase systems with or without neutral wire [26].

In the proposed solution, the Park transform should be applied to convert the state-system from a

three-phase framework (sinusoidal variables) to the dq0 orthogonal reference system (constant values).

Park transform allows synthesizing and decoupling the variables and associated states forming the MG.

In this sense, the input references’ values are obtained using the PQ theory and Park transformation by

P =
3

2
× (Vd · Id + Vq · Iq), (28)

Q =
3

2
× (Vq · Id − Vd · Iq). (29)
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Thus, the control signals are transformed into the three-phase frameworks for regulating the

PWM signals into the three-level converters. Since PWM signals control the switching sequence of CSI,

the model produces the desired power that the MG must inject toward the utility grid.

Figure 6. Optimal control scheme of a three-level converter in compensation mode.

5. Energy Quality Index Applied to the Current Signal at the PCC

Low voltage systems include linear and nonlinear single-phase, two-phase, and three-phase loads.

These loads cause the system to become unbalanced, and consequently, the current and voltage waveforms

of three-phase sources are not identical in magnitude and phase. Unfortunately, some electrical machines

depend on a balanced power supply to avoid affectation on their functionality and performance [34].

When the MG operates in grid-tied mode, the failure generally comes from the utility grid and

unbalanced loads resulting in three-phase unbalanced voltage at the PCC. However, the unbalanced

factor could be quantified in a three-phase unbalanced system by using the symmetrical sequences

approach. Such a method decomposes the unbalanced system into three sequence components,

called the positive, negative, and homopolar sequences. This unbalanced percentage is calculated by

the ratio of the negative and positive-sequences, which is formally known as voltage unbalance factor

(VUF) and defined by Equation (30),

VUF =
|Vsec(−)|

|Vsec(+)|
× 100 [%], (30)

where Vsec(−) and Vsec(+) are the negative and positive sequence components, respectively; both

voltages are measured at the PCC. Similarly, the definition of VUF could be adopted to measure the

current unbalance factor CUF, which is given by

CUF =
|Isec(−)|

|Isec(+)|
× 100 [%], (31)

where Isec(−) and Isec(+) are the negative and positive sequence components, respectively; both currents

are measured at the PCC. The currents Isec are measured at the inductor bank L2k of the MG through the

sequence analyzer, where L2k = {L2a, L2b, L2c}. Our approach uses CUF because the designed control

strategy is based on a current control loop. Thus, the CUF index is computed with the current signals

provided by the MG at the PCC. Otherwise, linear, and nonlinear unbalanced loads may produce

excessive levels of unbalanced current and voltages that tend to appear in the MG. These phenomena’
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main effects are lower performance, energy losses, and instability of the MG [35]. In the presence of

negative-sequence components, the power electronics converters and induction motors cannot work

or perform poorly [36]. An unbalanced voltage can produce an unbalanced current from 6 to 10 times

the magnitude of the unbalanced voltages. Unbalanced currents can provoke excessive heat in the

motor windings, leading to permanent damage [37]. The IEEE 1159-2009 standard establishes that the

current unbalance recommended for monitoring power electronics, in steady-state, should be between

1% and 30% [8].

Another phenomenon affecting MG behavior is the increased use of nonlinear power electronic

devices and sensitive loads [38]. These devices induce harmonics that may degrade the components

either in the utility grid or MG. High-frequency harmonics can be filtered by passive or active

filters, but the low-frequency harmonics are difficult to filter without reducing the system’s operating

frequency. There exist methods to mitigate the low-frequency harmonics, but these techniques are

expensive and difficult to implement [39]. The current or voltage distortion is measured through Total

Harmonic Distortion (THD), such index is applied to the voltage or current as follows,

THDV =
1

V1

√√√√
N

∑
k=2

V2
k × 100 [%], (32)

THDI =
1

I1

√√√√
N

∑
k=2

I2
k × 100 [%]. (33)

THD is defined as the ratio of all root-sum-square of all harmonics (excluding the fundamental)

divided by the fundamental [40]. The typical limit used in low-tension is about 5% of THD. In this

study, the THD index is applied over the current signal delivered by the MG to evaluate the control

performance face to harmonics generated by unbalanced nonlinear loads connected at the PCC.

6. MG Control System Design

Three optimal controllers were designed and analyzed to obtain the best response considering

criteria as low-cost energy, mitigation of negative-sequence, and harmonics reduction. Low-cost energy

criterion is directly associated either with the input source voltage or with MG voltage. In other words,

such value expresses the energy required by the system to execute the control action over the injected

current by MG, considering the respective estimations of Q and R matrices, the state feedback matrix

K, and the control PI parameters Kp and Ki. For each one of the designed controllers, three study cases

were set up to evaluate the performance of the control schemes, which fulfilled the design criteria

given initially. Proposed three study cases are based on making MG operate under the next conditions:

1. MG faces balanced nonlinear loads, the harmonics and negative sequence attenuation

are analyzed.
2. MG works under unbalanced nonlinear loads, the harmonics and negative sequence mitigations

are studied.
3. MG handles the unbalanced linear and nonlinear loads simultaneously; the attenuation of

harmonics and negative sequence are both quantified.

The LQR algorithm is used to estimate the gains of feedback states driven by the GA method.

Likewise, a PI controller was tuned to reach a robust control technique designed in all study cases.

The design parameters of the LQR controller include a settling time, Ts = 0.525 ms, and an overshoot of

5%. For simulation purposes, the MATLAB/Simulink environment was used to evaluate the proposed

MG control system.
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6.1. Hybrid PI-LQR Control Driven by GA

GA implementation starts tuning the initial values of all chromosomes. Each chromosome

represents a potential solution to the weights of matrices Q and R, which eventually adjust the

controller’s desired behavior. In the proposed model, the fitness function (see Section 3.3) performs the

quality measure or associated error to each set of chromosomes representing each potential solution.

The LCL filter parameters are given in Table 2. Such parameters are constant for all study cases and

represented in the state space system given in Equations (10) and (11). The control parameters obtained

from LQR driven by the GA, are estimated by,

Q =




1.7042 0 0

0 8644.6 0

0 0 7.4115


 , K =




48.2624

360.3162

34.4453




⊺

.

Besides determining Q and K matrices, the pre-compensation gain N = 408.5786 and parameter

R = 0.0518 were also estimated. Those values were simulated in the proposed model to achieve an

output settling time Ts = 0.52454 ms and an overshoot of 4.4643%. The parameters utilized by GA for

tuning the established criteria of the LQR algorithm are summarized in Table 1.

Table 1. GA-LQR Simulation Parameters.

GA Parameters Value/Method

Population Size 100
Max. Generations 200
Stop Criteria 0.01
Elitism 5% of Population Size
Mutation Method Aleatory Alteration
Crossover Method Based on a Point

After tuning the parameters of the LQR method, the Kp and Ki PI controller parameters are

determined through the rlocus method. A contribution of this study is to combine two control design

methodologies to propose a hybrid PI-LQR controller, whose performance was tested on the MG model

using Simulink. The utility grid is represented in the simulation model by its Thevenin equivalent

(i.e., a three-phase electric source and the coupling impedance). The MG is integrated by a passive filter

with topology L-C-L (Inductor-Capacitor-Inductor), a three-phase inverter based on IGBT technology

controlled by the current loops (Id and Iq), and the DC bus, which is powered by a voltage source.

For all study cases, the current references for dq components were set at Id = 20A and Iq = 0. MG

simulation parameters for the hybrid PI-LQR controller are shown in Table 2.

Table 2. Parameters of the MG model.

Parameter Value Units

MG Voltage (VDC Figure 2) 311 [V]
Filter Inductance 2 [mH]
Filter Capacitance 60 [µF]
Switching Frequency 10 [kHz]
Proportional Constant (Kp) 0.27084
Integral Constant (Ki) 4289.948
Balanced 3-phase linear loads 20/20/20 [Ω]
Unbalanced 3-phase linear loads 20/5/1 [Ω]
Fundamental Frequency 60 [Hz]
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Figure 7 shows the numerical results corresponding to the MG operation under the action of either

(1) the hybrid PI-LQR controller, (2) the PI controller driven by GA, or (3) the PI controller designed by

the poles placement technique, under the same operating conditions (linear balanced loads).

Figure 7. Simulation of three controllers designed to face a balanced linear loads interaction.

The analysis is focused on measuring the reactions of the MG currents {ia, ib, ic}.

The graphical responses of such controllers are equivalent. It is noteworthy that the controller

is intentionally inactive in the initial interval of time, 0 < t < 0.05 s, to have a reference for checking

the posterior control action, as shown in Figure 7. The current flows from the utility grid towards

MG during this time interval, so the MG is consuming power. The controller starts to operate since

t = 0.05 s, which produces a transitory response ending at t = 0.066 s. In this period, the MG current

reaches the reference current (Id = 20 A and Iq = 0 A).

Moreover, the MG tracks the set-point until the desired current amplitude is injected into the

system (Ia = 20A, Ib = 20 A, and Ic = 20 A). The system was analyzed under ideal balanced conditions,

including linear loads from simulated starts. This test is a start-up test of the hybrid PI-LQR controller

working under normal operating conditions to demonstrate the method’s correct operation. The same

simulation is used for all study cases regarding the times of activation and deactivation of the hybrid

PI-LQR controller. Figure 8 shows the performance of the action of either hybrid PI-LQR controller,

PI controller driven by GA, or PI controller by poles placement under the presence of unbalanced

linear loads.

Figure 8. Simulation of three optimal controllers designed to face a unbalanced linear loads interaction.

The analysis is focused on measuring the reactions of the MG currents {ia, ib, ic}.

Considering the same operating conditions and equivalent control responses because of the

differences of such controllers are studied, respect the energetic cost, negative sequence mitigation,

and harmonics attenuation. Remarkably, a CUF index of 9% was reached when the controllers are
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disabled, but a CUF index of 1% is obtained when the controllers are under operation for unbalanced

linear loads. The MG behavior is evaluated by connecting balanced nonlinear loads at the PCC to test

control robustness. The nonlinear loads implemented in the simulations consist of three single-phase

uncontrolled rectifiers. For such a case, the magnitude of the harmonics is calculated by hc = Iα
ho

,

where Iα is the current of the fundamental component for each phase, and ho is the harmonic order.

Figure 9 shows the current correction of the distorted current waveform, which was affected by

operating under balanced nonlinear conditions. The amplitudes of the fundamental nonlinear load

currents are IL
a,1 = 20 A, IL

b,1 = 20 A, and IL
c,1 = 20 A for the balanced case.

Figure 9. Current correction by the hybrid PI-LQR control action under balanced nonlinear load conditions.

Additionally, an FFT analysis was applied to obtain the spectral component of the current signal

for studying the THDI index behavior for each phase. From this analysis, the THD(ia) = 5.08%,

THD(ib) = 5.08%, and THD(ic) = 5.08% indexes are obtained when the controller is disabled. Contrarily,

the THD(ia) = 2.51%, THD(ib) = 2.51%, and THD(ic) = 2.51% indexes are reached when the hybrid

PI-LQR control is activated. Besides, the harmonics of the 5th and 7th order are substantially attenuated

for balanced nonlinear loads; such results are included in the second and third columns in Table 3.

Table 3. Harmonics content attenuated by hybrid PI-LQR controller.

Balanced Nonlinear Loads Unbalanced Nonlinear Loads
Unbalanced Linear and

Nonlinear Loads

Harmonics
(IL

a , IL
b , IL

c )
Original
Currents

Controlled
Currents

Original
Currents

Controlled
Currents

Original
Currents

Controlled
Currents

Third 0.00, 0.00, 0.00 0.00, 0.00,
0.00

0.58, 1.29, 1.86 0.21, 0.43,
0.52

0.40, 1.00, 1.32 0.20, 0.35,
0.39

Fifth 0.52, 0.52, 0.52 0.31, 0.31,
0.31

0.10, 0.80, 0.74 0.15, 0.44,
0.36

0.21, 0.67, 0.47 0.15, 0.35,
0.21

Seventh 0.38, 0.38, 0.38 0.26, 0.25,
0.25

0.20, 0.43, 0.53 0.16, 0.37,
0.41

0.05, 0.32, 0.37 0.01, 0.24,
0.24

Ninth 0.00, 0.00, 0.00 0.00, 0.00,
0.00

0.26, 0.33, 0.12 0.28, 0.30,
0.14

0.22, 0.27, 0.13 0.22, 0.24,
0.13

Eleventh 0.15, 0.15, 0.15 0.18, 0.18,
0.18

0.12, 0.15, 0.13 0.16, 0.14,
0.11

0.10, 0.17, 0.17 0.11, 0.18,
0.16

In the same context, a study case concerning an unbalanced nonlinear load was analyzed to test

the MG performance. Here, the amplitudes of the fundamental unbalanced nonlinear load currents

are given by IL
a,1 = 6 A, IL

b,1 = 24 A, and IL
c,1 = 120 A.

In the simulation, the CUF produced by the unbalanced nonlinear loads preserves the CUF

ratio considered in the unbalanced linear load’s study case. Figure 10 shows the distorted

waveforms belonging to the current signals that lost the original sinusoidal shape under the effect of

nonlinear loads.
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Figure 10. Current correction by the hybrid PI-LQR control action under unbalanced nonlinear

load conditions.

However, activated the hybrid PI-LQR controller, the current signal is gradually improved and

balanced by the action of the MG control. The CUF index produced by the unbalanced nonlinear loads

was 11%, but by using the hybrid control, this index was improved to 1%. Similarly, a harmonics study

was implemented to analyze the effects of unbalanced nonlinear loads over the current signal injected

by MG. Table 3 (four and five columns) shows the harmonics reduction behavior under unbalanced

nonlinear loads, which leads to reduce the THD(ia), THD(ib), THD(ic) indexes from 5.47%, 11.83%, and

18.39% to 2.49%, 4.63%, and 4.61%, respectively.

Finally, the case of unbalanced linear and nonlinear loads connected simultaneously at the PCC is

studied. Figure 11 presents the result of the hybrid PI-LQR controller operation under the actions of

both loads.

Figure 11. Current correction by the hybrid PI-LQR control action under unbalanced linear and

nonlinear load conditions.

In this case, a high CUF = 18% index is obtained while the control is deactivated. Once the

controller is activated, the CUF is reduced to 2%. As in the unbalanced nonlinear load case, a significant

reduction of harmonics was obtained, and the results are included in Table 3 (six and seven columns).

THD indexes (ia, ib and ic) were reduced from 4.39%, 9.15% and 14.31% to 2.11%, 3.39% and 2.97% for

this study case.

6.2. PI Controller Driven by GA and Rlocus Design

The GA was implemented for tuning the matrix K in the rlocus method (poles placement method).

In this case, only one chromosome (α) was used together with the design parameters as the undamped
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natural frequency (ωn), settling time (Ts), damping factor (ζ), and overshoot (Ov) to calculate the

components of K. Therefore, the matrix K could be estimated by

K =




L1(α + 2)ωnζ

αC1L1L2ω3
nζ − K1

C1L1(2αζ2 + 1)ω2
n −

L1
L2

− 1


 , (34)

where α represents how far the third pole is located according to the dominant poles configuration [41].

The fitness function to determine the matrix K, considering the design parameters, is defined as

F =

∣∣∣∣
1

MOv
(MOv − Ov)

∣∣∣∣ , (35)

where MOv is the maximum allowed overshot, and Ov is the actual overshot. The control parameters

K = [156.6598 1689 127.9947]⊺ and the precompensation gain N = 1845.7 were estimated using this

genetic approach. The compensated system achieved a settling time of Ts = 0.5593 ms and an overshoot

of 4.9109%. Table 4 summarizes the parameters used in the GA for tuning the poles placement method.

Table 4. GA and poles placement method.

GA Parameters Value or Method

Population Size 100
Max. Generations 100
Stop Criteria 0.01
Elitism 5% of Population
Mutation Aleatory Alteration
Crossover Based on a Point
Undamped natural freq. (ωn) 11040 [rad/s]
Damping Factor (ζ) 0.6901

Finished the tuning process, the PI controller is designed through the poles placement method,

and the simulation tests are then analyzed. The simulation parameters are given in Table 5.

Table 5. Parameters of MG model for PI controller.

Parameters Value Units

MG Voltage (VDC Figure 2) 1000 [V]
Filter Inductance 2 [mH]
Filter Capacitance 60 [µF]
Switching Frequency 10 [kHz]
Proportional Constant (Kp) 0.82045
Integral Constant (Ki) 6668.4268
Balanced 3-phase linear loads 20/20/20 [Ω]
Unbalanced 3-phase linear loads 20/5/1 [Ω]
Fundamental Frequency 60 [Hz]

The simulation results were carried out on a set of interconnected nonlinear loads, which allowed

testing the PI controller response under balanced and unbalanced nonlinear conditions. Figure 12

presents the PI controller performance driven by GA.
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Figure 12. Compensation of PI controller driven by GA under balanced nonlinear conditions.

The control was able to compensate for the current distorted waveform, produced by balanced

nonlinear loads. This methodology reduced the THD(ia), THD(ib), THD(ic) indexes from 5.26%, 5.26% and

5.26% to 1.35%, 1.35% and 1.35%. Likewise, the harmonic content reduction is shown in Table 6 (two and

three columns) for this study case. Figure 13 shows a study case considering unbalanced nonlinear loads to

verify the control quality face to harmonics and unbalanced actions of the MG control.

Figure 13. Compensation of PI controller driven by GA under balanced nonlinear conditions.

The numerical results generated a CUF=11% for unbalanced nonlinear loads, but the index is reduced

to 0.6% once the controller is activated. Similarly, the THD(ia), THD(ib), and THD(ic) indexes of the

current signals injected by MG are reduced from 5.61%, 12.09%, and 18.69% to 1.30%, 2.50%, and 2.55%,

respectively. In Table 6 (four and five columns), the harmonic content reduction corresponding to this

study case is shown. In Figure 14, unbalanced linear and nonlinear loads were connected and simulated,

which gave an improved performance for an unbalanced current compensation from 18% to 2%.

Figure 14. Compensation of PI controller driven by GA under unbalanced linear and nonlinear conditions.
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The harmonics were significantly reduced, which is depicted in Table 6 (six and seven columns).

Likewise, a THD reduction was carried out, attenuating the THD(ia, THD(ib) and THD(ic) indexes

from 4.56%, 9.34%, and 14.53% to 1.14%, 1.73%, and 1.53%, respectively.

Table 6. Harmonics content attenuated by PI controller driven by GA.

Balanced Nonlinear Loads Unbalanced Nonlinear Loads
Unbalanced Linear and

Nonlinear Loads

Harmonics
(IL

a , IL
b , IL

c )
Original
Currents

Controlled
Currents

Original
Currents

Controlled
Currents

Original
Currents

Controlled
Currents

Third 0.00, 0.00, 0.00 0.00, 0.00,
0.00

0.48, 1.06, 1.53 0.11, 0.22,
0.27

0.33, 0.83, 1.09 0.10, 0.18,
0.20

Fifth 0.44, 0.44, 0.44 0.15, 0.15,
0.15

0.09, 0.67, 0.62 0.07, 0.21,
0.18

0.18, 0.57, 0.39 0.08, 0.17,
0.11

Seventh 0.32, 0.32, 0.32 0.12, 0.12,
0.12

0.17, 0.37, 0.46 0.08, 0.18,
0.20

0.04, 0.27, 0.31 0.01, 0.12,
0.12

Ninth 0.00, 0.00, 0.00 0.00, 0.00,
0.00

0.22, 0.28, 0.22 0.13, 0.15,
0.08

0.19, 0.23, 0.12 0.11, 0.12,
0.07

Eleventh 0.13, 0.13, 0.13 0.09, 0.09,
0.09

0.11, 0.13, 0.11 0.08, 0.07,
0.04

0.08, 0.15, 0.15 0.05, 0.09,
0.08

6.3. PI Control Design by the Poles Placement Method

In this design, the LQR algorithm was implemented to estimate the K matrix of feedback states.

Besides, the penalization matrix Q and effort control R were assigned according to the requirements

initially established using the poles placement method. The LQR control matrices and parameters

assigned by the designer were determined as R=0.002 and pre-compensation gain N=707.9018,

Q =




2.25 0 0

0 1000 0

0 0 0.04


 , and K =




67.2952

640.6066

51.0547




⊺

. (36)

Numerical results gave a settling time Ts = 0.525 ms and an overshoot = 6.39%. Next, the PI

controller’s Kp and Ki constants were calculated, combining the properties of LQR and PI controllers.

The simulation parameters for this case study are shown in Table 7.

Table 7. Parameters of MG model for PI-LQR controller.

Parameters Value Units

MG Voltage (VDC Figure 2) 500 [V]
Filter Inductance 2 [mH]
Filter Capacitance 60 [µF]
Switching Frequency 10 [kHz]
Proportional Constant (Kp) 0.15093
Integral Constant (Ki) 4003.3102
Balanced 3-phase linear loads 20/20/20 [Ω]
Unbalanced 3-phase linear loads 20/5/1 [Ω]
Fundamental Frequency 60 [Hz]

Similarly to the last two controllers, the MG behavior under balanced nonlinear loads, unbalanced

nonlinear loads, and unbalanced linear and nonlinear loads connected at PCC was analyzed.

Figure 15 shows the controller performance under balanced nonlinear conditions, reducing the

THD(ia), THD(ib) and THD(ic) indexes from 5.27%, 5.27% and 5.27% to 2.30%, 2.30% and 2.30%

respectively. Harmonic reduction through PI controller by dominant poles is shown in Table 8

(two and three columns).
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Figure 15. Compensation of PI controller tuned by poles placement method under balanced

nonlinear conditions.

In the presence of unbalanced nonlinear loads, a CUF = 11% index is initially obtained, but those

indexes are significantly reduced to 1% under the MG control. Such an effect is shown in Figure 16.

Figure 16. Compensation of PI controller tuned by poles placement method under unbalanced linear

and nonlinear conditions.

In the same sense, a considerable harmonics mitigation was induced, which is given in Table 8

(four and five columns). Additionally, THD indexes of three phases were attenuated from 5.60%,

12.05%, and 18.65% to 2.27%, 4.22%, and 4.22% for this study case. Figure 17 shows an unbalanced

linear and nonlinear study case to verify the controller performance.

Figure 17. Compensation of PI controller tuned by poles placement method under unbalanced linear

and nonlinear conditions.
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Table 8. Harmonics content attenuated by PI controller tuned by poles placement method.

Balanced Nonlinear Loads Unbalanced Nonlinear Loads
Unbalanced Linear And

Nonlinear Loads

Harmonics
(IL

a , IL
b , IL

c )
Original
Currents

Controlled
Currents

Original
Currents

Controlled
Currents

Original
Currents

Controlled
Currents

Third 0.00, 0.00, 0.00 0.00, 0.00,
0.00

0.50, 1.11, 1.60 0.20, 0.39,
0.47

0.35, 0.86, 1.14 0.18, 0.32,
0.36

Fifth 0.46, 0.46, 0.46 0.28, 0.28,
0.28

0.09, 0.70, 0.64 0.13, 0.39,
0.32

0.19, 0.59, 0.40 0.15, 0.32,
0.20

Seventh 0.34, 0.34, 0.34 0.23, 0.23,
0.23

0.18, 0.38, 0.48 0.14, 0.33,
0.37

0.04, 0.28, 0.32 0.01, 0.22,
0.22

Ninth 0.00, 0.00, 0.00 0.00, 0.00,
0.00

0.23, 0.29, 0.11 0.25, 0.28,
0.13

0.19, 0.24, 0.12 0.20, 0.22,
0.12

Eleventh 0.13, 0.14, 0.13 0.16, 0.16,
0.16

0.11, 0.13, 0.11 0.15, 0.13,
0.10

0.09, 0.16, 0.15 0.10, 0.17,
0.14

Under these conditions, the numerical results determine that MG reduced the current unbalanced

index CUF from 18% to 2%. The respective harmonic reduction is shown in Table 8 (six and seven

columns). Besides, THD indexes (ia, ib, and ic) were reduced from 4.53%, 9.30%, and 14.30% to 1.94%,

3.08%, and 2.68%, respectively.

It is noteworthy that the harmonic content shown in Table 9 is extracted from the harmonic

content from Tables 3, 6 and 8 when the controller in operation (see columns 3, 5, and 7). The energetic

cost is associated with the MG Voltage (VDC) parameter highlighted in Line 2 from Tables 2, 5 and 7.

Numerical results in Table 9 allows determining that PI controller driven by GA obtained the best

THDI factor for the three study cases. Nevertheless, to reach this low distortion was necessary to use

the higher DC voltage (i.e., 1000 V), which could be highly restrictive and expensive in practice. On the

other hand, the hybrid LQR-PI reached the lower energetic cost consuming only 311 VDC. Additionally,

the measured harmonic distortion under this control action fulfills the allowed THD limits of 5% and

is pretty close to the best results given by the PI controller driver by GA. Finally, the positive impact

of saving energy by using the hybrid LQR-PI is fundamental in the selection criteria in an efficient

MG system.

Table 9. Comparative analysis of THD and energetic cost obtained from the evaluated controllers.

Control
Balanced Nonlinear Unbalanced Nonlinear Unbalanced Linear and MG

Loads (THD) Loads (THD) Nonlinear Loads (THD) Voltage (VDC)

ia ib ic ia ib ic ia ib ic

Hybrid LQR-PI 2.51 2.51 2.51 2.49 4.63 4.61 2.11 3.39 2.97 311
PI Driven by GA 1.35 1.35 1.35 1.3 2.5 2.55 1.14 1.73 1.53 1000

PI+Poles Placement 2.3 2.3 2.3 2.27 4.22 4.22 1.94 3.08 2.68 500

Finally, Table 10 shows the comparison between research works found in literature and the

proposed approach using related hybrid PI-LQR controllers.

This study proposed an efficient optimal control technique, combining the performance of LQR

and PI controllers tuned by Genetic Algorithms using a reliable fitness function. The particular

discriminant definition of the fitness function associated with the MG control scheme and appropriate

implementation of the GA algorithm were fundamental to reach the required accuracy for estimating

the controller design parameters. The proposal contributions were focused on using the hybrid PI-LQR

controller driven by GA to regulate the energy supplied by the MG, showing the positive effects over

typical compensating scenarios involving quality energy issues. Moreover, other controllers were

designed to compare and evaluate which control scheme had the lowest energetic cost in its operation.

The results can corroborate the effectiveness, robustness, and proper fitting of the hybrid PI-LQR
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controller according to the criteria as the simultaneous reduction on the negative sequence, harmonics,

and energetic cost.

Table 10. Functional comparison of hybrid PI-LQR controllers.

Author Fitness Function (F.F.) Optimized Variables Optimizer

Lindiya et al. [18] F.F. based on Ts, Ov, rising time (Tr),
peak time (Tp), and undershoot (Uv)

Cross regulation GA

Sen et al. [20] F.F. based on mean squared error using
the robot coordinates

Coordinates of the reference
foot trajectory (Xre f and Yre f )

GA, PSO,
and GWO

Nagarkar et al.
[21]

F.F. based on minimize control
force, RMS tyre deflection and RMS
suspension travel

RMS acceleration (Aw), and
fourth power vibration
(VDV)

GA

Ibrahim et al. [22] F.F. based on Ts, Ov, Tr and error steady
state (ess)

Elevation, pitch, and travel
axis

GA

Proposed method F.F. based on Ts, Ov MG voltage or Input Source
Voltage

GA

7. Conclusions

In this paper, three study cases were analyzed by considering important electrical features as

low energetic cost, reduction of unbalanced currents, and harmonics attenuation. The three proposed

tuning strategies allowed determining the correct controller parameters, as were requested by the

parameter design. The second study case (PI controller driven by GA and rlocus design) obtained the

best results considering mitigation of unbalanced current and harmonics reduction but demanding

a high energetic cost that would require considerable photovoltaics configurations. In comparison,

the parameters showed in Tables 2, 5 and 7, as well as the obtained results related to mitigation of

harmonics and current unbalances, the proposed PI-LQR controller driven by GA, allowed fulfilling

the international energy quality index normative and the design specifications. Besides, the proposed

approach improved the MG power quality and accomplished a considerable magnitude reduction

in the LQR parameters, K matrix of feedback states, and MG voltage. Simulated results showed

the effectiveness and robustness of the PI-LQR hybrid controller tuned by the GA, achieving an

equilibrium on the initial electrical features established in the study cases.
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Abstract: This article proposes a new control law for an embedded DC distributed network supplied

by a supercapacitor module (as a supplementary source) and a battery module (as the main generator)

for transportation applications. A novel control algorithm based on the nonlinear differential flatness

approach is studied and implemented in the laboratory. Using the differential flatness theory,

straightforward solutions to nonlinear system stability problems and energy management have

been developed. To evaluate the performance of the studied control technique, a hardware power

electronics system is designed and implemented with a fully digital calculation (real-time system)

realized with a MicroLabBox dSPACE platform (dual-core processor and FPGA). Obtained test bench

results with a small scale prototype platform (a supercapacitor module of 160 V, 6 F and a battery

module of 120 V, 40 Ah) corroborate the excellent control structure during drive cycles: steady-state

and dynamics.

Keywords: battery; capacitor; differential flatness; double-layer capacitor; electric vehicle; energy

management; interleaved converter; nonlinear control; second order equation; supercapacitor

1. Introduction

The crisis of continuously growing fossil fuel costs has provoked transportation industries to

advance more efficient automobiles technology. Another solution is to transform technology into

other sources including biodiesel or energy from ethanol, etc. Electric vehicles, or hybrid plug-in

vehicles, or hybrid vehicles (which are mainly supplied by battery) are a promising solution. Therefore,

the electric vehicles (e-vehicle, EVs) industries have designed and developed the technology to

progress the extension of EVs [1–3]. A lot of research works have been conducted on future vehicle

technology [1–3]. In EVs, the powertrains are composed of batteries, power converters, and AC

electrical motors, such as permanent magnet synchronous motors due to their high energy efficiency,

suitable torque-to-weight ratio, and long life span [4,5].
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The request for power from battery during dynamic operations can decrease drastically its

lifetime [6]. To cope with this challenging issue, the hybridization of batteries with supercapacitors (SC

or “ultracapacitor” or “double-layer capacitor”) is an attractive solution. Indeed, SCs feature a high

power density compared to batteries, which enables them to respond quickly to dynamic operations [7].

Besides, SCs are compact and have high energy efficiency, particularly fit for automotive applications.

However, the combination of SC and battery requires a good control algorithm between these two

sources, which is helpful in order to decrease the battery size and to enhance its life span [6,7].

The linear control is generally employed for energy management of the hybrid system. Generally,

proportional–integral (PI) compensation is used for energy stability [8–12]. In [13], Marzouguia et al.

have proposed a control technique of the hybrid network for a hydrogen electric vehicle (fuel cell car)

based on three estimation approaches: first, “a fuzzy logic estimation”; second, “a differential flatness

control approach” (model-based technique); third “rule-based algorithm”, making complex the energy

management strategy. Indeed, the fuzzy logic controller is employed to manage the energy flows

between the main source (i.e., fuel cell) and storage devices (i.e., battery, SC); whereas the flatness

controller is used to regulating the DC bus voltage, allowing ensuring the stability of the microgrid.

Finally, a rule-based algorithm enables controlling the state-of-charge of SC to keep a good operation

of charge/discharge cycles. As a result, the three controllers must interact with each other and their

implementations are more complex.

On the other side, batteries and SCs are interfaced with the DC bus through classic

buck–boost converters, making them unavailable in case of power switch failures. These converters

are controlled based on PI-current control laws. The parameters for PI controllers have been designed

and tuned in agreement with the linear optimum technique, requiring classic linear approximations

contingent on the defined equilibrium point. Hence, the performances can be guaranteed only for

specific operating cases.

Since the hybrid system includes bidirectional DC–DC converters linked to storage devices,

the power converter model is nonlinear behavior. Then, it is important to use a nonlinear model-based

control approach to the balance of the nonlinearity of the power electronics network [13]. In [14],

Song et al. have developed an energy management algorithm for an electric vehicle supplied by

batteries and SCs. Two algorithms are used: one based on Lyapunov-function regulation to stabilize the

DC bus, and another based on a sliding mode approach to regulate both classic 2-quadrant converters

connected to power sources, making them less reliable in case of electrical failures. It has to be noted that

availability and reliability are currently major concerns so that EVs must access the mass automotive

market. On one hand, the use of sliding mode controllers allows ensuring excellent performances

to control both the charge/discharge of batteries and SC. On the other hand, the development of the

Lyapunov function to make it stable for any operating scenario is a challenging issue.

In [15], Zhang et al. have applied a real-time unified speed regulation and control technique of a

hybrid car supplied by batteries and SCs. The developed strategy is based on the Lyapunov nonlinear

control technique. However, only simulation results have been reported to validate the developed

control strategy. Furthermore, compared to the work reported in [14], the Lyapunov-based controller

has several objectives such as the speed control of the AC motor and the energy management of

batteries and SC (i.e., reducing battery stress, and extending battery lifetime). Since the controller must

meet both objectives, its stability must be analyzed thoroughly to ensure good dynamic performances.

Next, Fliess et al. [16] were the first to develop differential flatness estimation (nonlinear approach).

This approach has enabled the system to be an alternative representative, of which motion planning

and regulator tuning is clear-cut. This theory has lately been utilized in a variety of networks in

different scientific domains [17–23]. Compared to the nonlinear algorithm (i.e., sliding mode, Lyapunov,

fuzzy logic) reported in [13–15], nonlinear algorithms based on differential flatness require the use

of trajectory planning to implement the control laws. This trajectory planning aims at controlling

different variables (e.g., currents of converters, stored energy in the DC bus and SC) to manage the

energy in an EV while optimizing the performance of the system for any operating point. The use of
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this algorithm allows ensuring the robustness of energy management to meet the requirements of EVs

(e.g., dynamic performances, the extension of the lifetime of storage devices).

For clarity, Figure 1 presents experimental results from the laboratory comparing the nonlinear

differential flatness estimation and the classic PI control law during the great changed current

set-point [17] of 3-phase inverter control. From these test-bench results, the differential flatness-based

estimation approach presents the excellent response of the current control to its set-point iqREF from

step 1 A to 6 A. For this reason, it can be concluded that differential flatness control offers better

dynamics than the traditional PI regulator.

 

  

Figure 1. Experimental results: evaluation of current control of three-phase inverter drive during great

changed current reference: (A) the differential flatness control; (B) a traditional PI regulation (vector

control) [17].

So far, algorithms based on differential flatness have been successfully applied to power converters

(e.g., 3-phase inverter and rectifier, interleaved boost converter, modular multilevel converter) [17,18,20,21],

permanent magnet synchronous motor and AC servomotor [19,22,23]. Based on these previous works,

the purpose of this article is to extend the use of differential flatness algorithm in an embedded DC

microgrid (i.e., EV powertrain) to manage optimally its operation during static and dynamic operations.

It has to be noted that the implementation of this algorithm is challenging since several variables have

to be controlled to meet some expectations from the dynamic performances and stability point of view.

In this work, following the introduction part in section 1, Section 2 is detailed on the presentation

of the hybrid power source–Battery/SC devices: power converter circuits and system equations.

Afterward, in Section 3, energy management strategy (inner current control loops and outer energy

control loops) and control laws are provided. Finally, in Section 4, an experimental test bench results

are given to corroborate the proposed control law.

2. Hybrid Power Source

2.1. Power Converter Structure

SC and Battery power modules are frequently combined with buck–boost DC–DC converters

(or 2-quadrant converters) to allow the charge and discharge of the storage devices. However, these

converter cells are restricted when increasing power scale or when a high voltage gain is requested.

Besides, the availability and reliability of electric vehicles is an important issue, which cannot be met

by using a classic buck–boost converter. Therefore, the parallel power converters (parallel multi-phase

converters as shown in Figure 2) with the interleaved technique are particularly suitable to meet the

abovementioned issues [24–26]. The load at the DC bus is a 3-phase inverter driving a three AC motor

[induction motor or permanent magnet synchronous motor (PMSM)], as a vehicle traction drive.
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Figure 2. Proposed DC–DC converter circuits for e-Vehicle applications based on SC/battery hybrid

power source.

2.2. Power Plant Modeling

The interleaved switching algorithm consists of the phase shift control signal of multiple converter

modules (N) connecting in parallel [24–26]. In this article, two-phase interleaved buck–boost converters

(N = 2) have been chosen to carry out this work. Indeed, by choosing only two phases, the shift control

signal is equal to 180◦ and be easily achieved by using a prototyping dSPACE board (employed for

experiment purposes). The differential equations of the two-phase buck–boost converters for SC and

battery modules when the converter operates in continuous conduction mode may be expressed as [27]:

diLB1

dt
=

1

LLB1
[vBat − (1− d1) × vBus − rLB1 × iLB1] (1)

diLB2

dt
=

1

LLB2
[vBat − (1− d2) × vBus − rLB2 × iLB2] (2)

diLC1

dt
=

1

LLC1
[vSC − (1− d3) × vBus − rLC1 × iLC1] (3)

diLC2

dt
=

1

LLC2
[vSC − (1− d4) × vBus − rLC2 × iLC2] (4)

dvBus

dt
=

1

CBus
[(1− d1) × iLB1 + (1− d2) × iLB2 + (1− d3) × iLC1 + (1− d4) × iLC2 − iLoad] (5)

where the subscripts B1, B2, C1, C2 are parameters of each cell connected to the battery (B) or SC (C);

iLoad is the load current; vSC is the SC voltage; vBat is the battery voltage; iL is the inductor current; CBus

is the total capacitance at the DC grid; L is the inductance, rL is the parasitic resistor of the inductor;

and d is the controlled duty cycle of the pulse width modulation (PWM) for power circuit. This model

is simplified to carry out this work since it does not take into account some type of losses generally met

in DC–DC converters (dynamics losses, switching dead-time, etc . . . ) [28].

The SC and battery currents are assumed to follow their desired set-points completely.

In consequence,

iBat = iBatREF =
pBat

vBat
=

pBatREF

vBat
(6)
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iSC = iSCREF =
pSC

vSC
=

pSCREF

vSC
(7)

The DC grid electrostatic energy EBus and the SC electrostatic energy ESC is given by [13]:

EBus =
1

2
×CBus × v2

Bus (8)

ESC =
1

2
×CSC × v2

SC (9)

The total stored energy ET in the SC CSC and in the DC bus capacitor CBus can be expressed by the

following expression:

ET =
1

2
×CBus × v2

Bus +
1

2
×CSC × v2

SC (10)

Based on Figure 2, the differential equation of power balance is given as follows [6]:

.
EBus = pBato + pSCo − pLoad (11)

where

pBato = pBat − rBat

(

pBat

vBat

)2

(12)

pSCo = pSC − rSC

(

pSC

vSC

)2

(13)

pLoad = vBus × iLoad =

√

2EBus

CBus
× iLoad (14)

pSC = vSC × iSC =

√

2ESC

CSC
× iSC (15)

3. Control Structure and Control Laws

3.1. Inner Current Regulations

To evaluate if the studied network is flat [19,20], one defines the flat vector output variables: y1,

y2, y3, y4; state vector variables: x1, x2, x3, x4; and control vector variables: u1, u2, u3, u4 as:

y1 = iLB1; y2 = iLB2; y3 = iLC1; y4 = iLC2 (16)

u1 = d1; u2 = d2; u3 = d3; u4 = d4 (17)

x1 = iLB1; x2 = iLB2; x3 = iLC1; x4 = iLC1 (18)

Hence, the state vector variables: x1, x2, x3, x4 may be expressed as:

x1 = ϕ1

(

y1

)

; x2 = ϕ2

(

y2

)

; x3 = ϕ3

(

y3

)

; x4 = ϕ4

(

y4

)

(19)

From (1) to (4) and (16) to (18), the control vector variables of u are assessed from the flat output

variables y and its time derivative [19]:

u1 = d1 = 1 +
1

vBus

(

L
.
y1 − vBat + rLB1 × y1

)

= ψ1

(

y1,
.
y1

)

(20)

u2 = d2 = 1 +
1

vBus

(

L
.
y2 − vBat + rLB1 × y2

)

= ψ2

(

y2,
.
y2

)

(21)
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u3 = d3 = 1 +
1

vBus

(

L
.
y3 − vSC + rLC1 × y3

)

= ψ3

(

y3,
.
y3

)

(22)

u4 = d4 = 1 +
1

vBus

(

L
.
y4 − vSC + rLC1 × y4

)

= ψ4

(

y4,
.
y4

)

(23)

The desired references of inductor current of each phase iLB1, iLB2, iLC1, iLC2 are defined by y1REF

(=iLB1REF), y2REF (=iLB2REF), y3REF (=iLC1REF), y4REF (=iLC2REF). Control laws (feedback regulation)

reaching an exponential following of the references are written as [19,29]:

( .
y1 −

.
y1REF

)

+ Ki11

(

y1 − y1REF

)

+ Ki12

t
∫

0

(

y1 − y1REF

)

dτ = 0 (24)

( .
y2 −

.
y2REF

)

+ Ki21

(

y2 − y2REF

)

+ Ki22

t
∫

0

(

y2 − y2REF

)

dτ = 0 (25)

( .
y3 −

.
y3REF

)

+ Ki31

(

y3 − y3REF

)

+ Ki32

t
∫

0

(

y3 − y3REF

)

dτ = 0 (26)

( .
y4 −

.
y4REF

)

+ Ki41

(

y4 − y4REF

)

+ Ki42

t
∫

0

(

y4 − y4REF

)

dτ = 0 (27)

where Ki11, Ki12, Ki21, Ki22, Ki31, Ki32, Ki41, and Ki42, are the regulation parameters. A set dynamic

polynomial can set the following as [30]:

p1(s) = s2 + 2ζ1ωn1s +ω2
n1 (28)

p2(s) = s2 + 2ζ2ωn2s +ω2
n2 (29)

p3(s) = s2 + 2ζ3ωn3s +ω2
n3 (30)

p4(s) = s2 + 2ζ4ωn4s +ω2
n4 (31)

Ki11 = 2ζ1ωn1; Ki12 = ω2
n1 (32)

Ki21 = 2ζ2ωn2; Ki22 = ω2
n2 (33)

Ki31 = 2ζ3ωn3; Ki32 = ω2
n3 (34)

Ki41 = 2ζ4ωn4; Ki42 = ω2
n4 (35)

where ζ1, ζ2, ζ3, ζ4,ωn1,ωn2,ωn3, andωn4 are the chosen damping ratio and defined natural frequency.

Therefore, new variables are determinedλ1 =
.
y1; λ2 =

.
y2; λ3 =

.
y3; λ4 =

.
y4.

The flatness-based control requires trajectory planning to implement the control law. Hence,

a second-order filter has been chosen to set the battery and SC currents, dynamics commands iBatCOM,

iSCCOM as the following equations [19]:

iBatREF(s)

iBatCCOM(s)
=

1
(

s
ωnt1

)2
+ 2ζt1

ωnt1
s + 1

(36)

iSCREF(s)

iSCCCOM(s)
=

1
(

s
ωnt2

)2
+ 2ζt2

ωnt2
s + 1

(37)
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whereωnt1,ωnt2, ζt1, and ζt2, are again the desired natural frequency and dominant damping ratio,

refer to Figure 3.
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ζ
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ω ω ζ ζ

 
Figure 3. Proposed inner current regulation loops based on the differential flatness approach.

3.2. Outer Energy Controls

The energy control law for the studied system shown in Figure 2 consists of using two energy

control laws which include DC link energy EBus and SC energy ESC by two voltage variables to

be regulated. Thus, based on the literature review [6,31,32], the first priority variable to be regulated

is EBus and ESC is a secondary variable. Given that the fastest dynamic power source of the studied

system is the SC, it has been decided to use this device to supply energy to the DC link. On the

other side, since the slowest dynamic power source is the battery, the latter has been chosen to provide

the energy to both the SC CSC and the DC bus capacitor CBus to store energy.

The flat output y5, y6, state variable x5, x6 and control variable u5, u6 can be expressed as

follows [6]:

y5 = EBus; y6 = ET (38)

u5 = pSCREF; u6 = pSCREF (39)

x5 = vBus; x6 = iSC (40)

x5 =

√

2y5

CBus
= ϕ5

(

y5

)

(41)

x6 =

√

(

2y6 − y5

)

CSC
= ϕ2

(

y5, y6

)

(42)

By using (8)–(15), the control input vector u may be computed from the flat output variable y and

its time derivatives [6]:

u5 = 2pSCMax



























1−

√

√

√

√

1−

.
y5 +

√

2y5
CBus
× iLoad − pBato

pSCMax



























= ψ5

(

y5,
.
y5

)

= pSCREF (43)
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u6 = 2pTMax



























1−

√

√

√

√

1−

.
y6 +

√

2y6
CBus
× iLoad

pTMax



























= ψ6

(

y6,
.
y6

)

= pTREF (44)

where

pSCMax =
v2

SC

4rSC
, pTMax =

v2
T

4rT
(45)

In this case, pTMax and pSCMax correspond to the set limited power of the SC and battery devices

(maximum power), respectively.

In the first energy control law, the set-point for the DC link energy is defined by y5REF.

The closed-loop control law is written by the following expression:

.
y5 −

.
y5REF + Kv1(y5 − y5REF) + Kv2

t
∫

0

(y5 − y5REF)dt = 0 (46)

where Kv1 and Kv2 are the controller parameters. The suitable way to tune these parameters is achieved

by corresponding the desired dynamic polynomial p(s), with set root positions. One can set the

following equations:

p5(s) = s2 + 2ζ5ωn5s +ω2
n5 (47)

Kv1 = 2ζ5ωn5; Kv2 = ω2
n5 (48)

whereωn5 and ζ5 are the chosen natural frequency and dominant damping ratio.

The control law of the DC link energy regulation detailed previously is displayed in Figure 4.

The proposed control law generates an SC power desired variable pSCREF. Next, this signal is divided by

the SC voltage vSC and restricted to keep the SC voltage within the gap [maximum VSCMax, minimum

VSCMin] by limiting the SC module discharging current or charging current, as shown in the block

“SuperC Current Limitation Function” [32]. Then, this becomes SC current command iSCCOM.

 

 
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ζ
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ζ
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Figure 4. Proposed DC bus energy stabilization.

Second, for the total energy control law (charging SC), the set-point is represented by y6REF.

Indeed, the SC energy has been set as slower dynamics than the DC link energy and the SC device

features a high energy storage capacity. Again, the feedback control law is expressed as follows:

.
y6 −

.
y6REF + Kv3

(

y6 − y6REF

)

= 0 (49)

Refer to Figure 5, the proposed control law based on the differential flatness approach estimates

the battery power set-point pBatREF. Then, it is divided by the battery sensor voltage vBat and generates

the battery current command iBatCOM, limited within iBatMax and iBatMin (=0 A).
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Figure 5. Proposed total energy stabilization.

Finally, the soft-start system in the smooth transition point of view, the energy command has to be

generated for the converter and restricted set-point profiles for smooth transforms between operating

points. The trajectory motion planning for the reference signals EBusREF and ETREF are written as [19]:

yBusREF(s)

yBusCOM(s)
=

1
(

s
ωnt3

)2
+ 2ζt3

ωnt3
s + 1

(50)

ySCREF(s)

ySCCOM(s)
=

1
(

s
ωnt4

)2
+ 2ζt4

ωnt4
s + 1

(51)

whereωn3,ωn4, ζt3, and ζt4 are the chosen natural frequency and dominant damping ratio.

4. Performance Validation

4.1. Test Bench Setup and Flatness Control Parameters

To validate the effectiveness of the studied control algorithm for system management in an

embedded DC microgrid, an experimental platform has been realized in the Renewable Energy

Research Centre (RERC) at King Mongkut’s University of Technology North Bangkok, as presented in

Figure 6. The DC–DC converter circuit parameters are provided in Table 1. The SC module is 160 V,

6 F, (BMOD0006 E160 B02—Maxwell Technologies Company) and the battery module is 40 Ah, 120 V

(Panasonic Technology). The studied DC link voltage is 310 V, meeting the high DC grid voltage

requested for automotive applications. The inner current regulation parameters are given in Table 2.

Parameters related to the outer energy control parameters are shown in Tables 3 and 4, respectively.

Additionally, the battery current slope control can be seen in Table 4. This number has been approved

by experimental results to have the highest slope of the battery device. Besides, the proposed control

algorithm (based on Figures 3–5), which generates desired duty cycle signals d for both interleaved

buck–boost converters, and regulates the total stored energy (including the DC bus and SC), has been

realized in MATLAB®—Simulink environment. Then, it has been implemented into the real-time board

DS1202 dSPACE−MicroLabBox (2 GHz dual-core real-time microprocessor and user-programmable

Field-Programmable Gate Array FPGA) with the sampling frequency (timer interrupt) of 25,000 Hz.

This value is related to the high switching frequency of both interleaved buck–boost DC–DC converters.
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Figure 6. Hybrid test bench platform at the laboratory RERC–KMUTNB.

Table 1. Converter parameters.

Parameters Value

Rated DC grid voltage, vBus 310 V
Nominal battery voltage, vBat 120 V
Nominal SC voltage, vSC 140 V
Inductor LB1 = LB2 = LC1 = LC2 200 µH
Equivalent serial resistances RLB1 = RLB2 = RLC1 = RLC2 0.06 Ω

Total DC Bus Capacitors 2000 µF, 900 V
Power MOSFETs Switching Frequency, fS 25 kHz

Table 2. Current control parameters.

Parameters Value

ζ1 = ζ2 = ζ3 = ζ4 0.7
ωn1 =ωn2 =ωn3 =ωn4 8000
Ki11 =Ki21 = Ki31 = Ki41 11,200
Ki12 = Ki22 = Ki32 = Ki42 64,000,000
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Table 3. DC link energy regulation parameters.

Parameters Value Parameters Value

vBusREF 310 V pSCMax +3600 W
ζ5 0.7 pSCMin −3600 W
ωn5 80 rad·s−1 vSCMax 160 V
Kv1 112 VSCMin 70 V
Kv2 6400 iSCRated 30 A

Table 4. Total energy regulation parameters.

Parameters Value Parameters Value

vSCREF 140 V PBatMax +2100 W
CSC 6 F PBatMin 0 W
ζ6 1 IBatMax +18 A
ωn6 0.8 rad·s−1 IBatMin 0 A
Kv3 0.1

Firstly, the oscilloscope waveforms in Figures 7 and 8 show the steady-state switching behaviors

of the studied interleaved 2-quadrant DC–DC converters for the battery and SC module at different

current references. In Figure 7, the following signals are available:

• Ch1: the battery current set-point iBatREF at +20 A (battery discharging mode);

• Ch2: the measured battery current iBat;

• Ch3: the 1st inductor current iLB1;

• Ch4: the 2nd inductor current iLB2.

 

 

−

 
 
 
 

−

−

 

Figure 7. Steady-state waveforms of the battery converter at a discharge of 20 A.

The obtained results show iLB1 and iLB2 where their average values are equal to iBatREF/2 (i.e.,

10 A). It can be observed that the current of the iBat battery is the sum of iLB1 and iLB2. It is equal

to 20 A according to iBatREF, but there is a small current ripple due to the use of an interleaved

buck–boost converter.

Then, Figure 8 presents the experimental results in charge mode of the SC at 15 A or iSCREF = −15 A.

In Figure 8, the following measurements are available:

• Ch1: the SC current set-point iSCREF;
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• Ch2: the measured SC current iSC;

• Ch3: the 1st inductor current iLC1;

• Ch4: the 2nd inductor current iLC2.

The current iSC is equal to iSCREF and is close to a pure DC current. The iLC1 and iLC2 have a very

small ripple, with an average value of iSCREF/2 equal to −7.5 A.

 

−

 
 
 
 

−

 

−

 

Figure 8. Steady-state waveforms of the SC converter at −15 A.

In Figure 9, it is shown the dynamics response when the battery reference iBatREF increases

instantaneously from initial +5 A to final +15 A. The following signals are available:

• Ch1: the battery reference iBatREF;

• Ch2: the measured input battery current iBat;

• Ch3: the 1st inductor current iLB1;

• Ch4: the 2nd inductor current iLB2.

 

 
 
 

−
 
 
 
 

 

−

Figure 9. Experimental results: battery current response during iBatREF changing from 5 A to 15 A.

First of all, it can be seen that the current iBat follows perfectly the reference iBatREF. As a result of

the operating conditions change, the response of the current iBat is damped due to the use of a 2nd
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order filter equation. Like in the previous results, the battery current iBat (=iBatREF) is the summation of

iLB1 and iLB2.

Finally, Figure 10 shows the dynamics response by modifying the equilibrium points of the SC

current from 5 A to −5 A. The following signals are available:

• Ch1: the SC current reference iSCREF;

• Ch2: the measured SC current iSC;

• Ch3: the 1st inductor current iLC1;

• Ch4: the 2nd inductor current iLC2.

It can be noted that the reference iSCREF has a steep slope (2nd order filter characteristics) and the

current iSC follows iSCREF completely, with a low settling time of 10 ms.

 

 
 
 

−
 
 
 
 

 

−
Figure 10. Experimental results: SC current response during iSCREF changing from 5 A (discharging) to

−5 A (charging).

4.2. Hybrid Power Plant Load Cycles

To assess the performance of the differential flatness-based controller in regulating the DC

bus energy by using SC, dynamic tests were carried out by modifying the load power from 0 W

to 3 kW. The obtained results are shown in Figure 11, providing the DC bus voltage vBus, the SC

voltage vSC, the load power (disturbance) pLoad, and the SC power pSC in transient and steady-state

operation. Given that the first operating condition does not consider any load (i.e., from 0 to 120 ms),

the storage device is full of charge (vSCREF = vSC = 140 V), and the DC link voltage is controlled at

310 V (vBusREF = vBus = 310 V). Hence, the SC and battery powers are zero. Since the battery power is

set to pBatREF = 0 (see Figure 5), the role of SC module to maintain the DC bus voltage stability can

be examined.

After that, at t = 120 ms, the load power (disturbance) instantly changes from 0 W to 3 kW (positive

transition ↑). It can be observed that the SC module provides the steady-state and dynamics load

power demand. The DC bus voltage is slightly influenced by the large load disturbance by utilizing

the nonlinear differential flatness-based estimation for the proposed system.

Then, Figure 12 presents experimental results during a load drive cycle. Here, the electronic load

has been changed to emulate the electric vehicle characteristics: overload, positive power (acceleration

mode) or negative power (regenerative braking), and positive and negative transients. This Figure

depicts the DC bus voltage vBus, the battery voltage vBat, the load power pLoad, the battery power pBat,

the SC power pSC, the battery current iBat, the SC current iSC, and the SC voltage vSC (represents the
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SC state-of-charge). Like in Figure 11, it can be noted that the DC bus voltage is not impacted by the

large perturbation.

 

 

Figure 11. Experimental results: DC bus voltage stabilization of the studied hybrid power plant during

load step from 0 to 3 kW.

At the beginning, the load power = 600 W and the SC module is likewise full-of-charge

(vSC = vSCREF = 140 V); consequently, the battery power is equal to 600 W for the load; while the

SC is the second source, of which its power is equal to zero.

At t1, the load power changes from 600 W to the 3600 W (overload, high energy requested by

the load). The following explanation can be made:

1. The SC provides power most of the dynamic large load of 3600 W.

2. Concurrently, the battery power goes up to a limited level (maximum value setting) of 2100 W

at t2.

3. The SC device provides most of the power dynamics that are requested during the load step

and continue in discharge mode.

After that at t3, the load power demand decreases drastically from 3600 to 600 W; consequently,

the SC module changes its operating mode from discharging to charging. It can be noted that:

1. The battery remains constant supplying its maximum power (limited power) of around 2100 W.

It means the battery provides powers to load and charge the SC module.

2. At t4 (vSC = 130 V), the SC module is almost charged at 140 V, and afterward, the SC power

decreases. Accordingly, the battery power is reduced gradually.

3. At t5, the SC is full of charge at 140 V; after that, the SC current is zero. Synchronously,

the battery main source provides only energy to the load 600 W.

Afterward, at t6, the load power changes from 600 W to −600 W to emulate vehicle braking.

The SC is extremely charged and recovers the energy at the DC bus; concurrently, the battery power

declines (with a limited slope) to zero.

At t7, the SC absorbs the negative power provided only by the load. Thus, the SC is in

overcharged state, i.e., vSC > vSCREF = 140 V.

Subsequently, at t8, the load power changes immediately from −600 W to +600 W,

where vSC = 155 V (overcharged); therefore, the SC modules changes its operating mode from charging

to discharging and the battery remains in idle state (the current limitation at 0 A). Therefore, the

requested load power is provided by only the SC source.

At t9, when vSC reaches vSCREF equal to 140V, the SC power drops to 0 W; then, the battery current

increases to provide the power for the load requested.
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At t10, the battery power remains at a constant level of 600 W.

Finally, at t11, the load power changes from 600 W to zero (stop mode). The SC recovers the energy

and the battery power decreases to zero. It can be concluded that the hybrid network enables keeping

energy balance by using the proposed energy control law.

 

 

Figure 12. Hybrid source response during load drive cycles.
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4.3. Comparison of the Performances Compared to the Previous Works

As highlighted in the introduction, the previous works reported in [13–15] have been focused on

the energy management of electric vehicles based on various nonlinear algorithms (e.g., sliding mode,

Lyapunov, fuzzy logic). However, only in [13,14], the developed control algorithms have been validated

experimentally on load power profile. Both load power profiles present the same dynamic operations

(i.e., three acceleration modes and one braking mode); whereas the chosen load power profile in

this work includes one acceleration and braking operation as shown in Figure 12. The dynamic

performances obtained both for batteries and SC are close to those obtained in [14]. In comparison,

reported results in [13] show that the responses of sources (i.e., batteries, SC) to different dynamics are

slower. Indeed, since PI current controllers are used to control both buck–boost converters connected

to the sources, the required time to track the different references are longer. In conclusion, the

algorithms based on Lyapunov-function and sliding mode controllers or differential flatness offer

excellent dynamic performance while preserving the good operation of the storage devices against fast

dynamics and keeping the stability of the DC bus. Besides, the use of interleaved buck–boost converters

allows reducing the current ripple (as shown in Figures 9 and 10) and ensuring the availability of both

converters in case of power switch failures.

5. Conclusions

The key objective of this work is to study new energy management of supercapacitor/battery

hybrid sources for modern electric transportation applications. The combination of battery and

ultracapacitor is suitable for the hybridization network since it offers high power and high energy

densities. The control law allows avoiding the fast dynamic current transient of battery and decreasing

the battery stresses. For this reason, the proposed hybrid system allows optimizing its life span.

However, this issue does not come within the scope of this article to reveal the battery’s lifetime.

The developed control strategy has been tested with an experimental prototype platform

implemented in the laboratory, including a battery bank (120 V, 140 Ah—Panasonic) and a supercapacitor

module (6 F, 160 V—Maxwell Technologies). The obtained experimental results have enabled

validating the outstanding performances of the developed control strategy during the steady-state and

dynamic state.

The differential flatness control theory is principally a model-based concept. It is mandatory to

identify model parameters (such as rLB1, rLB2, etc.) to determine the flatness property, accurately [17].

To enhance the proposed control strategy, some parameter observers (or online state observers) will be

studied in future works.

Author Contributions: Conceptualization, Methodology, and Writing—Original Draft Preparation: B.Y., D.G.;
formal analysis and investigation: D.G.; Validation and Supervision: P.T., D.G.; Writing-Review and Editing: P.T.,
D.G., N.B. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the international research cooperation program of the “UL-KMUTNB
International Research Partnerships: Electrical Engineering Thai-French Research Center (EE-TFRC)” between
Groupe de Recherche en Energie Electrique de Nancy (GREEN), Université de Lorraine (UL) and Renewable
Energy Research Centre (RERC), King Mongkut’s University of Technology North Bangkok (KMUTNB) under
Grant No. KMUTNB-61-GOV-01-02.

Acknowledgments: The authors would like to thank Pongsiri Mungporn for operating the test bench system
during experimentations.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Tu, H.; Feng, H.; Srdic, S.; Lukic, S. Extreme fast charging of electric vehicles: A technology overview.

IEEE Trans. Transp. Electrif. 2019, 5, 861–878. [CrossRef]

2. Skouras, T.A.; Gkonis, P.K.; Ilias, C.N.; Trakadas, P.T.; Tsampasis, E.G.; Zahariadis, T.V. Electrical Vehicles:

Current State of the Art, Future Challenges, and Perspectives. Clean Technol. 2020, 2, 1–16. [CrossRef]

172



Mathematics 2020, 8, 704

3. Sun, X.; Li, Z.; Wang, X.; Li, C. Technology development of electric vehicles: A review. Energies 2020, 13, 90.

[CrossRef]

4. Hoai, H.-K.; Chen, S.-C.; Than, H. Realization of the sensorless permanent magnet synchronous motor drive

control system with an intelligent controller. Electronics 2020, 9, 365. [CrossRef]

5. De Santis, M.; Agnelli, S.; Patanè, F.; Giannini, O.; Bella, G. Experimental study for the assessment of the

measurement uncertainty associated with electric powertrain efficiency using the back-to-back direct method.

Energies 2018, 11, 3536. [CrossRef]

6. Sikkabut, S.; Mungporn, P.; Ekkaravarodome, C.; Bizon, N.; Tricoli, P.; Nahid-Mobarakeh, B.; Pierfederici, S.;

Davat, B.; Thounthong, P. Control of high-energy high-power densities storage devices by li-ion battery and

supercapacitor for fuel cell/photovoltaic hybrid power plant for autonomous system applications. IEEE Trans.

Ind. Appl. 2016, 52, 4395–4407. [CrossRef]

7. Mutarraf, M.U.; Terriche, Y.; Niazi, K.A.K.; Vasquez, J.C.; Guerrero, J.M. Energy storage systems for shipboard

microgrids—A review. Energies 2018, 11, 3492. [CrossRef]

8. Manandhar, U.; Wang, B.; Zhang, X.; Beng, G.H.; Liu, Y.; Ukil, A. Joint control of three-level DC–DC converter

interfaced hybrid energy storage system in DC microgrids. IEEE Trans. Energy Convers. 2019, 34, 2248–2257.

[CrossRef]

9. Mukherjee, N.; Strickland, D. Control of cascaded DC–DC converter-based hybrid battery energy storage

systems—part I: Stability issue. IEEE Trans. Ind. Electron. 2016, 63, 2340–2349. [CrossRef]

10. Roche, M.; Shabbir, W.; Evangelou, S.A. Voltage control for enhanced power electronic efficiency in series

hybrid electric vehicles. IEEE Trans. Veh. Technol. 2017, 66, 3645–3658. [CrossRef]

11. Vargas, U.; Lazaroiu, G.C.; Tironi, E.; Ramirez, A. Harmonic modeling and simulation of a stand-alone

photovoltaic-battery-supercapacitor hybrid system. Int. J. Electr. Power Energy Syst. 2019, 105, 70–78.

[CrossRef]

12. Hu, J.; Shan, Y.; Xu, Y.; Guerrero, J.M. A coordinated control of hybrid ac/dc microgrids with PV-wind-battery

under variable generation and load conditions. Int. J. Electr. Power Energy Syst. 2019, 104, 583–592. [CrossRef]

13. Marzougui, H.; Kadri, A.; Martin, J.; Amari, M.; Pierfederici, S.; Bacha, F. Implementation of energy

management strategy of hybrid power source for electrical vehicle. Energy Convers. Manag. 2019, 195,

830–843. [CrossRef]

14. Song, Z.; Hou, J.; Hofmann, H.; Li, J.; Ouyang, M. Sliding-mode and Lyapunov function-based control for

battery/supercapacitor hybrid energy storage system used in electric vehicles. Energy 2017, 122, 601–612.

[CrossRef]

15. Zhang, L.; Ye, X.; Xia, X.; Barzegar, F. A real-time energy management and speed controller for an electric

vehicle powered by a hybrid energy storage system. IEEE Trans. Ind. Inform. 2020. [CrossRef]

16. Fliess, M.; Lévine, J.; Martin, P.; Rouchon, P. Flatness and defect of nonlinear systems: Introductory theory

and examples. Int. J. Control 1995, 61, 1327–1361. [CrossRef]

17. Mungporn, P.; Thounthong, P.; Sikkabut, S.; Yodwong, B.; Chunkag, V.; Kumam, P.; Bizon, N.;

Nahid-Mobarakeh, B.; Pierfederici, S. Dynamics improvement of 3-phase inverter with output LC-filter by

using differential flatness based control for grid connected applications. In Proceedings of the IEEE 19th

International Conference on Electrical Machines and Systems (ICEMS), Chiba, Japan, 13–16 November 2016;

pp. 1–6.

18. Poonnoy, N.; Mungporn, P.; Thounthong, P.; Sikkabut, S.; Yodwong, B.; Boonseng, A.; Ekkaravarodome, C.;

Kumam, P.; Bizon, N.; Nahid-Mobarakeh, B.; et al. Differential flatness based control of 3-phase AC/DC

converter. In Proceedings of the IEEE 2017 European Conference on Electrical Engineering and Computer

Science (EECS), Bern, Switzerland, 17–19 November 2017; pp. 136–141.

19. Thounthong, P.; Sikkabut, S.; Poonnoy, N.; Mungporn, P.; Yodwong, B.; Kumam, P.; Bizon, N.;

Nahid-Mobarakeh, B.; Pierfederici, S. Nonlinear differential flatness-based speed/torque control with

state-observers of permanent magnet synchronous motor drives. IEEE Trans. Ind. Appl. 2018, 54, 2874–2884.

[CrossRef]

20. Mehrasa, M.; Pouresmaeil, E.; Taheri, S.; Vechiu, I.; Catalão, J.P.S. Novel control strategy for modular

multilevel converters based on differential flatness theory. IEEE J. Emerg. Sel. Top. Power Electron. 2018, 6,

888–897. [CrossRef]

21. Huangfu, Y.; Li, Q.; Xu, L.; Ma, R.; Gao, F. Extended state observer based flatness control for fuel cell output

series interleaved boost converter. IEEE Trans. Ind. Appl. 2019, 55, 6427–6437. [CrossRef]

173



Mathematics 2020, 8, 704

22. Sriprang, S.; Nahid-Mobarakeh, B.; Pierfederici, S.; Takorabet, N.; Bizon, N.; Kumam, P.; Mungporn, P.;

Thounthong, P. Robust flatness control with extended Luenberger observer for PMSM drive. In Proceedings

of the 2018 IEEE Transportation Electrification Conference and Expo, Asia-Pacific (ITEC Asia-Pacific),

Bangkok, Thailand, 6–9 June 2018; pp. 1–8.

23. Sriprang, S.; Nahid-Mobarakeh, B.; Takorabet, N.; Pierfederici, S.; Bizon, N.; Kuman, P.; Thounthong, P.

Permanent magnet synchronous motor dynamic modeling with state observer-based parameter estimation

for AC servomotor drive application. Appl. Sci. Eng. Prog. 2019, 12, 286–297. [CrossRef]

24. Ma, R.; Xu, L.; Xie, R.; Zhao, D.; Huangfu, Y.; Gao, F. Advanced robustness control of DC–DC converter for

proton exchange membrane fuel cell applications. IEEE Trans. Ind. Appl. 2019, 55, 6389–6400. [CrossRef]

25. Mungporn, P.; Thounthong, P.; Sikkabut, S.; Yodwong, B.; Ekkaravarodome, C.; Kumam, P.; Junkhiaw, S.T.;

Bizon, N.; Nahid-Mobarakeh, B.; Pierfederici, S. Differential flatness-based control of current/voltage

stabilization for a single-phase PFC with multiphase interleaved boost converters. In Proceedings of the 2017

IEEE European Conference on Electrical Engineering and Computer Science (EECS 2017), Bern, Switzerland,

17–19 November 2017; pp. 124–130. [CrossRef]

26. Thammasiriroj, W.; Chunkag, V.; Phattanasak, M.; Pierfederici, S.; Davat, B.; Thounthong, P. Nonlinear model

based single-loop control of interleaved converters for a hybrid source system. ECTI Trans. Electr. Eng.

Electron. Commun. 2017, 15, 19–31.

27. Bougrine, M.; Benalia, A.; Delaleau, E.; Benbouzid, M. Minimum time current controller design for

two-interleaved bidirectional converter: Application to hybrid fuel cell/supercapacitor vehicles. Int. J.

Hydrogen Energy 2018, 43, 11593–11605. [CrossRef]
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Abstract: Recently, energy storage systems (ESSs) are becoming more important as renewable

and microgrid technologies advance. ESSs can act as a buffer between generation and load and

enable commercial and industrial end users to reduce their electricity expenses by controlling the

charge/discharge amount. In this paper, to derive efficient charge/discharge schedules of ESSs based

on time-of-use pricing with renewable energy, a combination of genetic algorithm and dynamic

programming is proposed. The performance of the combined method is improved by adjusting the

size of the base units of dynamic programming. We show the effectiveness of the proposed method by

simulating experiments with load and generation profiles of various commercial electricity consumers.

Keywords: energy storage systems; renewable energy sources; genetic algorithms; dynamic

programming

1. Introduction

An energy storage system (ESS) is a system that can store energy and provide it for consumer use

for a certain time period at an acceptable level. In an electrical grid system, the ESS can be used to

adjust the electricity usage and charge. The ESS is charged and discharged when the electricity usage

is low and high, respectively. In other words, the overall energy efficiency of the system is improved

and the energy flow from the electrical grid connected to the system is stabilized. Reliability is the key

to the effective use of smart grid systems and new renewable energy sources [1]. Thus, the demand for

ESSs is increasing [2–5].

The ESS acts as buffer between energy generation and load. New renewable energy sources

often generate electricity even when the electrical energy usage is low. To avoid the waste of energy,

the energy can be stored in the ESS and withdrawn from the ESS when needed, thereby increasing the

energy efficiency. Energy providers benefit from more predictable power generation requirements.

The ESS provides reliable and high-quality electricity to all industrial, commercial, and residential

users [6,7].

Dynamic electricity pricing has been used with new technologies such as smart meters. In dynamic

electricity pricing, the electricity charges vary depending on the time of day and time-of-use (TOU) tariffs.

Energy providers can set high prices during times of high energy use, which encourages the consumers

to avoid the overuse of energy, thereby preventing emergencies such as power outages [8,9]. In general,

the TOU pricing consists of two or three pricing tiers (e.g., light load, heavy load, and overload).

The price depends on the time of day. Many utilities in various countries such as the US energy

company, Pacific Gas and Electric (PG&E) [10], the Canadian energy company, Hydro Ottawa (HO) [11],

Korea Electric Power Corporation (KEPCO) [12], and Taiwan Power Company (TPC) [13] offer TOU

pricing for commercial and industrial customers.
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In a pricing system in which the prices vary depending on the time of day, consumers can reduce

electricity costs by using energy during times with low electricity prices. The ESS plays a crucial

role in the dynamic pricing policy. By storing energy during low load periods and using the stored

energy during a high pricing tier period, consumers can avoid high electricity bills. To maximize

electricity bill savings based on dynamic pricing, various studies have been carried out regarding

the scheduling of the charge/discharge amount of the ESS [14–17] or consumer electricity planning

solution [18]. These studies focused on various optimization methods such as dynamic, linear,

nonlinear, and mixed integer linear programming as well as stochastic and particle swarm optimization

and genetic algorithms.

The most widely used method is dynamic programming (DP), which was first introduced by Maly

and Kwan [19] who focused on minimizing electrical energy usage costs without reducing the battery

life. Van de Ven et al. [20] focused on minimizing the installation costs of the ESS. They emphasized the

user demand and price, such as the Markov decision process, which can be solved by DP. Koutsopoulos

et al. [21] proposed an optimal ESS control system from the viewpoint of facility providers and solved

the offline problem in a limited time period using DP. Romaus et al. [22] suggested stochastic DP for

the energy management of the hybrid ESS for electric vehicles.

In this paper, we propose a method that solves an ESS scheduling problem for electricity cost

optimization for enterprise ESSs with dynamic pricing and renewable energy sources. We suggest

a DP approach that considers the forecasts of the power generation and load for 24 h. We also aim to

improve the performance of the optimization method by combining DP with a genetic algorithm (GA).

Although several studies focused on DP, it has some problems when applied to commercial electrical

systems. In the case of residential electrical systems, the amount of power used is small such that the

memory and time constraints for DP are relatively low, so DP can be a reasonable choice for this case.

However, the amount of power used in commercial electrical systems is large. In that case, DP uses

large memory sizes and time resources for finding good solutions. We can increase the size of the base

unit in DP for reducing memory and time resources. However, in this case, errors will likely increase.

To resolve this problem, we employ a genetic algorithm, which is one of the metaheuristic methods

that can be used to identify near-optimal values (not the optimal values). By using the solutions of DP

with a large base unit as the initial population of a GA, the memory and time constraints of DP can

be satisfied.

In addition to charges based on the electrical energy usage, electricity bills may include a demand

charge, which is determined by the highest amount of power (kW) during the billing period multiplied

by the relevant demand charge rate ($/kW). The demand charge rate is usually fixed when a commercial

or industrial customer signs the contract [23]. By this demand charge, utility companies can charge

customers consuming large amount of power more fees for their use of extra resources associated with

the power maintenance [24]. In a customer’s point of view, the larger the highest amount of power

used during the billing period, the larger the demand charge. Hence, customers with demand charge

should try to reduce the highest amount of power during the billing period to decrease their electricity

bills. Since it is difficult to measure the exact amount of power practically, the highest amount of power

is usually measured by calculating the electrical energy drawn during a predetermined time interval.

We consider scenarios with demand charge and those without demand charge in this study.

The DP without demand charge produces reasonable dynamic pricing results. However, the design

of DP is difficult if there are demand charges because the objective functions become much more

complex. A metaheuristic method, such as a GA, can perform better than DP in such a case. In this

paper, we compare the performances of DP and a GA for cases with demand charge and those without

demand charge, and we propose more effective algorithms for each case by combining DP with the GA.

There have also been studies on the optimization of operation of ESS considering renewable energy

in microgrid using various strategies including other metaheuristic algorithms. Wang and Huang [2]

proposed a two-period stochastic programming program for the joint optimization of investment and

operation of a microgrid, taking the impact of energy storage, renewable energy integration, and demand
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response into consideration. Mozafari and Mohammadi [3] applied bee swarm optimization algorithm

to optimize the operation strategies and capacities of ESS considering various factors. In the study

of Li et al. [4], a new optimal scheduling of ESS based on chance-constrained programming has

been proposed for minimizing the operating costs of an isolated microgrid. Tushar et al. [5] proposed

a real-time decentralized demand-side management in the integration of electric vehicles (EVs), ESSs,

and renewable energy sources by formulating a game with mixed strategy between customers. In this

paper, we explore a large variety of optimization approaches to energy storage systems especially

using the combination of dynamic programming (DP) and genetic algorithms (GA). We conduct more

extensive simulations than previous work, with various 18 scenarios, with and without demand charge.

We summarize our contributions in this study as follows: (i) we propose a combined method of

DP and GA for electric cost optimization with renewable energy and ESS under TOU with/without

demand charge; (ii) we improve the performance of the proposed method by adjusting the size of

the base units of DP; (iii) we perform comparative experiments on the proposed method for various

industrial electricity load and renewable energy generation profile; and (iv) finally we show that our

combined method is effective for both cases with and without demand charge in terms of cost saving

and time.

The remainder of the paper is organized as follows: the problem, optimization method used for

ESS scheduling, and DP operation process are described in Section 2. Our method combining DP

with a GA is presented in Section 3. The savings and computing time associated with DP, a pure GA,

and the combination of DP and GA depending on various DP base unit sizes are compared in Section 4.

We draw conclusions in Section 5.

2. Dynamic Programming for ESS Scheduling

2.1. Problem Formulation

We formally define ESS scheduling problems with demand charge and that without demand

charge in this section. The definitions are similar to those presented in previous work [25]. The load li
refers to the amount of energy used during the ith time interval and gi refers to the amount of energy

generated during the ith time interval. The variable xi refers to the amount of energy stored in the

ESS at the ith time interval. Instead of SOC (state of charge), which is the level of charge of an electric

battery relative to its capacity, we used the amount of energy stored in the ESS as a variable to be

optimized. There is a relationship such that SOC at the ith time interval is the same as
xi
C × 100%, where

C is the capacity of ESS. So optimizing the value of xi can be considered the same as optimizing that of

SOC after multiplying some coefficients.

Each time interval is defined to be one hour in this study. The amount of energy provided to the

ESS at the ith time interval is xi − xi−1; thus, the net energy required from the power grid, Ei can be

calculated as follows:

Ei = xi − xi−1 + li − gi (1)

That is, if the electricity price at the ith time interval is pi, the electrical energy charge amount

of the ith time interval is Ei·pi. If Ei is negative, it means that electricity is sent back to the grid.

Although there may be several pricing policies for this feed-in electricity, in this study, we assumed

that there is no compensation of the feed-in electricity. That is, the amount of net energy Ei is negative,

the cost at that time interval only becomes 0. Thus, the sum of the costs in T time intervals can be

represented as
∑T

i=1 IR+(Ei)·
{

Ei·pi
}

, where IR+(x) is the indicator function that returns 1 if x is a positive

real number, otherwise, returns 0. This ensures that the sum is not negative, although the costs in

several time intervals can be negative. Therefore, the following equation is the formulation of this ESS

scheduling problem.

Minimize:
T

∑

i=1

IR+(Ei)·
{

Ei·pi
}

(2)
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subject to

0 ≤ xi ≤ C, i = 1, 2, . . . , T (3)

− Pd ≤ xi − xi−1 ≤ Pc, i = 1, 2, . . . , T, (4)

where C is the capacity of a battery, Pd is the amount of maximum battery discharge in an hour, and Pc

is the amount of maximum battery charge in an hour. This means that xi cannot exceed the capacity of

the battery and xi − xi−1 must range between −Pd and Pc.

The objective function, Equation (2) is the sum of hourly electrical energy costs, and each hourly

cost is calculated by multiplying the amount of electrical energy from the power grid during an hour

and the electricity price at that time. Only when the amount of electrical energy from the power grid

is negative, the cost of that time interval is 0. This property is represented with indicator function I.

Equation (2) does not have a linear nor a quadratic property because of the existence of the function I.

The function only produces 0 or 1. Moreover, the objective function is not convex. At some points,

gradients cannot be calculated. So general linear or quadratic programming cannot be applied to

this problem.

Equation (2) is the objective function when we assume that the battery efficiency can be 100%.

In fact, recent battery technology has developed a lot, and it is becoming possible to develop a battery

with an efficiency of 99% or more with the lithium-ion battery (Li-ion) [26], lithium-sulfur battery

(Li-S) [27], and vanadium redox flow battery (VRFB) [28]. However, this high efficiency can be achieved

in an ideal environment, so in practice, there would be battery charge and discharge loss. These losses

are likely to lead to some different simulation results. So, in our experiments, we used modified

objective function considering battery efficiency α. In this case, E′
i
, which is the net energy of the ith

time interval considering battery efficiency α, is calculated as follows:

E′i = α
−1(xi − xi−1) + li − gi, (5)

where 0 < α < 1 is battery efficiency. That is, to increase the amount of energy stored in the battery

from xi−1 to xi, the amount of α−1(xi − xi−1) is required to charge the battery. The objective function of

the problem considering battery efficiency can be written using the modified amount of net energy

as follows:
T

∑

i=1

IR+
(

E′i

)

·
{

E′i ·pi

}

(6)

With regard to the pricing including the demand charge, the total electrical energy cost is the sum

of the energy and demand charges, which is the product of the fixed rate p∗ and peak demand and can

thus be written as: max1≤i≤T
1≤i≤T

E′
i
·p∗ [29]. Peak demand refers to the highest amount of power during the

billing period and is represented as kW. However, in practical, the highest amount of power is usually

measured by calculating the electrical energy drawn during a predetermined time interval. So, in this

study, we define peak demand as the largest hourly electrical energy required from the power grid

during the billing period T. The problem related to minimizing the total electrical energy cost can then

be formulated as follows:

Minimize:
T

∑

i=1

IR+
(

E′i

)

·
{

E′i ·pi

}

+ max
1≤i≤T

E′i ·p
∗ (7)

Equations (2) and (7), which are the objective functions in the case without and with demand

charge respectively, do not have a linear or a quadratic property and are not convex. At some points,

gradients cannot be calculated. So simple mathematical optimization methods using some gradients

cannot be applied to these problems. In this study, we adopted DP and GA to solve the problems

because they have some characteristics to fit these problems.
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DP is based on splitting the problem into smaller subproblems and there should be an equation

that describes the relationship between these subproblems. The problems defined in this study have

those properties. The relationship between subproblems are addressed in the next subsection. GA can

also be applied to these kinds of problems. It can be easily applied regardless of the type of objective

function. GA is a sort of a metaheuristic, which is a higher-level procedure or heuristic designed to

find, generate, or select a heuristic that may provide a sufficiently good solution to an optimization

problem, especially with incomplete or imperfect information or limited computation capacity [30,31].

2.2. Assumptions and Limitations of the Proposed Problem Formulation

In this subsection, assumptions and limitations of the proposed problem formulation are discussed.

• In relation with the demand charge, the amount of the largest hourly electrical energy required

from the power grid during the billing period is used for the value of peak demand instead of the

exact amount power. In practical, power is usually measured by calculating the electrical energy

drawn during a predetermined time interval. We used an hour as this time interval in this study,

however, if we use a shorter time interval, such as five minutes, the result will be more accurate.

• For the electricity that is sent back to the grid, we assumed that there is no compensation of the

feed-in electricity. If the other pricing policies for this feed-in electricity are applied, the problem

formulation should be modified.

• Another existing study [32] has modeled the problem of scheduling the charge/discharge power

of ESS considering power balance constraint. The problem formulation of our study has slightly

different view. In our study, we optimize the amount of charge/discharge energy during the

unit time interval instead of optimizing the power of the ESS. Therefore, energy balance among

generation, load, grid, and ESS is considered instead of power balance. Both models can be

applied to ESS scheduling problem considering the other environments.

• In this study, we experimented the proposed method assuming that actual generation and load

completely follow the certain predetermined patterns. However, in practical, generation and load

may not follow the same pattern every day, so the proposed method should be applied with some

predicted generation and load patterns to be used in the field. There have been a number of recent

studies on day-ahead prediction of photovoltaic (PV) output [33,34], wind power generation [35],

and load [36–39]. It is expected that the proposed method of combining GA and DP will show

a good performance when an ideal prediction algorithm with great accuracy is adopted as we

simulated in this study. However, generation and load predictions will usually have errors and

simulation results may be different from this study. A statistical analysis of the day-ahead (and

two-days-ahead) load forecasting errors have been made in [40] and economic impact assessment

of load forecast errors have been discussed in [41]. In the ESS scheduling problem addressed in

this paper, if the net energy (the difference between renewable energy and load) is underforecasted,

excessive electrical energy may be accumulated in the battery uselessly by the predetermined

schedule. On the other hand, the net energy is overforecasted, the energy contained in the battery

may be used up in advance, so the consumer may have to buy energy from the grid even when

the price is high. In both cases, there can be some economic inefficiencies in practical.

2.3. Dynamic Programming

If there is no demand charge and the price is determined only by energy charge with TOU,

near-optimal ESS schedules can be obtained using DP. The DP is a technique that improves the

algorithm performance by storing previously computed optimal solutions of subproblems in the

memory and reducing the computations based on the information stored in the memory if necessary.

We define the two-dimensional table D[i, w] as the minimum electrical energy cost when an amount

w is stored in the ESS at the ith time interval. The D[i, w] should select the minimum value of

D[i− 1, x] + cost(i, x, w) for all possible values of the residual amount of the battery at the (i − 1)th
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time interval and x’s, where cost(i, x, w) is the elecricity cost when the residual amount of the battery

becomes w at the ith time interval from x at the (i− 1)th time interval. Possible x values are in the range

of max(0, w− Pc) ≤ x ≤ min(C, w + Pd) and cost(i, x, w) is calculated as (x−w + li − gi)·pi using the

objective function. Therefore, the recurrence equation used in DP is as follows:

D[i, w] = min
w−Pc≤x≤w+Pd

(D[i− 1, x] + cost(i, x, w)) (8)

Therefore, the minimum electrical energy cost is one of D[T, w]’s in the last time interval T. Based

on backward tracing, the path toward obtaining the optimal value can be found. The pseudo-code for

a scheduling algorithm according to T time intervals is given in Figure 1.

Figure 1. Pseudocode of the proposed dynamic programming.

If load and power generation can be predicted accurately, the DP can achieve near-optimal

solutions. However, in reality, it is very difficult to accurately predict the load and power generation.

In addition, based on the proposed method, the algorithm can be performed in a short time period

when the capacity of the battery is low such as in the residential power system, but it cannot be

performed in a short time period when the capacity of the battery is high such as in the enterprise

power system. One way to solve this issue is to use a large base unit in DP. For example, assuming

that the capacity of the battery is 1000 kWh, the algorithm can be run faster if a base unit of 10 kWh is

used instead of the default unit 1 kWh. Although the use of a large base unit makes the solution less

accurate, it has an advantage in terms of the computing time.

Examples of DP with different base units are shown in Figure 2. In this example, DP in Figure 2a

has three states (0, 5, and 10 kWh) and that in Figure 2b has 11 states (0–10 kWh). Both have four time

intervals, the charging and discharging power is 5 kW, and the initial battery is empty.
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Figure 2. Schematic application of dynamic programming according to different base units.

The DP in Figure 2a is based on a base unit of 5 kWh and that in Figure 2b is based on a base

unit of 1 kWh. The path from each point at the time interval t to each point at the time interval t + 1 is

calculated for each possible pair, consisting of the states in the time intervals t and t + 1. This simple

example shows that DP with smaller base unit is more complex and has higher computational cost

than that with larger base unit.

The size of the base unit is important in the design of DP both in terms of solution quality and

temporal performance. For example, if the capacity of ESS is 3.5 kWh and we set 1 kWh as the base

unit of DP, the proposed DP algorithm can only deal with 0 kWh, 1 kWh, 2 kWh, and 3 kWh as the

value of xi, and the amount of 0.5 kWh is not considered. In this case, the proposed DP algorithm is not

efficient. On the other hand, if the capacity of ESS is 500.5 kWh and the base unit is also 1 kWh, the left

amount of 0.5 kWh is not so critical compared with the former case. If we set 0.1 kWh as the base unit,

the obtained solution will be more accurate. As shown in these examples, the smaller the base unit

compared with the amount of capacity, the more efficiently the DP algorithm performs. If we set the

base unit small enough, the proposed DP can produce near-optimal solution. However, DP with small

base unit may have high computational cost so the size of the base unit should be carefully determined

considering both the quality of solutions and time cost.

For the pseudocode of the proposed DP in Figure 1, it is easy to calculate the time complexity:

O(T·C·(Pc + Pd)). Because Pc and Pd values are proportional to C, the complexity can be written as

O
(

T·C2
)

. This time complexity is valid for the DP with a base unit of 1 kWh. However, if a base unit of

b kWh is used, the time complexity becomes O(T·
(

C/b)2
)

.
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The proposed DP algorithm yields a near-optimal solution for the case without a demand charge.

Moreover, if the domain is limited to set of integers with a given precision, it produces an optimal

solution. For example, if we limit possible values of each xi to only integers that are multiples of

10, an optimal solution is derived by the proposed DP with base unit 10. However, the objective

function becomes more complex when a demand charge is included. Thus, in that case, it is difficult

to achieve the desired performance with a similar DP method described above. However, DP has

a strong advantage of optimizing energy charge represented as the first term in Equation (7), which is

the objective function of the problem with demand charge, because the first term is exactly the same as

the objective function of the problem without demand charge. DP can optimize the energy charge,

but it cannot optimize demand charge. If we combine DP with other appropriate methods to optimize

demand charge, we can get good solutions of the problem. GA is adopted as the method to optimize

demand charge in this study and the method will be explained in the next section.

3. Genetic Algorithm Process

The GA [42] is a metaheuristic technique that expresses information about solutions in a genetic

form and optimizes a given objective function using an evolution process such as crossover and mutation.

In addition, GAs for real-valued representations are called real-coded GAs (RCGAs). Real-valued

representations were first used to generate a metaoperator and identify the most appropriate parameters

related to chemometric problems. Nowadays, RCGA is mainly being used for numerical optimization

problems in continuous domains [43–46].

In this study, the population size of the GA is set to 100. Both parents are randomly selected from

the population, and crossover and mutation operations are performed. Subsequently, the worst solution

in the population is replaced by the offspring generated by crossover and mutation. This process is

repeated up to a maximum of 100,000 generations. The pseudocode of the proposed GA is shown in

Figure 3.

• Encoding: in the proposed RCGA, a real-number vector is encoded, with a length of the number

T of the maximum time intervals. Unlike in general real encoding, the value of the gene xi of

a solution vector is limited by the value of the gene xi−1 of the previous index. Therefore, the

range of xi is as follows:

0 ≤ xi ≤ C, (9)

−Pd ≤ xi − xi−1 ≤ Pc ↔ xi−1 − Pd ≤ xi ≤ xi−1 + Pc (10)

⇒ max(0, xi−1 − Pd) ≤ xi ≤ min(C, xi−1 + Pc) (11)

• Evaluation: if there is no demand charge, the objective function of this problem is the same

as Equation (2) in Section 2. If there is a demand charge, the function in Equation (4) is used.

The lower the function value is, the higher is the possibility to be selected as parents.

• Initialization: an initial population of 100 individuals is generated and the encoding constraint

in Equation (11) should be adhered to. The individuals are randomly generated and the limit is

not exceeded.

• Crossover operator: in this study, blend crossover (BLXα), one of the crossover techniques for

real-valued chromosomes, is used, whereα is a non-negative real number. This crossover operation

randomly determines genes within the range [Cmin −αI, Cmax + αI], where Cmax = max(x, y)

and Cmin = min(x, y). The parameter α used in this study is 0.5 and I = Cmax − Cmin.

This study includes additional constraints because the encoding conditions should not be

violated. Therefore, the range of the ith gene of the offspring of the crossover should be set to

[max(0, xi−1 − Pd), min(C, xi−1 + Pc)].

• Mutation: the mutation transforms a part of the offspring generated via crossover such that more

diverse solutions are generated during the genetic process. Mutation is not performed always

but depending on the probability value. In this study, the probability is set to 0.2. The mutation
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process selects a part of the chromosome index and changes the corresponding part, but it assigns

values uniformly and randomly within the range of the encoding constraint.

Figure 3. Pseudocode of the proposed genetic algorithm.

We described the process of a pure GA in the above. We also examine the performance of

a combination of GA and DP. In the proposed combined method, DP can help the GA to identify

a better solution than that obtained with a standalone of pure GA or DP. For the combined method,

firstly, the solution derived from DP is calculated. After that, the solution obtained by DP is included in

the GA population, when constructing an initial population. The solution by DP and other solutions in

the GA population evolves to better solutions by GA process through generations. So we can improve

the solution quality by using this combined method regardless of base unit of DP. That is, we can

obtain near-optimal solutions with more accurate precision, and the obtained solutions are always

better than those by stand-alone DP.

As the ESS capacity increases, the temporal performance of DP degrades. However, the temporal

performance can be improved by adjusting the size of the base unit in DP. To obtain economic efficiency

and reasonable solution quality, the optimal solution of DP with a large base unit is included in the

population of GA.

DP algorithm proposed in Section 2.2 produces reasonable results for the problem without

a demand charge. However, when a demand charge is included, it is difficult to achieve the desired

performance with the proposed DP, because the DP is designed to optimize the energy charge without

considering the demand charge. If we combine the proposed DP with GA addressed in this section,

we can get good solutions of the problem even for the case with demand charge. GA is a kind of

metaheuristics, so it can find appropriate solutions that are fit for given objective functions.

4. Experimental Results

4.1. Experiment Data

The electricity load data used in this study were obtained from the Office of Energy Efficiency

and Renewable Energy (EERE) [47] and include information about electricity load of United States

(industrial and residential). This dataset contains hourly load profile data for commercial and residential

buildings. Hourly load profiles are available for all TMY3 locations in the United States. We only

used commercial building load profiles for Anchorage in our experiments. There are three types of

commercial buildings (hospital, restaurant, and office). The photovoltaic (PV) watts calculator [48] was
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developed by the National Renewable Energy Laboratory (NREL). The PV watts calculator uses past

PV data and calculates the energy generated from the grid-connected PV system. We used six types of

PV generation data considering the combinations of three weather types (cloudy, rainy, and sunny)

and two season types (summer and winter). Table 1 shows information about each test case.

Table 1. Detailed information for each case.

Case Season Weather Building

1 Summer Cloudy Hospital
2 Summer Rainy Hospital
3 Summer Sunny Hospital
4 Winter Cloudy Hospital
5 Winter Rainy Hospital
6 Winter Sunny Hospital
7 Summer Cloudy Office
8 Summer Rainy Office
9 Summer Sunny Office
10 Winter Cloudy Office
11 Winter Rainy Office
12 Winter Sunny Office
13 Summer Cloudy Restaurant
14 Summer Rainy Restaurant
15 Summer Sunny Restaurant
16 Winter Cloudy Restaurant
17 Winter Rainy Restaurant
18 Winter Sunny Restaurant

Typical TOU prices were generated by simulations using three price levels for summer and winter

based on the TOU pricing models of several utility companies. The TOU pricing model that was

constructed in this study is given in Table 2.

Table 2. Hourly pricing for summer and winter.

Hour (from-to) Summer (Cents/kWh) Winter (Cents/kWh)

0–1 5 5
1–2 5 5
2–3 5 5
3–4 5 5
4–5 5 5
5–6 5 5
6–7 5 5
7–8 10 15
8–9 10 15

9–10 10 15
10–11 10 15
11–12 15 10
12–13 15 10
13–14 15 10
14–15 15 10
15–16 15 10
16–17 15 10
17–18 10 15
18–19 10 15
19–20 5 5
20–21 5 5
21–22 5 5
22–23 5 5
23–24 5 5

Demand charge rate, p∗ = 20.
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The ESS capacity used for the experiments differs for each building. The capacity of hospitals and

offices is 500 kWh. The capacity of restaurants is 250 kWh. The Pc and Pd values are assumed to be

one-fifth of the capacity.

4.2. Performace Comparison for the Case without Demand Charge

Table 3 and Figure 4 show the comparison of the temporal and economic performances of DP1

(DP with a base unit 1 kWh), DP10 (DP with a base unit of 10 kWh), GA, GA+DP1 (the combined

method of GA and DP with a base unit 1 kWh), and GA+DP10 (the combined method of GA and DP

with a base unit 10 kWh) without demand charge. To compare the performance of the proposed method

with other existing methods, we also performed the Harmony Search (HS) algorithm previously

proposed in [49]. HS is a kind of metaheuristic algorithm and can be applied to optimization problems

instead of GA. We similarly implemented HS, HS+DP1 (combined method of HS and DP with a base

unit 1 kWh), and HS+DP10 (combined method of GA and DP with a base unit 10 kWh) using HS

instead of GA. For GAs and HSs, average values and standard deviations over 100 runs were given.

Economic performances were measured by calculating cost savings for each case. Cost savings are

expressed as a percentage of the cost when there is no ESS. That is, the cost saving of Algorithm A is

calculated by the formula, 100× (CostNO−ESS −CostA)/CostNO−ESS, where CostA is the electrical energy

cost incurred by Algorithm A. Computing time of a single run of each algorithm, which is expressed in

seconds, is also provided in Table 3.

For the DP method, we conducted experiments with base units 1 kWh and 10 kWh. In Table 3,

as the base unit increases, the economic performance decreases, but the time performance increases.

In terms of the temporal performance, DP1 is slower than DP10. The combined method of GA and DP is

affected by the time consumed, hence, GA+DP1 is slower than GA+DP10. GA is slower than DP10 but

considerably faster than DP1. The economic performance of GA+DP1 is outstanding: the performance

of DP1 is better than that of DP10, and the performance of GA+DP1 is better than that of GA+DP10.

Consequently, the combination of GA and DP leads to better solutions.

HS performed slightly worse than GA overall, however, as in GA, it was the same that combining

with DP produced better results than a standalone method. The performances of HS+DP1 and

HS+DP10 are better than that of HS.

We conducted a t-test to compare the performances of GA+DP1 and GA+DP10. The results have

a significance level of 1.2 e−1, that is, the performance of GA+DP10 is significantly similar to that of

GA+DP1, but GA+DP10 is faster than GA+DP1, which shows that GA+DP10 is preferable for practical

application when compared with GA+DP1.
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Table 3. Comparison of cost savings of the proposed methods without demand charge.

Case DP1 DP10 GA GA+DP1 GA+DP10 HS HS+DP1 HS+DP10

1
10.32% 10.29% 8.75% (0.16%) 10.33% (0.00%) 10.29% (0.04%) 8.37% (0.17%) 10.32% (0.00%) 10.31% (0.05%)
(2.924) (0.052) (0.192) (3.201) (0.257) (0.224) (3.212) (0.281)

2
7.85% 7.79% 6.61% (0.11%) 7.85% (0.00%) 7.80% (0.03%) 5.22% (0.13%) 7.85% (0.00%) 7.79% (0.01%)
(2.854) (0.048) (0.184) (3.433) (0.262) (0.237) (3.238) (0.243)

3
7.36% 7.36% 6.05% (0.10%) 7.52% (0.50%) 7.36% (0.01%) 5.40% (0.10%) 7.36% (0.00%) 7.48% (0.02%)
(2.994) (0.047) (0.164) (3.452) (0.273) (0.242) (3.228) (0.201)

4
3.60% 3.60% 2.96% (0.14%) 3.60% (0.00%) 3.60% (0.00%) 1.93% (0.12%) 3.60% (0.00%) 3.60% (0.01%)
(3.014) (0.051) (0.171) (3.321) (0.281) (0.204) (3.216) (0.239)

5
3.58% 3.58% 2.95% (0.13%) 3.58% (0.01%) 3.58% (0.00%) 1.88% (0.15%) 3.58% (0.00%) 3.58% (0.00%)
(2.962) (0.039) (0.199) (3.361) (0.299) (0.218) (3.276) (0.267)

6
3.96% 3.96% 3.28% (0.06%) 3.96% (0.00%) 3.96% (0.00%) 2.09% (0.06%) 3.96% (0.00%) 3.96% (0.00%)
(2.940) (0.043) (0.201) (3.399) (0.244) (0.291) (3.268) (0.227)

7
13.35% 13.35% 11.64% (0.08%) 13.50% (0.05%) 13.45% (0.05%) 10.07% (0.16%) 13.50% (0.05%) 13.52% (0.02%)
(3.092) (0.045) (0.175) (3.417) (0.263) (0.272) (3.213) (0.298)

8
15.17% 15.10% 11.97% (0.15%) 15.17% (0.00%) 15.10% (0.03%) 9.30% (0.14%) 15.17% (0.00%) 15.11% (0.01%)
(2.885) (0.038) (0.161) (3.363) (0.251) (0.271) (3.232) (0.277)

9
17.66% 17.64% 14.46% (0.17%) 17.67% (0.00%) 17.64% (0.02%) 12.07% (0.12%) 17.67% (0.01%) 17.64% (0.01%)
(2.911) (0.050) (0.134) (3.367) (0.259) (0.208) (3.268) (0.214)

10
8.30% 8.30% 6.85% (0.13%) 8.30% (0.00%) 8.30% (0.00%) 4.49% (0.17%) 8.30% (0.00%) 8.30% (0.01%)
(2.923) (0.055) (0.156) (3.393) (0.262) (0.275) (3.252) (0.227)

11
8.19% 8.19% 6.80% (0.16%) 8.19% (0.00%) 8.19% (0.00%) 4.43% (0.13%) 8.19% (0.01%) 8.19% (0.00%)
(2.924) (0.058) (0.161) (3.264) (0.241) (0.221) (3.206) (0.234)

12
11.58% 11.58% 10.35% (0.10%) 11.60% (0.04%) 11.61% (0.03%) 8.38% (0.10%) 11.59% (0.02%) 11.60% (0.00%)
(2.975) (0.052) (0.183) (3.251) (0.268) (0.258) (3.214) (0.242)

13
21.17% 18.48% 15.95% (0.11%) 21.19% (0.03%) 19.33% (0.07%) 10.95% (0.11%) 21.17% (0.00%) 18.48% (0.01%)
(2.963) (0.053) (0.199) (3.411) (0.290) (0.251) (3.289) (0.271)

14
19.63% 19.19% 15.22% (0.08%) 19.67% (0.05%) 19.40% (0.02%) 10.11% (0.13%) 19.63% (0.04%) 19.19% (0.05%)
(2.989) (0.045) (0.181) (3.252) (0.284) (0.279) (3.266) (0.226)

15
23.83% 20.17% 18.86% (0.16%) 23.85% (0.04%) 20.91% (0.16%) 14.29% (0.10%) 23.83% (0.02%) 20.51% (0.06%)
(2.931) (0.047) (0.179) (3.245) (0.285) (0.249) (3.240) (0.274)

16
11.80% 11.80% 9.86% (0.13%) 11.80% (0.00%) 11.80% (0.00%) 6.41% (0.06%) 11.80% (0.03%) 11.80% (0.03%)
(2.938) (0.049) (0.169) (3.273) (0.279) (0.230) (3.217) (0.264)

17
11.77% 11.77% 9.75% (0.12%) 11.77% (0.00%) 11.77% (0.00%) 6.50% (0.15%) 11.77% (0.01%) 11.77% (0.00%)
(2.946) (0.045) (0.185) (3.293) (0.268) (0.263) (3.279) (0.276)

18
12.26% 12.26% 10.17% (0.09%) 12.26% (0.00%) 12.26% (0.00%) 6.51% (0.13%) 12.26% (0.00%) 12.26% (0.00%)
(2.974) (0.054) (0.193) (3.283) (0.282) (0.278) (3.208) (0.264)

For GA, GA+DP1, GA+DP10, HS, HS+DP1, and HS+DP10, average values and standard deviations over 100 runs are shown. The computing time in seconds is given in the second line of
each cell. For each case, the best result among compared eight ones is shown in bold type.
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Figure 4. Average cost savings and computing times of the proposed methods without demand charge.

4.3. Comparison for the Case with Demand Charge

Table 4 and Figure 5 show the experimental results for the case including demand charge. In this

case, the proposed DP methods (DP1 and DP10) optimize only the charge by the TOU but not the

demand charge, which often results in bad performances. However, the combined methods of GA

and DP can perform better than the individual DP or GA methods. The combined methods of HS

and DP also performed better than DP, however, their results were slightly worse than the combined

methods of GA and DP. The combined methods of GA and DP (GA+DP1 and GA+DP10) performed

better than the GA for almost all cases except two ones. In Table 4, there does not seem to be much

difference between GA+DP1 and GA+DP10. Statistically, the p-value obtained from t-test was 7.3 e−1,

which showed that the performance of GA+DP1 had no significant differences from that of GA+DP10.

In terms of the temporal performance, DP10 is faster than DP1 because DP10 searches fewer

solutions than DP1. Computing times of GA and HS are similar, though GA obtained better results

than HS. For this case with demand charge, GA and HS are not only faster than DP1, but also showed

better performance in terms of cost savings. The results by GA and HS can be improved by combining

DP, as shown by the results of GA+DP1, GA+DP10, HS+DP1, and HS+DP10. However, they are slower

than a standalone of GA or HS method. GA+DP10 takes shorter time than GA+DP1. In the above,

we have shown that the performance of GA+DP1 has no significant differences from that of GA+DP10

by t-test, so we can conclude that GA+DP10 is the most practical method among compared eight ones.

Although the performances of DP1 and DP10 are poor for this case with demand charge, GA+DP1

and GA+DP10 show relatively good performances. This means that the performance of DP can be

improved by combining GA, which helps to optimize the demand charge while DP only optimizes

energy charge with TOU but not the demand charge.
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Table 4. Comparison of cost savings of the proposed methods with varying base units including a demand charge.

Case DP1 DP10 GA GA+DP1 GA+DP10 HS HS+DP1 HS+DP10

1
5.87% 5.76% 6.71% (0.25%) 6.75% (0.19%) 6.74% (0.02%) 5.94% (0.15%) 6.73% (0.05%) 6.61% (0.05%)
(2.924) (0.052) (0.192) (3.201) (0.257) (0.224) (3.212) (0.281)

2
4.38% 4.33% 4.51% (0.10%) 4.62% (0.15%) 4.65% (0.04%) 3.66% (0.12%) 4.64% (0.06%) 4.61% (0.04%)
(2.854) (0.048) (0.184) (3.433) (0.262) (0.237) (3.238) (0.243)

3
3.60% 3.60% 4.05% (0.09%) 4.08% (0.17%) 4.12% (0.03%) 3.58% (0.08%) 4.26% (0.10%) 4.25% (0.07%)
(2.994) (0.047) (0.164) (3.452v (0.273) (0.242) (3.228) (0.201)

4
2.22% 2.21% 2.42% (0.12%) 2.75% (0.20%) 2.77% (0.00%) 1.84% (0.10%) 2.30% (0.06%) 2.29% (0.08%)
(3.014) (0.051) (0.171) (3.321) (0.281) (0.204) (3.216) (0.239)

5
2.21% 2.19% 2.39% (0.14%) 2.70% (0.15%) 2.72% (0.01%) 1.83% (0.12%) 2.29% (0.08%) 2.28% (0.10%)
(2.962) (0.039) (0.199) (3.361) (0.299) (0.218) (3.276) (0.267)

6
2.42% 2.40% 2.62% (0.14%) 2.95% (0.25%) 2.97% (0.00%) 1.99% (0.09%) 2.52% (0.07%) 2.49% (0.15%)
(2.94) (0.043) (0.201) (3.399) (0.244) (0.291) (3.268) (0.227)

7
2.50% 2.50% 13.54% (0.13%) 13.20% (0.27%) 13.43% (0.00%) 9.71% (0.12%) 10.12% (0.12%) 10.29% (0.02%)
(3.092) (0.045) (0.175) (3.417) (0.263) (0.272) (3.213) (0.298)

8
12.30% 12.26% 12.32% (0.11%) 12.69% (0.24%) 12.76% (0.05%) 11.14% (0.15%) 13.48% (0.13%) 13.39% (0.05%)
(2.885) (0.038) (0.161) (3.363) (0.251) (0.271) (3.232) (0.277)

9
6.21% 6.15% 14.81% (0.08%) 14.61% (0.20%) 14.60% (0.04%) 10.88% (0.10%) 11.18% (0.04%) 11.10% (0.14%)
(2.911) (0.05) (0.134) (3.367) (0.259) (0.208) (3.268) (0.214)

10
5.18% 5.18% 4.28% (0.09%) 5.70% (0.24%) 5.72% (0.00%) 3.13% (0.13%) 5.19% (0.05%) 5.18% (0.07%)
(2.923) (0.055) (0.156) (3.393) (0.262) (0.275) (3.252) (0.227)

11
5.12% 5.12% 4.18% (0.10%) 5.58% (0.21%) 5.63% (0.00%) 3.21% (0.12%) 5.12% (0.07%) 5.12% (0.13%)
(2.924) (0.058) (0.161) (3.264) (0.241) (0.221) (3.206) (0.234)

12
7.73% 7.73% 7.92% (0.13%) 8.74% (0.18%) 8.51% (0.05%) 6.95% (0.11%) 7.98% (0.05%) 7.94% (0.09%)
(2.975) (0.052) (0.183) (3.251) (0.268) (0.258) (3.214) (0.242)

13
10.01% 7.79% 11.09% (0.15%) 12.26% (0.19%) 12.28% (0.06%) 8.14% (0.10%) 11.4% (0.10%) 9.63% (0.12%)
(2.963) (0.053) (0.199) (3.411) (0.29) (0.251) (3.289 (0.271)

14
9.74% 11.57% 10.32% (0.14%) 11.69% (0.15%) 12.60% (0.04%) 7.38% (0.11%) 10.19% (0.14%) 11.63% (0.10%)
(2.989) (0.045) (0.181) (3.252v (0.284) (0.279) (3.266) (0.226)

15
11.16% 8.20% 13.06% (0.12%) 13.82% (0.21%) 13.48% (0.12%) 11.06% (0.13%) 12.28% (0.10%) 11.73% (0.04%)
(2.931) (0.047) (0.179) (3.245) (0.285) (0.249) (3.24) (0.274)

16
7.20% 7.20% 6.17% (0.15%) 8.38% (0.24%) 7.87% (0.00%) 4.63% (0.06%) 7.20% (0.07%) 7.21% (0.06%)
(2.938) (0.049) (0.169) (3.273) (0.279) (0.23) (3.217) (0.264)

17
7.16% 7.16% 6.11% (0.11%) 8.39% (0.16%) 7.83% (0.00%) 4.58% (0.10%) 7.16% (0.08%) 7.17% (0.08%)
(2.946) (0.045) (0.185) (3.293) (0.268) (0.263) (3.279) (0.276)

18
7.45% 7.45% 6.33% (0.13%) 8.54% (0.18%) 8.30% (0.00%) 4.72% (0.09%) 7.48% (0.06%) 7.45% (0.10%)
(2.974) (0.054) (0.193) (3.283) (0.282) (0.278) (3.208) (0.264)

For GA, GA+DP1, GA+DP10, HS, HS+DP1 and HS+DP10, average values and standard deviations over 100 runs are shown. The computing time in seconds is given in the second line of
each cell. For each case, the best result among compared eight ones is shown in bold type.
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Figure 5. Average cost savings and computing times of the proposed methods with demand charge.

4.4. Experiments with Various Sizes of Base Unit

In the experiments in Sections 4.2 and 4.3, we have only experimented the combined methods

of GA and DP with only two kinds of base units, 1 kWh and 10 kWh. In this subsection, we have

investigated the performance of the combined methods of GA and DP with various sizes of base unit,

0.5 kWh, 1 kWh, 10 kWh, 20 kWh, and 50 kWh. Figure 6 shows those results.

Figure 6. Performance of the combined methods of a genetic algorithm (GA) and dynamic programming

(DP) with various sizes of base unit. (a) Average cost saving over all cases without demand charge;

(b) average computing time over all cases without demand charge; (c) average cost saving over all

cases with demand charge; (d) average computing time over all cases with demand charge.

For the case without demand charge (Figure 6a,b), GA+DP1 yields the best cost saving. GA+DP1

is even better than GA+DP0.5 though the results of the two methods have a significance level of

3.0 e−1 in t-test. Usually, in the design of DP, the smaller the size of the base unit, the better the
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performance. However, when DP is combined with GA, it is not definitely true. In our experiments,

if the base unit is smaller than 1 kWh, the combined method could not show the improved performance.

So, if we consider only cost saving, the use of 1 kWh as base unit will be a reasonable choice. However,

as mentioned in Section 4.2, the results of GA+DP1 and GA+DP10 have a significance level of 1.2 e−1

in t-test, which shows that the performance of GA+DP10 is significantly similar to that of GA+DP1,

and GA+DP10 is much faster than GA+DP1. Hence, GA+DP10 is preferable for practical application

in terms of both cost saving and time.

In the results with demand charge (Figure 6c,d), GA+DP0.5 is slightly better than GA+DP1,

and GA+DP1 is also slightly better than GA+DP10. However, the differences are very small. In this

case with demand charge, the effect of GA is larger than that of DP, so the quality of solutions is not so

sensitive of the size of base unit. Nevertheless, the cost saving of GA+DP50 is surely worse than that

of GA+DP20. From these observations, we could conclude that 10 kWh or 20 kWh base unit size is the

most practical when we apply the combined method of GA and DP in the case with demand charge,

because they spend much less time than GA+DP1 obtaining similar quality of solutions to GA+DP1.

4.5. Experiments with Combined Methods of Improved GA and DP

In the experiments in Sections 4.1 and 4.2, the population size and the number of generations of

the proposed GA have been set to be a fixed number, 100 and 100,000. However, in those experiments,

the average running times of GA (≈0.3 s) and GA+DP1 (≈3.3 s) have no significant difference in terms

of 24 h. Even though we spend more time to running of GA, there will be no problem in temporal

performance. So, we did additional experiments with an improved GA by increasing the number of

population and generations. For this improved GA, the population size is set to be 200 and the number

of generations is set to be 1,000,000. Increasing those numbers further is meaningless because there is

no improvement in the quality of the solution.

Figure 7 shows the results with this improved GA (IGA). For the case without demand charge

(Figure 7a,b), the performance of IGA was improved compared with GA and it spends more time

than GA about 10 times. However, IGA is not better than GA+DP10 even though it spends more time.

So in this case without demand charge, we could conclude that the combination of GA and DP is

more effective than using a standalone GA. For the case with demand charge (Figure 7c,d), the results

showed a different pattern. The performance of IGA was also better than that of GA and, moreover, it

is even better than that of GA+DP1 while IGA consumed less time than GA+DP1. That is, the effect of

DP was not so much in this case when compared to that of GA. However, IGA+DP1 and IGA+DP10

showed better performances than IGA. IGA still can be more improved by combining DP. In particular,

IGA+DP10 spent not so much time when compared to IGA, so we can conclude that IGA+DP10 is the

most practical among the compared methods in this case.

Figure 7. Cont.
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Figure 7. Comparison between the combined methods with GA and those with improved genetic

algorithm (IGA). (a) Average cost saving over all cases without demand charge; (b) average computing

time over all cases without demand charge; (c) average cost saving over all cases with demand charge;

(d) average computing time over all cases with demand charge.

5. Conclusions

In this study, we proposed a combined method of GA and DP for ESS scheduling problems with

and without demand charge. Because the temporal performance of DP degrades as the ESS capacity

increases, we improved the performance of the combined method by adjusting the size of the base unit

in DP.

Without demand charge, DP with a small base unit (1 kWh) showed good economic performance,

but its temporal performance was lower than that of DP with a large base unit (10 kWh). The temporal

performance of DP with a large base unit was excellent, but its economic performance did not match

DP with a small base unit. GA also has a disadvantage of not producing good solutions. Therefore,

we improved both the temporal and economic performances by combining GA and DP with a large

base unit. Through experiments with various sizes of base units, we could observe that the combined

method could not show further improved performance if the base unit is smaller than 1 kWh. Hence,

the combined method of GA and DP with the base unit smaller than 1 kWh is not efficient. Moreover,

the experimental results showed that GA+DP1 and GA+DP10 had significantly similar economic

performances through t-test, and GA+DP10 is much faster than GA+DP1. Therefore, we could conclude

that GA+DP10 was the most practical among the compared methods in terms of both economic and

temporal performances in the case without demand charge.

When demand charge was included, we could observe that the economic performance of DP

significantly degraded through experiments. By combining GA and DP, the advantages of both

methods can be utilized, that is, that of GA, which optimizes the demand charge, and that of DP,

which optimizes the energy charge. In this case, the combined method of GA and DP with a small

base unit showed better economic performance than that with a large base unit. However, the p-value

obtained from t-test between the two methods was larger than 0.05, which means that it is not sure that

their performances differ. Actually, we could observe that the quality of solutions is not so sensitive

of the size of base unit in the case with demand charge through experiments with various sizes of

base units. The experimental results showed that the proposed combined method of GA and DP with

a base unit 10 kWh or 20 kWh could not only save computing time but also find good solutions when

compared with the same method with other base units.

Our study also has some limitations in that we did not consider the cost of battery cycling.

For more practical applications, the advanced research considering battery cycling might be required

as future work.
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Nomenclature

ESS Energy storage system

TOU Time-of-use

DP Dynamic programming

DP1 DP with a base unit of 1 kWh

DP10 DP with a base unit of 10 kWh

GA Genetic algorithm

GA+DP1 The combined method of GA and DP with a base unit 1 kWh

GA+DP10 The combined method of GA and DP with a base unit 10 kWh

HS Harmony search

HS+DP1 The combined method of HS and DP with a base unit 1 kWh

HS+DP10 The combined method of GA and DP with a base unit 10 kWh
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Abstract: To ensure the use of energy produced from renewable energy sources, this paper presents

a method for consumer planning in the consumer–producer–distributor structure. The proposed

planning method is based on the genetic algorithm approach, which solves a cost minimization

problem by considering several input parameters. These input parameters are: the consumption for

each unit, the time interval in which the unit operates, the maximum value of the electricity produced

from renewable sources, and the distribution of energy production per unit of time. A consumer

can use the equipment without any planning, in which case he will consume energy supplied by

a distributor or energy produced from renewable sources, if it is available at the time he operates

the equipment. A consumer who plans his operating interval can use more energy from renewable

sources, because the planning is done in the time interval in which the energy produced from

renewable sources is available. The effect is that the total cost of energy to the consumer without any

planning will be higher than the cost of energy to the consumer with planning, because the energy

produced from renewable sources is cheaper than that provided from conventional sources. To be

validated, the proposed approach was run on a simulator, and then tested in two real-world case

studies targeting domestic and industrial consumers. In both situations, the solution proposed led to

a reduction in the total cost of electricity of up to 25%.

Keywords: renewable energy; consumer planning; real-time strategy; consumption monitoring

1. Introduction

Through the range of energy producers, from small (photovoltaic panels at the level of households)

and medium (fields of photovoltaic panels, wind power plants) producers, to large traditional electricity

producers (hydroelectric power stations, thermal power plants, nuclear power plants), the need to

expand power networks has emerged. The tendency is to implement on-demand electricity production

and distribution techniques according to consumer’s needs. On the one hand, these consumers

are increasing in number and have steadily increasing needs. On the other hand, producers of

electricity from renewable sources are less likely to adapt their production capacity according to the

consumers’ requirements.

The use of smart grids and the concepts derived from it, such as dynamic prices and demand

management, have had a significant impact in many areas.

An alternative to production management and the distribution of electricity on demand is to

apply dynamic tariff plans. Such plans motivate consumers to save electricity during some periods
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by re-scheduling household activities (chores) to other time periods. Thus, the distribution of total

electricity consumption becomes uniform over time by eliminating the consumption peaks in some

short time intervals. Dynamic tariff schemes can be changed according to area and consumption time

interval. Several studies [1] show that a dynamic price of electricity reduces electricity costs at the

level of consumers by as much as 10%. Dynamic pricing favors the consumption of electricity during

periods when energy producers from renewable sources can supply this energy.

The main problem related to the production and distribution of electricity on demand and the

dynamic pricing of electricity is the real-time monitoring of consumers—it is necessary to determine

the energy consumption for short periods of time in order to apply differential tariffing. The existing

meters in the electricity distributors’ infrastructure have two limitations: they only have a local,

short-range communication interface to an operator, and they do not transmit the data acquired in

real-time. A third limitation is related to the fixed location of the meter, i.e., at the level of a consumer

or at the level of a grid node. Thus, it can either provide a small amount of data regarding the status

of a single consumer, which cannot be used in a statistical analysis without violating the consumer’s

right to privacy, or too large amounts of data regarding the status of an entire grid. In the second case,

the status of different branches, in terms of new consumers attaching to a node, modifications of the

electricity grid, appearance of new grid nodes, etc., cannot be seen.

The real-time monitoring of electricity consumption (current and voltage) at different points of the

electricity distribution grid is therefore an essential element in dynamic pricing. It is important to use

non-invasive solutions that monitor electricity consumption, which can be easily placed in the existing

electricity distribution infrastructure. The main problem when measuring energy consumption is the

measurement of current consumption. This involves mounting the ammeter in series on the power

cable. There are several technologies that allow for electricity measurement without the need for

infrastructure intervention.

The current consumption sensor is the main component of a monitoring system for consumer

planning and dynamic pricing. For an autonomous solution, the main requirement is that the sensor

allows for energy harvesting.

Our paper proposes a consumer planning solution, using a genetic algorithm (GA), to reduce

the consumer electricity cost by using as much electricity as possible from renewable sources by local

micro-producers. The novel elements presented in this paper compared to previous publications and

research projects are as follows:

- The use of a genetic algorithm for the re-planning of consumers to reduce the electricity cost

using the energy of local producers through renewable means. The use of a genetic algorithm for

consumer planning and the way in which the coding solution was realized (i.e., obtaining the

chromosome) are the original components of the paper.

- The implementation of a simulator that allows the generation of numerous consumer–producer

configurations (i.e., hundreds), and the study of the impact of the consumer planning algorithm.

- A complete platform implemented for real-time consumption monitoring, analysis, and intelligent

planning, using the genetic algorithm, and consumer communication/information. Unlike other

works in the field, this paper presents a complete solution that allows for the implementation

of a consumer planning algorithm that consists of sensor cells for the acquisition of current

consumption with self-harvesting, data collectors, a server for analysis and planning, and a client

application for informing consumers. The system, developed as part of a research project, was

used in two case studies that highlight the efficiency of the consumer planning algorithm.

There are several solutions proposed for consumer planning. They have different approaches to

re-planning consumers in order to reduce the total cost of electricity. In contrast, the solution proposed

in this paper addresses the issue of consumer planning from multiple perspectives: the ability to

produce electricity through renewable means at different times of the day, for certain regions and

using different energy sources; the cost of electricity produced from renewable sources; the cost of
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electricity produced by traditional methods; and the characteristics of some consumers to be able to

be reprogrammed at longer or shorter time intervals. All of these elements represent criteria that

must be taken into account when determining the optimal planning scheme of consumption units

(equipment) during a day, to finally obtain the minimum cost of electricity. The genetic algorithm is an

algorithm specialized in solving multi-criteria optimization problems: this is the reason why this type

of algorithm was used here.

The objectives of this study are as follows:

• proposing a new strategy to reduce the electricity cost in a nano- or micro-grid through optimal

consumer planning;

• implementing the proposed strategy in a simulator (using Python libraries, such as Numpy and

Matplotlib);

• validation of simulation results in two experiments, using an innovative genetic algorithm

proposed and analyzed in this paper;

• highlighting the advantages for all participants (micro-producers, regular consumers, or

prosumers) based on case studies where this strategy was implemented.

The next section will present strategies from the specialized literature that are designed to reduce

the electricity cost in a smart grid through optimal consumer planning.

Compared to the previous publications and research projects presented below, the novelty of

this paper is highlighted as follows: (1) a new real-time optimization strategy based on an objective

function to minimize the total cost by planning consumers to use available electricity produced from

renewable sources is proposed; (2) a new chromosome coding solution is proposed and used by the

genetic algorithm applied to reduce the electricity cost.

The validation of the reduction of the energy cost for a consumer who applies this new strategy

was conducted both in simulation and in experiment. For this, a specific simulator and a complete

experimental platform were implemented to evaluate the performance of the proposed strategy, based

on hundreds of consumer–producer configurations and case studies emulating the functioning of a

smart nano-grid. The experiment was developed as part of a research project (using sensor cells for

the acquisition of current consumption with self-harvesting, data collectors, a server for analysis and

planning, a client application for informing consumers, etc.), in order to emulate the functioning of

a smart nano-grid as closely as possible to reality. For both implementations, the genetic algorithm

optimizes the cost function for the consumer taking into account the requirements and constraints

imposed (for example, times when devices have to be used, electricity available from renewable

sources), which are variable over time. The only difference for the performed experiments is that the

input data (such as the possible operating interval and the actual operating interval for consumers, and

the cost of energy produced, the available production capacity, and the daily variation in production

capacity for producers) are acquired from installed sensors at consumers and producers, rather than

simulated data. Thus, the originality of the paper is related to the development and implementation of

the consumer planning algorithm on the central station server, as well as to the implementation plan to

easily apply the platform in various experimental case studies.

The remainder of this paper is structured as follows: Section 2 presents a literature review.

The subsequent section presents the model and coding schema used for the genetic algorithm, and

is divided into four subsections: Section 3.1 The Consumer–Producer–Distributor Mode, Section 3.2

Genetic Algorithm, Section 3.3 Simulation Platform and Data Collection, and Section 3.4 Methods.

Section 4.1 presents the simulation and the results obtained from the simulation, and Section 4.2

presents the system implementation and its operation in two real case studies. The paper concludes

with Section 5 Conclusions and Future Trends.
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2. Literature Review

In reference [2], a comprehensive study of the use of the smart grid in communication infrastructure

to reduce energy consumption is offered. The study begins by addressing the concept of the smart

grid, and continues with the presentation of smart grid techniques for increasing energy efficiency in

communications, and minimizing energy costs and emissions of data centers and cloud infrastructures.

This is the also the purpose pursued in our work. The objective of the current study is to carry out a

re-planning of consumers in order to reduce the cost of electricity. This is possible using the proposed

real-time monitoring platform, as presented in this paper. Alahakoon et al. [3] present a comprehensive

study of smart grids and their use, technologies used in the metering process, and solutions to satisfy

the interests of stakeholders. Moreover, the paper highlights challenges and opportunities that arise

using big data and the cloud in smart grids. Problems relating to data privacy in smart grids (SGs)

and advanced measurement infrastructure (AMI) are treated in reference [4]. The use of SGs and

AMI allows the implementation of consumer planning solutions through the possibility of real-time

monitoring on different nodes of the distribution network. However, at present, the monitoring

infrastructure is not always available for real-time monitoring. This is the reason why, in our paper,

a flexible monitoring solution is proposed, which allows real-time monitoring for the application

of dynamic tariffs, and to favor the consumption of electricity from renewable sources. After data

acquisition, it is necessary to analyze them, and to develop consumption planning. Deng et al. [5] refer

to energy consumption planning using a game model. As a result, consumption peaks are reduced.

The issue of consumer planning following the reprogramming of processes with the implementation

of a simulator is addressed by Kliazovich et al. [6]. Tang et al. [7] address the reprogramming of

tasks (at a certain manufacturing process) in order to reduce energy consumption. Starting from the

characteristics of the production process, the consumption pattern is determined by a model developed

in reference [8]. A genetic algorithm is then used to determine which of the elaborated schemes is

optimal. The key element in the consumer planning solution proposed in the current paper is also a

genetic algorithm. Unlike the mentioned works, consumers’ planning is realized to reduce the total

cost of electricity, with a flexible configuration scheme that applies to both domestic and industrial

consumers. This is done by the coding schema performed on the genetic algorithm.

Previous studies have dealt with the problem of consumer planning and have proposed different

algorithms for solving it. Cionca et al. [9] refer to the planning of the energy produced and consumed

to accumulate surpluses and to reduce losses (which occur when there is a surplus of produced energy).

Derakhshan et al. [10] present algorithms for energy consumption: Teaching and Learning-based

Optimization (TLBO) and Shuffled Frog Leaping (SFL). These are applied to a case study for a real

environment. As with our approach, in the above-mentioned work, the total energy cost is reduced

by reducing the costs for certain periods using the electricity produced from unconventional sources.

Ghasemi et al. [11] propose a new algorithm for forecasting the electricity price and its demand, which

uses data preprocessing techniques, forecasting, and adjustment algorithms. The three components

of the forecasting algorithm are described, including an artificial intelligence (AI) component of the

artificial bee colony (ABC) type used in the learning process. This generates coefficients for the other

modules. The proposed hybrid forecast algorithm is evaluated on several real markets, illustrating its

high accuracy in the forecast of the price and demand of electricity. Moreover, the impact of its use on

demand management techniques is investigated, emphasizing the improvements made.

Ma et al. [12] present a new concept of a residential consumption planning framework based

on cost efficiency. Cost efficiency means the ratio between the total benefit and the total payment of

electricity over a certain period. In this work, a consumption planning algorithm based on daily costs

is developed using a fractional programming approach. The proposed planning algorithm can reflect

and affect consumer behavior, and ultimately generate an optimal cost-effective energy consumption

profile. Similarly, in the current paper, the planning of consumption units takes place, but the cost is

related to the method of obtaining the electricity.
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The aforementioned paper presents a simulation that confirms that the proposed planning

algorithm significantly improves cost efficiency for consumers compared to conventional planning

solutions. In a similar way, a simulator is also created for validating the efficiency of the proposed

consumer planning algorithm. Moreover, the algorithm is implemented using a real-time monitoring

platform and results for two real-world case studies are presented.

During the implementation of the platform, there are several challenges related, in particular,

to connecting the current sensors to the electricity transmission lines and their power supply. On

this topic, several studies have been conducted of the construction of the monitoring platform and

the implementation of the algorithm. Along with solutions with neural networks and GAs, other

algorithms have been used to reduce consumption and plan hybrid energy sources. Thus, the paper [13]

presents an algorithm-based chaotic search and harmony search, which is used to plan the storage

of energy produced from five renewable sources (photovoltaic and wind). A system composed of

a chemical cell based on hydrogen and a battery is used for energy storage and the objective is to

extend the life of the storage cells and reduce the cost by optimally planning the storage sequence

(charges/discharges). In our case, a GA is used to plan the operating time interval in order to use as

much energy as possible from renewable sources. A novel particle swarm optimization algorithm

based on the Hill function is presented in paper [14] for reducing energy consumption in an industrial

process by dynamically planning its component tasks. We propose a similar task in our paper, but

we address a much wider category of consumers. Our goal is not to reduce energy consumption but

to reduce the cost of energy by using renewable sources. An energy management system produced

from three different sources (renewable with photovoltaic panels, batteries, and generator with a diesel

engine) based on a modified gravitational search algorithm is presented in [15]. Here, a solution is

provided by which to choose one of the three sources to meet the needs of the consumer while reducing

fuel consumption as much as possible, and extending battery life. The solution we propose is aimed

at consumer-level programming to reduce the cost of energy using energy from different sources.

Our approach is somewhat more general—it aims to provide solutions for a wide range of consumers

and producers of energy from renewable sources. The solution we propose is based on GA but can be

extended with other algorithms, such as the whale optimization algorithm (WOA).

The use of genetic algorithms for consumer planning to reduce the cost of electricity is a subject

that has also been addressed in very recent works and research (2019). Xu et al. [16] used a genetic

algorithm to plan the operation of an irrigation system so that it is used when the cost of energy is

lower; thus, the goal is to reduce the cost of electricity. The solution proposed in the current paper

is also the application of an optimization problem to reduce the cost of electricity. However, our

approach involves, more generally, the planning of different consumers, in order to reduce the cost

of electricity. Another GA-based approach, applied in an industrial environment, is presented in

reference [17]. Here, it was used in the planning of an automatic guided vehicle (AGV) inside a factory,

to make electricity consumption more efficient. Chang et al. [18] illustrate a solution for planning the

operation of heating, ventilation, and air conditioning (HVAC) equipment through a neuro-genetic

hybrid solution, to reduce annual energy consumption. The work addresses an optimization problem

that aims to reduce cost and increase satisfaction among the tenants in the building connected to the air

conditioning system. Farhadiana [19] presents a solution for planning how to allocate virtual machines

on physical equipment considering the operation and the resources used by each one. The objective

is to reduce energy consumption—allocation planning is undertaken through a genetic algorithm

solution. Our approach brings, as a novelty element, the coding scheme proposed in the genetic

algorithm that allows the planning of different consumers. The objective function is to minimize

the total cost of planning consumers, to use electricity produced from renewable sources when it

is available.

The involvement of consumers in the process of planning the operation of electrical appliances to

reduce the cost of electricity is a modern trend, as shown in Gram-Hanssen et al. [20]. The authors

state that such policies have a direct impact on the environment by reducing carbon emissions and the
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use of renewable energy sources. It is shown that, for a sample of about 2000 people surveyed, 75%

stated that they are interested in re-planning consumers to use more renewable energy. This idea is

taken up in the present paper. Moreover, its authors propose a solution to help the consumer plan in

the most efficient way. Along with the desire to protect the environment, the consumer must also be

materially motivated. For this reason, a consumer profile must be determined and then associated with

a tariff scheme. Some consumer profiles use more energy from renewable sources and lead to a lower

total cost. Determining a consumer’s profile is not easy. It depends on the type of consumption units

(equipment) but also on its needs. That is why different algorithms are used to identify the profile.

In reference [21], the authors propose the use of an AI algorithm with neural networks to identify the

consumer profile and its association with a tariff scheme. Several patterns are identified that are used

in training. In this way, consumer profile classifications and associations with tariff schemes can be

made. What the authors of the present paper propose is not only the identification of a profile, but the

determination of the profile that leads to the lowest total cost. For this, both the consumer and the

producer of energy from renewable sources will be considered. The identification of the connection

between the producer capacity and the consumer’s requirements that lead to the lowest cost is treated

in [22], through a deep recurrent neural network. The solution allows a prognosis of what the consumer

must do to minimize the cost. This is also the target of the present paper. Nonetheless, the approach

is different in the current work: it starts from the minimization of the cost (objective function), and

identifies a consumer profile that corresponds to the minimum cost. The search considers the needs

of the consumer and the capacity of the producer. The solution is more flexible and more general:

it addresses any type of consumer and any type of producer. The reason for performing tests in a real

operating field with several types of consumers (domestic, industrial) and with several producers

(photovoltaic panels, wind generators, energy recovery from motors) was to validate the proposed

solution. The results obtained are presented in the next sections. Minimizing the cost starting from

completely uncorrelated criteria (consumer need, producer capacity) is a problem solved through

genetic algorithms. These algorithms specialize in solving these types of problems. They have been

successfully used in multi-criteria optimization problems in various fields, ranging from finding the

optimal configuration (minimum cost, minimum weight) for the realization of composite beams and

frames taking into account a set of input criteria (including were related to the climate) [23], to making

financial statistics and predictions starting from several economic indicators, data sets, or moods, as

presented in reference [24]. In addition to the papers presented above, other studies have addressed the

issue of optimizing energy cost (or energy consumption) through genetic algorithms. Pillai et al. [25]

present a method to reduce power consumption in a multi-processor system. Here, task planning

(program sequences) must be performed, to keep processors at the point of operation that involves

the lowest power consumption for as long as possible. These aspects must be taken into account

for the tasks and characteristics of the processors. The present paper does not aim to reduce energy

consumption but to reduce energy costs. However, the scheme is similar: the processor is the producer

of energy from renewable sources and the task is the consumer. Another paper that deals with reducing

both energy consumption and maintenance costs using GA is [26]. A GA-based model for planning the

operating mode of some pumping stations is described here. It takes into account criteria related to the

nature of the fluid and the process performed and results in a reduction in energy consumption [27]

and the number of switches [28], thereby involving less wear and tear and, ultimately, resulting in a

reduction of maintenance costs [29,30]. All of the solutions presented demonstrate the power of genetic

algorithms in solving cost minimization (or consumption) problems, using multiple uncorrelated input

criteria that must be adjusted [31,32]. In the current paper, the requirements of the consumer and the

capacity of the producer are criteria that are considered for determining the profile of the consumer

that leads to a minimum cost of electricity. The coding scheme that consists of transforming the criteria

into input data for the genetic algorithm and the way in which the results are transformed into a

‘green’ consumer profile represents an innovative element. In addition, unlike many of the solutions

previously presented, in addition to a simulator that validates the algorithm and the proposed coding
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scheme, a pilot for data collection and display of results is proposed. Thus, the solution is tested in a

real operating field. In this way, the challenges that appear in the implementation of the algorithm

and the way in which they are solved were highlighted. The solution we propose involves consumers

who have a maximum number of devices 10. This involves the use of 10 individuals/generation. For a

large number of individuals per generation (over 100), there are problems with the convergence of the

algorithm, as shown in the paper [33]. However, there are practical solutions that can improve the

performance of the algorithm.

3. Proposed Approach

3.1. The Consumer–Producer–Distributor Mode

Figure 1 represents a consumer–producer–distributor structure from the point of view of the

electricity circuit.
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Figure 1. Consumer–producer–distributor structure.

The electricity transmission and distribution operator (TSO-DSO) takes electricity from traditional

producers—thermo-power plants, hydro-power stations, and nuclear power plants—and supplies it to

domestic and industrial consumers. This is the classic circuit of electricity which has existed for more

than a century. The most recent on the market are the local electricity producers (or micro-producers).

These have more limited capacity to produce electricity from renewable sources—such as by using

photovoltaic panels that capture solar energy and convert it into electricity, or using horizontal and

vertical windmills—thus, by converting wind energy into electricity or, as is the case of industrial

producers, by converting mechanical energy of machines into electricity or recovering the current

from power engines. Unlike a distributor that has a very high-power capacity (SUPPLIER_PEAK), in

the case of local producers, the maximum capacity of electricity production, hereinafter referred to

as PRODUCER_PEAK, is more limited, and is dependent on the season, time of day, technological

process, etc.

In our model, p(t) represents the amount of energy produced by a micro-producer at time t; the

total energy produced for a time interval is defined as:

PT[a,b] =
∑

t∈[a,b]
p(t) (1)

p(t) cannot be represented (or is difficult to represent) using a mathematical relation, because

it depends on many factors. In the simulator derived and presented in this paper, uniform random

distributions are used to represent p(t) for a period of time. An input data set could be easily generated

to simulate the production behavior through photovoltaic electricity cells (maximum ceiling between

11:00–17:00, increase 6:00–11:00, decrease 17:00–21:00, zero 21:00–6:00 on a summer day, with variations

depending on the season). The idea is that the algorithm is used to find solutions for any energy
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sources. For example, one of the case studies of the real operating environment presented in the paper,

case study number 2, presents an example of the use of electricity recovered from power motors in an

industrial plant. This installation works as follows: when it is necessary to transport (it is a belt for

transporting a sheet for rolling), the engines enter an operating mode. When the engines are under

load (so the sheet is located exactly on the axles when they move), then the energy recovered is low;

conversely, when the engines are not under load, the energy recovered from them is at a maximum.

Thus, in this situation we do not have a predictable behavior; energy production is dependent on the

operating range and how the weight of the sheet is distributed on the belt. This is why it is preferred to

use a source of inputs that is as general as possible, thus simulating the behavior of any electricity

generation system. On a practical level, each producer can provide a table of values for p(t) measured

at discrete moments of time.

An electricity distributor has an amount of energy produced at a time t, called s(t) but, unlike p(t),

it has a constant value (with very few exceptions) and is equal to the maximum production capacity

per unit of time:

s(t) ≈ SUPPLIER_PEAK (2)

The electricity transmission and distribution operator informs the consumer about the value of

SUPPLIER_PEAK.

The consumer has several consumption units (home appliances, industrial equipment).

A consumption unit has a consumption value given by the function u(t), which depends on the

operating mode of the equipment. The total consumption for an operating interval [t1, t2] has a formula

similar to PT from Equation (1):

UT[t1,t2] =
∑

t∈[t1,t2]
u(t) (3)

For a consumption unit, the possible operating interval [a, b] may include or coincide with the

operating interval [t1, t2]. The possible operating interval is the interval in which the equipment—the

consumption unit—can perform its task. There are devices that have a possible operating interval equal

to the operating interval or others that have a possible operating interval greater than the operating

interval. On the one hand, a TV has a 3-h operating interval that coincides with the possible operating

interval. On the other hand, a washing machine that has an operating interval of 1 h can be scheduled to

work during the day—between 10 a.m. and 8 p.m. for example. Thus, the 1-h operating interval can be

programmed anytime within the 10-h interval of time, as long as there is a possible operating interval.

There are two possible sources of energy that can cover consumption u(t): locally produced energy

from renewable sources pu(t) and energy supplied from conventional sources su(t), as follows:

u(t) = pu(t) + su(t), pu(t) ≤ p(t), su(t) =

{

0, u(t) ≤ p(t)
∣

∣

∣p(t) − u(t)
∣

∣

∣, u(t) > p(t)
(4)

The cost of energy to the consumer is defined in the equation:

c(t) = pu(t) × pc + su(t) × sc (5)

The electricity distribution node allows the consumer to use primarily pu(t). It is possible that

the amount of produced energy covers the consumer’s requirements; that is, in this case, pu(t) < p(t).

If not, the consumer uses the entire p(t) and the energy surplus required for the consumer is provided

by su(t): this is the meaning of the difference in Equation (4). Parameters sc and pc from Equation (5)

represent the costs of energy supplied and produced at time t. The cost of energy is usually expressed

in monetary units/kW.

For a possible operating interval [a, b] of a device (consumption unit) the total cost is given by:

CT[a,b] =
∑

t∈[a, b]
c(t) (6)
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For a consumer who has several consumption units, the total consumption for a selected time

interval [A, B] is defined as:

CT([A, B], n) =
∑n

i=1
CTi

[ai,bi]
, A ≤ ai < bi ≤ B (7)

where [A, B] represents the selected time interval and n represents the number of consumption units.

3.2. The Genetic Algorithm

Genetic algorithms are bio-inspired methods for finding solutions for multi-criteria optimization

problems. Their goal is to minimize the cost described by means of a function called an “objective

function”. They belong to the class of artificial intelligence methods that are used to solve problems

that are difficult or impossible to solve by conventional deterministic or heuristic methods. They work

with a set of potential solutions that will evolve, following the objective function, until finding the

solution or solutions sought.

The genetic algorithm works with the following components:

- The individual, which has one or more chromosomes and represents a potential solution.

The main challenge when working with genetic algorithms is to find the method to represent the

chromosomes—this is known as the coding schema. To be solved with a genetic algorithm, the

problem must be transposed into chromosomes.

- The population represents a set of individuals, that is, a set of potential solutions. A generation

represents the state of a population at an iteration of the algorithm.

- The objective function is the criterion after which a generation is evaluated. After the evaluation,

each individual will receive a rate called fitness. There may be individuals who have good fitness,

so they are closer to the solutions sought, or have poor fitness, i.e., further away from the solutions.

The algorithm stops when fitness has reached an acceptable level to one or more individuals; that

is, when the solutions sought have been found.

- During each generation, individuals are subjected to so-called genetic operators: crossover and

mutation. The results of these operations are offspring (new individuals) or mutants (existing

individuals that are changed). These will be added to the population and represent what the

algorithm changes for a generation.

In addition to establishing the objective function and determining the coding scheme for the use

of an evolutionary algorithm to solve a problem, it is necessary to configure its parameters: population

size and type, maximum number of generations, selection method, probability of crossing, probability

of mutation, crossing points (number and position), mutation points (number and position), and the

replacement policy for offspring. Genetic algorithms are used in applications for determining the

optimal route, reducing consumption and finding an optimal consumption scheme, finding patterns

that determine the optimization of a process, and generally in solving any search problem known for

its objective function. Problems solved with genetic algorithms have several criteria that need to be

matched, and which, most often, cannot be correlated.

For the solution proposed by us, the genetic algorithm was used to reduce the cost to the consumer,

taking into account its requirements and the constraints it may have (the moments of time at which

devices must be used), and the electricity that can be supplied by a local producer from renewable

sources (for which production capacity varies depending on external factors over short periods of time).

In our case, the objective function of the proposed genetic algorithm for consumption planning is

to minimize the total cost to a consumer who has n units for a selected time interval (in our case a

month for domestic consumers, a day for industrial consumers) by planning the operating interval:

Obj([A,B],n) =Min(CT([A,B],n) (8)
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In order to implement the genetic algorithm, it is necessary, first, to elaborate a coding schema

of the problem. The problem is one of determining the minimum cost by re-planning the operating

interval of the consumption units within the limits of the possible operating interval.

A chromosome is, in this case, the operating intervals for all consumption units. A gene is an

operating interval for a single consumption unit.

For n consumption units (devices) of a consumer, the chromosome structure (individual) is

as follows:

Chromosome =
n
∪

i=1
[t1i, t2i] ∈ [ai, bi], ai ≤ t1i < t2i ≤ bi (9)

The range [t1i, t2i] that represents a chromosome gene does not necessarily represent a successive

set of t values but rather a set of t values. For example, a valid scheduling scheme is at 1:00, 3:00, and

4:00, i.e., the equipment operates at 1:00–2:00, 3:00–4:00, and 4:00–5:00, with a break between 2 and

3. Thus, flexibility in planning (where possible) is maximized. The restriction is that the operating

interval be included (or coincide) with the possible operating interval [ai, bi].

The genetic crossover operator is implemented in the form of the following function (Relation 10),

which receives as parameters the two parent chromosomes (P1 and P2) and the crossover point (CrP):

O f f spring(P1, P2, CrP) = ∪(∪CrP
iP1=1

[t1iP1, t2iP1] ∈ [ai, bi],∪
n
iCrP+1[t1iP2, t2iP2] ∈ [ai, bi],) (10)

Like all individuals of the population, the offspring, presented in Equation (10), has the same

number of consumption units, n, as its parents. Until the crossover point, the operating intervals will

be taken for the first CrP consumer units from the first parent (this is the meaning of the iP1 index from

the first member in Equation (10)), and then the following operating intervals for the following CrP+1

consumption units up to n of the second parent (represented by the iP2 index of the second member).

In its chromosome structure, the offspring will contain the two groups of operating intervals. As with

parents and, indeed, with all other individuals in the population, the possible operation intervals [ai, bi]

remain the same; this is the meaning of the index i at ai and bi in Equation (10).

Mutation is a function that acts on a single gene. The mutation function is described as:

Mutation(I, G) = [t1IG, t2IG]→ [t′1IG, t′2IG], [t1IG, t2IG]ǫ[aIG, bIG], [t
′
1IG, t′2IG]ǫ[aIG, bIG] (11)

where I represents the number of the individual and G the number of the gene to which the mutation is

applied. Thus, mutation means determining another operating interval for a gene with the restriction

of the possible operating interval.

The coding scheme is a binary one: the gene represents a set of bits that indicate the presence of

instantaneous consumption on a device at a certain time (e.g., operation with a device for a certain

time interval). We have represented this as an interval [a, b], in which the equipment is operated

(discrete interval, composed of hours), and which cannot be greater than [t1, t2], that is, the maximum

allowed interval where the equipment can be programmed respectively to operate. At this interval

[a, b], in every hour the device can operate (1) or not (0). After operating for one hour, instantaneous

consumption results, and the sum of the instantaneous consumptions is the total consumption of the

device. The crossover is the exchange of intervals during a day. Thus, two parents will have certain

operating intervals proposed for each device; for example, to the offspring, operation intervals for

the first device are from the first parent, and for the second device, they are from the second parent.

The mutation represents the reconfiguration at the level of the gene, that is, the change in the way the

instantaneous consumption is distributed over an interval to a device. Due to the proposed binary

scheme, a crossover at more than one point increases the probability of obtaining a “clone” offspring,

which copies a parent without a positive impact on evolution, so crossover is desired at one point.

The use of two mutation points per individual/generation can sometimes have positive effects, but

leads to the excessive spreading of results within a generation; hence, we discarded the use of two
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mutations per individual/generation and returned to one mutation per individual/generation, with a

probability rate of 0.5, that is, one mutation in two generations.

The characteristics of the genetic algorithm used in this paper are presented in Table 1.

Table 1. Parameters of genetic algorithm.

Parameter Value

Population type Fixed size
Population size 10 individuals

Number of generations 800
Selection Roulette rule

Crossover rate 1/generation
Crossover points 1

Mutation rate 0.5/generation
Mutation points 1

Replacement
Offspring from crossover replace individual with

weakest evaluation (fitness)
Evaluation CT—see Relation (7)
Objective See Relation (8)

Ending criteria After 800 generations

The results were initially tested with a larger population (50–100 individuals) but we reduced the

population and observed very good results up to a number of 10 individuals/generation; successive tests

were performed to reach this number of individuals per generation. Interestingly, under 10 individuals

per generation, the convergence time greatly increased. Thus, it appears that 10 individuals/generation

is optimal for this kind of problem, in which the number of devices for a consumer is up to 10.

All simulations with producer–consumer configurations generated showed a decrease in cost in the first

500–600 generations, then a cost maintenance from generation 600 onwards. Thus, 800 generations were

chosen as the fixed number of generations imposed. For each manufacturer–consumer configuration,

the algorithm ran for 800 generations and the minimum cost solution obtained after the 800th generation

was considered the optimal solution.

The key point in the efficiency of the algorithm is that the time units (t) should be as small as

possible, so that the re-planning can include the peaks of local electricity production. These may vary

over short periods of time, depending on the oscillation of energy sources that are dependent on

uncontrollable external factors. Existing energy consumption measurement systems at the consumer do

not have the capacity to make short-term measurements; therefore, an alternative measuring system is

needed that can determine real-time energy consumption. Later in the paper, a physical measurement

system used to implement the planning algorithm is presented.

The second essential element in the efficiency of the algorithm relates to a lower electricity cost in

the case of micro-producers more than in the case of the distributor. Otherwise, the cost optimization

algorithm will propose solutions that are close to the classic distributor–consumer arrangement.

3.3. Simulation Platform and Data Collection

The algorithm was implemented on a PC using the Python libraries Numpy and Matplotlib. First,

a simulator was designed to validate the proposed method. The simulator was also implemented in

Numpy and Matplotlib. Numpy is the Python library used to implement the algorithm. Components of

this were used for the generation of chromosome vectors, operations with vectors (i.e., two-dimensional

matrices containing chromosomes and fitness), traversal, initialization with pseudo-random sequences,

etc. In addition, Matplotlib was used to draw the graphics that appear in the paper. The library was

used both to create the simulator and to implement the algorithm in the system that was used in the

real operating environment.

Then, the monitoring platform pilot was used to implement and test the algorithm in a real

environment. This was composed of sensors connected to a collector used to monitor a branch from a
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power supply network (sensor cells), a node transceiver used to collect data from sensor cells, packing

and transmission, and a central station, which ran a server component based on a complex event

processing module connected to the data analyzer engine, which implemented the consumer planning

algorithm; see Figure 2.
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Figure 2. Block diagram of the monitoring platform.

The monitored platform was designed and built within the research project mentioned in the

Funding section. This paper adds (i) the development and implementation of the consumer planning

algorithm on the central station server; and (ii) the deployment of the platform to be used for the two

case studies in a real environment.

Figure 2 shows a monitoring platform based on a sensor cell (mono or three-phase) type clamp

that allows for connection to the isolated cable and current measurement. The project in which the

monitoring system was implemented aimed only at measuring the current and approximating the

voltage, so measured only the active power.

The sensor cell has self-harvesting capabilities and also feeds on the same energy of the cable field

that determines the current. The monitoring system allows for easy electricity grid connection for one

or more consumers. In addition, the monitoring system allows for the acquisition and transmission

of energy consumption for short periods of time (15 min). The data from the sensor cells on a node

reaches a data collector and reaches the server through the wide area network (WAN) network (via the

Global System for Mobile Communications (GSM)). At the server level, these are analyzed, and the

consumer profile is generated with the lowest cost through the presented algorithm.

As parameters, the monitoring system is based on inductive current sensors and the EnOcean

circuit, which performs data acquisition and transmission on a low-power wireless local area network

in the 933 MHz band. The network supports up to 15 cells (each can be mono and three-phase) and the

coverage area is approximately 20 square meters. With self-harvesting technology, the cell does not

require additional power, so no maintenance is required.

Due to the low coverage area for the low-power wireless network, a data collector is required

to be connected to the network to retrieve the data from it and transmit it to the wide area network

(WAN) via Global System for Mobile Communications (GSM). The data collector, also fully created

within the project, is based on an embedded PC Raspberry Pi version 3.B+. It has an EnOcean USB

gateway that can be connected to the low power Wi-Fi network, and a GSM SIM800 modem on a GSM

RPI (Raspberry PI) shield that allows connection to the WAN network via secure HyperText Transfer

Protocol (HTTP) protocol. Sensor cells transmit data packages to the local network every 30 s, and the

packages are picked up by the data collector, assembled, and transmitted to the server every 15 min.

3.4. Method

In order to validate the proposed solution, a simulation was performed, and the solution was

implemented in a real operation using the pilot monitoring platform.
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The simulator allows for the generation of different profiles of consumers and producers of

electricity. For each consumer–producer–distributor profile generated by the simulator (which

represents a simulated case study), the proposed planning algorithm was applied, and the results

obtained (consumption distribution and total cost for the consumer) with and without the algorithm

were compared. The maximum electricity production capacity (PRODUCER_PEAK) of local producers

was varied between 2 and 8 kW and the cost of energy to the producer (PRODUCER_COST) was

varied from 0.1 to 0.2 monetary units/1 kW. For each value, between 30 and 40 producer–consumer

profiles were generated. The obtained results presented in the next section show a decrease in the cost

of electricity to the consumer using the planning solution with the proposed genetic algorithm.

Next, the solution was implemented in a real environment, using the monitoring platform, in two

case studies: domestic consumers and industrial consumers.

The monitoring platform was built to operate under outdoor conditions (mounted in IP67 casings).

For the two case studies presented, the pilot platform was deployed with seven sensory cells (mono and

three-phase) and seven collectors—the system collected data from seven consumers and associations

of consumers. It was installed in three localities and operated (and still operates) both in the warm

season and in winter, at the latitude of Romania. Figure 3 shows images during the system deployment

and the system integration in the IP67 box casings.
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Figure 3. The pilot device assembly (left) and the mounting (right). The mounting was carried out by

the beneficiary partner within the project.

In addition to the monitoring system, there are display interfaces (web client) to indicate to the

client how to undertake consumer programming. Thus, the flow of planning for household consumers

is presented in Figure 4.

In the first phase, the consumer must introduce the consumer units and their respective energy

consumption values (read from the product labels), as well as the programming possibilities: the time

frame during which a consumer can be programmed and the operating time/day. Further, the data

entered by the consumer regarding consumption are stored in the server. In addition, the server stores

data from the electricity producers (located near the consumer, and which may make a contribution to

the consumer) in terms of maximum production capacity and energy cost. From the producers, the

amount of energy produced is purchased at short time intervals (also every 15 min).
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Figure 4. Planning flow for consumer, producer, and supplier. The supplier must enter only the cost of

electricity (which can be taken from electricity bills). The producer must enter its maximum production

capacity and cost of energy produced (which can be taken from the specifications of the energy source)

and electricity produced at some point (which can be given by the controller). The consumer must

enter the number of consumption units, the programming interval, and the consumption at a given

time using a current consumption monitoring system.

With this data available, the server provides a schedule to the consumer, by means of the genetic

algorithm presented and implemented as shown in the previous section, to reduce the cost of electricity

using energy produced from renewable sources. This schedule is calculated for each consumer daily.

It is then displayed on the client web interface. The consumer will know permanently whether or not

his profile is approaching the optimum. Thus, a consumer is able to program his/her home appliances

in such a way as to reach the optimum profile, i.e., where the cost is minimal.

In practice, the main reluctance of consumers relates to the need to introduce consumption data

and the programming of the devices. However, the introduction of consumption data is made from a

common client web graphical interface, with easily accessible controls. For a consumer with minimal IT

knowledge, the introduction of consumption data for 10 devices took 10 min. Entering time intervals

for each consumer unit requires some effort—this task took about 30 min. This programming is not

needed daily—the characteristics of the local electricity producer, as well as those of the consumers are

maintained within certain limits for several days. The consumer is also informed that this programming

will result in an immediate reduction in the cost of electricity. The number of reprogrammed devices is

decided by the consumer, who is continually informed through the display interface the value of the

costs at a given moment.

The genetic algorithm implemented in the pilot is the same as that used in the simulator, performed

in the same environment (i.e., Numpy). The only difference is the input data: the number of consumers,

their possible operating interval, the operating interval, the cost of energy at the producer, the capacity

of energy production, and the way the energy produced per day is distributed are information acquired

from real consumers and producers.
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4. Results

4.1. Simulation

First, a simulator was used for the consumer–producer–distributor structure. Thus, numerous

consumer–producer–distributor cases can be generated, which are then planned using the

genetic algorithm.

The simulator allows the generation of a set number of consumers (CONSUMERS_NO). Maximum

consumption and minimum consumption levels are set and the simulator generates the number of

consumers with random values between the two consumption limits; e.g., if the consumption limits are

set between 100 and 3000 W (limits within which regular household consumers fall), 10 consumption

units will have the consumption generated by the simulator shown in Figure 5.
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Figure 5. Example of consumers units generated by simulator.

For each consumer, the following are defined: a time interval in which a device can operate (it

is given as a start time, 0–23, and an end time, 0–23) and a number of operating time units (hours)

from this time interval. The consumer can only work within the time frame, with a number of hours

allocated from that time frame.

An example is presented in Table 2.

Table 2. Consumer schedule for a profile (case study) generated by simulator.

Consumer Unit No. 0 1 2 3 4 5 6 7 8 9

Start time 2:00 3:00 19:00 4:00 13:00 14:00 20:00 15:00 18:00 22:00
Stop time 13:00 20:00 20:00 9:00 20:00 19:00 21:00 22:00 18:00 22:00

Number of operations
hours per interval

9 4 1 9 1 2 1 2 0 0

The first consumer (with 2993.93 W consumption/hour) can operate between 2 and 13 h with 9 h

of operation during this interval. This means that, of the total of 11 h, operation will occur for 9 h and

no operation will occur for 2 h. The generation of the interval, as well as the number of operating time

units, is derived randomly. In this way, as can be seen in Table 2, consumers are generated that have a

large time frame in which they can be programmed, but also a large number of operating units; for

example, the case of the first consumer shown in Figure 5 and in Table 2 has a 12-h operating range that

operates for 9 h. Consumers may also have a large time interval in which they can be programmed

and a low number of operating time units; for example, the second consumer has a range of 17 h in

which it can be programmed with only 4 operating hours. Finally, consumers may also have a small
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programming time interval; for example, in Table 2 and Figure 5, the seventh consumer has only an

hour (8 p.m.) at which it can operate.

Thus, among home consumers, a TV can only be programmed when watching it, while a washing

machine can be programmed to operate over a longer period of time. In addition, in the industrial

environment, a process from a production flow is more flexible and can be programmed over a longer

period, while another process cannot be programmed: the production flow requires it to be executed

exactly at one point of time. Thus, the simulator allows for the analysis of all types of consumer units.

A micro-producer exists that can be a producer of electricity from renewable sources—solar

(through photovoltaic panels), wind, etc.—and is able to provide hybrid sources of electricity.

Such a producer is characterized by a maximum nominal value of energy that it can produce

(PRODUCER_PEAK), but which, of course, cannot always be achieved. For example, a producer

that has eight photovoltaic panels of 250 W each could theoretically produce 2000 W. In practice, its

production capacity varies depending on several factors: season, weather, panel status, controller

performance, etc. Therefore, the distribution of energy produced can have fluctuations. In the simulator,

there is a uniform random distribution of electricity production per day with a range from 0 to the

maximum nominal value; Figure 6.
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Figure 6. Example of daily distribution of energy produced by a micro-producer generated by

the simulator.

The distribution of energy produced in Figure 6 does not necessarily reflect the way electricity is

produced by a system with photovoltaic panels. Rather, it is a generic distribution in which fluctuations

are present (in which production sometimes reaches 0) in the production process of electricity, using

different types of renewable energy generators. As presented in the next section, generators utilize

wind energy or mechanical recovery of energy from engines.

The electricity producer has an associated cost of electricity (PRODUCER_COST), which is

measured in monetary units/W. Even if the energy from renewable sources is free, the cost of the

energy delivered by the producer includes taxes for the amortization of the infrastructure and other

fees relating to the electricity grid and energy transport.

An electricity distributor exists that has, at least theoretically, a large capacity to produce energy

that comes from conventional sources (the maximum nominal value SUPPLIER_PEAK), so that it

can cover the needs of consumers. The electricity distributor also has a cost of distributed energy:

SUPPLIER_COST.

The purpose of including a micro-energy producer in the overall consumer–micro-producer–distributor

assembly is that the energy produced by it through renewable means must be cheaper than the energy

provided by the distributor, so:

PRODUCER_COST < SUPPLIER_COST.
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This is made possible by the fact that the raw material of the renewable energy generators is free

(sunlight, wind, transforming currents, inertial motion of motors, etc.), and because several states

encourage the production of renewable energy by financing the infrastructures.

Given the fact that the consumer planning algorithm proposed in this paper aims to reduce costs,

it will work even if at a certain time, under certain conditions, the cost of energy at the micro-producer

is higher or equal to the cost of energy from the distributor. The result provided in this case is a trivial

one: the electricity from the conventional distribution grid will be used, no matter how the planning

is done.

Thus, the algorithm and the system proposed in this paper is motivated if there is at least one local

micro-producer of electricity that can supply through an on-grid system in the electricity grid at a lower

cost than that of the energy from the distributor. At the simulator level, the energy consumption/day is

generated when no planning is made. Thus, for each consumer, the operating time units are placed at

the beginning of the time period in which the consumer can operate; in this way, it is a fixed schedule.

An example of such planning is shown in Figure 7, for a fixed distribution of consumers over the time

intervals presented in Table 2.
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Figure 7. Simulated case study results. Top: consumers, bottom: distribution of energy produced and

unplanned consumption distribution.

The top of Figure 7 shows the consumers units and the energy produced. The bottom left of

Figure 7 shows the energy peaks that are typical of a photovoltaic panel power generator at maximum

sunlight during the day, while the bottom right of Figure 7 illustrates the unplanned consumption

distribution throughout the day. As shown, at the simulator level the time intervals planned for each

consumer are randomly generated, but Figure 7 captures a situation close to the real one, where the

maximum consumption of a domestic consumer is obtained at certain time intervals, usually in the

morning and in the evening.
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As shown, the algorithm will run for 800 generations with a population of 10 individuals/generation.

The convergence time is very short (a few seconds). The cost evolution for the profile generated by the

simulator and illustrated in Figure 7 is shown in Figure 8.                   

 
                                     

                                     
             

                               
                                     

                             
                                   

                                 
                                   

                               
   

                                 
                                   

                             
     

                         

 
 

 
 

 
 

 
 
 

 
 
 

 
 
 

 
 
 

             

                               
                               

                               
                                 
                           
                           

Figure 8. The evolution of the cost during the running of the algorithm: in orange color, the cost for an

unplanned scheme, and in blue color, the cost for the best individual of the generation (in the figure the

evolution is stopped at 100 generations).

Figure 7 shows a set of simulator-generated configurations. The figure displays the consumption

for the 10 devices; the bottom-left shows the fluctuation of the energy produced by renewable means

during a full day; and the bottom-right shows the variation of the total consumption (from the

10 devices) during a day, without any planning to reduce the cost. Like the other configurations, this

is taken over by the GA module, and a re-planning of consumers is determined, in order to reduce

the total energy cost. Figure 8 shows the evolution of the cost during the running of the planning

algorithm: the initial cost, as shown in the graph in Figure 7 (bottom, right), is over 275 MU (monetary

units)/month, and after planning, it reaches 262.5 MU/month.

In Figure 8, the orange line represents the cost resulting from the fixed planning (presented at

the bottom of Figure 7) and the blue line represents the lowest cost for a population generated by the

genetic algorithm (the result from the “best” individual). The cost is expressed in monetary units (RON,

where 1 RON~0.2 EUR) per month. A lower cost can be observed from the beginning (generation

0). The explanation is that generation 0 contains a total of 10 individuals. Of the 10 individuals, at

least one has a lower cost solution than the result of fixed planning. There is the possibility that all

generated individuals will have a higher cost than the fixed planning cost at generation 0.

The idea is that the algorithm evolves so that the cost decreases over generations to the lowest

values. In the case presented in Figure 7, a decreasing evolution of the cost from a value of approximately

276 to 262 can be observed. The simulation was performed for the values presented in Table 3.

Table 3. Set of parameters from the simulator used for measurements presented below.

CONSUMERS
NO

consMin
[W]

consMax
[W]

PRODUCER PEAK
[W]

SUPPLIER PEAK
[W]

SUPPLIER COST
RON/W

PRODUCER COST
RON/W

10 100 3000 2000 6000 0.6/1000 0.3/1000

A typical feature of genetic algorithms is what happens, in our case, between generations 10 and

20 (Figure 8). A decrease in cost can be observed somewhere around the 10th generation and thereafter

an increase. Local growth of this kind is not necessarily harmful to convergence. A local optimum is

reached at the cost of approximately 272. Then, the algorithm escapes from this, the cost increases,

and finally the algorithm reaches the minimum (global optimal) cost of 262.5. The individual with the

lowest cost from generation 100 generated the following plan (Figure 9).

212



Mathematics 2020, 8, 1144

                   

 
                             
                               

         

                               
                                 

                                   
                      ‐  

                             
                    ‐              

                             
                      ‐        

                               
                         
                                 

                             
     

                               
 

 
 

 
 

       
     
   
         
     

     
     
   
         
   

 
       
       
       
       
       
       
       

                                     
            ‐          

                               
                                     

  

Figure 9. The individual from the 100th generation obtained using the genetic algorithm (GA), in

which the planned distribution resulted in the lowest cost for profile generated by the simulator and is

illustrated in Figure 7.

Consumption is redistributed from the two high peaks of the day to the areas where more

electricity is produced. It is natural that the general form of the evolution of the optimally distributed

daily consumption to reduce the cost will be similar to that of the evolution of the daily consumption

with fixed planning; this is caused by consumers who cannot be re-planned.

Several sets of measurements made with the simulator led to interesting conclusions. First of all, all

of the measurements led to a lower cost from re-planning the consumers than when the consumers were

not planned. It should be noted that the comparison is made between two consumption schemes, both

of which use electricity from the distributor and the micro-producer. In the unplanned consumption

scheme, the consumption units are used at the beginning of the period when they must be activated,

without any planning. In the programmed consumption scheme, the consumption units are planned,

where possible, with the idea of bringing them into the time window where the energy producer

produces more and, therefore, cheaper energy. Table 4 presents the results for the following sets

of measurements.

Table 4. Results from a set of profiles generated by the simulator for PRODUCER_COST= 0.3 RON/1000 W.

PRODUCER_PEAK
[W]

Measure No.

Range of Cost Decrease between
Unplanned and Planned

Consumption Schema in Favor
of the Planned Consumption [%]

Average Cost Decrease between
Unplanned and Planned

Consumption Schema in Favor
of the Planned Consumption [%]

2000 30 3.25–7.14 4.81
3000 40 5.48–11.59 8.95
4000 40 2.97–11.24 6.55
5000 40 7.14–16.11 11.48
6000 40 5.79–19.51 11.90
7000 40 8–21.43 14.23
8000 30 15.38–22.5 18.48

Thus, as can be seen in Table 4, a maximum decrease in the cost of electricity of almost 18.5% can

be observed, influenced by the micro-producer’s capacity to produce electricity.

Interestingly, at a decrease of 0.1 monetary units per kW of electricity produced (that is, a decrease

in the kW cost of energy by 2 euro cents), the results presented in Table 5 were generated.
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Table 5. Results from a set of measurements in which PRODUCER_COST = 0.2 RON/1 kW.

PRODUCER_PEAK
[W]

Measure No.
Range of Decreasing Cost

between Unplanned and Planned
Consumption Schema [%]

Medium Cost Decrease between
Unplanned and Planned

Consumption Schema [%]

2000 40 3.06–36.54 14.15
3000 40 2.43–25.78 11.14
4000 40 7.52–25.39 16.45
5000 40 6.33–24.02 14.21
6000 40 19.07–35.71 25.33
7000 40 5.60–28.83 19.50
8000 40 16.41–36.49 25.65

It can be observed that in the case of a price decrease per 1000 W of only 0.1 RON (~0.02 EUR),

higher cost reductions and a lower sensitivity to the production capacity are obtained using the

proposed planning algorithm. A large variation of the cost reduction percentages between the

unplanned and the planned version is shown in Table 5. The explanation is related to how the

“production” of electricity was modeled: it is a random uniform distribution that varies throughout

the day between 0 and the maximum production capacity. If the unplanned consumption profile is in

areas with maximum production then the cost difference is smaller. More relevant is the percentage

decrease in average cost (column 4, Tables 4 and 5)—this reflects the trend for each peak of production

and the cost of the electricity produced. In Table 4, it can be seen that the increase of this percentage

is more accentuated by the peak of production. In Table 5, a higher cost reduction is obtained than

in Table 4, because a lower producer cost was used. The conclusion would be for micro-electricity

producers, rather, to focus their attention on reducing the cost of energy produced by using cheaper

modern technologies, planning the distribution of the infrastructure cost over a longer term, obtaining

subsidies for infrastructure construction, etc. In addition, the percentage variation is also caused by

the type of consumers. If the consumer units (devices) do not allow reprogramming, then the costs

will not be significantly reduced. From this point of view, consumers must focus on consumption units

(devices) that allow for the programming of the processes that execute them and to focus on processes

that can be programmed, although it is acknowledged that this is not always possible.

Moreover, increasing the efficiency of electricity production has a major impact in reducing the

cost to the customer by using our re-planning algorithm. The results obtained in the tables above and

the graphs shown in the figures were generated with the created simulator.

Validation in a real environment of the results obtained using the genetic algorithm for re-planning

was conducting by testing it on two case studies.

The practical requirements that emerged from the case studies discussed in this paper led us to

work with a maximum of 10 pieces of equipment/consumer. However, the simulator was used to

perform an analysis for several consumers (from 20 to 80 consumers). As can be seen in Figure 10, the

algorithm finds a plan with a lower cost. However, it was found that, for 50 individuals or more, it

does not always find a better solution within 800 generations: it was necessary to increase the number

of generations several times. Therefore, for a larger number of devices, the parameterization of the

algorithm must be reconsidered, that is, by increasing both the number of individuals per generation

and the number of generations, as well as testing with different mutation and crossover coefficients.
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Figure 10. Cost evolution by running the GA for consumers with different numbers of devices: 20 (a),

40 (b), 60 (c), and 80 (d).

4.2. Testing in Real Operation

Both of the case studies presented below involved the existence of an alternative measuring

system that can be placed in different nodes of the electricity grid, as well as consoles that indicate to

the consumer the profile to be followed to reduce the cost of electricity.

The two case studies involve eight consumers (four individuals, three blocks of flat associations

and one industrial manufacturing line) located in three different localities, where there are also three

local electricity producers. The producers comprise one network of producers with photovoltaic panels

with a production capacity of 6 kW, one producer with a field of 8 × 8 panels each with a capacity of

250 W (i.e., a total of 16 kW), one producer with a field of 10 × 10 panels each of 250 W (i.e., a total of

25 kW), and one manufacturing line with a system of recovery energy from eight power engines.

It is clear that lowering the monthly cost of electricity encourages consumers to use a certain

consumption scheme, and, thus, to program their electric devices and appliances.

A. Case study 1: domestic consumers and micro-producer with 2000 W PV (Photovoltaic Panels)

Here, we demonstrate the efficiency of the algorithm in two real cases. The first is that of domestic

consumers (14 households) and a micro-producer of electricity using a field of photovoltaic panels that

leads to a maximum electricity output of 2 kW for each household.

Consumers have typical household appliances: TV, fridge, lighting, PC, microwave oven, air

conditioning, electric oven, vacuum cleaner, washing machine, and a water pump with hydrophore.

The distribution of consumption per consumer units, distribution of the energy produced (from

photovoltaic panels), and an unplanned distribution in which a maximum of consumption is

concentrated during the morning and evening can be observed in Figure 11. In addition, in the

figure, at the bottom, it is shown how the electricity consumption is distributed for a solution generated

by the genetic algorithm. One can observe the preservation of a similar pattern to the unplanned

use—this is because of the consumption units that do not allow for re-planning (for example TV, PC,

illuminator), but is also due to a distribution of consumption during the day when the production of

electricity through photovoltaic panels is at maximum level. The main re-planned unit of consumption

is the hydrophore pump. Thus, in the unplanned solution, the pump comes into operation every

morning. A basin with a 200-L volume is filled, which is sufficient for the daily needs of the household.

In contrast, the water filling of the basin was re-planned by the intelligent algorithm starting at 1 pm, at
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the peak of electricity production from the photovoltaic panels. Although the solution may be intuitive,

the fact that it was found by the intelligent algorithm shows its feasibility. Another producer–consumer

assembly may have less obvious solutions, as shown in the following case study.
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Figure 11. Results for the domestic consumer case study presented in this section. (a) Consumer Units;

(b) Produced Energy; (c) Unplaned Consumption; (d) Planed Energy; (e) Cost Evolution.

B. Case study 2—industrial consumer using electricity recovered from an installation with

electric engines of 5 kW

This system was also tested on a production process (production of chassis in the automotive

industry). The process involves five consumers (one automatic welding system, two vacuum pumps,

and two electric motors).

Figure 11 represents the consumer–producer characteristics for case study number 1 (domestic

consumer). The top left of the figure shows the consumption of the 10 devices (household appliances),

the top right shows the energy produced by the photovoltaic panels, the middle left shows the total

consumption without any planning, and the middle right shows the consumption with planning. It can

be seen that consumption somewhat follows the pattern of the producer of energy from renewable

sources, which leads to a reduction in cost. The pulse at 8 pm is due to the impossibility of planning

some devices that are used at that time. The bottom of the graph represents the evolution of the cost
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from the initial cost, for the unplanned solution, to the final cost obtained by the algorithm with the

planned solution, for which consumption is illustrated in the figure in the middle right.

From another section of the factory there is a system of electricity recovery from eight power

engines. This system can produce electricity of up to 5 kW (variable depending on the engine operating

regime).

The task performed by the first vacuum pump cannot be re-planned (it must necessarily take

place at 10 o’clock on that day) and the tasks performed by the second electric motor and the automatic

welding system can only be re-planned with a deviation of +/−1 h. In contrast, the second vacuum

pump and the first electric motor have great flexibility in planning. The objective is to use consumer

planning to reduce the cost of electricity by using the energy generated by recovery from the engines

in the neighboring section as much as possible.

Figure 12 represents the consumer–producer characteristics for case study number 2 (industrial

consumer). The top left of the figure shows the five industrial devices with their consumption, the

right shows the energy produced (recovery from power engines), the middle left shows the total

consumption for the unplanned solution, and the total consumption for the solution with planning is

shown at the middle right. The lower chart shows the evolution of the cost during the running of the

optimization algorithm from the unplanned cost to the planned cost.
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Figure 12. Results for industry consumer case study. (a) Consumer Units; (b) Produced Energy; (c)

Unplaned Consumption; (d) Planed Energy; (e) Cost Evolution.
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Figure 12 shows the distribution of the produced electricity, which, this time, depends on the

tasks that are performed in the neighboring section. The algorithm was applied and it can be seen how

the energy consumption was re-planned and how the cost “evolved” over 800 generations. As can be

seen, this was achieved using the presented pilot to achieve a cost reduction of 90 monetary units/day

(~EUR 20). This occurred under the conditions in which the cost of energy—at the producer—was

taken to be 0.2 monetary units/1000 W for the amortization of the investment in the energy recovery

systems, and the implementation was made only at the level of two sections. The figures show that as

the system was used, the cost was clearly reduced.

The solution proposed by us involves running the algorithm for each customer. The time in which

the algorithm finds the solution (reaches the limit generation) varies between 3–5 s when running on

a server PC with 2.59 GHZ processor and 32 GB RAM on a 64-bit architecture. For a larger number

of customers, the time to find the solution would increase linearly. Using a dedicated server and

parallelizing the evolution process by using parallel computing technologies (e.g., CUDA from graphics

accelerators) would reduce computation time. Future studies will be done on these.

5. Conclusions and Future Trends

The central point of the current paper was the presentation of an algorithm, based on a GA,

for planning the consumption units in a household or company to reduce the cost of electricity, by

using energy produced from renewable sources as much as possible. As seen from the presented

simulations, in addition to the two real operation case studies (one for domestic consumers and one for

industrial consumers), the solution with the GA for the planning of the operating intervals for each

device (where possible) proved its efficiency; by the intelligent re-planning of the operating intervals

the cost of electricity was decreased. In some cases, this reduction was only a few percent; however, it

should be kept in mind that only a moderate effort from the consumer, to program their equipment

according to the plan generated by the algorithm, was necessary to reduce the cost. Advantages apply

to all participants: consumers pay less, producers are encouraged to sell their produced energy, and

pressure on distributors decreases, especially during peak hours (evening and morning). Globally,

such a system will encourage consumer planning, reduce the consumption of raw materials at the level

of large electricity energy producers and, ultimately, reduce pollution. This paper presented not only a

method with the stated advantages, but also described how it can be implemented in an interactive

consumer planning system. Its impact was presented in two case studies.

Future development will involve the implementation of automatic planning methods. On the one

hand, the system could integrate with the Internet of Things (IoT) consumption units (devices) that are

increasingly present in both domestic and industrial activities. On the other hand, IoT sources can be

used to connect to non-IoT equipment. Even when devices are older and do not have programming

capabilities, they can be connected to IoT power supplies, and, thus, be automatically programmed.

Automatic programming will take over the consumer programming task, which practically would

reduce the cost of electricity. Observing the potential of a metaheuristic algorithm in this field, we

plan to conduct research on the use of other similar algorithms in determining the minimum cost to

a consumer using renewable energy. Our current research involves a whale optimization algorithm

(WOA) used for the same purpose, including both the performance obtained using the algorithm

and the possibility to implement it in a system. Furthermore, other solutions, such as particle swarm

optimization (PSO) or Gravitational Search Algorithm (GSA), can be tested and implemented.
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Nomenclature

ABC Artificial Bee Colony

AI Artificial Intelligence

AMI Advanced Measurement Infrastructure

AGV Automatic Guided Vehicle

BSN Body Sensor Network

CMOS Complementary metal–oxide–semiconductor

HTTP HyperText Transfer Protocol

HVAC Heating, Ventilation, and Air Conditioning

MPP Maximum Power Point

RF Radio-Frequencies

GSM Global System for Mobile Communications

SFL Shuffled Frog Leaping

SG Smart Grids

SMM Social Media Marketing

TLBO Teaching & Learning based Optimization

VLSI Very-large-scale integration

WAN Wide Area Network

GA Genetic Algorithm
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Abstract: This paper deals with the design of the secure network in an Enhanced Internet of Vehicles

by using the Blockchain Governance Game (BGG). The BGG is a system model of a stochastic game

to find best strategies towards preparation of preventing a network malfunction by an attacker and

the paper applies this game model into the connected vehicle security. Analytically tractable results

for decision-making parameters enable to predict the moment for safety operations and to deliver

the optimal combination of the number of reserved nodes with the acceptance probability of backup

nodes to protect a connected car. This research helps for whom considers the enhanced secure IoV

architecture with the BGG within a decentralized network.

Keywords: IoT security; Internet of Vehicles; IoV; connected car; Blockchain Governance Game;

mixed game; stochastic model; fluctuation theory; 51 percent attack

1. Introduction

A connected car transfers data to others based on vehicle-to-vehicle (V2V) commu-
nication technologies and it typically means that cars are equipped for Internet access
usually with wireless local area networks (WLANs). Cars have been evolved to support
enhanced driving aids for full autonomous driving by using the artificial intelligence
(AI) and its maneuvers [1]. The Internet of Vehicles (IoV) is a superset of a connected
car which contains sensors, GPS, entertainment systems, brakes and throttles. The IoV is
a moving network which is made up of IoT enabled cars through the usage of modern
electronics and the integrated information to maintain traffic flow. Cars have evolved
from mechanical transportation to the smart vehicles with varieties of communication and
sensing capabilities. The IoV has developed over time from the conventional vehicular
networks that connect the smart vehicles to the smart city with the development of Internet
of Things (IoT) [2]. The IoV is designed to perform more effective fleet management and
accident avoidance [3,4]. An ad-hoc network is applied to connect IoT components as nodes
in a connected car [4]. Adapting the Blockchain technologies into IoV networks brings
huge attentions from researchers and developers because of decentralization, anonymity,
and trust characteristics [5–7]. Additionally, data sharing among vehicles is critical to
improve driving safety and to enhance vehicular services in IoV networks. The studies in
the security and the tractability of data sharing indicate that utilizing consensus schemes
are as hard as establishing Blockchain enabled IoV (BIoV) [6]. Some other studies have
proposed a decentralized trust management system for vehicle data credibility assessment
using Blockchain with joint Proof-of-Work (PoW) and Proof-of-Stake (PoS) consensus
schemes [7–9]. Vehicle manufacturers Volkswagen and Ford have filed the patents that
enable secure inter-vehicle communication through Blockchain technologies [10,11]. In the
view point of the IoT securities, several studies are dealing with similar topics regarding the
Blockchain based IoT securities [6,12–14]. Most studies are surveys [12] but none of them
are mathematically approached for developing a network architecture for a Blockchain
based IoT [13,14].
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The Enhanced BIoV (EBIoV) network, which has been conceptually introduced on
public [15], is reloaded in this paper. The EBIoV is an IoV network architecture based on the
Edge computing [16,17] with enabling the Blockchain Governance Game (BGG) [18,19] for
improving network securities [15]. Although a public Blockchain is designed for empower-
ing their decentralization [20], current public Blockchain based services including cyber-
currencies are not fully safe from attacks especially based on the mining computation [18].
Hence, a private Blockchain which is a permission-based Blockchain [20] has been pro-
posed for business or government usage [21,22]. Many peoples are interested in a private
Blockchain technology even in a consortium Blockchain technology [20] but they are not
comfortable with a level of control compared to the offered control level in a public decen-
tralized network. More importantly, the control levels in a Blockchain network should be
balanced to retain the strengths of a decentralized network to avoid all security matters
what atypical centralized network contains [18]. By adapting the BGG, we do not need
to concern about the computation power for mining (i.e., generating ledgers) without
losing the strength from fully decentralized networks. A conventional BIoV model could
be applied to trace the provenance of spare parts back through every step of the supply
chain to its original manufacture date and location [15,23]. Car manufacturers concern that
service centers and garages are knowingly fitting counterfeit spare parts to their vehicles
of customers. Counterfeit parts shall damage a brand reputation when the parts become
causes of accidents. Identifying genuinity of car parts by using the EBIoV has been studied
and the network within car components shall be considered as an Edge network [16,17,24].

The Fog computing pushes information to the neighborhood area network amount of
community knowledge at an IoT gateway and it could be combined with the Blockchain
technology for enhancing security matters [17]. In the EBIoV network architecture, diagno-
sis equipment in car service centers is in a Fog network and the database in a headquarter
(HQ) is positioned the level of the cloud network (see Figure 1). This paper provides
the mathematical functional of the EBIoV network architecture for enhancing security
particularly from counterfeits of car parts. The EBIoV security regarding counterfeits of car
parts has already been studied [15] and this research is focused on avoiding conventional
IoV attack in a decentralized network. The BGG is the game model that an attacker and a
defender compete each other by building blocks in private and public chains as a sequence
of stages to generate ledgers [18,19]. The historical strategies and the probabilistic stage
transitions can be observed by both an attacker and a defender. Hence, the interaction
between an attacker and a defender can be modeled as a stochastic game [18,19,25]. This
joint functional between two players of the predicted time of the first observed threshold
to cross the half of the total nodes along with values of each component upon this time.
The defender (a car company) could take a preliminary action (i.e., request to add honest
nodes as a safety mode) for protecting the Blockchain in a vehicle.

Figure 1. Adapting Fog Computing in Auto Services in Blockchain [15].
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This paper is organized as follows: Section 2 presents the Enhanced BIoV (EBIoV)
network and it describes how to construct EBIoV architecture by using the BGG model
which is a stochastic game between an attacker and a defender. Once a dishonest blocks are
generated, the model predicts how many blocks will be generated and finds the moment
when more than the half of nodes are covered by an attacker. The framework for setting up
the mixed strategic game is provided in Section 3. The optimal values of an EBIoV network
for the memoryless case are analytically calculated in Section 4. The memoryless property
implies that a defender does not spend additional resources to store past information.
Lastly, Section 5 provides the conclusion of the paper.

2. Stochastic Game for BIOV Network Security

The Blockchain Governance Game (BGG) [18,19] has been adapted the BIoV network
architecture to defend against the attacks [15]. This system model consists of one attacker
(i.e., the miner which intends to fork a private chain) and one defender (the miner which
honestly mines on the public chain) [25]. This explicit function (Theorem BGG-1) from the
BGG (Blockchain Governance Game) gives the predicted moment of one step prior to an
attack [18].

2.1. Enhanced IoV Network Structure

The proposed BIoV network structure [15] is explored in detail in this section. The
components in a vehicle, the equipment of a service center and a HQ database are hooked
up as one Blockchain network (see Figure 2). Each smart components in a connected
car could mechanically or electronically generate random values and share these values
with other smart components. Tires, brakes, an engine, a transmitter in a car could be
the smart components which shall be capable to communicate with other components
and to construct ledgers. Connected car components beside a CPU (smart controller)
generate values based on their mechanical actions and these generated values are sharing
with all other components including assigned service centers and a company headquarter.
Each values from car components is unique and randomly generated. And sharing these
generated number is a transaction in a conventional Blockchain network. A service center
has a database which contains information from cars which are served by service centers.
The unique value based on a registered car database are generated and sharing with other
nodes including a company headquarter.

Figure 2. Adapting BGG for the EBIoV architecture [18].

Unlike conventional Blockchain networks, an EBIoV network does not have any
reward system which requires a heavy computational power for being a miner to generate
ledgers. All nodes even in a service center and a HQ have same contribution power and
the equal chance to be a miner. For instance, a node of a CPU is same as nodes of other car
parts although a CPU controls other car parts. The verifiable random function (VRF) which
maps inputs to verifiable pseudorandom outputs is applied to select a node for generating
ledgers [26,27]. The VRF has been applied to perform secret cryptographic solution to
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select committees to run the consensus protocol [28,29]. By applying the VRF, all nodes in
the EBIoV network shall have the equal chance to become a miner who generates ledgers
without requiring heavy computational powers. The mechanism for protecting an EBIoV
network is exactly same as the mechanism of the BGG. The governance in a Blockchain
network is followed by the decision making parameters which include the prior time before
catching more than half of total nodes by an attacker. Any action shall not be taken until
one step prior to the time when it passes the first passage time. It still has the chance that all
nodes are governed by an attacker although an attacker catches less than the half of nodes.

2.2. BGG Model for Enhanced BIoV Network

To apply the BGG model into the BIoV network structure, the antagonistic game of
two players (called “A” and “H”) are introduced to describe the Blockchain network in
a connected car as a defender and an attacker. Both players compete to build the blocks
either for honest or false nodes. Let (Ω, F (Ω),P) be probability space FA, FH ,Fτ ⊆ F (Ω)
be independent σ-subalgebras. Suppose:

A := ∑k≥0
Xkεsk

, s0(= 0) < s1 < s2 < · · · , a.s. (1)

H := ∑j≥0
Yjεtj

, t0(= 0) < t1 < t2 < · · · , a.s. (2)

are FA-measurable and FH-measurable marked Poisson processes (εw is a point mass at w)
with respective intensities λa and λh. These two values are related with the computing
performance for generating blocks for attackers and honest nodes in the blockchain network.
They will represent the actions of player A (an attacker) and H (a defender). Player A builds
the blocks with fake information and sustain respective build the blocks of magnitudes X1,
X2, . . . formalized by the process. Similarly, player H generates the blocks with authorized
information with the blocks of magnitudes Y1, Y2, . . . Both players compete each other to
build their blocks (either genuine or fake). The processes A and H are specified by their
transforms

E

[
gA(s)

]
= eλas(g−1),E

[
zH(t)

]
= eλht(z−1). (3)

The game is observed at random times in accordance with the point process and it
is equivalent with the duration of the PoW (Proof-of-Work) completion in a Blockchain
based network:

T := ∑i≥0
ετi

, τ0(> 0)), τ1, . . . , (4)

which is assumed to be delayed renewal process. The observation process could be
formalized as

Aτ ⊗Hτ := ∑k≥0
(Xk, Yk)ετk

, (5)

and it is with position dependent marking and with Xk and Yk being dependent with
the notation

∆k := τk − τk−1, k = 0, 1, . . . , τ−1 = 0, (6)

and
γ(g, z) = E

[
gXk · zYk

]
, ‖g‖ ≤ 1, ‖z‖ ≤ 1. (7)

By using the double expectation,

γ(g, z) = δ(λA(1 − g) + λH(1 − z)), (8)

γ0(g, z) = δ0(λA(1 − g) + λH(1 − z)), (9)
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where
δ(θ) = E

[
e−θ∆1

]
, δ0(θ) = E

[
e−θτ0

]
, (10)

are the magical transform of increments ∆1, ∆2, . . .. This game contains a stochastic process
Aτ ⊗Hτ which describes the evolution of a conflict between players A and H known to an
observation process T ={τ0, τ1, . . .}. The process ends when on the k-th observation epoch
τk, the collateral building blocks to player H (or A) exceeds more than the half of the total

nodes M in the regular operation or player A exceeds more than
(

M
2

)
+ B nodes under

the safety mode. To further formalize the game, the exit indexes [18] are as follows:

ν := inf

{
k : Ak = A0 + X1 + · · ·+ Xk ≥

(
M

2

)
+ B

}
, (11)

µ := inf

{
j : Hj = H0 + Y1 + · · ·+ Yj ≥

(
M

2

)}
(12)

where B is the number of the reserved honest nodes from a headquarter (HQ) which is
depends on the availability from the HQ. Since, an attacker is win at time τν, otherwise
an honest node generates the correct blocks to share with others nodes. We are targeting
the confined game in the view point of player A. The joint functional of the BIoV network
model is as follows:

Φ

(
ζ;

⌈
M

2

⌉
+ B,

⌈
M

2

⌉)
= E

[
E

[
ζν · g

Aν−1
0 · gAν

1 · z
Hν−1
0 · zHν

1 1{ν<µ}

∣∣∣B
]]

, (13)

‖ζ‖ ≤ 1, ‖g0‖ ≤ 1, ‖g1‖ ≤ 1, ‖z0‖ ≤ 1, ‖z1‖ ≤ 1,

where M indicates the total number of nodes (or ledgers) in the BIoV network for each car

(see Figure 2). The BGG-1 Theorem [18] establishes an explicit formula Φ
(

ξ,
⌈

M
2

⌉
+ B,

⌈
M
2

⌉)

and the functional (13) satisfies following expression:

Φ

(
ζ;

⌈
M

2

⌉
+ B,

⌈
M

2

⌉)
= D

(⌈M
2 ⌉+B,⌈M

2 ⌉)
(u,v)

[
Γ1

0 − Γ0 +
ξ · γ0

1 − ξγ

(
Γ1 − Γ

)]
(14)

γ := γ(g0g1u, z0z1v), γ0 := γ0(g0g1u, z0z1v), (15)

Γ := γ(g1u, z1v), Γ0 := γ0(g1u, z1v), (16)

Γ1 := γ(g1, z1v), Γ1
0 := γ0(g1, z1v). (17)

Additionally, the operator D
(m,n)
(x,y)

in (14) is defined as follows [18]:

D
(m,n)
(x,y)

(•) =

{(
1

m!·n!

)
lim(x,y)→0

∂m∂n

∂xm∂yn
1

(1−x)(1−y) (•), m, n ≥ 0,

0, otherwise,
||x|| < 1, ||y|| < 1,

(18)

then we can find
g(m, n) = D

(m,n)
(x,y)

[
D(m,n) {g(m, n)}

]
, (19)

where

D(m,n) [g(m, n)](x, y) := (1 − x)(1 − y)∑m≥0 ∑n≥0
g(m, n)xmyn, ||x|| < 1, ||y|| < 1. (20)
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It is noted that both operators D , D are originated from the first exceed theory [30,31].
We can find the PGFs (probability generating functions) of the exit index ν from (14):

E[ζν] = E

[
Φ

(
ζ;

⌈
M

2

⌉
+ B,

⌈
M

2

⌉)∣∣∣B
]∣∣∣∣∣

(g0,g1,z0,z1)→1

(21)

3. Strategies in Blockchain Governance Game

Let us consider a two-person mixed strategy game which is played by player H as a
defender and player A as an attacker. Player H, who is mostly a car company in an EBIoV
network, has two strategies at the observation moment when one step prior to complete for
generating alternative chains with fake information. Basically, player H has the following
strategies (i.e., operation modes): (1) Regular−regular operations which implicates that
the BIoV network in a connected car are running as usual, and (2) Safety−the network is
running under the safety mode for avoiding attacks by adding honest nodes from a HQ.
Alternatively, player A (an attacker) might succeed to catch the blocks or fail to catch the
honest nodes. Therefore, the response of player A would be either “Not Burst” or “Burst.”
Let us assume that the cost for reserving additional honest nodes is cb where b is a set of
the factors that related with the reserved nodes from a HQ and these related factors could
be one or multiple values.

The headquarter of a car company reserves a certain portion of nodes for protecting
the BIoV network integrity. If an attacker succeeds to generate alternative blocks within car
parts, the network in a car is burst and the whole car value V is lost. It still has a chance
to burst a car network although a defender (or a car company) adds honest nodes before
catching blocks of an attacker. In this case, the lost cost includes not only a full car value but
also a cost for additional reserved honest nodes. The normal form of a game is as follows:

. Players: N = {A, H},

. Strategy sets:
sa = {“NotBurst”, “Burst”},
sh = {“Regular”, “Safety”}

(22)

Based on the above conditions, the general cost matrix at τν−1 when is the prior time
just before bursting could be composed as shown in Table 1 where q(sh) is the probability of
bursting a blockchain network (i.e., an attacker wins a game) and it depends on a strategic
choice of player H:

q(sh) =





E

[
1{Aν≥

M
2 }

]
, sh = {“Regular”},

E

[
E

[
1{Aν≥

M
2 +B}

∣∣∣∣B
]]

, sh = {“Safety”}.
(23)

Table 1. Cost matrix.

NotBurst (1 − q(sh)) Burst (q(sh))

Regular 0 V

Safety cb cb + V

It is noted that the cost for reserved nodes (i.e., the cost of “Safety” operation strategy
by player H) should be smaller than the whole cost of the other strategy. Additionally, the
number of reserved honest nodes from the HQ is random and this variable B shall have a
certain probability distribution. Let us consider the number of reserved honest nodes has
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the binomial distribution with the success probability ρ and the number of trial n. The PGF
of the binomial distribution is as follows:

σn = E

[
bB
]
= (ρb − (1 − ρ))n. (24)

The optimal number of reserved nodes n∗ which supported by the HQ depends on
the cost function and the optimal value ρ∗ is the acceptance rate when the reserved honest
nodes are requested to a HQ. The best combination (n∗, ρ∗) could be found as follows:

(n∗, ρ∗) = inf
{
(n, ρ) ≥ 0 : SReg

(
q0
)
≥ SSafe(n, ρ)

}
, (25)

where, at the moment τν−1,

SReg

(
q0
)
= V · q0, (26)

SSafe(n, ρ) = c(n,ρ)

(
1 − q1

η

)
+
(

c(n,ρ) + V
)

q1
(n,ρ), (27)

q0 = E

[
1{Aν≥⌈ N

2 ⌉}

]
, (28)

q1
(n,ρ) = E

[
E

[
1{Aν≥⌈ N

2 ⌉+B}

∣∣∣B
]]

. (29)

We would like to design the BGG adapted BIoV network that is capable to take the
safety operation at the decision making moment τν−1. The governance of the Blockchain
network is driven by the BGG decision making parameters. It is noted that no safety
actions are required until the time τν−1. Additionally, it still has the chance that all nodes
are governed by an attacker if the attacker catches more than the half of nodes at τν−1 (i.e.,{

Aν−1 ≥ M
2

}
). If the attacker catches less than half of all nodes at τν−1 (i.e.,

{
Aν−1 <

M
2

}
),

then the defender could run the safety mode to avoid the burst at τν. The total cost for
developing the enhanced BIoV network is as follows:

S
(
q0; n, ρ

)
Total

= E

[
SSafe(n, ρ) · 1{Aν−1<

M
2 }

+SReg

(
q0
)
· 1{Aν−1≥

M
2 }

]

=
{

c(n,ρ)

(
1 − q1

(n,ρ)

)
+
(

c(n,ρ) + nρ
)

q1
(n,ρ)

}
pA−1

+ B · q0
(
1 − pA−1

) (30)

where

pA−1
= P

{
Aν−1 <

M

2

}
= ∑

⌊M
2 ⌋

k=0 P{Aν−1 = k}. (31)

3.1. Memoryless BGG Observation Process for EBIoV Networks

It is assumed that the observation process has the memoryless properties. This
might be a special condition but very practical for actual implementation of a Blockchain
Governance Game [18]. It implies that a defender does not spend additional cost for storing
past information. After building a cost function of a BGG network, we could find explicit
solutions of q0, pA−1

and the moment of decision making after finding the closed form
(PGF) of the first exceed index ν, each probability (generating function) of the number

of blocks at the moment τν

(
i.e., E

[
gAν

1

])
and τν−1

(
i.e., E

[
g

Aν−1
0

])
. The functional D is

defined on the space of all analytic functions at 0. Recalling from (7)–(10), we have:

γ(g, z) = δ(λa(1 − g) + λh(1 − z)) = γa(g) · γh(z), (32)

γa(g) = δ(λa(1 − g)), γh(z) = δ(λh(1 − z)), (33)

and
γ0(g, z) = δ0(λa(1 − g) + λh(1 − z)) = γ0

a(g) · γ0
h(z), (34)

γ0
a(g) = E

[
gA0

]
= δ0(λa(1 − g)), (35)
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γ0
h(z) = E

[
zH0

]
= δ0(λh(1 − z)), (36)

from (15)–(17),
γ = γa · γh := γa(g0g1u)γh(z0z1v), (37)

γ0 = γ0
a · γ0

h := γ0
a(g0g1u)γ0

h(z0z1v), (38)

Γ := γa(g1u)γh(z1v), Γ0 := γ0
a(g1u)γ0

h(z1v), (39)

Γ1 := γa(g1)γh(z1v), Γ1
0 := γ0

a(g1)γ
0
h(z1v). (40)

The exit index (aka, the first exceed level index) is the most important factor to be fully
analyzed because the decision making parameters including the marginal mean of τν−1,
Aν and Aν−1 could be calculated easily once the exit index is explicitly determined from
(18) and (37)–(40):

E[ζν] := L1 + L2 − L3 (41)

where

L1 = D
(M

2 +B, M
2 )

(u,v)

[
γ0

h(v)− γ0
a(u)γ

0
h(v)

]
, (42)

L2 = D
(M

2 +B, M
2 )

(u,v)

[
ζ · γ0

a(u)γ
0
h(v)γh

(v)

1 − ζγa(u)γh(v)

]
, (43)

L3 = D
(M

2 +B, M
2 )

(u,v)

[
ζ · γ0

a(u)γ
0
h(v)γa(u)γh(v)

1 − ζγa(u)γh(v)

]
. (44)

Since the observation process has the memoryless properties, the inter-arrival time
for observation is exponentially distributed and the functionals (37)–(40) could be recon-
structed as follows:

γ0
a(u) =

β0
a

1 − α0
a · u

, γa(u) =
βa

1 − αa · u
, γ0

h(v) =
β0

h

1 − α0
h · v

, γh(v) =
βh

1 − αh · v
, (45)

β0
a =

1(
1 + δ̃0λa

) , α0
a =

δ̃0 · λa(
1 + δ̃0 · λa

) , βa =
1(

1 + δ̃ · λa

) , αa =
δ̃0 · λa(

1 + δ̃ · λa

) , (46)

β0
h =

1(
1 + δ̃0 · λh

) , α0
h =

δ̃0 · λh(
1 + δ̃0 · λh

) , βh =
1(

1 + δ̃ · λh

) , αh =
δ̃0 · λh(

1 + δ̃ · λh

) , (47)

where
δ̃0 = E[τ0], δ̃ = E[∆k]. (48)

From (42),

L1 = D
(M

2 +B, M
2 )

(u,v)

[
γ0

h(v)
]
−D

(M
2 +B, M

2 )
(u,v)

[
γ0

a(u)γ
0
h(v)

]

= β0
h

[
1−(α0

h)
M
2 +1

1−(α0
h)

](
1 − β0

A

[
1−(α0

a)
M
2 +B+1

1−(α0
a)

]) (49)

and, from (43),

L2 = D
( M

2 +B, M
2 )

(u,v)

[
ζ·γ0

a (u)γ
0
a (v)γh(v)

1−ζγa(u)γh(v)

]

= ∑n≥0 ζn+1

{(
β0

a · (βa)n) · ∑
M
2 +B

j=0

{
(αa)

jψa
n−1(j)

}}
·

{(
β0

h · (βh)
n+1
)
· ∑

M
2

k=0

{
(αh)

kψh
n(k)

}} (50)

228



Mathematics 2021, 9, 109

and, from (44),

L3 =
(
ζβ0

a β0
h βa βh

)[
∑n≥0(ζβa βh)

nΞa
n

(
M
2 + B

)
· Ξh

n

(
M
2

)]

= ∑n≥0 ζn+1

{(
β0

a · (βa)n+1
)
· ∑

M
2 +B

j=0

{
(αa)

jψa
n(j)

}}
·

{(
β0

h · (βh)
n+1
)
· ∑

M
2

k=0

{
(αh)

kψh
n(k)

}} (51)

where
Ξa

n(m) = ∑
m

j=0

{
(αa)

jψa
n(j)

}
, Ξh

n(m) = ∑
m

k=0

{
(αh)

kψh
n(k)

}
, (52)

ψa
n(j) =

(
j

∑
i=0

(
n + i

i

)(
α0

a

αa

)i
)

, ψh
n(k) =




k

∑
i=0

(
n + i

i

)(
α0

h

αh

)i

. (53)

From (49)–(53), the PGF of the exit index ν satisfies the following formula from the
lemma in the BGG [18]:

E[ζν] = β0
h

[
1−(α0

h)
M
2 +1

1−(α0
h)

](
1 − β0

A ·E

[
1−(α0

a)
M
2 +B+1

1−(α0
a)

])

+∑n≥0 ζn+1

[
(

β0
aβ0

hβh

)
(βaβh)

nΞh
n

(
M
2

)
·E

[
Ξa

n−1

(
M
2 + B

)
− Ξa

n

(
M
2 + B

)
βa

]] (54)

and

E[ν] =
(

β0
aβ0

hβh

)
∑n≥1

n

{
(βaβh)

nΞh
n−1

(
M

2

)
E

[
Ξa

n−2

(
M

2
+ B

)
− Ξa

n−1

(
M

2
+ B

)
βa

]}
(55)

where
Ξa
−1(m) = 0, Ξa

−2(m) = 0, Ξh
−1(m) = 0. (56)

3.2. Marginal Means of EBIoV Decision Making Parameters

In the EBIoV network, conventional decision making parameters are ν, τν−1, Aν and
Aν−1. Although all decision making parameters could be fully analyzed, using a marginal
mean of each parameter is occasionally more efficient than finding the explicit PGFs of
parameters. The marginal means of EBIoV decision making parameters could be found
as follows:

E[ν] =
∂

∂ζ
E

[
Φ

(
ζ;

⌈
M

2

⌉
+ B,

⌈
M

2

⌉)∣∣∣B
]∣∣∣∣∣

(ζ,g0,g1,z0,z1))→1

, (57)

E[τν−1] = E[τ0] +E[∆1](E[ν]− 1), (58)

E[Aν] = E[A0] +E[ν − 1]E[Xk], (59)

E[Aν−1] = E[A0] +E[ν − 2]E[Xk]. (60)

Recalling from (23), the probability of bursting a Blockchain network (i.e., an attacker
wins a game) under the memoryless properties becomes a Poisson compound process:

q(sh) = ∑k> M
2
E

[
1{Aν=k}

]
, sh = {“Regular”}, (61)

or

q(sh) = E

[

∑k> M
2 +B

E

[
1{Aν=k}

]∣∣∣∣∣B
]

, sh = {“Safety”}, (62)

where

E

[
1{Aν=k}

]
= E

[
λaτν

k!
· e−λaτν

]
. (63)
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4. The EBIoV Optimization Practice

This section deals with the BIoV network security optimization practice in a connected
car. The strategy for protecting the EBIoV network is supporting additional nodes to give
the less chance that an attacker catches blocks with false control requests. The example in
this paper is targeting a connected car which consists 16 IoV components in a BIoV network
(15 nodes from car parts and 1 node from a service center) and the estimated car value is
around 50,000 USD (see Table 2).

Table 2. Initial conditions for the cost function.

Name Value Description

M 16 [Component] Total number of the nodes in each BIoV network

V 50,000 [USD] Average value of a BIoV enabled connected car

c(n, ρ) =25 · n · ρ [USD] Cost for reserving nodes to avoid attacks per each car

E[A0] 2 [Blocks] Total number of blocks that changed by an attacker at τ0(=0)

BM 32 [Nodes] Maximum number of honest nodes supported from the HQ

It is noted that the values on Table 2 are artificially made up for demonstration
purposes only. Since the BGG adapted IoV network (EBIoV) has been analytically solved,
finding optimal values of a cost function and calculating a probability distribution of a
model are straight forward. However, software implementation by using a programming
language is still required for solving a LP (Linear Programming) problem. Based on the
above conditions, a LP model could be described as follows from (25) and (28):

Objective:
G = min S(n, ρ)Total

(64)

Subject to:

n ≥
c(n,ρ)

V·q0−c(n,ρ)
;

(65)

From (28), the total cost S(n, ρ)Total is as follows:

S(n, ρ)Total =
{

c(n, ρ)
(

1 − q1
(n,ρ)

)
+
(

c(n, ρ) + V
)

q1
(n,ρ)

}
pA−1

+ Vq0 ·
(
1 − pA−1

)
(66)

where

pA−1
= P

{
Aν−1 <

M
2

}
≃ P

{
Aν <

M
2 − λa δ̃

}

= ∑
{M

2 −λa δ̃}
k=0

(
{λa(δ̃0+E[ν−1]δ̃)}

k

k! · e−λa(δ̃0+E[ν−1]δ̃)
)

,
(67)

q0 ≃ 1 − ∑
M
2

k=0




{
λa

(
δ̃0 +E[ν − 1]δ̃

)}k

k!
· e−λa(δ̃0+E[ν−1]δ̃)


, (68)

q1
(n,ρ) = ∑

n

j=0 ∑{k≥ M
2 +B+j}




λa

(
δ̃0 +E[ν − 1]δ̃

)

k!
· e−λa(δ̃+E[ν−1]δ̃)


Pj, (69)

Pj =

(
n
j

)
ρj(1 − ρ)n−j. (70)

The total cost S(n, ρ)Total could be minimized by the given parameter set (n, ρ) and
the parameter set (n∗, ρ∗) is the optimal combination of an acceptance rate and the number
of total backup nodes which are supported from the HQ. The below illustration in Figure 3
is the conventional graph that shows the optimal result of the BGG based BIoV (EBIoV)
network based on the given initial conditions in Table 2.
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Figure 3. Optimization Example for the EBIoV.

It is noted that the total cost for reserving backup nodes should be more than the car
value when an EBIoV network is burst. Hence, the limitation of the success probability for
adding nodes is as follows:

V · q0

c(n, ρ) · (BM − 1)
≤ 1, (71)

where BM is the maximum available reserved nodes per a connected car. According to
this demonstration (based on Table 2), the optimal cost is 1700 USD (per a car) when
the defender reserves 4 additional nodes per each car with the 82.6% acceptance rate for
managing the risk from attackers (i.e., n∗ = 4, ρ∗ = 0.826). The moment of requesting
the additional nodes will be the time τν−1 when is one step prior to the moment when an
attacker catches more than the half of whole blocks.

5. Conclusions

This paper establishes the enhanced Blockchain based IoV network architecture by
bringing a theoretical model in stochastic modeling. The Enhanced Blockchain enabled
Internet of Vehicles (EBIoV) is an advanced secure IoT network architecture for protecting a
connected car from attackers. This new architecture has been designed for a decentralized
network by adapting the Blockchain Governance Game (BGG) to improve the connected
car security. The BGG is a mathematically proven game model to develop optimal defense
strategies to protect systems from attackers. The practical case in the paper demonstrates
how an EBIoV network could be implemented for connected car securities. The EBIoV
network is the first research that applies a BGG model into the IoV security domain. The
BGG model shall be extended to various Blockchain based cybersecurity areas including
IoT security and secured decentralized service network design.
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Abstract: A possible solution with which to alleviate the range anxiety of electric vehicle (EV) drivers

could be a mobile charging station which moves in different places to charge EVs, having a charging

time of even half an hour. A problem that arises is the impossibility of charging in any location due

to heavy traffic or limited space constraints. This paper proposes a new operational mode for the

mobile charging station through temporarily stationing it at different places for certain amounts of

time. A mathematical model, in the form of an optimization problem, is built by modeling the mobile

charging station as a queuing process, the goal of the problem being to place a minimum number

of temporary service centers (which may have one or more mobile charging stations) to minimize

operating costs and the charger capacity of the mobile charging station so that the service offered

is efficient. The temporary locations obtained are in areas with no or few fixed charging stations,

making the mobile station infrastructure complementary to the fixed charging station infrastructure.

The temporary location operational mode, compared to current moving operational mode, is more

efficient, having a small miss ratio, short mean response time and short mean queuing time.

Keywords: mobile charging station; electric vehicle; operational mode; location-allocation problem

1. Introduction

The market for electric vehicle charging stations has grown rapidly in recent years. At present,

the most developed markets for electric vehicle (EV) charging stations are in North America and

Europe, with prospects for the Asian-Pacific market, in the near future (Table 1). Markets for EV

charging stations are dependent on the state of their adoption, and the objectives and legislative targets

in the region, which means that the market for charging stations for electric vehicles is higher in regions

where electric cars are widely adopted. Some major problems faced by charging station infrastructure

include its location and size, these two issues being extensively studied in the literature.
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Table 1. Sales of charging stations (thousands), 2012–2017.

Region 2012 2013 2014 2015 2016 2017

Africa/Middle East <15 <20 <25 <40 <50 ∼50
Asia Pacific ∼200 ∼350 ∼650 ∼800 ∼950 ∼1000

Europe ∼75 ∼200 ∼240 ∼350 ∼450 ∼500
Latin America <5 <5 <10 <15 <25 <25
North America ∼70 ∼200 ∼260 ∼350 ∼400 ∼450

Source: Global EV Outlook 2017 [1].

In the European Union, in 2019, it is estimated that approximately 165,064 charging stations

were installed [2]. At present, there are no leaders in the charging station market, but the competitive

market in the field is emerging through new, specialized companies, so there are opportunities for

larger societies to own big market shares. In Europe, the electrical capacity of an electric car battery is

approximately 20 kWh, which allows you to have a range of approximately 150 km [3]. Hybrid vehicles

have a capacity of about 3–5 kWh for a range between 20 and 40 km. As this range is still limited, the

vehicle battery should be recharged periodically. For a normal load (3 kW), vehicle manufacturers

have developed a charger inside the car. For fast charging (22 kW, even 43 kW or more), manufacturers

have developed two solutions: the use of a car charger designed to charge between 3 and 43 kW

at single-phase (230V) or three-phase (400V) voltage (using an external charger that converts the

alternating current to DC and charges the vehicle to 50 kW) [4]. Table 2 shows the charging time for an

EV, depending on the type of connection.

According to IEC 61851-1 standard, the electric vehicle conduction stations can be made in four

ways (Table 2) as follows:

• Mode 1 (L1) is the simplest EV charging solution. In this case, an EV is connected to AC power

supply using standard sockets, but it must contain a contractor to disconnect the power supply

in case of overload or an electric shock. The EV’s charging is done without communication

between it and the station, and the maximum current accepted is 16 A.
• Mode 2 (L2), where the EV is charged from the power supply using standardized single-phase

or three-phase sockets and charging conductors containing a box of control integrated into the

cable with a pilot function command and a protection system against electrical shocks (RCD).

The charge current value should not exceed 32 A.
• Mode 3 (L3), where an EV is connected via a specific scheme to the charging station (EAVE) that

has installed control and protection functions. The maximum current is 3 × 63 A.
• Mode 4 (L4), where EVs are charged from stations using direct current.

Table 2. Charging time of an EV according to charger type.

Charging Time Type of Source (kW) Tension (V) Maximum Current (A) Mode

6–9 h mono-phase 3.3 kW 230 V AC 16 A Mode 1
2–3 h triple-phase 10 kW 400 V AC 16 A Mode 1
3–4 h mono-phase 7 kW 230 V AC 32 A Mode 2

20–30 min triple-phase 43 kW 400 V AC 63 A Mode 3
20–30 min voltage continues 50 kW 400–500 V DC 100–125 A Mode 4

1–2 h triple-phase 24 kW 400 V AC 32 A Mode 2

Source: IEC 61851-1 standard [4].

Another obstacle in the development of EV market is range anxiety. Depending on the style of

driving, the outside temperature and the traffic, the distance an EV can travel decreases, requiring

more frequent recharging.

In the initial phase of charging infrastructure’s development, a solution with which to alleviate

range anxiety may be a mobile charging station which can move to different places to charge EVs,
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having a charging time of even less than half an hour (Table 2). Furthermore, the mobile charging

station can also be used as a car attendant service.

Current, the operational mode of a mobile charging station involves moving it, on demand, within

a certain service area to charge EVs, only staying in that location for the time of charging. Multiple

operating strategies for this type of charging station can be considered; for example, the mobile station

may move on the FIFO (first-in, first-out) or the NJN (nearest-job-next) principles [5]. Based on a recent

study [5], the last strategy seems to be the most appropriate, a question of interest being, “What would

be the optimal charger capacity of the mobile charging station?” A higher charger capacity implies

a higher cost for a mobile charging station. Based on data and statistical methods, Huang et al. [5]

proposed an optimum battery capacity of 40 kWh and a charge rate between 15 and 30 kW for an

urban environment such as Singapore, in order to design a mobile charging station. The cost range

per unit of a DC fast charging station is $10,000–$40,000, while its installation cost range per unit is

$4000–$51,000 [6,7]. An estimated cost per unit of a mobile charging station is $40,000 [5].

A problem that arises is the impossibility to charge in any location due to heavy traffic or limited

space constraints. For example, in 2019, Gong et al. [8] adopted the concept of reasonable location in a

location problem for fixed charging stations. A reasonable location is defined as “a location having a

insignificant variance in the access frequencies to different charging stations” [8].

This paper proposes a new operational mode of the mobile charging station by temporarily

stationing it, on demand, in different locations. A real frame, using data from New York taxis, is

considered. A mathematical model, in the form of an optimization problem, is built by modeling

the mobile charging station as a queuing process and the charging requests as Poisson processes.

Furthermore, this optimization problem can also be used to position fixed charging stations.

The purpose of the problem is to place a minimum number of temporary service centers (which

may have one or more mobile charging stations) in order to minimize the operating costs and the

charger capacity of the mobile charging station so that the service offered is effective, meaning, for

example, that upon arrival at a service center, each EV will stand in a queue with no more than b clients

with a probability of at least β.

Looking from the perspective of a company that operates the mobile charging stations,

the company is interested in each service center having a queue of at least a clients with a probability

of at least α. The two queuing conditions mentioned can be combined so that in each service center we

have at least a clients and at most b clients with a probability of at least γ.

The mobile charging station is not intended to be the main charging method for electric vehicles

but a supplement to the fixed charging station, especially in areas where there are few or no fixed

charging stations. Moreover, in countries with old electricity grid infrastructure (for example, Romania)

a mobile charging station could take over the increased electricity demand due to the penetration

of electric vehicles in the market until the modernization of the electricity distribution network

infrastructure and until the installation of sufficient fixed stations. The mobile charging station is

complementary to the fixed station in the incipient phase of developing charging station infrastructure.

The paper is structured in the following way. Section 2 is dedicated to a literature review. In

Section 3, the proposed new operational mode of the mobile charging station is presented. Additionally,

in this section, a mathematical model is discussed. Section 4 deals with estimating the optimization

problem parameters. Section 5 discusses the results obtained from simulations using the New York

taxi database [9], and in Section 6 we compare two operational modes of a mobile charging station.

The paper is concluded in Section 7.

2. Literature Review

The power management of a mobile charging station was investigated in [10], considering

Internet-of-Things to manage its supply power. The routing problem that arises with the current

operational mode of a mobile charging station was also analyzed in the literature. Two decisions

(location and routing) with time-windows were investigated in [11], with the results showing a
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need for a more efficient service in the sense of improving the charging rate or increasing battery

capacity. Similar results were obtained by Cui et al. in 2018 [12] by modeling the routing problem of a

mobile charging station as a mixed-integer linear problem with time windows. In [13], heterogeneous

networks were used to optimally schedule the EV’s charge requests, assuming that EV users send

their respective power demands and locations, when requesting battery recharging, to the mobile

charging station.

In 2012, Jia et al. [14] considered several factors in the location of fixed charging stations, including

demand for charging stations, driver behavior, road structure, fixed construction costs and operating

costs, building a mathematical model that minimizes the total cost of investment. Additionally,

charging infrastructure planning was discussed in [15] using multiday travel data. Zhu et al. [16]

considered charging station location for plug-in EVs by minimizing the total cost of investment and

how many chargers a charging station should have. Recently, in 2019, a two-level charging station

locating method, which uses weighted multicriteria methods, was considered for locating charging

stations [17].

Some studies take into consideration queuing time for the location problems of charging stations

(for example, in [18–22]); various studies revealed that queuing time strongly affects the adoption of

EVs [23,24]. Fast-charging stations have been proposed to address this issue; however, the installation

of this type of charging station has a negative impact on the distribution network, such as high

voltage [19,25] and overload distribution system during peak hours [26,27]. User behavior was

considered in [28], while in [29] a resource planning scheme was investigated. An equilibrium

modeling framework was considered in [30].

Other approaches consider the maximal covering location problem, taking into account the

existing charging infrastructure [31] for urban taxi drivers. Frade et al. (2011) [32] also considered

a maximal covering model with daytime versus nightime charging demands. Long travel data is

considered in [33,34]. A quality of service index is introduced in [35] in a location optimization problem

with charging reliability constraints.

3. Mathematical Model

In this section, we describe the operational mode of a mobile charging station which considers

the temporary locations of this type of charging station.

Suppose we have some places (depots) where the mobile charging station can stay. In these places,

the mobile station charges both its own battery and the EVs’ batteries. Instead of moving the mobile

station to where the electric vehicles that require the load are located, the mobile charging station stays

for a period of time in a place, moving only between the location set, depending on the intensity of

the demand in the depot areas within a certain time interval. Thus, a mobile charging station fulfills

the functions of a stationary charging station and those of a mobile charging station. Examples of

stationary stations of a mobile station can be gas stations and tramway heads. We no longer assume

that the mobile station can move and load anywhere, but only in certain places (Figure 1). If there are

many requests for a sub-zone, a mobile station stays there for a while, while another moves between

places. Depending on the day and time (during the week or weekend), the mobile station stays for

a while in a place, after which time it moves to another place. Through a smartphone application,

EVs can see where the mobile station is stationed.

A charging station’s infrastructural development deals with constructing optimization problems

considering budget constraints and capacity optimization [36,37]. Techniques used involve particle

swarm optimization [38,39], the hybrid optimization algorithm [40], ant colony optimization [41] and

the genetic algorithm [42,43].

This paper proposes a mixed linear optimization location-allocation problem of mobile charging

stations based on a simulation.

238



Mathematics 2020, 8, 453

Figure 1. Operational mode of a mobile charging station.

In 1998 and 2002, Marianov and Serra [44,45] proposed a location-allocation problem considering

queuing constraints in the form of queue length and waiting time of a customer. Similar constraints

are considered in this paper.

The purpose of the optimization problem is to place a minimum number of temporary service

centers for EVs’ charging, each center having a minimum number of mobile charging stations that

can charge the EVs while minimizing the charger capacity of mobile charging stations required for

running the service system in some optimal parameters (stated a priori) such that

(i) Each EV will be assigned to a center at the shortest possible distance from its location.
(ii) Upon arrival at the service center, each EV will stand in a queue with no more than b clients

with a probability of at least β; or in each center will be at least a clients, with a probability of at

least α; or when arriving at the service center, each EV will be in a queue with no more than b

clients, and in each center will be at least a clients, with a probability of at least γ.
(iii) The battery capacity of the mobile charging station is enough to meet all requests during the

considered temporary location period.

When a mobile charging station becomes idle, having no customers, it can be used in another

service area. If a mobile charging station is not used in a service area, for a day or for several hours,

it may be temporarily allocated to a service area lacking a mobile charging station; thus, the location

and battery state of charge can take different values depending on the day, time and area.

The operating cost associated with a mobile charging station may be composed of the cost of the

electricity required to charge the battery of the mobile charging station and maintenance costs.

3.1. Nonlinear Optimization Problem

The problem (P1), given below, minimizes the number of service centers; the number of mobile

stations in each service center; the distances between the demand nodes and the locations of the mobile

charging stations; and the charger capacity of the mobile charging station battery.

Optimization problem (P1):

min ∑
j∈J1

Cj

∑
m=2

zjmPjm + ∑
j∈J1

zj1Pj1 + ∑
i∈I

∑
j∈J

dijxij + ∑
j∈J

Cj

∑
m=1

SoCjmzjm, where J = J1 ∪ J2 (1)

subject to the following constraints:

∑
j∈J

xij = 1, ∀i ∈ I (2)

zjm ≤ zj1, j ∈ J1, m = 2, 3, . . . , Cj (3)
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xij ≤ zj1, ∀i ∈ I, j ∈ J (4)

∑
j∈J1

Cj

∑
m=1

zjm = B (5)

Cj

∑
m=1

SoCjmzjm ≥ ∑
i∈I

gixij, ∀j ∈ J (6)

Cj = 1, ∀j ∈ J2 (7)

dijxij ≤ D, ∀i ∈ I, j ∈ J2 (8)

P[center j has at most b EVs in queue] ≥ β, ∀j ∈ J (9)

or

P[center j has at least a EVs in queue] ≥ α, ∀j ∈ J (10)

or

P[center j has at least a EVs and at most b EVs in queue] ≥ γ, ∀j ∈ J (11)

xij, zjm ∈ {0, 1}, ∀j ∈ J, m = 1, 2, · · · , Cj (12)

SoCjm positive integer , SoCjm ≤ ωu, ∀j ∈ J, m = 1, 2, · · · , Cj (13)

B positive integer , B ≤ Bmax (14)

Constraint (2) is allocated to every node a single service center, while constraint (3) limits the

number of mobile stations to Cj and indicates that mobile charging station m cannot be placed at

node j without first placing (m − 1)th mobile station. We force the allocation of a demand node to an

open service center by constraint (4); zj1, for j ∈ J2 takes the value 1 when node i is assigned to fixed

charging station from node j ∈ J2. The maximum number of mobile charging station which can be

placed is B (constraint (5)). The total charging capacity of service center j having at most Cj mobile

charging stations is greater than or equal to the sum of the average charge load required from node i

satisfied by the center j (constraint (6)). Constraint (7) refers to fixed charging stations, assuming the

existence of just one fixed charging station in node j ∈ J2. Additionally, we assume that nodes i cannot

be assigned to a fixed charging station located more than D km away (Equation (8)). The decision

variables of problem (P1) are zjm, xij, B and SoCjm.

Upon arrival at the serving center, each EV will stand in queue with no more than b clients with a

probability of at least β ∈ (0, 1) (Equation (9)); or in each center there will be at least a clients with a

probability of at least α ∈ (0, 1) (Equation (10)); or when arriving at the service center, each EV will

stand in queue with no more than b clients, and in each center there will be at least a customers, with a

probability of at least γ ∈ (0, 1) (Equation (11)).

Due to the fact that the optimization problem (P1) is nonlinear, we define the equivalent mixed

linear problem to (P1) in the following way.
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3.2. Linear Optimization Problem

The equivalent mixed linear problem (P2) is given by

min ∑
j∈J1

Cj

∑
m=2

zjmPjm + ∑
j∈J1

zj1Pj1 + ∑
i∈I

∑
j∈J

dijxij + ∑
j∈J

Cj

∑
m=1

SoCjm (15)

subject to constraints (2), (3), (4), (5), (7), (8), (9) or (10) or (11), (12), (13), (14) and

Cj

∑
m=1

SoCjm ≥ ∑
i∈I

gixij, ∀j (16)

SoCjm ≤ zjmωU , ∀j ∈ J, m = 1, 2, 3, . . . , Cj (17)

If zjm is 0, then SoCjm is 0. If zjm is 1, then SoCjm cannot be greater than the maximum charger

capacity ωU . The decision variables of problem (P2) are zjm, xij, B and SoCjm.

Constraint (9) can be rewritten according to the intensity of requests in nodes i and the mean

serving rate of the mobile charging stations in nodes j. Assuming that the charge requests from each

node i follow a Poisson process of intensity fi and that the serving time is exponentially distributed

with an mean serving rate of µj, condition (9) is equivalent to the following linear condition (for mobile

charging stations) [44,46]

∑
i∈I

fixij ≤ µj

[
zj1ρβj1 +

Cj

∑
m=2

zjm(ρβjm − ρβj(m−1))
]
, (18)

∀ j ∈ J1, where the values ρβjm are determined a priori from the following inequality

m−1

∑
k=0

(m − k)m!mb

k!

1

ρm+b+1−k
≥

1

1 − β
, (19)

those being the values for which in (19) we have equality, while for fixed charging stations we have

the equivalent linear condition

∑
i∈I

fixij ≤ µjzj1ρβj1, j ∈ J2 (20)

Fixed values of ρβjm are computed for every possible level of probability-chosen β, provided there

are m mobile charging stations at node j.

Similarly, we obtain the following new result for constraint (10) which is equivalent to the

following linear condition (for mobile charging station)

∑
i∈I

fixij ≥ µj

[
zj1θαj1 +

Cj

∑
m=2

zjm(θαjm − θαj(m−1))
]
, (21)

∀j ∈ J1, where the values θαjm are determined a priori from the following inequality:

m−1

∑
k=0

(m − k)m!ma

k!

1

θm+a+1−k
≤

1

α
(22)

The equivalent linear condition for fixed charging station infrastructure is

∑
i∈I

fixij ≥ µjzj1θαj1, j ∈ J2 (23)
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Fixed values of θαjm are computed for every possible level of probability-chosen α provided there

are m mobile charging stations at node j. The equivalence of inequality (22) to constraint (10) is given

by the next theorem.

Theorem 1. Constraint θ ≥ θα, where θα is the value for which in Equation (22) holds equality, is equivalent

to constraint (10).

Inequality (22) is equivalent to (10), i.e., Theorem 1 holds, and because θ can be rewritten as a

function of variables xij, it yields linear deterministic constraints (21) with θαjm such that (22) holds

as an equality.

A linear form of condition (11) can be obtained similarly to those obtained for (9) and (10).

Assuming service times in each service center are exponentially assigned with a mean serving rate

µj > 0, to have a balance in the system, we have the condition µj ≥ mjλj where mj represents the

number of mobile stations of center j, and λj is the intensity of the Poisson process of charge requests

arriving to center j. Marianov and Serra [45] showed that

λj = ∑
i∈I

fixij

Assuming that each service center is represented by a M/M/m queuing process, we can calculate

the probability from (11). Assuming that the two events are independent, this probability can be

written as

P[center j has at least a EVs and at most b EVs in queue] = P[center j has at least a EVs in queue]×

P[center j has at most b EVs in queue]

The assumption of independence leads to an approximation of reality, but ease of calculus. In a

future paper we will address the issue of dependence.

We want the probability of an EV arriving at a center to find a queue with less than b other EVs,

and the probability that the queue length at a center is greater than a EVs.

The first probability can be written as 1 − (pm+b+1 + pm+b+2 + . . . + p∞), and the second is

pm+a+1 + pm+a+2 + . . . + p∞, while pm+1 are the state probabilities of the system, where a state m + 1

corresponds to the event when we have m + 1 EVs at the center, one EV being in the queue waiting to

be recharged, while the others are recharged; for a state k ≤ m, we have k EVs being recharged at a

service center. In the following, we will drop the indices for a easier reading.

Expressions for the state probabilities are the following [47]:

pk = p0ωk/k!, k ≤ m

pk = p0ωk/m!mk−m, k > m

p0 =

(
ωm

(
1 −

ω

m

)
m!

+
m−1

∑
j=0

ω j

j!

)−1

where ω = λ/µ. With these formulae, Equation (11) becomes

[
p0mm

m!

(ω

m

)m+a+1 1

1 −
ω

m

]
×

[
1 −

p0mm

m!

(ω

m

)m+b+1 1

1 −
ω

m

]
≥ γj, ∀j ∈ J (24)
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Replacing p0 and after some calculus, we get

m−1

∑
j=0

(m − j)m!mb

j!

1

ωm+b+1−j
− γj

m−1

∑
j=0

m−1

∑
k=0

(m − j)(m − k)(m!)2ma+b

k!j!
×

1

ω2m+2+a+b−k−j
≥ 1 (25)

This equation is equivalent to Equation (11). However, due to it being a nonlinear equation, we

require an equivalent linear equation.

We denote by ϕj : [0, 1] → R the left hand side of Equation (25) which depends on ω, for all j ∈ J.

We prove that function ϕj(ω) is increasing.

Lemma 1. Function ϕj(ω) is an increasing function for all ω ∈ [0, 1] and for all

γj ≥

[
m−1

∑
k=0

(m − k)m!ma

k!

2m + 2 + a + b − k − j

m + b + 1 − j

]−1

Proof. The derivative of ϕj(ω) is

ϕ′
j(ω) =

m−1

∑
j=0

{
(m − j)m!mb(−1)

j!

(m + b + 1 − j)

ωm+b+2−j

[
1 − γj

m−1

∑
k=0

(m − k)m!ma

k!

2m + 2 + a + b − k − j

ωm+a+1−k(m + b + 1 − j)

]}

We denote by hj : [0, 1] → R function

hj(ω) = 1 − γj

m−1

∑
k=0

(m − k)m!ma

k!

2m + 2 + a + b − k − j

ωm+a+1−k(m + b + 1 − j)

The derivative of function hj(ω) is

h′j(ω) = −γj

m−1

∑
k=0

(m − k)m!ma

k!

(−1)(m + a + 1 − k)(2m + 2 + a + b − j − k)

ωm+a+2−k(m + b + 1 − j)

Because m + a + 1 − k and m + b + 1 − j are positive, like the rest of the terms, we obtain that

h′j(ω) is positive. Hence, we get hj(ω) is increasing. We have lim
ω→0

hj(ω) = −∞, and

lim
ω→1

hj(ω) = 1 − γj

m−1

∑
k=0

(m − k)m!ma

k!

2m + 2 + a + b − j − k

m + b + 1 − j

For

γj ≥

[
m−1

∑
k=0

(m − k)m!ma

k!

2m + 2 + a + b − j − k

m + b + 1 − j

]−1

,

j ≤ m − 1, we have that lim
ω→1

hj(ω) ≤ 0. Hence, hj(ω) is negative, and as a consequence ϕ′
j(ω) is

positive. Thus, we conclude that ϕj(ω) is increasing for all j ∈ J.

We choose γ to be γ = max
j∈J

(γj).

The equivalence of inequality (25) to constraint (11) is given by the next theorem.

Theorem 2. Constraint ω ≥ ωγ, where ωγ is the value for which in Equation (25) holds equality, is equivalent

to constraint (11).
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Proof. Let ωγ be he value for which in Equation (25) we have equality. Because function ϕj(ω) is

increasing, then for any ω ≥ ωγ, Equation (25) is true.

Therefore, once a value for γ is chosen, we determine the value for ωγ with any root-finding

numerical method. The constraint (11) in optimization problem (P2) becomes (for mobile

charging station):

∑
i∈I

fixij ≥ µj

[
zj1ωγj1 +

Cj

∑
m=2

zjm(ωγjm − ωγj(m−1))
]
, (26)

∀j ∈ J1, where values ωγjm are determined a priori from inequality (25), those being the values for

which in this equation we have equalities. The equivalent linear constraint of (11) for fixed charging

station is

∑
i∈I

fixij ≥ µjzj1ωγj1, j ∈ J2 (27)

Fixed values of ωγjm are computed for every possible level of probability-chosen γ, provided

there are m mobile charging stations at node j.

Inequality (25) is equivalent to (11), i.e., Theorem 2 holds, and because ω can be rewritten as a

function of variables xij, it yields linear deterministic constraints (26) with ωγjm such that (25) holds

as equality.

4. Estimating Parameters

New York City, United States is one of the cities with the highest population densities, with a

population of over 8 million in 2018 and an area of 784 km2. Therefore, the service area considered in

this paper is restricted to one of its districts; namely, Brooklyn, New York (Figure 2 displays the fixed

stations [48]). Most fixed charging stations are located in the north of Brooklyn, with very few being

located to the south of it. Most of these are placed in parking lots, those being L2 level type charging

stations (95%) (only three being the fast-charging type).

In this section, we estimate some parameters of the temporary placement problem of mobile

charging stations based on data from [9]. The database, which we denote by NYC, refers to New York

taxi trips in 2013. For each NYC record line we have the following attributes:

• Identity number of the taxi;
• Distance (miles) and trip time (seconds);
• Customer pick-up times and arrival times at destination (day, month, year, hour);
• Pick-up and destination locations of customers (latitude and longitude).

In order to develop the EV market, a solution, even temporary, is needed. This solution, in the

case of Brooklyn and similar cases, may be the mobile charging station.

Estimating the parameters of the location problem involves, firstly, building a matrix of distances

and trip driving speeds between the intersections of the service area. A first step is to associate

each pickup and destination location with an intersection. Using the OpenStreetMap application,

the distances from each location to each intersection are calculated. The pickup and destination

locations are associated with the closest intersection. For each intersection i, the road distance and the

duration of the trip to intersection j, are determined with OpenStreetMap. Based on these distances

we determine the driving speed from intersection i to intersection j. In this way, we obtain the driving

time from intersection i to intersection j, which we denote by DM
t (i, j).

244



Mathematics 2020, 8, 453

Figure 2. Charging stations in Brooklyn, New York [48].

Because energy consumption is influenced by traffic conditions, we determine how much time

the taxi spends in traffic depending on the day of the week and the time of day. This is achieved with

TomTom statistics [49]. These statistics tell us how much more time a car spends in traffic per day and

hour, as a percentage. On Monday, there is heavy traffic between 15:00 and 16:00 and between 8:00 and

9:00, while on Saturday, there is heavy traffic in the evening between 17:00 and 20:00. Thus, we obtain

the trip time from intersection i to intersection j which we denote by DT
t (i, j).

The idle trip time due to traffic conditions is given by

DI
t (i, j) = DT

t (i, j)− DM
i (i, j) (28)

Based on trip time, driving time and idle time, we can derive the energy consumed by the taxi for

a trip from intersection i to intersection j. Similarly to [50,51], we estimate the energy consumption

using a black-box approach using multiple linear regression. Hence, total energy consumption for

a trip can be decomposed into moving energy consumption EM
i (i, j) and auxiliary loading energy

consumption EA
t (i, j):

ET
t (i, j) = EM

t (i, j) + EA
t (i, j) (29)

EM
i (i, j) = η(α1vt(i, j)2 + α2vt(i, j) + α3)dij (30)

EA
t (i, j) = ltD

T
t (i, j)/60 (31)

where vt(i, j) represents the driving speed of a trip from intersection i to intersection j at time t (km/h)

and ET
t (i, j) total energy consumption.

The value of the auxiliary parameter lt is dependent on the outside temperature, the battery

storage capacity of an EV being affected by it. This value can be estimated based on historical weather

data from New York City. Similarly to [50], we choose lt to be between 1 and 1.5.

The parameter η is the aggressive factor of the car driver. As the driving is more aggressive,

the EV consumes more energy. In contrast, a calm driver can save from 30% to 40% of the energy

consumed in the event of aggressive driving [50]. We take η = 0.8 (calm driving), η = 1 (normal

driving) and η = 1.2 (aggressive driving) [50]. Based on [5,50], we have chosen the Nissan Leaf model

to be the electric taxi car, for which we take α1 = 0.1554, α2 = −5.4634 and α3 = 189.297.
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In order to estimate some parameters of the optimization problem (P2) such as the Poisson

intensity fi, a simulation approach is applied. Therefore, a taxi simulation drive is performed which

is based on destination probabilities for pickup intersection i, at time t. An hourly time interval is

considered for deriving these probabilities. Using the NYC database, we determine the number of

clients at intersection i for moment of time t (denoted by NP
t (i)) and the number of clients who took a

taxi from intersection i to intersection j (denoted by ND
t (i, j)). The probability of picking up a client at

intersection i, at time t, having as destination intersection j is given by:

PD
i/j =

ND
t (i, j)

NP
t (i)

(32)

These probabilities are transformed into a discrete distribution for each intersection and moment

of time t. Destination intersection for a taxi located at intersection i and moment of time t are chosen

according to a corresponding discrete distribution constructed assuming the following:

• The taxi has enough energy to make the trip.
• If for intersection i at time t there is no probability of a destination obtained from the NYC data,

then all intersections have the same probability of destination.
• Discrete distributions are constructed so that intersections with high probabilities have greater

chances of random choice than others. Intersections for which we did not have a destination

probability in the data were considered to have the same probability.
• The taxi picks up a customer as soon as it reaches the next intersection.
• The maximum charge capacity of an electric taxi battery is 30 kW, taking the lower and upper

limits as 5% and 95%.

Based on probabilities PD
i/j ,each trip (i, j) is put into a category based on time intervals of an

hour as follows: ≥0.5 strong chance of destination, [0.2, 0.5) medium high chance of destination,

(0, 0.2) medium chance of destination and 0 low change of destination. The reason for not using just

the probabilities PD
i/j is that at some point during the simulation, the program remained in only one

intersection i that at a moment of time t had no probability of destination for any intersection j. For each

intersection i we count the number of strong, medium-high, medium and low destination intersections.

The probability of destination for a strong intersection is given by 0.5/number of strong intersections;

for medium high it is 0.4/number of medium high intersections; for medium, 0.3/number of medium

intersections; and for a low intersection is what is left to reach 1 over number of low intersections

corresponding to pickup intersection i. In this manner, we construct discrete probability of destination

for every pickup intersection i.

With these values, we can determine the intensity of charge requests fi in a certain area within a

certain time-frame.

In the analysis, different types of mobile charging stations can be considered. Depending on this,

the average serving time differs from a high charge rate to a longer service time.

5. Results and Discussions

Based on simulation performed and estimated parameters, we solved the optimization problem

(P2) for different days and time-frames. A number of 200 taxis were simulated starting from different

locations, 100 taxis of which started the working day at 6 o’clock, and the other 100 taxis started at

7 o’clock.

Considering that taxi drivers make the decision to recharge their electric taxis when they have less

than 30% battery capacity, the intersections where these decisions were made were recorded. Because

the number of intersections obtained may be quite large, a hierarchical clustering approach was used

to cluster intersections by considering a maximum distance of 4 km from the cluster center [52,53].

We assume that the taxi driver’s style is normal (η = 1). Possible locations for mobile charging stations
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were randomly chosen so as to cover the entire area of the Brooklyn neighborhood in New York (see

Figure 3).

Figure 3. Possible locations for the mobile charging stations in Brooklyn, New York.

Some of the parameters of the optimization problem are as follows: C = (1, 1, 1, · · · ) (meaning,

we can only assign a mobile charging station in node j ∈ J1, and in node j ∈ J2 we only assume there is

one fixed charging station); g is obtained assuming that user charging requirements follow a normal

distribution with mean 9 kW and a standard deviation of 1. The reason for choosing this distribution

with these values of parameters can be found in [54] by Helmus and Van Den Hoed. They presented

results related to the amount of charging of EV users and fitted the data using the normal distribution.

Operating cost was assumed constant for all centers j, meaning Pj = P = 100; the mean serving rate

was µj ∈ [1.7 × 10−6, 1.77] for all j ∈ J (unless otherwise stated) and Bmax = 10.

For different values of the parameters, we have different solutions. Depending on the charger

capacity of the mobile charging station, we may need more or fewer charging stations. Tables 3 and 4

shows the results obtained for Monday and Saturday, 9:00–11:00 and 12:00–15:00 time-frames for

ωU = 150.

Saturday and Monday between 9 o’clock and 11 o’clock, we need two mobile charging stations

with or without considering probability constraints. However, their locations differ: for situations

without probability constraints (locations 12 and 15) and with probability constraints (locations 5

and 12 for constraint b = 1 and β = 0.90, locations 18 and 20 for constraint a = 1, α = 0.90 or

a = 1, b = 1, γ = 0.90). There may be cases wherein there is a need for more mobile charging stations

just to make the service more efficient. On Monday, 12:00–15:00 time-frame, there is a need for a second

mobile charging station, if the service operator decides to make sure it has at least one client with a

probability of 0.9. On Saturday, within the same time-frame we require one mobile charging station in

location 12 or 13.
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Table 3. Results for different days for ωU = 150 and 9:00–11:00 time period.

Without
b = 1, β = 0.90 a = 1, α = 0.90 a = 1, b = 1, γ = 0.90

Probability Constraints

Monday

Solution 569.51 593.92 572.41 572.41
B 2 2 2 2

SoCmax 119 132 132 132
SoCmin 15 31 10 10

Location
mobile charging station 12, 15 5, 12 18, 20 18, 20

Location
fixed charging station 28, 55, 60, 61, 64 22, 55, 64 28, 52, 60, 61 28, 52, 60, 61

Saturday

Solution 729.5 760.83 733.39 733.39
B 2 2 2 2

SoCmax 142 149 142 142
SoCmin 26 26 26 26

Location
mobile charging station 12, 18 5, 12 18, 20 18, 20

Location
fixed charging station 26, 52, 55, 61, 64 22, 49, 55, 62, 64 26, 52, 54, 61 26, 52, 54, 61

Table 4. Results for different days for ωU = 150 and 12:00–15:00 time period.

Without
b = 1, β = 0.90 a = 1, α = 0.90 a = 1, b = 1, γ = 0.90

Probability Constraints

Monday

Solution 460.38 482.12 541.62 541.62
B 1 1 2 2

SoCmax 150 150 97 97
SoCmin 9 39 9 9

mean(SoC) 52 77 52 52
Location

mobile charging station 9 5 15, 20 15, 20
Location

fixed charging station 48, 55, 60, 61, 64 51, 55, 64 42, 50, 60, 61 42, 50, 60, 61

Saturday

Solution 356.57 368.31 356.98 356.98
B 1 1 1 1

SoCmax 142 142 142 142
SoCmin 21 21 25 25

mean(SoC) 55 55 73 73
Location

mobile charging station 13 12 13 13
Location

fixed charging station 55, 57, 59 49, 55, 62 57, 61 57, 61

Different locations are obtained for different probability constraints. As the rate of charge

improves, the mean service time decreases and the service is more efficient. The temporary

locations of mobile charging stations obtained in Tables 3 and 4 are in areas with no or few fixed

charging stations. Most EVs are assigned to fixed charging stations when this is possible. Through

computation optimization, EVS are assigned to fixed charging location in the northern part of Brooklyn

(Tables 3 and 4, Figure 4) and in this area no mobile charging station is located. It is possible that if in

a area there is a sufficient fixed charging infrastructure, then there is no need for a mobile charging

station. In this case, the mobile charging station can only act as a car attendant service.
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Figure 4. Location of fixed charging stations obtained through computation optimization, Brooklyn,

New York.

6. Operational Metrics—Comparative Experiments

In the current operational mode, if we consider dynamic charging constraints, it may be that

at some point on the journey to a new client, the mobile charging station may receive a new charge

request [11,12], prolonging the service time for the new charge request.

In this section, we compare two operational modes of a mobile charging station considering

some metrics of the service mobile charging station defined in [5]. These operational metrics quantify

the performance of the operational mode of a mobile charging station. The first operational mode

assumes moving the mobile station to where the EVs are located in order to recharge them, and the

other one is the one introduced in this paper—the temporary location operational mode. For the first

operational mode we assume a nearest-job-next (NJN) strategy, wherein the mobile station stays in the

last location where it recharged an EV until a new charge request appears. Additionally, we assume

that the mobile charging station has enough charger capacity (kW) to fulfill all charge requests in the

service period considered.

One operational metric is the miss ratio index that measures the amount of charge requests that

do not get to be satisfied within the service period. It is measured in percentage and it is defined as:

Pmiss =
N f ailed

Ntotal
× 100 (33)

where Ntotal represents the number of total requests received during service period, while N f ailed

represents the number of requests that failed to be satisfied during the service period.

Another metric is the response time, which is defined as the time taken from when the EV sends

out its charging request to the time when this request is completed. Another metric, which applies

only for the second operational mode, is the queuing time, which is defined as the time taken from

when the EV arrives to the location of the mobile charging station to the time the charging request

is completed. These operational metrics are used to compare the two different operational modes
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mentioned. For each EV, we assume a charging time of 15 min while the service time is taken to be

9–13:00 on a Monday for NYC database. For moving operational mode, the initial location is in the

center of the service area of Brooklyn.

In Table 5 we displayed some empirical results obtained through simulations. Charging requests

appear following a Poisson process of parameter λ, while we consider the depot to be in the center of

service area. The depot is the initial location of mobile charging station in moving operational mode,

and it is the temporary location in the new operational mode. Different dimensions of the service area

are taken into account.

Miss ratios in both strategies are similar; however, the miss ratios of temporary location

operational are always smaller or equal to those of moving operational mode. We cannot say the

same about the response times of the service, which are significantly influenced by the dimensions

of the service area, with the response times of moving operational mode being always greater than

those for temporary location strategy (large differences can be observed). As the intensity of charge

requests λ decreases along with a smaller service area (around 50 km2), the response times of the two

strategies are comparable and we may be able to choose one strategy or the other. However, for moving

operational mode, we have the problem of travel distance that increases the cost of operations of a

mobile charging station. The travel distance can be substantial even for a small service area.

Results obtained through the NYC database, as shown in the previous section, also suggest that

the temporary location operational mode is the better one. Our comparative experiments showed a

36% miss ratio for the moving operational mode (initial location is the center of Brooklyn), while for

our mode of operation the miss ratio is only 9% (temporary location is also the center of Brooklyn).

This is due to the fact that as the mobile charging station stations and charges EVs, the time it should

take the mobile station to reach each EV is taken over by each EV. Therefore, the service becomes more

efficient, thereby allowing the mobile charging station to fulfill more charge requests.

Table 5. Operational metrics for moving and temporary location operational modes.

Service Area Response Time (minutes) Miss Ratio
Queuing Time Traveled

(minutes) Distance (km)

Operational mode Moving Location Moving Location Location Moving

λ1 = 0.00005

180 km2 179 105 0% 0% 15 864
100 km2 91 51 20% 20% 15 578
50 km2 37 34 0% 0% 15 192

λ2 = 0.0001

180 km2 181 84 6.25% 6.25% 24 1108
100 km2 74 54 0% 0% 17 533
50 km2 41 33 0% 0% 15 222

λ3 = 0.0002

180 km2 319 94 19% 0% 24 1276
100 km2 106 61 23% 23% 17 776
50 km2 60 36 18.75% 18.75% 17 509

As for the response time, the mean response time for the first mentioned operational mode is

57 min (without the EVs that could not be charged within the service period considered) or an hour and

43 min (considering all charge requests completed). Concerning our temporary location operational

mode, the mean response time is 40 min, while the mean queuing time spend by an EV at the location

of the mobile charging station is 21 min. Moreover, the total distance needed for the mobile charging

station to fulfill all requests in the moving operational mode is 61.94 km or 1 h and 36 min of driving.

Furthermore, the travel distance of a mobile charging station may vary due to traffic constraints,

weather and temperature [11].
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One advantage of the temporary location strategy is the reduced response time of the service.

In a survey conducted in 2016 [55] the authors evaluated the different drawbacks that can occur by

owning an EV. The results speak by themselves: EV’s drivers are willing to make a detour to recharge,

but they strongly reject waiting times. Since, for the moving operational time we have such a long

period of waiting, this can be a serious issue for EV drivers. Thus, temporary location of mobile

charging station may be preferable to moving the mobile charging station from one place to another.

Moreover, because EV’s drivers do not reject making a detour to recharge, this is an argument in favor

of a temporary location strategy.

7. Conclusions

In this paper, a new operational mode for a mobile charging station which assumes temporary

locations in some possible places for certain periods of time is introduced. We formulate this problem

as a location-allocation problem considering queuing constraints (at most b clients and/or at least

a clients).

Our contributions in this paper are summarized as follows:

• We formulated a nonlinear optimization problem and an equivalent mixed-linear optimization

problem for optimal temporary location of a mobile charging station.
• We obtained new probability-queuing constraints, considering at least a clients in the queue

and/or at most b clients in the queue.
• We compared two operational modes for a mobile charging station.

The key findings of our work are:

• Different temporary locations are obtained for different probability constraints and days of

the week.
• The locations obtained are in areas with no or few fixed charging stations.
• The temporary location operational mode compared to moving operational mode has a smaller

mean response time.
• Travel distance is an issue in moving operational mode, increasing operational costs, a problem

that does not arise in the temporary location strategy.

Of course, these results have been obtained assuming a charging time of less than 30 min, which

may be very realistic for the next few years. Future research will also take into account other practical

constraints that may be included in the implementation of the charging station based on a fuel cell

hybrid power supply [56,57] with appropriate control in current and voltage [58,59]. This paper is a

basis for future directions, such as:

• The development of a new strategy in different urban areas to install predictive charging stations;
• Another study in which we intend to use installed charging stations and gather data on the

number of cars, the flow of cars in certain time periods and driver behavior given by GPS data;
• A study for increasing the percentage of renewable energy that supplies charging stations; for

example, a charging station with PV on the roof;
• Uncertainty analysis with fuzzy intervals;
• Extending the work by considering Markov dependence hypothesis.
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