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Catalina González-Castaño, Carlos Restrepo, Roberto Giral, Enric Vidal-Idiarte and Javier

Calvente

ADC Quantization Effects in Two-Loop Digital Current Controlled DC-DC Power Converters:
Analysis and Design Guidelines
Reprinted from: Applied Sciences 2020, 10, 7179, doi:10.3390/app10207179 . . . . . . . . . . . . . . 39

Abdelali El Aroudi, Mohamed Al-Numay, Reham Haroun and Meng Huang

Analysis of Subharmonic Oscillation and Slope Compensation for a Differential Boost Inverter
Reprinted from: Applied Sciences 2020, 10, 5626, doi:10.3390/app10165626 . . . . . . . . . . . . . . 55
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Abstract: The use of power converters has grown in the last years with the advances in photovoltaic
and wind based power generation systems, and the progress in modern concepts such as microgrids
and electric mobility. A consequence has been the development of devices allowing for the exchange
of energy among different distribution buses, and feeding AC or DC loads from low DC voltage
levels, whose proper operation is achieved by means of specialized control systems. Simultaneously,
the power converters used for conventional industrial applications have evolved thanks to the
application of new control methods, and the combination of these with well-established techniques.
This special issue contributes theoretical and practical advances to the state-of-the-art field at the
crossroads of power electronics and control systems. The seven included papers cover particular
applications requiring either DC–DC, DC–AC or AC–DC conversion stages.

Keywords: control of power converters; power electronics; control systems

1. Introduction

Despite conventional techniques for the control of power converters established for
several decades, the emergence of new challenges and the search for improved performance
to ensure better energy utilization continues to motivate continuous and growing research
in this area. The published results over the last years, both theoretical and practical, show
the important impact of control design techniques which, associated with the significant
recent progresses seen in the domain of materials, electronic devices or components, offer
new perspectives in a domain where the problems become more and more complex. The
objective of this special issue is to stimulate research in the area of control of power elec-
tronic converters, and promote the emergence of methods justified by rigorous theoretical
analysis and validated with the help of simulation tools and experimental development.
Among the eleven submitted papers to this special issue, only seven papers have been
retained. Among them, three papers are focused on the control of DC–DC converters, three
on the control of DC–AC converters and one on the control of a three phase rectifier.

2. Control of DC-DC Converters

The paper of Torres-Pinzon et al. [1] uses Takagi–Sugeno (T–S) fuzzy controllers to
improve disturbance rejection and to optimize the control effort, guaranteeing the large-
signal stability of power converters in a broad operation domain. The paper develops
T–S models of boost and buck-boost converters, which were selected because of their non-
minimum phase type dynamic behavior. Design of the fuzzy controllers is performed by
using the Parallel Distributed Compensation technique (PDC). The approach is validated
by means of simulation results for both converters, and experimental results are presented
for the boost converter using a laboratory prototype of 60 W. For this work, it is worth
highlighting that proposed control is entirely implemented using analogue electronics, i.e.,
passive components, operational amplifiers and multipliers.

Appl. Sci. 2021, 11, 4585. https://doi.org/10.3390/app11104585 https://www.mdpi.com/journal/applsci
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Nedia Aouani and Carlos Olalla propose in [2] a novel framework for application
of robust linear quadratic regulator (LQR)-based control in DC–DC power converters.
In the same vein of the previous work, the controller design is performed using Linear
Matrix Inequalities (LMIs) and Lyapunov stability theory, leading to a control ensuring
robust stability. In this context, the converter is described by a linear parameter-varying
polytopic model, integrating both uncertainties and rate of change of the stated variables.
The successful operation of this method has been validated by means of simulated results
using a conventional boost converter, providing comparison with a controller obtained
using the method previously published in [3]. The main contributions of the work are the
possibility to enlarge the region of uncertain parameters in which stability is ensured, and
the improved regulation performance and robustness.

The paper by Gonzalez-Castaño et al. analyzes the undesired impacts of quantization
(limit cycle oscillation) in the coupled inductor buck-boost converter when a two-loop
digital current control is used to ensure output voltage regulation [4]. The selected control
architecture involves an inner loop of multi-sampled average current control and an outer
loop of voltage regulation. This work integrates design constraints for control gains
and signal quantization to avoid these effects when the outer voltage loop is added. A
laboratory prototype of 400 V and 1.6 kW is used to illustrate the presence of the studied
phenomenon and verify the correctness of the proposed design conditions when the control
system is implemented into a DSP. The contribution of this paper is highly useful to dealing
with practical issues of both design and implementation of digital controllers for DC–DC
power converters.

3. Control of DC–AC Converters

The paper by El Aroudi et al. [5] studies the steady-behavior of a differential boost
inverter used for generating a sinewave AC voltage from a DC source. The dynamics of the
converter are analyzed using an accurate discrete time approach, adopting a quasi-static
approximation and the Floquet theory. The undesired sub-harmonic oscillation exhibited
by the inverter in some intervals is accurately predicted by means of the complement
between analytical expressions and computational procedures. The study provides stability
boundaries in terms of the proportional gain of the PI controller used to track the output
voltage reference. The results contribute to the design of a boost inverter avoiding the
consequences of the sub-harmonic oscillation in the quality of the input current and the
output voltage. The proposed simulation results validate the theoretical predictions and
the accuracy of the analysis.

This contribution to the special issue [6] is focused on the same boost inverter as before.
The objective is to reduce the voltage stress in power semiconductors by enforcing voltage
references in the capacitor of the converters with a predefined harmonic content, which
helps to decrease the voltage level required in each leg of the inverter for the entire cycle
of the output voltage. Signal analysis allows definition that the voltage references with
two harmonics is enough to achieve a considerable reduction of the voltage on the power
semiconductors. To guarantee a proper tracking of the desired reference, two separate
multiloop controllers were implemented, both using inner current control and outer voltage
control. A complete linear modelling of the converter using the proposed control approach
was derived from application of the equivalent control method. Moreover, qualitative
analysis of the converter variables employing the harmonic balance method allowed them
to derive a simplified plant model to facilitate voltage control design. The paper also
compares the use of the proposed controller with the one developed in [7], showing how
a small increase in complexity allows enforcement that minimum value of the capacitor
voltages is close to the input voltage, then further reducing the voltage on semiconductors.
A complete set of simulation results are provided for two electric standards (220 V/50 Hz
and 120 V/60 Hz).

Iqbal et al. propose in their paper [8] a novel dead time compensation method
for improving power quality and efficiency of inverters feeding induction motors. The

2
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method is developed considering a three phase IGBT bridge feeding the load through an
output inductor. An idealized nonlinear model of the inverter is used to obtain theoretical
expressions defining the effect of the dead time on the variables of the inverter. The
converter is controlled using a constant frequency Pulse Width Modulator (PWM). The
validity of the approach is confirmed by means of simulation results using a common V/f
strategy for speed variation of two case studies. The results show that the proposed method
reduces Total Harmonic Distortion (THD), increasing the quality of the output current.

4. Control of AC–DC Converters

The paper presented in the field of AC–DC converters by Ortiz-Castrillon et al. puts
forward a single surface sliding mode control, with an adaptive hysteresis band devel-
oped for the semi-bridgeless boost type rectifier [9]. The proposed control uses a single
sliding surface which considerably differs to the classic cascade control architecture (a PI
controller regulating the output voltage in the outer loop and a current controller to track
appropriate references in the inner loop). The proposal integrates into the sliding surface
a normalized term for the output voltage, one term for the current error and one term
for its integral. All the conditions required to ensure stability of the sliding motion are
validated, supporting the proposal theoretically, including start-up and large perturbation
conditions. The paper provides both simulation and experimental results, validating the
correct operation of the controller regarding tracking of the current reference, voltage
regulation and disturbance rejection.
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Abstract: Robust control techniques for power converters are becoming more attractive because they
can meet with most demanding control goals like uncertainties. In this sense, the Takagi-Sugeno (T-S)
fuzzy controller based on linear matrix inequalities (LMI) is a linear control by intervals that has been
relatively unexplored for the output-voltage regulation problem in switching converters. Through
this technique it is possible to minimize the disturbance rejection level, satisfying constraints over
the decay rate of state variables as well as the control effort. Therefore, it is possible to guarantee, a
priori, the stability of the large-signal converters in a broad operation domain. This work presents
the design of a fuzzy control synthesis based on a T-S fuzzy model for non-minimum phase dc-dc
converters, such as boost and buck-boost. First, starting from the canonical bilinear converters
expression, a Takagi-Sugeno (T-S) fuzzy model is obtained, allowing to define the fuzzy controller
structure through the parallel distributed compensation technique (PDC). Finally, the fuzzy controller
design based on LMIs is solved for the defined specification in close loop through MATLAB toolbox
LMI. Simulations and experimental results of a 60 W prototype are presented to verify theoretical
predictions.

Keywords: bilinear model; boost converter; Linear Matrix Inequalities (LMI); LMI-Fuzzy control;
Takagi-Sugeno (T-S) fuzzy model

1. Introduction

DC-DC switching converters are one of the most classical power electronics circuits
used to adapt non-regulated sources to different load requirements in many applications [1].
Hence, from telecommunication and computers to renewable energies equipment in which
the voltages or currents controls are required, a DC-DC converter is necessary. In fact,
during the last years dc-dc converters have been improved constantly, providing high
performance at very high switching frequencies for a broad input and output voltages.

Nonetheless, based on the higher non-linear nature, or even due to the existence of
parametric uncertainties, among others, switching converters present important dynamic
complexities. Thus, to deal with these non-linearity issues and reach a good voltage regula-
tion performance, classic linear feedback approaches have been commonly applied [1–3].
Though linear feedback control methods are accepted by the industry, it has been proven
that these classic strategies also present malfunctioning or unstable behaviors under large
disturbances. Basically, the latter is result from the fact that classical approaches do not

Appl. Sci. 2021, 11, 2286. https://doi.org/10.3390/app11052286 https://www.mdpi.com/journal/applsci
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consider the non-linearities of the converter. With the aim to overcome these limitations, re-
searchers have been exploring other control techniques that contemplate the non-linearities
and uncertainty parameters in switching DC-DC converters. For instance, robust control
has been widely used during the last years attracting the interest in the power electronics
field [4–6]. Unlike non-linear control and conventional linear control, robust control ensures
a minimum of features regarding uncertainties in DC-DC converters.

In [7,8], the design of a robust state-feedback control for a minimum-phase buck con-
verter is proposed. The works showed the use of simple conditions for LMIs guaranteeing
the stability of the system as well as the disturbance rejection for the close-loop control.
Nevertheless, they do not describe any experimental results and only verify the effective-
ness of the proposed method through simulations. Similarly, in [9] it is also presented the
design of a LMI-based robust control law by state-feedback, but in this case, applied to a
non-minimum phase boost converter. This control method takes into consideration uncer-
tainties and non-linearities of the converter, which are modeled like a convex polytope. This
allows LMIs constraints to robustly guarantee a certain level of disturbances rejection and
a specific location region for the poles. Contrarily to [7–9], presents precise experimental
results in a boost prototype which are in agreement with the design requirements in spite
of the uncertainties. Finally, in [10–12] other powerful LMI approaches are proposed for a
boost regulator control, which allows to consider uncertainty in the converter and ensure
its stability among different operation points due to the inclusion of a bilinear dynamic.
The accuracy of these approaches is verified through an experimental prototype, which
shows good similarity with theoretical predictions.

Moreover, over the last decades, the application of fuzzy logic in control systems
has drawn the attention of the scientific community as well as numerous technicians of
industrial processes. This methodology can be very useful when processes are rather
complex for their analysis through conventional techniques, or when the available infor-
mation is inaccurately or uncertainly interpreted. Despite the advantages of the fuzzy
logic based controls there is a lack of tools for the prediction of the stability and robustness
for closed-loop systems, generating some criticism in the automatic control field. For this
reason, in the last few years, the design of more accurately fuzzy controllers, particularly
the Takagi-Sugeno (T-S) based model, have registered significant breakthroughs thanks to
the Linear Matrix Inequalities theory (LMI) and Lyapunov stability analysis [13,14].

In control engineering, the Model-Based Fuzzy Control (MBFC), which uses the
concept of parallel distributed compensation, has been catalogued as an effective and sys-
tematic approach for highly non-linear control systems. Based on linear matrix inequalities
and convex optimization techniques, this approach allows to secure better stability, per-
formance and robustness properties and some established benefits over a wide operation
region [14–16]. Thus, applied to DC-DC converters, the first references are found in [17,18].
In [17], a LMI-based integral fuzzy control for voltage regulation of a basic buck converter
with zero-voltage switching (ZVS) is proposed, guaranteeing exponential stability in a
broad field of operation. Afterwards in [18] a design methodology of a fuzzy control is
presented for a boost converter, ensuring large-signal stability. In particular, through Lya-
punov theory, the sufficient-stability conditions in terms of LMIs are adopted considering
uncertainty in the parameters. In addition to this, relaxed conditions in the belonging
functions are proposed with the purpose of relieving the conservatism of the presented
approach. Nonetheless, this work does not describe any experimental prototype and only
verifies the effectiveness of the method for a boost converter through simulations. Finally,
in [19] an H∞ fuzzy-control design method is presented for a DC-DC buck converter with
input restrictions. Likewise, this work does not show experimental results.

Based on the previous statements, the motivation of this work consists in the use
of a simple MBFC methodology for the output voltage regulation of two non-minimum
phase DC-DC converters, such as boost and buck-boost. In [20,21] first designs of control
synthesis proposed for DC-DC converters through simulations were performed in Matlab.
Therefore, through simulations, it is proven that it is possible to ensure the constraints
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compliance such as: decay rate and effort control. Besides, starting from the obtained
results, it is possible to observe at the same time that a minimum attenuation level is
guaranteed between a load current disturbance and regulated output voltage. It is worth
noticing, that through the application of the proposed strategy it is possible to consider
the saturation of the duty cycle, which allows to attenuate the response of the control
signal and maintain within the proper interval. Finally, through a simple and analogue
implementation, experimental results of the boost converter are presented, verifying the
advantages of the proposed method compared to a non-fuzzy LMI robust control.

The rest of the paper is organized as follows. In Section 2, MBFC theory is discussed,
which will be used to build the T-S fuzzy models based on buck-boost and boost converters
models. Then, in Section 3 the LMIs requirements for design are presented, taking into
account the concept of CDP. Then, in Section 4, two examples of fuzzy control based on
LMI design are presented for the output voltage regulation problem of buck-boost and
boost converters, guaranteeing a certain level of disturbance rejection, a decay rate and
control effort limitation. In addition, in this section it is presented a comparison of the
proposed controller and a non-fuzzy LMI controller. Experimental results for the boost
converter case are also shown in Section 4. Finally, in Section 5 the main conclusions are
presented.

2. Takagi-Sugeno Fuzzy Modeling of DC-DC Converters

The construction of a mathematical model to describe the dynamic of a system in study
is not easy. Since the model must include all the relevant characteristics associated with the
dynamic. In addition, the mathematical expression is complex due to the non-linear nature
of the system, making that a good approximation becomes essential. T-S fuzzy approach
is a modeling methodology that considers the dynamics of a system as real as the exact
model, through the implementation of several linear models. The main characteristic of this
methodology is the formulation of the local dynamics of each fuzzy implication by a linear
model [22]. The complete fuzzy model of the system is achieved by fuzzy blending of the
linear system models. In this section, the averaged bilinear model and the Takagi-Sugeno
fuzzy representation in a buck-boost and a boost converter are introduced.

2.1. T-S Fuzzy Model of a Buck-Boost Converter

Figure 1 shows the well-known circuit of a buck-boost converter, which is capable to
step-up/down the output voltage vo(t) from the input one Vg. R represents the converter
nominal load, while L and C stand for the inductance and capacitance values, respectively.
Besides, source io(t) represents the load current disturbance.

−
+vg(t) L

iL(t)

C

+

−

vo(t)

iC(t)

R

iR(t)

io(t)
u(t)

u(t)

t

Ton

To f f

Ts = Ton + To f f

ū

Figure 1. Schematic circuit of a buck-boost converter.

The state variables considered for the analysis are the inductor current iL(t) and the
capacitor voltage vo(t). The binary signal u(t) turn the MOSFET ON when u = 1 and
OFF when u = 0 at a constant switching frequency 1

Ts
, such as shown in Figure 1. The

step-up/down operation of the converter in steady state depends of the ratio Ton
Ts

, which
represents the duty cycle d of the converter. It is further assumed that the converter operates
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in continuous conduction mode (CCM), and without parasitic elements. The following
expression shows the state-space bilinear model of the buck-boost converter [23]:

˙̃x(t) = Ax̃(t) + Bww̃(t) + Bu(x̃)ũ(t)
z̃(t) = Cz x̃(t) + Dzww̃(t) + Dzuũ(t)

(1)

where x̃(t), ũ(t), w̃(t) are the incremental averaged values of the state vector, input vector,
and disturbance inputs around equilibrium values X, U and W, respectively. Besides, z̃(t)
represents the controlled output ṽo(t). Thus, based on the circuit of Figure 1, the expression
(1) can be written as :

x̃(t) =

[
ĩL

ṽC

]
X =

[
VgD

RD′2

−VgD

D′

]
ũ(t) =

[
d̃(t)

]
w̃(t) =

[
ĩo(t)

]
z̃(t) = [ṽC(t)]

A =

[
0 D′

L

−D′
C − 1

RC

]
Bu(x̃) =




Vg

D′L − ṽC(t)
L

VgD

(D′2R)C
+ ĩL(t)

C


 Bw =

[
0

− 1
C

]

Cz =
[

0 1
]

Dzw = [0] Dzu = [0]
(2)

where D′ = 1 − D is the complementary steady-state duty cycle.
In order to ensure zero steady state error in the output voltage vo(t), a new state

variable x3(t) =
∫ (

vo(t)− Vre f

)
has been introduced in the model (2). This integral

function forces vC(t) → Vre f when t → ∞, where Vre f is the voltage reference.
Takagi-Sugeno Fuzzy representation allows to describe the dynamics of a non-linear

system by means of a set of local linear models based on fuzzy rules, which are smoothly
connected by membership functions. The rule set of a T-S fuzzy model is written as:

Ri : I f δ1 is Mi1 and . . . and δj is Mji then

{
ẋ(t) = Aix(t) + Bui

u(t) + Bwi
w(t) i = 1, 2, . . . r

ż(t) = Czi
x(t)

(3)

where r is the number of the submodels, Ai are system matrices of the i-th linear submodel,
Bui

are input matrices, Bwi
are disturbance inputs matrices, Czi

are controlled output
matrices, x(t) is the global state-space vector, u(t) is the input vector, w(t) is the disturbance
input vector, z(t) is the controlled output vector, Mji are the fuzzy sets, and δj are the
scheduling vector or premise variables [13]. On the other hand, ηj(δj) are the membership
functions of the fuzzy sets Mji and hi(δ(t)) = Πn

j=1ηj(δj) the weight contribution of the
rule. The final outputs of the fuzzy systems are obtained as the weighted sum of all the
local contributing submodels, leading to:

ẋ(t) =
r

∑
i=1

hi(δ(t))[Aix(t) + Bui
u(t) + Bwi

w(t)]

ż(t) =
r

∑
i=1

hi(δ(t))[Czi
x(t)] (4)

where, 0 ≤ hi(δ(t)) ≤ 1, ∑
r
i=1 hi(δ(t)) = 1, for i = 1, 2, . . . r.

From the incremental bilinear model (2), the T-S fuzzy model of the buck-boost
converter can be obtained [20,21]. With the selection of the scheduling variables δ(t), in
most cases the state variables, the local linear models (r = 2j) necessary for the construction
of the total fuzzy model are obtained from the extreme values of δ(t). These extreme values
will allow defining the rule base (Ri) of the fuzzy model, as well as the membership
functions ηj(δj) necessary for the fuzzy weighting of the locally valid linear submodels

8
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associated to each Ri implication. Thus, the T-S fuzzy model approximation of the buck-
boost converter can be constructed using the following steps:

1. Find the system scheduling variables δ(t) :

˙̃x(t) = A(δ(t))x̃(t) + Bu(δ(t))d̃(t) (5)

A(δ(t)) = A =

[
0 D′

L

−D′
C − 1

RC

]
Bu(δ(t)) =

[
Vg

D′L − δ2(t)
L

VgD

D′2RC
+ δ1(t)

C

]
(6)

being δ(t) = [δ1(t) δ2(t)] =
[
ĩL(t) ṽo(t)

]
.

2. Calculate (r = 2j) local linear models from extreme values of δ(t). For the ordered
pairs:

(
δ1min

, δ2min

)
,
(
δ1max , δ2min

)
,
(
δ1min

, δ2max

)
, (δ1max , δ2max ) is obtained:

Bu1 =




Vg

D′L − δ2min
L

VgD

(D′2R)C
+

δ1min
C


 Bu2 =




Vg

D′L − δ2min
L

VgD

(D′2R)C
+

δ1max
C




Bu3 =




Vg

D′L − δ2max
L

VgD

(D′2R)C
+

δ1min
C


 Bu4 =

[ Vg

D′L − δ2max
L

VgD

(D′2R)C
+

δ1max
C

] (7)

3. Design the membership functions. From the extreme values of δ(t), the membership
functions are defined as follows:

ηsmall(δ1) =
δ1max−δ1

δ1max−δ1min
ηbig(δ1) = 1 − ηsmall(δ1)

ηsmall(δ2) =
δ2max−δ2

δ2max−δ2min
ηbig(δ2) = 1 − ηsmall(δ2)

(8)

4. Build up the rule-base Ri of the T-S fuzzy model. Fuzzy model of the buck-boost
converter is defined by the following four rules:

R1 : If δ1 is small and δ2 is small then ˙̃x1(t) = A1 x̃(t) + Bu1 d̃(t)

R2 : If δ1 is big and δ2 is small then ˙̃x2(t) = A2 x̃(t) + Bu2 d̃(t)

R3 : If δ1 is small and δ2 is big then ˙̃x3(t) = A3 x̃(t) + Bu3 d̃(t)

R4 : If δ1 is big and δ2 is big then ˙̃x4(t) = A4 x̃(t) + Bu4 d̃(t)

It is worth mentioning that in the literature on fuzzy controllers, membership functions
with different shapes such as triangular, trapezoidal, Gaussian, among others, have been
used. In this paper, for the sake of simplicity in practice, triangular membership functions
were used.

Once the above steps are performed, the total fuzzy model of the converter can be
expressed as:

˙̃x(t) =
r

∑
i=1

hi

(
Ai x̃(t) + Bui

d̃(t)
)

(9)

Since ∑
r
i=1 hi = 1 and Ai = A, the fuzzy model (9) can be rewritten as:

˙̃x(t) = Ax̃(t) +

(
r

∑
i=1

hi(δ1, δ2)Bui

)
d̃(t) (10)

9
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Therefore, the buck-boost converter fuzzy dynamics can be written as:

˙̃x(t) =

[
0 D′

L

−D′
C − 1

RC

]
x̃(t) +


h1




Vg

D′L − vCmin
L

VgD

(D′2R)C
+

iLmin
C


+ h2

[ Vg

D′L − vCmin
L

VgD

(D′2R)C
+

iLmax
C

]

+ h3




Vg

D′L − vCmax
L

VgD

(D′2R)C
+

iLmin
C


+ h4

[ Vg

D′L − vCmax
L

VgD

(D′2R)C
+

iLmax
C

]
d̃(t) (11)

where

h1(δ1, δ2) = ηsmall(δ1).ηsmall(δ2)
h2(δ1, δ2) = ηbig(δ1).ηsmall(δ2)

h3(δ1, δ2) = ηsmall(δ1).ηbig(δ2)
h4(δ1, δ2) = ηbig(δ1).ηbig(δ2)

(12)

It should be noted that (9) represents exactly the model bilinear (2) in the polytopic
region

[
δ1min

, δ1max

]
×
[
δ2min

, δ2max

]
which is shown in Figure 2.

Figure 2. T-S Fuzzy representation of the buck-boost converter.

The model (11) will be used in section IV to find the T-S Fuzzy Control of the buck-
boost converter. It is worth noting that the procedure can be used if there are more
scheduling variables.

2.2. T-S Fuzzy Model of a Boost Converter

Figure 3 shows the schematic of a boost converter. As in the previous section, the
converter operates in CCM and parasitic resistances in the inductor and the capacitor are
sufficiently small to be neglected.

−
+vg(t)

L

iL(t)

C

+

−

vC(t)

iC(t)

R

iR(t)

io(t)u(t)

Figure 3. Schematic circuit of a boost converter.
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The incremental bilinear model of the boost converter has the form presented in (1).
The values of vectors and state space matrices are written as follows:

x̃(t) =

[
ĩL

ṽC

]
X =

[
Vg

RD′2
Vg

D′

]
ũ(t) =

[
d̃(t)

]
w̃(t) =

[
ĩo(t)

]
z̃(t) = [ṽC(t)]

A =

[
0 −D′

L
D′
C − 1

RC

]
Bu(x̃) =

[
Vg

D′L + ṽC(t)
L

− Vg

D′2RC
− ĩL(t)

C

]
Bw =

[
0

− 1
C

]

Cz =
[

0 1
]

Dzw = [0] Dzu = [0]
(13)

Applying the methodology of the previous section, the T-S fuzzy model of the boost
converter can be expressed as:

˙̃x(t) =

[
0 −D′

L
D′
C − 1

RC

]
x̃(t) +


h1




Vg

D′L +
vCmin

L

− Vg

(D′2R)C
− iLmin

C


+ h2

[ Vg

D′L +
vCmin

L

− Vg

(D′2R)C
− iLmax

C

]

+ h3




Vg

D′L +
vCmax

L

− Vg

(D′2R)C
− iLmin

C


+ h4

[ Vg

D′L +
vCmax

L

− Vg

(D′2R)C
− iLmax

C

]
d̃(t) (14)

where the weight contribution of each fuzzy rule {h1, . . . , h4}, have the same behavior as
for the buck-boost converter case (12).

In the next section, the proposed LMI-fuzzy control strategy is explained. This con-
trol law consists of a weighted sum of the feedback gains of each submodel, which has
constraints such as: perturbation rejection level, decay rate of state variables and control
effort.

3. LMI Performance Requeriments for Fuzzy Controllers

The design procedure of the controller is based on the Parallel Distributed Compen-
sation technique (PDC), which is used to design state feedback controllers based on T-S
fuzzy models [13]. This metholodology consists in associating each control rule with the
corresponding rule of the fuzzy model, as follows:

Ri : If δ1 is Mi1 and . . . and δj is Mji then u(t) = −Fix(t) i = 1, . . . , r (15)

where Fi are lineal feedback gain vectors associated with each rule. Then, the output
controller is deduced as:

u(t) = −
r

∑
i=1

hiFix(t) (16)

Substituting the control law (16) in the fuzzy model (4), the closed loop system
dynamics is given by:

ẋ(t) =
r

∑
i=1

r

∑
j=1

hi(δ)hj(δ)
[
Ai + BiFj

]
x(t) (17)

In order to find the feedback gain vectors properly Fi in an operating range, Lyapunov
stability and performance constraints in form of LMIs are imposed. In this way, these
performance constraints, taken from [13], are expressed by the following theorems.
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Theorem 1. The system defined by (4) is quadratically stable for some feedback gains Fi and
‖z‖2
‖w‖2

< γ if there is a common positive definite matrix W and Yi such that [13]:







1
2

{
AiW + WAT

i + AjW + WAT
j +

−BiYj − YT
j BT

i − BjYi − YT
i BT

j

}

 Bwi

+Bwj

2 −W

(
Czi

+Czj

)T

2

(
Bwi

+Bwj

)T

2 −γI 0

−
(

Czi
+Czj

)

2 W 0 −I




< 0 (18)

where I is the identity matrix, W = P−1 and Fi = YiW
−1.

Theorem 2. The eigenvalues of
(

Ai − BiFj

)
in each linear fuzzy system are inside the region S(α)

(see Figure 4) if there is a common positive definite matrix W such that [13]:

AiW + WAT
i − BiYi − YT

i BT
i + 2αW < 0, i = 1, . . . r

AiW + WAT
i + AjW + WAT

j − BiYj − YT
j BT

i − BjYi − YT
i BT

j + 4αW ≤ 0, i < j ≤ r

(19)
being Yi = FiW so that for W > 0, it is had Fi = YiW

−1.

Figure 4. Pole location region S(α).

Theorem 3. Assume that initial condition x(0) is known. The constraint ‖d(t)‖2 ≤ µ is enforced
at all times t ≥ 0 if the LMIs (20) hold [13]:

[
1 x(0)T

x(0) W

]
≥ 0,

[
W YT

i
Yi µ2 I

]
≥ 0

(20)

where W = P−1 and Yi = FiW.

A detailed proof of the Theorems 1, 2 and 3 are shown in [13]. Thus, from the
previous LMIs, the procedure proposed is to find the minimum norm H∞ (γ) between the
disturbance input and the regulated output, ensuring at the same time stability in a wide
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domain of operation. The synthesis of the LMI-Fuzzy control can be performed using the
following optimization algorithm:

min γ subject to
W, Yi

(18), (19), and (20) ∀ i = 1, . . . , r

(21)

The solution of this optimization program with its corresponding LMIs will provide
the set of feedback gains FLMI−Fuzzy = {F1, . . . , Fr}. The solution of this algorithm can be
readily solved by standard interior-point methods using Matlab [24].

4. Simulations and Experimental Results

This section presents two examples of LMI-Fuzzy control design applied to the non-
minimum phase dc-dc converters for the output voltage regulation problem. In the first
case, a fuzzy control is applied to a buck-boost converter, taking into account the T-S fuzzy
model described in Section 2.1. The second example proposes a fuzzy control applied to a
boost converter with its corresponding T-S fuzzy model Section 2.2. Both control examples
ensure fulfilment of the LMI restrictions on decay rate and control effort, which correspond
to the LMIs (19) and (20), optimizing the rejection of disturbances in the load current (18),
by applying the algorithm (21). In addition, this section shows some simulations in PSIM
of both examples, where the proposed approach is compared with non-fuzzy LMI robust
controller. Finally, for the case of the step-up converter, the validity of the design procedure
is demonstrated through experimental results.

4.1. LMI-Fuzzy Control of a Buck-Boost Converter

In this first example, as mentioned above, the design of an LMI-Fuzzy control law
is shown as an alternative to the voltage regulation of the buck-boost converter, based
on the fuzzy model (11), whose set of parameters is shown in Table 1. The values of the
state variables in steady state, according to the expression (2), corresponds to [IL, VC] =
[4.8A,−24 V]. Thus, the simulation prototype of the converter is considered for processes
smaller than 60 W, taking into account a load resistance R = 10 Ω.

Table 1. Buck-Boost converter parameters.

Vg vo(Vre f ) L C R R2 [ĩmin × ĩmax] [ṽmin × ṽmax] D′ Ts

24 V −24 V 200 µH 200 µF 10 Ω 20 Ω [−30, 20] A [0, 50] V 0.5 10 µs

The goal of control synthesis is to find a vector of feedback gains FLMI−Fuzzy such
that the norm H∞ (γ) is minimized, satisfying the constraints on the decay rate and the
control effort for the four linear submodels that build the T-S fuzzy model (11). The chosen
controller parameter values (α, µ) are specified in Table 2.

Table 2. Controller Parameters.

α µ

450 s−1 7

It should be noted that the decay rate α that has been chosen corresponds to a maxi-
mum time of establishment of 4 ∗ (1/450) s, while the threshold limit value for the satu-
ration of the control signal, corresponds to µ = 7. In this way, solving the optimization
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algorithm (21) through MATLAB’s LMI toolbox [24], the fuzzy state feedback gains are
obtained FLMI−Fuzzy = {F1, . . . , F4}:

F1 =
[
−0.1094 0.1537 −165.2341

]
F2 =

[
−0.1231 0.2248 −196.2015

]

F3 =
[
−0.0802 0.1041 −121.4163

]
F4 =

[
−0.1230 0.2254 −201.5697

]

This controller ensures a H∞ gain of the output voltage with respect to the output
current disturbance of γ = 1.3, which is equivalent to 2.2789 dB. In a general case, the
corresponding fuzzy law produced by the duty cycle will be given by:

d̃(t) = [h1F1 + h2F2 + h3F3 + h4F4]x̃(t) (22)

As mentioned at the beginning of the section, in order to evaluate the operation and
robustness of the proposed methodology, the results are compared with a LMI robust linear
control law, applying the approach proposed in [9]. For this reason, the vector of feedback
gains FLMI that is obtained corresponds to:

FLMI = [−0.6292 0.5371 − 525.2079]

The H∞ gain of the output voltage with respect to the output current disturbance of
this controller is γ = 2.2, corresponding to 6.8485 dB. For this case, the generated equivalent
law is given by:

d̃(t) = FLMI x̃(t) (23)

Through the LMI-Fuzzy control schematic diagram for the converter buck-boost from
Figure 5, some simulations of the dynamic behavior of the converter in the presence of
changes in the load and in the input voltage were carried out in PSIM inside and outside
the nominal conditions, taking into account the values in Tables 1 and 2.

Figure 5. Circuital diagram of a buck-boost converter with the LMI-Fuzzy control.

Figure 6a depicts waveforms of the output voltage vo of the buck-boost converter with
LMI-Fuzzy control, under nominal conditions and in the face of changes in load current of
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2 A. It can be seen that the controller regulates the voltage smoothly at −24 V after a short
transient period, equivalent to a time constant of 4 ms (α = 1000), which is a value that is
above the minimum guaranteed decay rate that is (α = 450). In Figure 6b, with the same
previous conditions, the output voltage response is shown with the LMI robust control
proposed in [9]. It is worth noting that the voltage response presents a time constant of
approximately 5 ms, equivalent to a decay rate of α = 800, as expected with the minimum
guaranteed decay rate. However, comparing the two previous results, it can be highlighted
that the LMI-Fuzzy control law presents better dynamic behavior than the LMI robust
control law, since it shows a better decay rate and disturbances rejection.

On the other hand, in Figure 7 the dynamic behavior of the buck-boost converter
is described under input voltage variations with the laws LMI-Fuzzy and LMI robust.
Namely, an input-voltage step from 24 V to 22 V is applied at t = 4 ms and returned at
t = 24 ms. Also, it can be observed that for both controllers the output voltage response
presents decay rates greater than the guaranteed minimum. (α = 450). As in the previous
case, the fuzzy control law presents better dynamic behavior, both in decay rate and in
disturbances rejection.

(a) (b)

Figure 6. Simulated response of the buck-boost converter under output current transients of 2 A
with the LMI-Fuzzy controller (FLMI−Fuzzy) and LMI robust controller (FLMI). (a) Voltage response
vo with FLMI−Fuzzy. (b) Voltage response vo with FLMI [9].

(a) (b)

Figure 7. Simulated response of the buck-boost converter under input voltage transients of 2 V with
the LMI-Fuzzy controller (FLMI−Fuzzy) and LMI robust controller (FLMI). (a) Voltage response vo

with FLMI−Fuzzy. (b) Voltage response vo with FLMI [9].

In the next subsection, the design of a LMI-Fuzzy control will be presented for the
case of a boost converter.
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4.2. LMI-Fuzzy Control of a Boost Converter

As in the previous subsection, the regulation of the output voltage for a step-up
converter is presented, taking into account its corresponding fuzzy model (12). This design
consists of solving the optimization algorithm (21) for the set of parameters shown in
Table 3, where the nominal load of the converter is equal to 10 Ω and the complementary
duty cycle in steady state is equal to 0.5.

Table 3. Boost converter parameters.

Vg vo(Vre f ) L C R R2 [ĩmin × ĩmax] [ṽmin × ṽmax] D′ Ts

12 V 24 V 88 µH 200 µF 10 Ω 20 Ω [0, 50] A [20, 30] V 0.5 10 µs

As it has been established, the control synthesis procedure consists of finding a vector
of feedback gains FLMI−Fuzzy such that the parameter γ is minimized in the LMI (20), while
the constraints on the decay rate (α) and the control effort are satisfied for the four linear
submodels that build the T-S fuzzy model (12). The values of the control parameters, i.e.,
(α, µ), are the same used for the case of the buck-boost converter. In order to demonstrate
the advantage of the fuzzy control, as in the previous example, a comparison is made with
the results of the LMI robust linear control law proposed in [9]. Therefore, for the set of
parameters in Tables 2 and 3, the feedback gain vectors FLMI−Fuzzy and FLMI are obtained.
In this way, for the case of LMI-Fuzzy control, the fuzzy state feedback gains correspond to:

F1 =
[
−0.6 −0.982 1229.7

]
F2 =

[
−0.7 −1.272 1498.7

]

F3 =
[
−0.97 −1.67 2053.7

]
F4 =

[
−1.01 −1.824 2143.6

]
(24)

This controller ensures a H∞ gain of the output voltage with respect to the output
current disturbance of γ = 1.0145 (0.1250 dB). Furthermore, it is shown that the matrix P

is positive definite, ensuring that the asymptotic stability of the converter is fulfilled, as
shown in (25).

P = W−1 =




4.292 × 10−4 7.699 × 10−4 −0.919
7.699 × 10−4 1.4094 × 10−4 −1.668
−0.9193 −1.668 2223.954


 R(λ(P)) =




6.663 × 10−6

1.9979 × 10−4

2223.9


 > 0 (25)

The LMI robust feedback gain vector FLMI obtained corresponds to:

FLMI = [−0.5555 − 0.6090 743.8420] (26)

This controller ensures a minimum level of disturbance rejection equivalent to the
inverse of γ = 2.31 (7.2 dB).

In order to verify the dynamic behavior of the boost converter under the laws LMI
robust (26) and LMI-Fuzzy (24), some numerical simulations were performed via PSIM.

Figure 8a depicts waveforms of the output current io and the regulated voltage vo

of the converter, controlled by the feedback gains (24). The bottom waveform shows a
change from 2.4 A to 3.6 of the output current io at t = 4 ms, and the opposite transition
at t = 24 ms. As expected, the settling time is 8.9 ms below, which corresponds to the
minimum decay rate set in the Table 2. Now, the same current disturbance io is applied
to the boost converter controlled by the feedback gain (26), where it can be seen from the
waveform that the settling time is once again within the chosen design limit. As in the case
of the buck-boost converter, it is worth noting that the results of the LMI-Fuzzy control
show better dynamic behaviour than the LMI robust control, both in terms of settling time
and disturbance rejection. Figure 9a,b illustrate the responses of the output voltage vo

to an input voltage variation, for both the law of LMI-Fuzzy control and the law of LMI
robust control, respectively. The input voltage Vg changes from 12 V to 10 V at t = 4 ms
and returns to 12 V at t = 24 ms. Again, the waveforms have a settling time below the
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minimum set decay rate. Also, it can be observed that the disturbance rejection is better in
the case of LMI-Fuzzy control than in the LMI robust control.

(a) (b)

Figure 8. Simulated response of the boost converter under output current transients of 2 A with the LMI-Fuzzy controller
(FLMI−Fuzzy) and LMI robust Controller (FLMI). (a) Voltage response vo with FLMI−Fuzzy. (b) Voltage response vo with FLMI

[9].

(a) (b)

Figure 9. Simulated response of the boost converter under input voltage transients of 2 V with the LMI-Fuzzy controller
(FLMI−Fuzzy) and LMI robust Controller (FLMI). (a) Voltage response vo with FLMI−Fuzzy. (b) Voltage response vo with FLMI

[9].

In order to verify the theoretical predictions of the LMI-Fuzzy control and LMI robust
control, an experimental prototype of the boost converter has been implemented whose
characteristics are shown in Table 3. Figure 10 shows the circuit diagram of the prototype
with the feedback structure that was used for the LMI-Fuzzy control, where it can be seen
that the measurement of the current iL is carried out through the shunt resistance Rs, with
a value of 25 mΩ; also a differential amplifier INA139 was used.
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Figure 10. Circuit diagram of a boost converter with the proposed LMI-Fuzzy control.

The power stage of boost converter used for the application of both controllers is
illustrated in Figure 11. This has been implemented using an IRFP150NPBF mosfet, and a
MBR745 Schottky diode, which are activated by a PWM signal generated by the UC3524
regulator through a totem-pole configuration driver. Note that the output variables are: the
current measured in the inductor iL

2 (t) and the output voltage of the converter vo(t), while
the inputs correspond to the duty cycle signal d(t) and the supply signal Vcc. On the other
hand, the implementation of the LMI-Fuzzy control is illustrated in Figure 12a,b. Both
figures show the top sides of the printed circuit boards used in the tests. The Figure 13a,b
illustrate the detailed circuits of the printed circuit boards of the control law FLMI−Fuzzy (24).
The circuit diagram in Figure 13a, is responsible for compute the membership functions (8)
and the normalized weights of contribution of the rules (12), while the circuit diagram in
Figure 13b calculates the linear combination (22) named total T-S fuzzy controller . Both
control laws, i.e., FLMI−Fuzzy and FLMI , were implemented with OPA4131 operational
amplifiers. It is worth noting that the implementation of the analog LMI-Fuzzy controller is
much more complex, since it requires more operational amplifiers and AD633 multipliers.
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Figure 11. Boost converter prototype.

(a) (b)

Figure 12. Practical LMI-Fuzzy control implementation. (a) Printed circuit board for the calculate membership functions and
normalized weights. (b) Printed circuit board for the calculate total T-S fuzzy controller.
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(a)

(b)

Figure 13. Detailed circuit implementation of the LMI-Fuzzy Control. (a) Circuit diagram for the calculate membership
functions and normalized weights. (b) Circuit diagram for the calculate total T-S fuzzy controller.

Figure 14a,b show the transient responses of the output voltage in the presence of
a 1.2 A load current disturbance, for the controllers (24) and (26), respectively. These
experimental results and the previous simulated waveforms of Figure 8a,b are in very
good agreement. The load current changes in the prototype were carried out by means
of a voltage-controlled switch, such as shown in the circuit diagram of the converter in
Figure 10. Furthermore, It was verified the response of the controllers FLMI−Fuzzy and FLMI

to a supply voltage change. The experimental result, shown in Figure 15 accurately verifies
the simulations shown in Figure 9.
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(a) (b)

Figure 14. Experimental response of the boost converter under input voltage transients of 2 V with
the LMI-Fuzzy controller (FLMI−Fuzzy) and LMI robust Controller (FLMI). (a) Voltage response vo

with FLMI−Fuzzy. (b) Voltage response vo with FLMI [9].

(a) (b)

Figure 15. Experimental response of the boost converter under input voltage transients of 2 V with
the LMI-Fuzzy controller (FLMI−Fuzzy) and LMI robust Controller (FLMI). (a) Voltage responde vo

with FLMI−Fuzzy. (b) Voltage response vo with FLMI [9].

5. Conclusions

In this paper a T-S fuzzy control approach based on LMIs has been presented for
the output voltage regulation of non-minimum phase converters. The application of this
approach focuses on the building of a T-S fuzzy model based on the bilinear nature of
the converters, which is key to the design of fuzzy controllers. The control synthesis
ensures fulfillment with constraints such as: decay rate of the state variables and the
control effort while guaranteeing a minimum level of attenuation between output-current
disturbance and the regulated output voltage. The application of the methodology is
explained in detail by means of two design examples for the regulation of the basic buck-
boost and boost converters. In the case of the boost converter, an experimental prototype
was implemented to corroborate the theoretical predictions developed. In addition, in
order to evaluate the performance of the proposed methodology, a comparison with
a LMI non-fuzzy control a comparison with a non-fuzzy LMI control was performed
using the approach proposed in [9], where the effectiveness of the LMI-Fuzzy control was
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proven, despite its complex implementation. The main contribution of this paper focuses
on the experimental verification of the proposed design, which validates the theoretical
predictions, in contrast to other works where only simulation results are described.
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Abstract: This paper presents a novel framework for robust linear quadratic regulator (LQR)-based
control of pulse-width modulated (PWM) converters. The converter is modeled as a linear
parameter-varying (LPV) system and the uncertainties, besides their rate of change, are taken into
account. The proposed control synthesis method exploits the potential of linear matrix inequalities
(LMIs), assuring robust stability whilst obtaining non-conservative results. The method has been
validated in a PWM DC–DC boost converter, such that it has been shown, with the aid of simulations,
that improved robustness and improved performance properties can be achieved, with respect to
previously proposed approaches.

Keywords: uncertainty; PWM converters; LQR; LMIs; robustness; performance

1. Introduction

Control systems for power converters typically must satisfy several specifications and requirements,
while dealing with uncertainty or operating point dependence at the same time. Since worst-case
models may not exist or be different for each specification, the conventional industry standard
approaches, such as the ones based on voltage-mode [1,2] and current-mode [2–4] controllers, rely on
expert knowledge, simulation and iteration in order to find an appropriate controller.

As an alternative to this manual iteration, the automatic synthesis of controllers for switched-mode
power converters has been one active topic of research in the last decade. These approaches are of
interest because they can take into account the requirements together with the uncertainty or the
nonlinearities of the converter to provide robust stability and performance, and they can do all that by
imposing conditions beforehand.

Methods based on linear matrix inequalities (LMIs) have been some of the most successful
approaches to the synthesis of robust controllers for power converters. The first attempts [5–7]
demonstrated how uncertainty could be modeled and how the transient and frequency domain
specifications could be taken into account. More recently, the efforts have been focused on approaches
that do not require full state feedback [8], that improve the robustness [9] or the performance
properties [10]. Although these papers employ averaged models of the converters, other approaches
have also tackled the problem from a hybrid system perspective [11,12].

One of the open problems in the topic is the fact that the results may be conservative.
The synthesized controller may not offer the best possible performance, when compared with
conventionally tuned controllers, such as current-mode controllers. One possible solution to this
conservativeness was shown in [13], where excellent robustness and tight regulation were achieved
simultaneously, at the expense of control complexity.

Appl. Sci. 2020, 10, 7534; doi:10.3390/app10217534 www.mdpi.com/journal/applsci25
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One of the causes behind the conservativeness of LMI methods in [7] is the fact that the stability of
the system is ensured no matter how large the derivative of the uncertain parameters may be. Specifically,
when the uncertainty is characterized by being norm bounded, time varying and evolving in a set of
polyhedral vertices, one difficulty remains: how to find an adequate mathematical representation for it,
as well as for its rate of variation [14]. Nonetheless, several ways for representing both the derivative
of the time-dependent parameter and the parameter itself have been proposed in the literature [14–17].
Different approaches to control these uncertain systems have been reported, such as state feedback
gain-scheduling control [18], output feedback [15], linear quadratic Gaussian (LQG) or linear quadratic
regulator (LQR) controllers [19–21] and gain-scheduled linear quadratic regulators (LQRs) [22,23].

In this paper, we propose a new method to synthesize robust LQR controllers for pulse-width
modulated (PWM) converters, with the objective to improve the LQR synthesis that was proposed in [7].
The method is based on the results introduced in [14,15], such that the proposed approach can consider
the time derivative of the uncertain parameters. As a consequence, the new LQR formulation can
obtain less conservative results. This reduced conservativeness can be seen as a new degree of freedom.
With this method, practicing engineers can synthesize controllers for larger sets of uncertainty (i.e., with
improved robustness) or controllers that provide tighter regulation (i.e., improved performance) when
compared with the previous method. The approach has been verified with the synthesis of a controller
for a boost converter, such that a direct comparison with [7] has been carried out. Note that the
proposed method could also be used in other switched-mode power converters, such as the buck
converter (which was also treated in [7]).

This paper is organized as follows. Section 2 briefly reviews the modeling of the boost converter
and the LQR state feedback proposed in [7]. Then, Section 3 proposes a new formulation of the LQR
problem, such that novel LMI conditions are given. In Section 4, the proposed synthesis method is
employed in the boost converter, using the original model and other alternatives that allow us to obtain
improved robustness or improved performance. The appropriateness of the approach is verified with
simulations in Section 5. Finally, conclusions are given in Section 6.

2. Modeling of the DC–DC Converter and LQR State Feedback Control

This section introduces the state feedback control approach proposed in [7], which resulted in the
automatic synthesis of robust LQR controllers for PWM power converters.

2.1. Averaged Model of the DC–DC Boost Converter

Figure 1 shows the block diagram of a DC–DC converter with the control subsystem, where v0(t)

is the output voltage, vg(t) is the line voltage, iload(t) is the load disturbance. The output voltage must
be kept at a given value Vre f . The converter load is modeled as a resistor R.

In [7], the averaged model of a boost converter is given in the form

.
x(t) = A(θ)x(t) + Bu(θ)u(t) (1)

The uncertainty in A(θ) and Bu(θ) is included in a convex polytope as follows:

[A(θ), Bu(θ)] ∈ Co{ς1, . . . , ςN }

:=
{

N∑
i=1
λiςi , λi ≥ 0 ,

N∑
i=1
λi = 1

}
(2)

In general, the admissible values of vector θ are constrained in an hyperrectangle in the parameter
spaceℜN.

The images of the matrix [A(θ), Bu(θ)] for each vertex υi correspond to a set {ς1, . . . , ςN }.
The components of the set {ς1, . . . , ςN } are the extrema of a convex polytope which contains the images
for all admissible values of θ if the [A(θ), Bu(θ)] depends linearly on θ [7].
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Figure 1. Schematic of a DC–DC converter with a state feedback control subsystem.

Where

A(θ) =




−RL
L −D′

L 0
D′
C − 1

RC 0
0 −1 0



; Bu(θ) =




Vg

D′L

− Vg

(D′2R)C

0




(3)

According to [7], for the DC–DC boost converter, the load R and the duty cycle D′
d

at the operating
point are considered uncertain parameters. Besides, two new uncertain variables, δ = 1

D′
d

and β = 1
D′2

d
R

,

are defined. Thus, the parameter vector was defined as:

θ =
[

1
R D′

d
δ β

]
(4)

where the components of the parameter vector are restricted inside the following intervals:

R ∈
[

1
Rmax

, 1
Rmin

]

D′
d
∈

[
D′

dmin, D′
dmax

]

δ ∈
[ 1

D′
dmax

, 1
D′

dmin

]

β ∈
[

1
(D′2

dmaxRmax)
, 1

(D′2
dminRmin)

]
(5)

This gives an uncertain model, which from now on is noted as P2009, inside a polytopic domain
formed by N = 24 vertices. A three-dimensional representation of P2009 is shown in Figure 2. This model
was used in [7] to synthesize a robust LQR controller, as is explained in the next subsection.
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2.2. Previous LMI Formulation of the LQR Synthesis Problem

In [7], the LQR problem was solved as follows:

minP,Y,XTr(QP) + Tr(X)

Subject to
AiP + PAi

T + BuiY + YTBT
ui
+ I < 0


X R

1
2 Y

YR
1
2 P


 > 0

P > 0For i = 1, . . . , N

(6)

N is the number of vertices of the polytope. Q and R are constant matrices that set weights
on states and control effort. Once this minimization under constraints is solved, the optimal LQR
controller was recovered by K = YP−1.

In the next section, we aim to establish new LMI formulation for an LQR problem treating linear
systems with time-varying parameters.

Figure 2. Plot of nonlinear uncertainty function (f(D’)) (solid line) and three-dimensional projection of
the polytope P2009 (dashed line), as in [7].

3. New Formulation of the LQR Problem for Linear Parameter-Varying (LPV) Polytopic Systems

3.1. Proposed Representation of Uncertainty and Its Rate of Variation

Let us consider the continuous linear parameter time-dependent system, given by the
state representation:

.
x(t) = A(θ(t))x(t) + Bu(θ(t))u(t) (7)

where x(t) ∈ ℜn is the state and u(t) ∈ ℜm is the input.
We assume the system matrices A(θ(t)) and Bu(θ(t)) are dependent on the parameter θi(t), i.e.,

A(θ(t)) =
N∑

i=1

θi(t)Ai (8)

Bu(θ(t)) =
N∑

i=1

θi(t)Bui (9)

where Ai and Bi are now constant matrices (i = 1..N).
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The time-varying parameter θ(t) varies in a polytope given by:

θ(t) ∈ ΛN, where ΛN :=

θ ∈ ℜ
N :

N∑

i=1

θi = 1, 0 ≤ θi ≤ 1

 (10)

N is, again, the number of vertices of the polytope.
Its time derivative

.
θ(t) is such that:

∥∥∥∥
.
θ(t)

∥∥∥∥ ≤ b ; b ≥ 0 (11)

b is a positive real number that bounds the parameter’s derivative.
If the uncertain parameter θi belongs to the set given by (10) and satisfies (11), then its time

derivative can be written as [14,15]: .
θi = r(σ j − βk) (12)

σ j and βk belong, respectively, to the polytopes given by:

σ(t) ∈ ΛM; ΛM :=


σ ∈ ℜM :

M∑

j=1

σ j = 1, 0 ≤ σ j ≤ 1


(13)

β(t) ∈ ΛK; ΛK :=

β ∈ ℜ
K :

K∑

k=1

βk = 1, 0 ≤ βk ≤ 1

 (14)

3.2. New LQR Problem Formulation for Uncertain LPV System

We are interested in an LMI formulation of the LQR problem adapted from [7]. Given the system
presented in (1), the optimal LQR controller is obtained by using the state feedback gain K (u = Kx)
that minimizes a performance index.

J =

∞∫

0

(
xTQx + uTRu

)
dt (15)

where Q is a symmetric and semidefinite positive matrix and R is a symmetric and definite
positive matrix.

The pair (A, Bu) must be controllable. The LQR problem can be viewed as the weighted
minimization of a linear combination of the state x and the control input u. The weighting matrix Q

establishes which states are to be controlled more tightly than others. R weights the amount of control
action to be applied depending on how large the deviation of the state x is [7]. This optimization of
cost weight constrains the magnitude of the control signal. The LQR controller is obtained by using
the feedback gain K such that, in closed loop, the performance index (15) is rewritten:

J =

∞∫

0

(
xT(Q + KTRK)x

)
dt (16)

In this paper, we aim to give an LMI formulation for the same LQR problem as in [7], taking into
account the uncertain parameter θ(t) that evolves into (10). We also consider the time derivative of
this parameter as it is expressed in (12). The novel LQR formulation for the LPV system is given in the
following theorem.
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Theorem 1. The complete LMI formulation of the LQR problem is: considering system (7), in the uncertain

domains (10)–(11), with Nsymmetric and positive definite matrices P1, . . . .PN, N matrices F j, G j( j = 1, ...N),

matrices L and R of appropriate dimensions and a positive realα that is sufficiently large, we have:

minPi,F j,G j,L,R




i=N∑

i=1

Tr(QPi) + R(δ+ σ)


 (17)

Subject to




b(P j − Pk) − αF j − αFT
j
+ I −αG j − F

j
+ P

i
LTAT

i
+ DTBT

ui
+ αLT + F j

−αG j − FT
j
+ PT

i
−G j −GT

j
G j

AiL + BuiD + αL + FT
j

GT
j

−L− LT



< 0 (18)

[
σIn×n DT

D Im×m

]
> 0

[
δ In×n In×n

In×n L

]
> 0

(19)

Pi > 0
For i, j, k = 1, .., N

(20)

The control gain is then given by K = DL−1.

Proof. Let us consider (18); replacing D by KL and DT by LTKT in (18), we get:




b(P j − Pk) − αF j − αFT
j
+ I −αG j − F

j
+ P

i
LTAT

i
+ LTKTBT

ui
+ αLT + F j

−αG j − FT
j
+ PT

i
−G j −GT

j
G j

AiL + BuiKL + αL + FT
j

GT
j

−L− LT



< 0 (21)

In (21), replacing Ai + BuiK by Ai and AT
i
+ KTBT

ui
by AT

i
, we get:




b(P j − Pk) − αF j − αFT
j
+ I −αG j − F

j
+ P

i
LTAT

i
+ αLT + F j

−αG j − FT
j
+ PT

i
−G j −GT

j
G j

AiL + αL + FT
j

GT
j

−L− LT



< 0 (22)

Multiplying (22) by θi , σ j and βk and summing up, respectively, for i = 1 . . .N, j = 1..M and
k = 1..K, we obtain:




b(P(σ) − P(β)) − αF(σ) − αFT(σ) + I −αG(σ) − F(σ) + P(θ)
LTAT(θ) + αLT

+F(σ)

−αG(σ) − FT(σ) + PT(θ) −G(σ) −GT(σ) G(σ)

A(θ)L + αL

+FT(σ)
GT(σ) −L− LT




< 0 (23)
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Multiplying the LMI condition (23) by




I 0 αI

0 I 0
0 0 I



< 0 on the left and its transpose on the right,

where α is a positive real number, we get:




.
P(θ) + αA(θ)L + αLTAT(θ) + I −F(σ) + P(θ) LTAT(θ) − αL + F(σ)

−FT(σ) + PT(θ) −G(σ) −GT(σ) G(σ)

A(θ)L− αLT + FT(σ) GT(σ) −L− LT



< 0 (24)

where P(θ) is a positive and symmetric matrix called the Lyapunov candidate matrix.

We suppose that αLT = P(θ) = F(σ) and G(σ) =
P(θ)
α , then, we get:




.
P(θ) + A(θ)P(θ) + P(θ)AT(θ) + I 0 P(θ)AT(θ)

α

0 − 2P(θ))
α

P(θ)
α

A(θ)P(θ)
α

P(θ)
α −L− LT



< 0 (25)

Applying the Schur complement on LMI (25),

.
P(θ) + A(θ)P(θ) + P(θ)AT(θ) + I < − 2

4α− 1
AT(θ)P(θ)A(θ) (26)

For values of α that are sufficiently large, we get

.
P(θ) + A(θ)P(θ) + P(θ)AT(θ) + I < 0 (27)

(27) can be written
.
P(θ) + A(θ)P(θ) + P(θ)AT(θ) < −I (28)

Thus, we get the Lyapunov condition written for the LPV systems

.
P(θ) + A(θ)P(θ) + P(θ)AT(θ) < 0 (29)

For the proof of (19), see [24].
The approach presented above is used for the case of a boost DC–DC converter modeled based on

an LPV polytopic formulation.

4. Synthesis of Improved LQR Controllers for DC–DC Boost Converters

4.1. Modeling

In this section, two different uncertainty models are shown. The same uncertain parameter θ(t) is
employed. The uncertain parameter belongs to (4) and is such that its derivative verifies (5) and (6).

θ(t) =
[
D′,

1
D′

,
1
R

,
1

D′2R

]
(30)

Any matrix in this set can be obtained by:

A(θ(t)), Bu(θ(t)) = θ1(A1, Bu1) + θ2(A2, Bu2) + θ3(A3, Bu3) + θ4(A4, Bu4) (31)

and the derivative of θ(t) satisfies the bound imposed in Section 2.
The first model is a simplification of P2009, and it was first introduced in [25]. This model, which will

be noted as P2011, is based on a polytopic covering of the space in θ(t). Since the variables in θ(t) are not
fully independent, a polytopic covering with fewer vertices can be derived. The result is a polytope with
eight vertices instead of the 16 vertices in P2009. Figure 3 shows P2011 and Table 1 defines its vertices.
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Figure 3. Plot of nonlinear uncertainty function (f(D’)) (solid line) and reduced polytope P2011 (dashed
line), as in [25]. The projections of the polytope are also shown in each respective plane.

Table 1. Vertices of the polytopic covering of P2011

D
′ 1

D
′

1
D
′2R

1
R

θ1(t) 0.3 1/0.3 1/0.9 1/10

θ2(t) 0.3 1/0.3 1/4.5 1/50

θ3(t) 0.425 1.6 2.25/10 1/10

θ4(t) 0.425 1.6 2.25/50 1/50

θ5(t) 0.425 2 2.25/10 1/10

θ6(t) 0.425 2 2.25/50 1/50

θ7(t) 1 1 1/10 1/10

θ8(t) 1 1 1/50 1/50

In order to test if the proposed synthesis approach can extend the region of stability of the
system, we consider an extension of P2011. This is a new model that considers an enlargement of the
space in θ(t). Figure 4 shows the original P2011 polytope, and the novel enlarged one, noted as P2020.
The vertices of the model are shown in Table 2.

Figure 4. Plot of nonlinear uncertainty function (f(D’)) (solid line) and proposed polytope P2020 for
extended robustness (dashed pink line). The projections of the polytope are also shown in each
respective plane. Note how P2020 compares with P2011, which is shown here in black dashed lines and
covers a much smaller parameter space.
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Table 2. Vertices of the polytopic covering of P2020

D
′ 1

D
′

1
D
′2R

1
R

θ1(t) 0.1 1/0.1 1/0.1 1/10

θ2(t) 0.1 1/0.1 1/0.5 1/50

θ3(t) 0.165 1.8 3/10 1/10

θ4(t) 0.165 1.8 3/50 1/50

θ5(t) 0.165 5.2 1 1/10

θ6(t) 0.165 5.2 1/5 1/50

θ7(t) 1 1 1/10 1/10

θ8(t) 1 1 1/50 1/50

4.2. Synthesis Results

The same Q used in [7] is employed in the synthesis. The value of R was established using the
proposed synthesis method with the old model P2009. The objective was to obtain a controller that is
equivalent to the one in [7], which is noted Keq. That aim was achieved with R = 1·10-6.

4.2.1. Previous LQR Synthesis Method

Based on the LQR synthesis method given in [7], whose LMIs are shown in (6), three models have
been tested: P2009, P2011 and P2020. The results are as follows:

− With P2009:K =
[
−0.86 −1.39 3159.54

]
.

− With P2011: The set of LMIs is infeasible.
− With P2020: The set of LMIs is infeasible.

4.2.2. Proposed LQR Synthesis Method

The synthesis with the novel conditions {17-18-19-20} results in the following controllers:

− With P2009, b = 1·104, α = 1·105, R = 1·10-6, the result is Keq =
[
−0.55 −0.89 1871.75

]
.

This controller achieves the same performance that can be obtained with controller K, but with a
lower control effort (the gains in Keq are smaller than those in K).

− With P2011, b = 1·104, α = 1·105, R = 1·10-6, the result is Kper f =
[
−0.46 −1.49 4218

]
.

− With P2020, b = 1·104, α = 1·105, R = 1·10-5, the result is Krob =
[
−0.01262 0.00095 9.607

]
.

5. Simulation Results

This section illustrates the properties of the different controllers K, Keq, Kper f and Krob. We have
performed a set of PSIM [26] simulations of the switched DC–DC boost converter, according to Figure 1.
The first set of simulations is useful to establish the performance of the controllers, by analyzing the
response of the converter with respect to changes in the output current. The second set aims to establish
the robustness of the different controllers when there is a change in the operating point, by modifying
the supply voltage.

First, the waveforms of the simulations with changes in the load are grouped in Figure 5. The top
waveforms in each subfigure correspond to the output voltage v0(t), whereas the bottom waveform
represents the output current iload(t). In all simulations, the converter load is initially the nominal
value R = 25Ω. At time t = 1 ms, the load changes to R = 10Ω, which is the maximum load allowed
by design in all polytopes. The load returns to R = 25Ω at t = 6 ms.
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Figure 5. Simulated transient of the boost converter under a load step transient with the robust LQR
controllers K (solid line), Keq (thick dashed line), Kper f (dashed line) and Krob (dotted line); (a–c) show
the transient when Vg = 12 V and the operating point duty cycle is D’ = 0.5; (d) shows the transient
when Vg = 7.2 V and the operating point duty cycle is D’ = 0.3.

As a baseline for the comparison, Figure 5a shows the performance of controller K, as in [7],
and the performance of controller Keq obtained with the proposed method and the same polytope
used in [7], P2009. It can be seen that the disturbance rejection properties and the settling time are
nearly identical. In contrast, Figure 5b shows a comparison with controller Kper f , which exhibits a tight
regulation of the output voltage, such that the maximum error of v0(t) and its settling time are reduced
to approximately one half of what is achieved with K. As expected, the robust controller Krob presents
loose regulation and a slower response, as shown in Figure 5c, when compared to K.

Note that Figure 5a–c shows the response at the nominal operating point, when vg(t) = 12V and
D’ = 0.5. In order to evaluate the performance at a different operating point, Figure 5d shows the
response of K, Kper f and Krob under an input voltage variation of −40%, such that the operating point is
now D’ = 0.3. Again, Kper f is the controller that achieves excellent regulation properties, maintaining
its robustness in the expected region of operation.

If Kper f is the controller that demonstrates that the proposed method can be used to improved
regulation while maintaining the same robustness properties, Krob is the controller that demonstrates
that the method can also be employed to enlarge the stability region. Figure 6 shows the waveforms of
the simulations in which the input voltage is stepped, such that the operating point of the converter is
modified in time. Figure 6a shows a voltage step of −40%, which corresponds to a step in the duty cycle
from D’ = 0.5 to D’ = 0.3 (D = 0.7). Since all polytopes considered such a region, the three controllers
maintain the stability, with Kper f exhibiting the best regulation performance. Figure 6b shows a similar
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step in the input voltage, but now the input voltage decreases down to vg(t) = 2.4V, such that the
operating point duty cycle moves from D’ = 0.3 to D’ = 0.1. The method proposed in [7] did not allow
us to consider such a large range of operating point uncertainty, whereas the proposed method resulted
in controller Krob. As can be seen in the figure, Krob is the only controller that successfully maintains
stability under those conditions, exhibiting excellent stability properties.

Figure 6. Simulated transient of the boost converter, in the presence of an input voltage disturbance,
with the robust LQR controllers K (solid line), Kper f (dashed line) and Krob (dotted line). (a) The input
voltage steps down to 7.2 V, which corresponds to D = 0.7. All controllers consider such a change of
operating point and maintain the stability. (b) The input voltage steps down to 2.4 V, which corresponds
to D = 0.9. Only controller Krob maintains the stability of the regulation.

It is worth noting that the transient shown in Figure 6b shows the saturation of the duty cycle at
100% with the unstable controllers. Although the modeling of that nonlinearity is out of the scope
of this paper, this aspect has been treated in the specific context of switched-mode power converters
in [27].

Finally, Figure 7 depicts the waveforms of the converter startup, with the three controllers K, Kper f

and Krob. The input voltage is Vg = 12 V and the voltage reference ramps up from 12 V to 24 V at
t = 0, with a rate of change of 2400 V/s. It can be observed that the three controllers operate inside the
expected range of operation and stabilize the converter.

Figure 7. Simulated transient of the boost converter during startup with Vg = 12 V, for the three
controllers K (solid line), Kper f (dashed line) and Krob (dotted line). Top waveforms: output voltage.
Middle waveforms: duty cycle. Bottom waveform: input voltage.
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6. Conclusions

The numerical synthesis of robust LQR controllers for PWM DC–DC converters by means of
LMIs has suffered from the conservativeness of the methods based on quadratic stability, since a single
Lyapunov function is employed for the entire uncertainty region and because the uncertain parameters
are assumed to change arbitrarily fast. This paper proposes a new method to synthesize robust LQR
controllers. The method employs parameter-dependent Lyapunov functions and allows us to consider
the rate of change of the uncertain parameters.

The method has been employed to synthesize LQR controllers for a PWM DC–DC boost converter.
With that aim, the paper has reviewed two uncertainty models of the boost converter that were
proposed in the past. In addition, it has introduced an enlarged version of one of them, with the
objective to obtain stability for a very large region of uncertain parameters. While the conventional
synthesis methods fail to obtain feasible solutions with these uncertainty models, the proposed method
has been demonstrated to be useful in achieving better regulation performance or improved robustness.
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Abstract: This paper analyzes the presence of undesired quantization-induced perturbations (QIP) in
a dc-dc buck-boost converter using a two-loop digital current control. This work introduces design
conditions regarding control laws gains and signal quantization to avoid the quantization effects due to
the addition of the outer voltage loop in a digital current controlled converter. The two-loop controller is
composed of a multisampled average current control (MACC) in the inner current-programmed loop
and a proportional-integrator compensator at the external loop. QIP conditions have been evaluated
through simulations and experiments using a digitally controlled pulse width modulation (DPWM)
buck-boost converter. A 400 V 1.6 kW proof-of-concept converter has been used to illustrate the presence
of QIP and verify the design conditions. The controller is programmed in a digital signal controller (DSC)
TMS320F28377S with a DPWM with 8.96-bit equivalent resolution, a 12-bit ADC for current sampling,
and a 12-bit ADC for voltage sampling or a 16-bit ADC for voltage error sampling.

Keywords: dc-dc power converter; multisampled average current control (MACC); digital control;
limit-cycle oscillation (LCO); quantization-induced perturbations (QIP)

1. Introduction

Digital control in dc-dc converters is of interest because its many potential advantages such as low
power consumption and flexibility to program and design advanced control strategies to improve the
system performance [1–3]. Therefore, the digital closed-loop configuration is increasingly being used in
dc-dc converters [4–6]. Digital control depicts an important element of power converters for renewable
energy systems [7], automobile industry [8], and industrial applications [9]. However, many works report
disadvantageous quantization effects related to the existence of limit cycles in digitally controlled pulse
width modulation (DPWM) converters. Static and dynamic models taking into account the quantization
effects are derived and used to explain the origins of limit-cycle oscillations (LCO) for voltage single-loop
digital control in [10,11]. A DPWM resolution lower than ADC resolution usually causes LCO that affects
the regulation of the controlled variable [12]. Therefore, DPWM with resolution higher than the ADC is
usually implemented in order to reduce the effect of limit-cycle oscillations in voltage single-loop digital
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control, where the difference between the voltage reference and the output voltage is quantized to a digital
number to represent the error signal [13,14].

It is well known that cascade control of dc-dc converters generally offers better performance than
single-loop control [15,16]. Moreover, current control strategies are always needed to connect in parallel
some converters to increase power management. Therefore, two-loop digital control structures have been
extensively applied last teen years [17–21]. Analysis of LCO are given in [22–24] for digital current mode
control. In these works, the resolution of the DPWM is also greater than the ADC resolution in the outer
voltage loop. In [22], an estimation algorithm has been applied to the average current control of a buck
converter in order to reduce quantization effects in the inductor current loop and, consequently, the presence
of limit cycle oscillations. A method to design a two-loop digital control is developed in [23], where the
current reference is dynamically adjusted to give a solution to the LCO problem. A technique to compute
the steady-state duty cycle in real-time was considered in [24], where a time-to-digital converter translates
the duty ratio information into a digital code using a moving average filter and an adjustable current
loop sampling frequency. At steady-state, the strategy disables the current-loop sampling and the control
computation. Then, a virtual open loop configuration is used to reduce oscillations of the inductor current.

In order to improve the resolution of the DPWM in single-loop digital voltage controllers, some authors
use sigma-delta modulation to eliminate the quantization noise and the LCO. In [12], a non-zero error
method is used to encode the output voltage error improving the low resolution of the DPWM. A sigma
delta modulation scheme and switching frequency modulation strategy are combined in [25] to increase
the effective resolution of the DPWM. Nonetheless, there are not reported works that show the effects
of quantization in dc-dc converter with a two-loop digital control having an integral term of its output
voltage error.

This paper presents design conditions to avoid the effects of the quantization in two-loop current
controlled dc-dc switching converter. LCOs conditions presented in [10] are extended to a two-loop digital
control in order to obtain restrictions associated with the gains of the control laws and the quantization
resolution for each control loop. When the condition proposed for the external loop is fulfilled, simulation
and experimental results verify that the QIP are suppressed from the current signals.

Section 2 presents the conditions for each digital loop to observe the two-loop quantization effects.
Section 3 describes the implementation of the digitally controlled buck-boost converter in order to
validate the restrictions. Experimental and simulation results for a 400 V 1.6 kW digitally controlled
coupled-inductor dc-dc buck-boost converter are presented in Section 4. Conclusions are given in Section 5.

2. Two-Loop Quantization Effects

Quantization effects have been deeply studied in [10,11,26], where authors studied limit cycling
conditions regarding plant and controller gains besides ADC and PWM resolution in a single-loop voltage
control. This section presents dynamic conditions to avoid limit cycles in a two-loop digital current
controller converter.

In this case, both inner and outer small-signal representation of the control to output transfer function
can be represented in general form as

Gp(s) =
G

s
(1)

where G is the gain of the transfer function and 1/s represents the transfer function of an integrator. In the
case of the inner current control (see Figure 1a), the transfer Function (1) becomes

Gpin(s) =
m1 + m2

s
(2)
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where m1 is the positive slope and m2 is the negative slope of the output current. Finally, for the voltage
loop (see Figure 1b) the transfer Function (1) becomes

Gpou(s) =
1

Cos
(3)

where Co represents the output filter capacitor of the converter. A standard Proportional-Integral (PI)
controller is used in both control loops

Gpi(s) = Kp +
Ki

s
(4)

where Gpi(s) = Gpii(s) for the inner loop (Figure 1a) and Gpi(s) = Gpiv(s) for the external loop (Figure 1b).
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Figure 1. Proportional-integrator control block diagram of (a) inner loop dynamic model and (b) outer loop
dynamic model.

The dynamic model for each loop is shown in Figure 1, where q is the quantization level for an input
or an output signal. Therefore, qi, qv, and qDPWM represent, respectively, the output current iL, the output
voltage vo, and the DPWM quantization level. T is the switching period (1/ fs). Finally, ev and ei are the
error signals of the measured voltage and current, respectively. Then, in the inner loop, Gpii(s) generates
the control variable u, taking into account the mean value of the output current converter to change the
duty cycle. Nonetheless, Gpiv(s) for the output voltage gives the current reference for the inner loop based
on the error voltage.

The loop gains of the linear part of the system are defined without quantization [10,26] as follows,

TL(s) = Gpi(s)Gp(s). (5)

Therefore, using (1) and (4) we obtain the crossover angular frequency as

ωc = KpG, (6)

A typical design of PI parameters usually places the zero of the controller at least one decade below
of the desired crossing frequency ωc, thus giving the following condition,

Ki/Kp << ωc, (7)

Then, we have to adjust Kp and Ki in order to obtain the desired phase margin. Phase margin (PM) is
usually adjusted to be greater than 50◦ by tuning Kp and satisfying (7).
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2.1. Outer Loop Condition

In digital power converter operation, the static and the integral gain condition must be satisfied to
avoid limit cycling due to quantization [27–29]. Then, the necessary no-limit-cycling condition that allows
the existence of a steady-state solution inside ADC zero-error bin, given in [28,29], can be written for the
external voltage loop in Figure 1b as

qiTG < qv. (8)

Condition (8) indicates that the minimum output voltage variation, due to the minimum output
current step change provoked by a variation in the output voltage, must be smaller than the quantization
level of the output voltage. In this condition (8), the gain G is defined as 1/Co. The no-limit-cycling
condition involving the integral gain is

qvTKiv < qi. (9)

The output current reference change provoked by a minimum error in the voltage loop is Kpvqv.
To guarantee output voltage regulation, the compensator must develop a correction action when ev is
different from 0 [29], thus giving

qvKpv > qi. (10)

Combining restrictions (9) and (10) results in the following condition,

KivT <
qi

qv
< Kpv. (11)

Condition (12) is derived replacing (10) in (8)

KpvTG < 1. (12)

Employing Equation (6) and replacing Kp = Kpv in (12), we obtain an upper limit for the
crossing frequency

ωc <
1
T

. (13)

2.2. Inner Loop Condition

Restriction (11) can be extended in terms of the inner loop block diagram representation of Figure 1a.
Following the same procedure as in the outer loop, the condition for the inner loop is given by

KiiT <
qDPWM

qi
< Kpi, (14)

Following (7), we select KiiT = Kpi/10 and adjust Kpi to obtain a PM greater than 50◦.

3. Validation of the Restrictions

The fulfillment of Conditions (11) and (14), which guarantee a stable digital two-loop control,
have been verified using a buck-boost converter with coupled inductors. The topology of the dc-dc
buck-boost converter for a voltage regulation application shown in Figure 2 was introduced as an
unidirectional buck-boost converter in [30] and presented for electric vehicle and high-voltage application
in [31,32]. The bidirectional power stage shown in Figure 2 is composed of two coupled inductors with
unitary turns ratio and magnetic coupling coefficient k = 0.5. Therefore, primary self-inductance L1 is equal
to secondary self-inductance L2 (L1 = L2 = L), and their mutual inductance is M = L/2. The two-loop
digital voltage controller proposed in Figure 3 consists of a MACC [33] inner current programmed
controller and a discrete-time PI compensator at the outer voltage feedback loop. Note, in Figure 3 we also
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represent two measuring approaches that allows to obtain different quantization levels of the measured
output voltage error.
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Figure 2. Power stage of a coupled-inductor buck-boost converter.
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Figure 3. Block diagram of the digital controller for the voltage regulation of the buck-boost converter.
Bottom Left: Conventional voltage error subcircuit. Bottom Right: Proposed improved approach subcircuit.

3.1. Multisampled Average Current Control (MACC)

The multisampled average current control for the bidirectional buck-boost converter was presented
in [33]. The MACC stage generates the control variable (u) that is processed by a dual digital PWM to
obtain the discrete control signals (u1 and u2) that activate the converter half-bridges. The external loop
regulates the output voltage by providing the MACC with the output current reference through a discrete
proportional-integral control transfer function Gvpi(z), as it is seen in Figure 3. An important element of the
MACC loop is the ripple filter processing the error between output current iL[n] and its desired reference
iLre f [n − 1]. The ripple filter averages two consecutive samples per switching period ( fsamp = 2 fs) of the
output current error. This strategy eliminates the switching ripple in the current loop without significant
phase loss [34].

The discrete-time ripple filter transfer function can be expressed as

û[n] =
Kpi

2
(3ei[n] + 2ei[n − 1]− ei[n − 2]) . (15)

The proportional gain can be written in terms of the output current waveform slopes as

43



Appl. Sci. 2020, 10, 7179

Kpi =
Kn

(m1 + m2)T
(16)

where the output current has a periodic triangular waveform with rising and falling current slopes m1 and
−m2, respectively. The expression m1 + m2 is obtained for each converter operation mode, yielding

m1 + m2 =





Mvo[n]

L2 − M2 for boost mode
LVg

L2 − M2 for buck mode.
(17)

Parameter Kn has been adjusted to 0.35 to obtain a crossover frequency (CF) of approximately 11 kHz
and a phase margin (PM) of 58◦ as in [33].

The digital PI compensator in the z-domain added to the current control loop has been implemented
using forward-Euler method as follows,

Gipi(z) = 1 +
Ki

2
1

z − 1
(18)

Figure 3 shows the implementation of the discrete-time PI compensator, whose integral gain can be
chosen as in [33].

3.2. Digital Proportional-Integral Voltage Control

A slower outer voltage loop providing current reference iLre f is added to the inner current loop.
The PI voltage controller is designed taken into account the value of the output filter capacitor (Co) and
the desired loop-gain crossover frequency ( fc). The transfer function of the PI voltage controller can be
expressed in the z domain using the forward Euler method as

Gvpi(z) = Kpv +
KivTsamp

z − 1
z−1 (19)

where Kpv = Co2πfc, Kiv = Kpv/Ti, and Tsamp is the sample period (1/ fsamp). Therefore, the bandwidth of
the voltage loop depends on the proportional coefficient (Kpv), while the phase margin (PM) is adjusted to be
greater than 50◦ adjusting Kpv after setting Ti = 10/(2π fc) for the integral coefficient (Kiv). The forward-Euler
method is used to find the recurrence equations for the discrete-time PI controller as

iLp[n] = Kpvev[n]

iLi[n] = KivTsampev[n] + iLi[n − 1]

iLre f [n] = iLp[n] + iLi[n]. (20)

4. Simulation and Experimental Results

The set-up used to carried out the different experiments with the MACC-based two-loop digital
control is shown in Figure 4. It is composed of a 400 V 1.6 kW buck-boost prototype converter with the
parameters described in Table 1 and the TMS320F28377S DSC. The design of the buck-boost converter is
presented in [32].

The tests were carried out changing quantization values and controller parameters, as described next.
Test 1 has been done using the conventional voltage error approach shown in Figure 3 using a 12 bit ADC
to take the samples of output current and voltage. The external loop compensator is designed to obtain a
cross-over frequency of fc = 4 kHz. Test 2 also corresponds to the conventional voltage error measurement
approach used in Test 1 but tuning fc = 2 kHz. In order to reduce the voltage error quantization value qv,
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Test 3 has been carried out with the proposed voltage error block shown in Figure 3, using a 16 bit ADC
in differential mode and fc = 4 kHz for the external closed loop. In Test 4, the ADC quantization level
of the output current and voltage is increased, scaling ADC resolution to 8 and 11 bits respectively for
the current and voltage sampled values [35], and using the conventional approach error voltage block in
Figure 3. Loop gains of the external control loop for the last test are selected to obtain fc = 4 kHz.

a b

c d

e

f

Figure 4. Experimental set-up of the buck-boost voltage regulator: (a) coupled-inductor buck-boost power
stage, (b) digital signal controller with output capacitor Co = 28 µF, (c) oscilloscope, (d) constant resistive
load Ro = 200 Ω (e) input dc power supply, and (f) auxiliary power supply for DSC and MOSFET drivers.

Table 1. Parameters for the buck-boost setup.

Converter Parameters Value

Input voltage Vg 200–400 V
Output voltage Vo 100–400 V
Rated power 1.6 kW
Switching frequency fs = 1/T 100 kHz
Output capacitor Co 28 µF
Intermediate capacitor C 1.32 µF
Mutual inductance M = Lm 135 µH
Self inductances L1 = L2 270 µH
Damping network RdCd 5 Ω, 20 µF
Load resistor Ro 200 Ω

Figure 5 shows simulated waveforms of output current reference iLre f , variable control u, and voltage
error ev when the converter operates in steady-state with Vg = 200 V and vo = 300 V.

A summary of the tests and evaluations of the fulfillment of the stability conditions for each loop,
obtained by replacing the parameters of Tables 2 and 3 in the restrictions (11) and (14), are shown in Table 4.
Figure 5a shows quantization-induced perturbations (QIP) in all signals for the Test 1, when neither
qDPWM/qi < Kpi for the restriction (14) of the inner current loop nor KivT < qi/qv of the external loop are
fulfilled. In Test 2, although condition (14) is not fulfilled, QIP are reduced for the output current reference
as can be seen in Figure 5b. The condition for the external loop (11) is satisfied due to the reduction of
the gains Kiv and Kpv, but, as the cross-over frequency depends on the proportional gain Kpv, the loop
bandwidth is reduced. The ADC quantization level of the output voltage quantization qv is reduced in
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Test 3, where the condition for the external loop is fulfilled with a wide bandwidth, and the effects of QIP
on the output current reference are significantly reduced.
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Figure 5. Simulation of output current reference iLre f , signal control u, and voltage error ev with the
converter operating in steady-state: (a) Test 1; (b) Test 2; (c) Test 3; (d) Test 4.

Table 2. Analog parameters controller design.

External control parameters for fc = 4 kHz Value

Kpv 0.7
A

Vs

KivT 0.07
A

V

External control parameters for fc = 2 kHz Value

Kpv 0.35
A

Vs

KivT 0.035
A

V

Inner control parameters Value

Kpi 47
1

kAs

KiiT 4.7
1

kA
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Table 3. ADC quantization parameters controller design.

Quantization Tests 1 and 2 Value

vo ADC quantization level qv 0.11 V
iL ADC quantization level qi 5.86 mA
DPWM quantization qDPWM 0.002

Quantization Test 3 Value

vo ADC quantization level qv 0.013 V
iL quantization level qi 5.86 mA
DPWM quantization qDPWM 0.002

Quantization Test 4 Value

quantization level qv 0.22 V
quantization level qi 93.75 mA
DPWM quantization qDPWM 0.002

Table 4. Summary of the tests.

Test ev[n] fc Condition Condition
Calculation [kHz] (14) (11)

Test 1 Conventional 4 X X
Test 2 Conventional 2 X
Test 3 Proposed 4 X
Test 4 Conventional 4

To compare the bandwidths and stability margins provided by each of the tests, the corresponding
Bode plots of the voltage loop-gains for the converter operating in boost mode are provided in Figure 6,
being the loop gain frequency response in a switched converter a powerful tool commonly used for the
design of the controllers used in the control stage [36]. It is important to note that the results for the Test 1
have not been included in the frequency response analysis previously described. This test does not present
a stable inner loop regulation which is evidenced by the presence of high current peak perturbations. This
peak would be destructive for the converter if an experimental frequency response analysis is performed
(please see the temporary experimental results presented below). Experimental plots in Figure 6b show that
the Tests 3 and 4 with Kpv = 0.7 provide a CF of 4 kHz and a PM of 52◦, while Test 2 with Kpv = 0.35 A/Vs,
with smaller quantization perturbations (see Figure 5b), yields a CF = 2.16 kHz and PM = 59.58◦.

Simulation tests were done using two voltage error measurement approaches shown in Figure 3.
The conventional approach on the left side uses an ADC for sampling the voltage and then computes the
voltage error. On the right side, the proposed method quantizes the voltage error by using an ADC in
differential mode. Previously, it produces an analog voltage reference from the digital one. Through this
last approach, it is possible to increase the error voltage resolution. The values of the analog control gains
for the inner and for the external loop at different cross-over frequencies are shown in Table 2.

The proportional gain for the outer control is selected using the expression Kpv = Co2πfc for different
crossover frequencies ( fc = 2 KHz and fc = 4 kHz) and with Co = 28 µF. Then, the proportional gain
for the inner control is adjusted using the expression (16) with Kn = 0.35, employing the Equation (17)
for boost mode with an output voltage of Vo = 300 V in Equation (16). The statement KiT = Kp/10
ensures to obtain a PM greater than 50◦ (see Figure 6), therefore KivT = Kpv/10 for the outer loop and
KiiT = Kpi/10 for the inner loop. The parameters for the different tests are listed in Table 3.

Nonetheless, the condition for the inner loop is not fulfilled in this test, therefore the control variable
u and voltage error ev are not free of QIP effects as it is shown in Figure 5c. The simulated results of Test 4,
in which both stability conditions are satisfied, are shown in Figure 5d, where the QIP perturbations have
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disappeared from all signals. It is also noticeable that, in comparison with previous tests, the control effort
has been also reduced, which is indicated by the small amplitude of control variable u.
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Figure 6. Voltage loop-gain Bode plots: (a) simulated, (b) experimental.

These values are in good agreement with the simulated results in Figure 6a. Despite the fact that
Tests 2 and 3 do not satisfy all conditions, it is possible to operate the converter with these designs,
obtaining a wider bandwidth using the proposed approach seen in Figure 3 for the Test 3.

Additional experiments and simulations have been performed to observe the current waveforms
during start-up together with about 12 ms of steady-state regimes. Figure 7 depicts waveforms of input
(ig) and output (iL) currents, as well as input (vo) and output (Vg) voltages in the same cases previously
shown in Figure 5.

In Figure 7, waveforms of the experimental results show higher QIP in relation to the simulation
results due to noise in the experimental tests. In the same way, Figure 7a,b corresponds to Test 1 using
the conventional approach, where the DPWM was configured for 8.96-bit. Output voltage and current
ADC resolution are set to 12 bits, and the input ADC input voltage range goes from 0 V to 3 V. Figure 7a,b
shows the simulated and experimental results when the proportional gain of the voltage loop is selected
as Kpv = 0.7. In this case, the current waveforms present perturbations with high current overshoot and
undershoot values. Results when the gain Kpv is reduced to the more conservative value of 0.35 in Test
2 are plotted in Figure 7c,d, showing that limiting the voltage loop bandwidth using the conventional
error-calculation method reduces QIP in both currents improving the closed-loop stability. The current
waveforms in Test 3 with the proposed improved error measurement approach in Figure 7e,f, show that
there are no significant current perturbations when the proportional gain is again selected to Kpv = 0.7,
so that a wide bandwidth voltage loop is obtained with a phase margin larger than 50◦. In this case,
the DPWM has been configured with 8.96-bit resolution, while the ADCs sampling the output current and
the voltage error have been configured with resolutions of 12-bit and 16-bit differential mode, respectively.
Figure 7g,h shows the simulated and experimental results for the Test 4, when the proportional gain is
Kpv = 0.7 and both conditions (11) and (14) are fulfilled. Time domain current waveforms of the prototype
for the different tests when it works in boost mode are shown in Figure 8. Figure 8a current waveforms for
Test 1 present high current undershoot because conditions (11) and (14) are not fulfilled. The rest of test
results show that the QIP is reduced, obtaining better results for the Test 4 with a fc = 4 kHz (Figure 8d).
It is important to remark that fulfilling condition (11) for the external loop is enough to reduce QIP and
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LCO at the current waveforms in steady-state when the control of the converter is a two-loop with an
integrator due to the external loop not cause induced perturbations in the internal loop.
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Figure 7. Simulated (a,c,e,g) and experimental (b,d,f,h) start-up waveforms: (a,b) Test 1, (c,d) Test 2,
(e,f) Test 3, and (g,h) Test 4 (Vg = 200 V, vo = 300 V, and Ro = 200 Ω). CH1: vo (100 V/div). CH2: Vg

(100 V/div) CH3: ig (2 A/div), CH4: iL (2 A/div).
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Figure 8. Time domain waveforms of ig and iL: (a) Test 1, (b) Test 2, (c) Test 3, (d) Test 4. CH3: ig (2 A/div),
CH4: iL (2 A/div), and time base of 200 µs.

5. Conclusions

Limit cycle oscillations conditions due to quantization-induced perturbation in a digital two-loop
current controlled converter are presented and analyzed in this paper. LCO conditions includes both
loops ADCs quantization, DPWM quantization and gains of the to control laws to show the undesired
quantization effects in a two-loop digital voltage regulator of a dc-dc converter with an integrator at
its output. Simulation and experimental results, obtained after developing different tests on a 400 V
1.6 kW coupled-inductor buck-boost purpose-built prototype, validate that the current waveforms present
perturbations when these conditions are not fulfilled. These tests also demonstrate that fulfilling the
condition for the external loop is enough to reduce the quantization induced perturbations. Nevertheless,
the comparison of test results suggests that fulfilling conditions for both loops is the best option to avoid
LCO and QIP in the system variables. The work presents a useful guidance for the design of the PI digital
controllers in DC-DC converters, in order to improve significantly the dynamic responses, increasing the
voltage loop bandwidth without ADC quantization effects.
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Abbreviations

The following abbreviations are used in this manuscript.

ADC Analog to digital converter
QIP Quantization-induced-perturbation
MACC Multrisampled average current control
DPWM Digitally controlled pulse width modulation
DSC Digital signal controller
LCO Limit-cycle oscillations
PM Phase margin
PI Proportional-Integral
CF Crossover frequency
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Abstract: This paper focuses on the steady-behavior of a differential boost inverter used for generating
a sinewave AC voltage in rural areas. The analysis of its dynamics will be performed using an accurate
approach based on discrete time models and Floquet theory and adopting a quasi-static approximation.
In particular, the undesired subharmonic oscillation exhibited by the inverter will be analyzed and its
boundary in the parameter space will be predicted and delimited. Combining analytical expressions and
computational procedures to determine the quasi-static duty cycle, subharmonic oscillation is accurately
predicted. It is found that subharmonic oscillation takes place at critical values of the sinewave voltage
reference cycle, which can cause distortion to the input current and degrade the harmonic content of
the output voltage. The results provide useful information for the design of the boost inverter to avoid
distortion caused by subharmonic oscillation. Namely, the minimum value of the compensation slope
and the maximum proportional gain of the AC output voltage controller guaranteeing a pure sinewave
voltage and clean inductor current during the entire AC cycle will be determined. Numerical simulations
performed on the switched model implemented using PSIM© software confirm the theoretical predictions.

Keywords: differential boost inverter; current mode control; nonlinear behavior; subharmonic oscillation;
slope compensation

1. Introduction

DC-AC inverters find widespread usage in many residential, industrial and military applications.
With the ever-increasing development of the renewable energy technology, DC-AC inverters have become
one of the most attractive and viable solutions to the power conversion problem. They are extensively used
and play key roles in various actual applications of power electronics technologies for renewable energy
sources [1–3]. They are also used in motor drive [4,5] and DSTATCOM applications [6] as well as in many
uninterruptible power supply system applications such as plant facilities and factories, medical equipments
and centers in hospitals, airline computer and communication systems in server farms and web hosting
sites [7]. One of the important tasks in the design of DC-AC inverters is the control loop implementation
which must ensure a system free from any kind of instabilities. However, it is well known that this aim is
difficult to be achieved for all values of system parameters and that many undesired nonlinear phenomena
can arise in these kinds of indispensable parts of modern and emerging energy systems. These phenomena
can significantly jeopardize the system performance and can cause serious consequences on its reliability.
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Therefore, understanding these nonlinear phenomena, their analysis, prediction and control have
increasingly become of great concern of many researchers all over the world [8–22]. The major part of the
analytical results on subharmonic oscillation in power electronics converters has been achieved for DC-DC
converters [23–40]. DC-AC inverters are more difficult to deal with, since their dynamics is governed by
two vastly different frequencies, namely the high switching frequency and the low frequency of the output
voltage reference sinewave.

For reliable and desirable operation, the stability of the system must be guaranteed for the whole
range of its parameters. In [13], the dynamics behavior of an H-bridge under a digital Current Mode
Control (CMC) was investigated by using a one dimensional discrete time model. Different dynamical
behaviors for the system were revealed by varying the proportional gain of the current controller. In [14]
a similar approach was applied and it was demonstrated that different types of bifurcations (instabilities)
can take place such as period doubling leading to Subharmonic Oscillation (SO) and border collision
bifurcations leading directly to chaotic behavior.

Using the quasi-static approximation, in [15] the slow-scale and fast-scale instabilities in
a voltage-mode controlled H-bridge inverter are reported and analyzed using an averaged model and
a discrete-time model respectively. It is well known that conventional averaged model cannot predict
the fast-scale instability and for that the discrete-time model must be used. A closed form discrete time
model was used in [16] to predict both the slow-scale and the fast-scale instabilities in an H-bridge inverter
demonstrating that the system may undergo instability phenomenon when the proportional gain of
the voltage controller is increased. In an H-bridge digital-controlled grid-connected inverter system,
bifurcation behavior was investigated and loss of system stability was shown by increasing the current
controller gain [19] and it was shown that in this system only slow scale instability may take place leading
to low-frequency oscillation. The same system, but with double edge modulation, has been studied in [9]
using an analytical closed-form expression for predicting a period doubling phenomenon.

Single-stage grid-connected DC-AC conversion systems with boosting voltage capability have recently
attracted the attention of many researchers. Single-stage structures of inverters not only perform DC-AC
conversion but also perform voltage boosting. Moreover, differential inverter topologies seem to prevail
in price and size due to the utilization of small passive elements of DC-DC converters hence improving
the efficiency. In contrast to the conventional H-bridge inverter, the differential boost inverter is a flexible
DC-AC inverter topology providing voltage step-up capability and could be a potential candidate for
many DC-AC electrical energy conversion applications such as for power processing stage fuel-cell energy
system [41,42], for high quality sine wave generation with a high oscillation frequency [43], for AC-module
microinverters in PV systems such as in [44–46] among others.

In stand-alone operation mode, the load is directly supplied by the inverter. Single-phase H-bridge
inverters are simple bidirectional converter topologies capable of handling both real and reactive power
having their performance evaluated in terms of power quality and stability. Therefore, generating a high
quality output voltage with low distortion and good voltage regulation is the main target. Other relevant
performance metrics include disturbance rejection, transient response, and insensitivity to load and system
parameter variations. These metrics can only be achieved with a design free from any kind of instability.

Since its introduction in [47], many studies have dealt with the control design of the differential boost
inverter using different approaches and strategies [44,45,47–49]. The focus in most of the works published
about this inverter is on the control design. However, the analysis of its nonlinear behavior has not been
addressed in the past. Namely, SO has not been studied in this kind of inverter. Therefore the aim of
this paper is to apply the Floquet theory for accurately predicting the onset of SO in a differential boost
inverter. In contrast to existing works on predicting such a complex behavior in DC-AC inverters based
mainly on numerical procedures, here both numerical and analytical approaches are combined to provide
a comprehensive study of the systems dynamical behavior.
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The prediction of this phenomenon is of high importance from both theoretical and practical points
of view because it leads to an increase in the ripple of the currents and voltages and this has a harmful
effect on the system performances since the overall losses become more significant. The power quality
can also be jeopardized if SO is more pronounced since it can increase the THD and the current stress on
the switches. Therefore, accurate modeling and stability analysis are necessary for exploring the dynamic
behavior and predicting the stability boundaries of DC-AC inverters.

The remaining of this paper is organized as follows. In Section 2, the system dealt with in this study
is described. In Section 3, the dynamic behavior of the system is explored revealing that the behavior of
the system waveforms is phase-dependent. The system is shown to exhibit local instability phenomenon
over a specific interval within the main sinusoidal cycle. The onset of the observed bubbling is associated
to a SO phenomenon taking place at the fast switching scale. The mathematical modeling is addressed in
Section 4 in the continuous-time domain. In order to analyze the observed phenomena in Section 3, Floquet
theory is applied to the derived model in Section 5. Thereafter, in Section 6, the stability boundaries in
terms of suitable parameters is reported. Finally, in Section 7 the results of the study are summarized.

2. Differential Boost Inverter under Two-Loop Control

The system under study in this paper consists of a differential boost inverter which is obtained by
connecting two identical DC-DC boost converters in parallel supplied from a common electrical energy
source and feeding a floating voltage load connected between the outputs of the two converters [47,50].
Its schematic diagram is shown in Figure 1. The current drawn by the input is shared properly between
the two boost converters by the action of a CMC scheme using the difference between the two inductor
currents, as will be detailed later. For that, two complementary control signals are considered to control
the switches of the differential inverter.

Let us denote the two connected converters as Converter 1 with inductor L1 and inductor current
i1 and Converter 2 with inductor L2 and inductor current i2. Both converters are controlled in a
complementary way using CMC via single Pulse-Width Modulation (PWM) scheme so that Converter 2

is phase shifted 2πD with respect to Converter 1 at the switching time scale, D being the operating duty
cycle. Namely, the difference between i1 and i2 (scaled by a sensing resistance rs) is controlled using a
conventional peak CMC by comparing the signal rs(i1 − i2) to the signal rsiref. A periodic ramp signal
vramp with amplitude VM and period T is subtracted from rsiref for slope compensation. The comparison of
the signal rs(i1 − i2) with the signal rsiref − vramp by using a comparator and a set-reset flip-flop generate
the high and low values of the pulses driving the switches as shown in Figure 1 where the block diagram
of the inner current control together with the outer voltage control are depicted.

The reference current for the difference between the two inductor currents is provided by an external
voltage loop. The activation of the switches Q1, Q2, Q3 and Q4 is carried out as follows: the signal
rs(i1 − i2) is connected to the non inverting pin of the comparator whereas the signal rsiref − vramp is
applied to the inverting pin. The output of the comparator is applied to the reset input of a set-reset
flip-flop and a periodic clock signal is connected to its set input, as shown in Figure 1, in such a way
that the switch Q2 and Q4 are ON at the beginning of each switching cycle and are turned OFF whenever
rs(i1 − i2) = rsiref − vramp. The state of the switches Q1 and Q3 are complementary to the switches Q2 and
Q4 respectively.

To fulfill the requirements of the underlying electronic application, a DC-AC inverter has to produce
a periodic sinewave-shaped output voltage under normal operational conditions. Let vref(t) be the voltage
reference that can be expressed as vref(t) = Vref sin(2π fgt) = Vref sin(ϕ), where ϕ = 2π fgt ∈ (0, 2π),
Vref is the peak value of the output voltage reference, ω0 its angular frequency and ϕ its phase angle.
In practical applications, the switching frequency is much higher than the AC output voltage frequency.
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This condition is met in this paper and it allows the use of quasi-static approximation. The error voltage
vref − vo is the input signal to the voltage controller of which the task is to make the output voltage of the
inverter an AC sinusoidal signal with zero DC component. Therefore, the load connected between the
converters outputs will be subjected to an AC sinusoidal voltage with a zero DC component. This control
strategy is different from the one used in most of the published works about this inverter topology such
as [44,45,47] where the control is performed such that each boost converter generates a DC bias and an AC
component. In the low frequency averaged sense, the AC component of each converter is out of phase
regarding the other converter. The DC component is the same for both converters.

The voltage controller is conventionally a PI regulator aiming to make the load voltage vo to accurately
track the sinewave voltage reference vref. Its transfer function can be expressed as Hpi(s) = kp(τs+ 1)/(sτ),
where kp is its proportional gain and τ is its time constant.
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Figure 1. The differential boost inverter under two-loop control.
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3. Behavior of the Differential Boost Inverter

The dynamical behavior of the boost inverter is explored in this section with the aim to gain insight
on suitable ways of obtaining an appropriate model that can be used for its accurate stability analysis.
The system is first studied through simulations using the full-order switched model of the inverter
implemented using PSIM© software by varying suitable system parameters. The focus is first on system
stability in terms of the time varying voltage reference. The fixed parameter values used for the rest of the
study are reported in Table 1. Many time-domain waveforms have been computed to get a clear view of
the system behavior and only representative results are shown below. The simulation is run for sufficiently
long time to allow the system to reach its steady-state. The data obtained during time transient within the
startup phase and during the transient regime of the regulation phase are fully eliminated. Only the last
two cycles of the output voltage reference are plotted.

Table 1. The used parameters for the DC-AC differential boost inverter.

Parameter Value

Inductance L1 = L2 100 µH
Resistance r1 = r2 0.1 Ω

Capacitance C1 = C2 22 µF
Input voltage vg 200 V
Load resistance R 100 Ω

Time constant of the voltage controller τ 1 ms
PWM switching frequency fs 100 kHz
RMS value of the reference voltage vref 230 V
Frequency of the reference voltage vref 50 Hz
Current sensor gain rs 0.1 Ω

Figure 2 shows the system waveforms when the system is stable. The figure shows the time-domain
waveforms of the reference voltage vref and the output voltage vo, the capacitor voltages vo1 and vo2,
the inductor currents i1 and i2 and the control signal rs(i1 − i2) and the signal rsiref − vramp. It is worth
noting that the output voltage cannot be distinguished from its reference signal vref due to the practically
zero amplitude and phase errors. Note also that the state variables and the control signal oscillate at
two main frequencies, the switching frequency (100 kHz) and the reference voltage frequency (50 Hz).
From a practical point of view, the output voltage is characterized by a low value of THD as required in
any application.

As parameters are varied, the state variables undergo a sudden distortion by exhibiting SO at the fast
switching scale as shown in Figure 3 for kp = 0.4. This phenomenon takes place when the proportional
gain kp gradually increases and reaches a critical value close to 0.22. As shown in Figure 3, it can be
observed that the inductor currents i1 and i2 exhibit SO leading to disrupting bubbling phenomenon of
the waveforms. In particular, when kp ≈ 0.22, the fast-scale instability develops in all the state variables
but it is more visible and pronounced in the inductor current waveforms i1 and i2 and their combination
rs(i1 − i2). As stated before, such behavior manifests itself as a period-doubling phenomenon at the fast
switching scale [9,51]. It can also be noticed in Figure 4 that the phenomenon already becomes visible in
the capacitor voltages and the output voltage hence it can deteriorate the performance of the inverter and
therefore its prediction is an important task from a practical point of view.
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Figure 2. Steady-state response of boost inverter with kp = 0.2 and VM = 2 V. (a) Capacitor voltages
vo1 and vo2, output and reference voltages vo and vref. (b) Inductor currents i1 and i2 and control signals
rs(i1 − i2) and rsiref − vramp. For each subplot, traces correspond to the shown voltages in [V] and currents
in [A].
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Figure 3. Steady-state response of boost inverter with kp = 0.4 and VM = 2 V. (a) Capacitor voltages
vo1 and vo2, output and reference voltages vo and vref. (b) Inductor currents i1 and i2 and control signals
rs(i1 − i2) and rsiref − vramp. For each subplot, traces correspond to the shown voltages in [V] and currents
in [A].
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Figure 4. Steady-state response of boost inverter with kp = 0.8 and VM = 2 V. (a) Capacitor voltages
vo1 and vo2, output and reference voltages vo and vref. (b) Inductor currents i1 and i2 and control signals
rs(i1 − i2) and rsiref − vramp. For each subplot, traces correspond to the shown voltages in [V] and currents
in [A].

By carefully examining the waveforms, the following statements can be made:
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• By increasing progressively the proportional gain and when this parameter reaches the critical value,
SO oscillation starts first occurring in a very limited number of switching cycles during the first half
cycle of the sinewave signal eventually in the neighborhood to the quarter of the cycle where the
sinewave signal is maximum.

• The number of the switching cycles, during which SO is exhibited, gets larger and the fast-scale SO is
more pronounced when the proportional gain kp is increased.

• At the left and at the right of the maximum values during the same half cycle, one has the same
values of quasi-steady-state duty cycles and therefore, theoretically, a perfect symmetry is expected in
the critical phase angles at which SO takes place. However, an asymmetry can take place because the
slope of the reference sinewave signal at the left of the peak point is positive while it is negative at the
right side.

• The SO interval is repetitive from a sinewave cycle to the next one and the study of SO phenomenon
can be restricted to one sinewave cycle in terms of the phase angle ϕ as a slowly varying parameter in
the range ϕ ∈ (0, 2π).

• Apparently, if SO is avoided for the first half cycle of the sinewave signal, it will also be avoided for
the second half cycle. Therefore, the numerical and the analytical studies to be presented later will be
restricted to the first half cycle of the sinewave signal for ϕ ∈ (0, π), i.e., only within the duty cycle
range D ∈ (0.5, 1).

A powerful tool for clearly illustrating the SO phenomenon is by using the sampled waveforms.
In order to clearly appreciate the change in the behavior of the system, sampled steady-state values of
the state variables at time instants t = nT (n ∈ N) are obtained. Therefore, the state variables are sampled
at every clock instant and then plotted in the time domain. A priori, any one of the state variables can
be used for illustrating the behavior of the system. However, as observed in the previous time domain
numerical simulations, SO is more pronounced in some state variables than others. An interesting and
naturally sampled variable for which SO is well noticed is the duty cycle of the binary signal u.

Figure 5 shows the waveforms of the duty cycle d(nT) (n ∈ N) during one complete sinewave cycle
for four different values of the proportional gain kp. The duty cycle waveforms are plotted in terms of
the phase angle within the interval (0, 2π). For kp = 0.2, the system exhibits a stable periodic regime
in steady-state, the duty cycle does not present any disruption and its samples represent a clean and
smooth waveform. When the SO regime starts taking place, one gets a different picture. For instance,
for kp = 0.4, it can be clearly seen that there is a certain phase interval within the first half of the sinewave
cycle during which the duty cycle waveforms is disrupted. Namely, within the phase interval defined
by two critical phase angles, two different branches of duty cycle values appear instead of one a kind of
bubble emerges [18]. It can be observed that the onset of bubbling phenomenon depicted in Figure 5 is
gradual. First, for a relatively small value of the parameter kp, the cycle is smooth, then, for increasing kp,
it becomes disrupted in a small phase interval. Thereafter, as kp is further increased, the interval (ϕ1, ϕ2)

of ϕ during which SO takes place grows up as can be seen in Figure 5. If the proportional gain is further
increased, this interval gets wider and the phenomenon usually spreads through the whole line cycle.
Figure 5 also shows that successive period doubling inside the SO interval may also take place in the
first half cycle where the voltage reference is positive, i.e., when D > 0.5. When kp becomes even larger,
the bubbles start appearing even in the second half cycle of voltage reference where D < 0.5. Therefore,
even for D < 0.5, the voltage loop may have a destabilizing effect since when the proportional gain kp is
increased beyond a critical value kp ≈ 0.8, SO and the associated bubbling starts appearing for D < 0.5
and even in the presence of slope compensation. Therefore, the ramp slope needed for eliminating SO
is larger than the one obtained when ignoring the effect of the voltage loop. This destabilizing effect of
the voltage loop is similar to the one reported in [27] for the buck converter and in [24] for the boost
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converter. Similar behaviors have been obtained when other parameters such as the input voltage Vg or
the inductance L are varied.
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Figure 5. Waveforms of the duty cycle d(nT) at steady-state operation in terms of the phase angle in [◦] for
different values of kp and for VM = 2 V.

4. Continuous-Time Modeling of the Differential Boost Inverter

4.1. Quasi-Steady-State Analysis

From the simulation results presented in the previous section, it has been observed that SO takes
place when suitable parameters are varied. One of the widespread tools to analyze and to investigate
this kind of nonlinear behavior is Floquet theory [52,53]. Considering the switched model of the system,
one can identify possible periodic orbits, their stability as well as several other important aspects of the
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dynamical behavior. To apply this theory, the mathematical model is first derived. By applying KVL and
KCL, the switched model of the differential boost inverter can be expressed as follows

di1
dt

=
1
L1

(Vg − vo2(1 − u))− r1

L1
i1, (1)

di2
dt

=
1
L2

(Vg − uvo2)−
r2

L2
i2, (2)

dvo1

dt
=

1
C1

((1 − u)i1 +
vo1 − vo2

R
), (3)

dvo2

dt
=

1
C2

(ui2 −
vo1 − vo2

R
), (4)

where L1 and L2 are the inductance of the inductors of the differential boost inverter with stray resistances
r1 and r2 respectively, C1 and C2 are the capacitances of their capacitors. Vg is the DC input voltage
and R is the AC load resistance. All other parameters appearing in (1)–(4) are shown in Figure 1.
The quasi-steady-state average values of the state variables are related to the quasi-steady-state duty cycle
D by the following expressions:

I1 =
Vg(2D − 1)
RD(1 − D)2 , I2 = − Vg(2D − 1)

RD2(1 − D)
(5)

Vo1 =
Vg

1 − D
, Vo2 =

Vg

D
(6)

These expressions have been obtained by using the averaged model of the inverter within a switching
period. Using (6) and the fact that vo = vo1 − vo2, the voltage gain of the differential boost inverter can be
expressed as follows

M(D) :=
vref

Vg
=

2D − 1
D(1 − D)

(7)

The inverter gain M(D) reaches its maximum value Mmax = Vref/Vg when the voltage reference vref

reaches its peak value Vref. From the expression of M(D), the steady-state value of the duty cycle can be
derived and this can be expressed as follows

D(t) =





1
2
− Vg

vref
+

√
4V2

g + v2
ref

2vref
if vref(t) > 0,

1
2
− Vg

vref
−

√
4V2

g + v2
ref

2vref
if vref(t) < 0.

(8)

In terms of the phase angle ϕ, the quasi-steady-state duty cycle can be expressed as follows

D(ϕ) =





1
2
− 1

Mmax sin(ϕ)
+
√

Mmax +
1
4 if ϕ ∈ (0, π),

1
2
− 1

Mmax sin(ϕ)
−
√

Mmax +
1
4 if ϕ ∈ (π, 2π).

(9)

4.2. The State-Space Switched Model

Let x = (i1, i2, vo1, vo2, )⊺ be the vector of the state variables of the power stage of the inverter.
The system can be described by a piecewise linear switched model as follows
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ẋ = A1x + B1Vg, for u = 1, (10)

ẋ = A0x + B0Vg, for u = 0, (11)

v̇i = vref − (vo1 − vo2) = vref − C⊺x (12)

where C⊺ = (0 0 1 − 1) and vi :=
∫
(vref − vo)dt is the integral of the error signal vref − vo. A0 ∈ R4×4,

A1 ∈ R4×4, B0 ∈ R4×1 and B1 ∈ R4×1 are the system state matrices presented below. The variable vi

was deliberately separated from the rest of state variables to avoid matrix singularities appearing in the
expressions of the system trajectories and their steady-state values at the switching time instants [25,26].
The matrices A1, A0, B1 and B0 are as follows:

A1 =




− r1

L1
0 0 0

0 − r2

L2
0 − 1

L2

0 0 − 1
RC1

1
RC1

0
1

C2

1
RC2

− 1
RC2




, B1 =




1
L1
1
L2
0
0




(13)

A0 =




− r1

L1
0 − 1

L1
0

0 − r2

L2
0 0

1
C1

0 − 1
RC1

1
RC1

0 0
1

RC2
− 1

RC2




, B0 =




1
L1
1
L2
0
0




(14)

The output of the voltage PI voltage controller providing the current reference for the control signal
rs(i1 − i2) can be expressed as follows

rsiref = kp(vref − C⊺x) + Wivi, (15)

Therefore, the switching condition when the signal rs(i1 − i2) reaches its peak value rsiref − vramp

within a switching cycle is given by

kp(vref − C⊺x) + Wivi − (vramp(t) + rs(i1 − i2)) = 0, (16)

which can be expressed in the following form

kpvref + Kx(t) + Wivi(t)− vramp(t) = 0, (17)

where K = (−rs rs − kp kp) is the vector of feedback coefficients.

5. Accurate Stability Analysis Using Floquet Theory

The differential equations describing the dynamics of switching converters are time periodic with the
switching period T determining the periodicity of solutions at the fast switching scale. DC-AC inverters are
also time periodic with the switching period T and the voltage reference period Tg = 1/ fg. For such time
periodic systems Floquet theory can be used to study the stability of periodic orbits [53]. Here, this theory
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will be applied using a quasi-static approximation treating the DC-AC inverter as a DC-DC converter with
a slowly varying reference voltage and duty cycle. With this approximation, the reference voltage vref is
considered constant within a switching cycle.

Floquet theory has been widely used in the analysis of stability of dynamical systems [53] in general
and switching converters in particular [38–40]. For DC-DC converters, the stability dynamics at the fast
switching cycle can be accurately predicted by analyzing the stability of the fixed points of the Poincaré
map of the system using its Jacobian matrix or using Floquet theory combined with Filippov method which
leads to the same results as the Poincaré map [38]. The main tool for studying the stability of periodic
orbits using Floquet theory is the principal fundamental matrix or the monodromy matrix M. This matrix
plays a key role in the accurate stability analysis of switching systems [38–40,53]. The monodromy matrix
is such that the dynamics in the vicinity of a quasi-static periodic orbit can be expressed as follows

x̂(t + T) = Mx̂(t) ∀t (18)

where the overhat stands for small signal variations. Its eigenvalues are called the characteristic multipliers

or Floquet multipliers and it can be seen that they determine the amount of contraction or expansion near a
periodic orbit and hence they determine the stability of these periodic orbits.

Let us start by finding the monodromy matrix M. Let x(t) ≈ x(t + T) the quasi-steady-state value
of the state vector. Let x(DT) = (I − Φ)−1

Ψ ≈ x(t) ≈ x(DT) be the value of x(t) at time instant DT,
where Φ = Φ1Φ0, Φ1 = eA1DT , Φ0 = eA0(1−D)T , Ψ1 = (eA1DT − I)A−1

1 BVg, Ψ0 = (eA0(1−D)T − I)A−1
0 BVg,

Ψ = Φ1Ψ0 + Ψ1. Let m1(x(t)) = A1x(t) + B1Vg and m0(x(t)) = A0x(t) + B0Vg be the vector fields for
u = 1 and u = 0 respectively. Let us define the augmented state vector xa = (i1, i2, vo1, vo2, vi)

⊺. Let Aa1,
Aa0, Ba1, Ba0, wa and Ka be, respectively, the associated augmented state matrices, input vectors, vector of
external parameters and vector of feedback coefficients that are expressed as follows

Aa1 =

(
A1 0

−1 0

)
, Ba1 =

(
B1 0
0 1

)
(19)

Aa0 =

(
A0 0

−1 0

)
, Ba0 =

(
B0 0
0 1

)
(20)

Ka =
(

K Wi

)
, wa =

(
Vg

vref

)
(21)

Let us also define the augmented state transition matrices Φa1 = eAa1DT and Φa0 = eAa0(1−D)T

and the augmented vector fields ma1(xa(t)) = Aa1xa(t) + Ba1wa and ma0(xa(t)) = Aa0xa(t) + Ba0wa.
Then, the full-order monodromy matrix can be expressed as follows [38]

M = Φa0SΦa1, (22)

where S is the saltation matrix adapted from [38] as follows

S = I +
(ma0(xa(DT))− ma1(xa(DT)))K⊺

a

Wi(vref − vo(DT)) + K⊺m1(x(DT))− mramp − mref
. (23)

where mramp = VM/T is the slope of the ramp compensator and mref = kpVref2π fg cos(2π fgDT) is the
slope contributed by the time variation of the sinusoidal voltage reference. The expression of vi(DT),
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the third component of xa(DT), can be obtained from (17) in steady-state which gives the following
expression for vi(DT)

vi(DT) =
1

Wi
(mrampDT − K⊺x(DT)− kpvref) (24)

Now that the expression of the monodromy matrix was derived, hereinafter, we will pay special
attention to the movement of the Floquet multipliers as the voltage reference vref varies quasi-statically.
This is equivalent to changing the phase angle ϕ or the quasi-steady-state duty cycle D. We will also study
the movement of the Floquet multipliers when the proportional gain kp of the controller or the amplitude
of the ramp compensator VM are varied. Any crossing from the interior of the unit circle to its exterior
indicates a lost of stability of the desired orbit. The system becomes unstable, if at least one root of the
Floquet multiplier leaves the unit circle, which is equivalent to an eigenvalue M leaving the unit circle.
Thus, for the stability boundary |λ| = 1 for at least one eigenvalue of M holds. In particular, if a real
characteristic multiplier goes through −1 as it moves out of the unit circle, SO at the fast switching scale
takes place.

To locate the boundary of SO, the Floquet multipliers are obtained. By varying the quasi-steady-state
duty cycle D, the operating point x(DT) was first calculated and the monodromy matrix was obtained for
two different values of the proportional gain kp. At a point where a subharmonic regime emerges, one of
the eigenvalues is equal to −1. Figure 6 shows the Floquet multipliers loci in the complex plane when
the quasi-steady-state duty cycle varies. The duty cycle D was varied by varying the voltage reference
between 0 and its maximum values giving rise to D ∈ (0.5, 0.68). As it can be observed from Figure 6a,
for kp = 0.2 all the eigenvalues remain inside the unit circle for the full considered range of the duty cycle.
Then, the gain kp was fixed at kp = 0.24 then the reference voltage was varied in the same range as before
and the results are depicted in Figure 6b. It can be observed that one of the eigenvalues of the monodromy
matrix crosses the unit circle from the point (−1, 0) in the complex plane indicating SO at a certain value of
vref very close to its maximum value. The critical value of kp at which this starts taking place is kp ≈ 0.22
which is in a remarkable agreement with the time-domain numerical simulations presented in Section 3.
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Figure 6. Cont.
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Figure 6. Floquet multipliers loci by varying the quasi-steady-state duty cycle D for two different values of
the proportional gain kp.

6. Stability Boundaries in the Parameter Space

If SO boundary is of concern, the expression of the characteristic equation det(M − λI) = 0 can be
used by imposing that an eigenvalue λ = −1 and solving the resulting equation in a suitable projection of
the parametric space. Therefore, to determine the boundary of SO, the following equation is solved for a
certain system parameter after fixing the other ones

det(M + I) = 0 (25)

The great advantage of using (25) is that only this equation has to be solved without the need of computing
all eigenvalues of M explicitly. Therefore, instead of solving for all eigenvalues of M, only (25) is solved,
hence, the saving of computational load is significant when the stability boundary is to be determined.

Figure 7 shows the stability boundary resulted from solving (25) with respect to the proportional
gain kp for values of the duty cycle within the operating range (0.5, 0.68) and for a value of the ramp
compensator amplitude VM = 2 V. Within one sinewave signal one has 2000 switching cycles. Therefore,
the plot was generated using 1000 values of the duty cycles and the critical values of kp were registered in
terms of D. In particular, for VM = 2 V, the critical value of the proportional gain guaranteeing that all
the eigenvalues lie inside the unit circle for all values of the operating duty cycle is about 0.2. This is in
perfect agreement with the numerical simulations presented in Section 3. If VM is increased, the critical
value of the proportional gain also increases and the stability region gets wider as depicted in Figure 8.
In particular, for VM = 3 V, the critical value of the proportional gain is about 0.73, for VM = 4 V, is about
1.28 and for VM = 5 V, it is about 1.82. Notice that for a fixed switching period T, changing the ramp
amplitude is equivalent to changing its slope.
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Figure 7. Stability boundaries in terms of the proportional gain kp and the quasi-steady-state duty cycle D

and for VM = 2 V.
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Figure 8. Stability boundaries in terms of the proportional gain kp and the quasi-steady-state duty cycle D

for different values of the ramp amplitude VM.

As stated previously, in DC-AC inverters, the reference voltage is a time varying sinusoidal signal
and accordingly the steady-state quasi-static duty cycle D is given by (8). In such a situation, the phase ϕ

is a quasi-static parameter like D. Solving (9) in terms of the phase angle ϕ, one gets two critical values of
the phase angle that can be expressed as follows

ϕ1 = sin−1(
Vg(2D − 1)

VrefD(1 − D)
) (26)

ϕ2 = π − sin−1(
Vg(2D − 1)

VrefD(1 − D)
) (27)
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These closed expressions for the critical phase angles at which SO develops explain the observation made
in Section 3. In terms of the inverter gain M(D) and its maximum value Mmax, the expressions of the
phase angles are given by

ϕ1 = sin−1(
M(D)

Mmax
) (28)

ϕ2 = π − sin−1(
M(D)

Mmax
) (29)

The stability boundary of the system is plotted in Figure 9, in terms of the proportional gain kp

of the voltage controller and the phase angle ϕ ∈ (0, π). Vertical dashed lines in Figure 9 indicate this
theoretical critical value for the set of parameter values shown in Table 1. For each specific union of ϕ1

and ϕ2 curves, it can be noted that there is a turning point at the left side of the union. The system will be
stable at the left of the turning point and will exhibit an SO phenomenon at its right side. For instance,
let kp = 0.2; the system is stable during the entire sinewave cycle as already observed in Figure 5a.
When the proportional gain kp is increased beyond its critical value, SO takes place within a certain phase
interval, the length of which is determined by the intersection points between vertical lines corresponding
to specific values of kp and the two curves of ϕ1 and ϕ2. Notice that the length of the SO interval gets larger
when the proportional gain increases. For instance, for kp = 0.4, it is expected from Figure 9 that the system
will exhibit SO in the phase interval (ϕ1, ϕ2) = (46◦, 134◦) which is in close agreement with the numerical
simulation depicted in Figure 5b. For kp = 0.6, the expected SO interval is (ϕ1, ϕ2) = (24◦, 156◦) which is
in close agreement with Figure 5c and for kp = 0.8, the expected SO interval is (ϕ1, ϕ2) = (7◦, 173◦) which
is in close agreement with Figure 5d.
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Figure 9. Critical phase angles in [◦] defining the SO interval in terms of the proportional gain kp.

The estimated values of the critical phase angles from Figure 9 defining the SO interval differ slightly
from the numerical simulation result in Figure 5. The discrepancies between the theoretically predicted
values in Figure 9 and the ones obtained from numerical simulations depicted in Figure 5 can be attributed
to two main factors. The first one is the use of the quasi-static approximation. The second one is the
fact that at the point where bubbling develops its amplitude is extremely small making it invisible in
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the scale used for representing the complete waveforms of the duty cycle during one entire sinewave
cycle. By zooming close the critical values of ϕ, more accurate data can be obtained and discrepancies
decrease significantly.

As has been shown in Figure 8, the maximal value of the proportional gain kp guaranteeing stability
during the entire the sinewave cycle depends on the ramp amplitude VM. Therefore, the critical phase
angle curves depicted in Figure 9 are also obtained for different values of VM and the results are depicted
in Figure 10. For each ramp amplitude VM, a value of the proportional gain kp selected at the left of the
corresponding turning point will guarantee no presence of SO during the entire sinewave cycle. Note that
as the ramp amplitude VM increases the maximal value allowed for the proportional gain kp also increases.
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Figure 10. Critical phase angles in [◦] defining the SO interval in terms of the proportional gain kp for
different values of the ramp amplitude VM.

7. Conclusions

This paper has focused on the subharmonic oscillation boundary leading to bubbling phenomenon
in a single-phase DC-AC differential boost inverter with a linear resistive load. This work has provided
a comprehensive study of the system and stability problems of the system were discussed in order to
determine stabilizing parameter space. This facilitates convenient selection of parameter values to avoid
distortion due to subharmonic oscillation instability in some intervals of the sinewave voltage reference.
Therefore, the results are useful for practical design of DC-AC inverters to ensure a stable operation and
hence maintain a high power quality and ensuring low and acceptable values of THD. By using time
domain waveforms computed from the circuit-level switched model of the system, it was shown that
the differential boost inverter could exhibit subharmonic oscillation instabilities at the fast switching
scale. Stable and unstable zones of operation, critical parameter values and stability boundaries have
been determined. Floquet theory combined with quasi-static approximation has been used resulting in
accurately locating the critical values of the system parameters. The theoretical predictions are in perfect
agreement with the results obtained from numerical simulations performed on the circuit-level switched
model of the inverter. The methodology presented in this study can be applied to other inverter topologies.
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Abstract: Sliding-mode control (SMC) has been successfully applied to boost inverters, which
solves the tracking problem of imposing sinusoidal behavior to the output voltage despite the
coupled or decoupled operation of both boost cells in the converter. Most of the results reported
in the literature were obtained using the conventional cascade-control structure involving outer
loops that generate references for one or two sliding surfaces defined using linear combinations of
inductor currents and capacitor voltages. As expected, all proposed methods share the inherent
robustness and insensitivity to the uncertainties of SMC, which are the reasons why one of the few
comparison criteria between them is the simplicity of their implementation that is evaluated according
to the required measurements and mathematical operations. Furthermore, the slight differences
between the obtained dynamic performances do not allow a clear distinction of the best solution.
This study presents a new SMC approach applied to a boost inverter in which two boost cells are
independently commutated. Each of these boost cells integrates an outer loop, enforcing the tracking
of harmonic-enriched waveforms to the capacitor voltage. Although this approach increases by
two the number of measurements and requires multiloop controllers, it allows effective alleviation
of the semiconductor voltage stress by reducing the required voltage gain. A complete analytical
study using harmonic balance technique allows deducing a simplified model allowing to obtain
a PI controller valid into to the whole set of operation conditions. The several simulation results
completely verified the potential of the control proposal and the accuracy of the employed methods.

Keywords: boost inverter; harmonic balance; sliding mode control

1. Introduction

The DC–AC boost converter, boost inverter, differential boost inverter or dual boost inverter,
as it has been called by different authors in the literature, was introduced by Caceres and Barbi in
the 1990s [1]. The potential that allowed this converter to attract the interest of researchers in the
following decades was its ability to overcome the most restrictive limitations of the conventional and
well-established full-bridge inverter. This is mainly related to the possibility of generating AC voltages
with amplitudes larger than the input DC voltage without requiring more than one conversion stage
or increasing the number of power semiconductors. This interesting topology is composed of two
identical cells using symmetrical bidirectional boost DC–DC converters that share a back-to-back or
bridge connection and differentially provide the output voltage between their outputs. This feature is
characterized by a reduced common-mode noise but can be affected by DC current circulation in the
load if the bias component of the output voltage of the cells is not correctly equalized [2].

Although the aforementioned features of the boost inverter are very attractive, these can only be
achieved by developing more complex controllers or applying more complex methods to synthesize the
required controllers. Compared with its counterpart, i.e., the full-bridge inverter, the highly nonlinear
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dynamic behavior of the output voltage as a function of the operating duty cycle makes devising
an effective control solution difficult. The higher the required gain to generate the output voltage is,
the higher is the effect of nonlinearity on the dynamic behavior causing that linear controllers cannot
guarantee a proper operation. Further, we need to mention that the approach performance based on
linear control is directly affected by the non-minimum phase nature of the output voltage to control
the transfer function of each boost cell.

Sliding-mode control (SMC) was practically the first approach in the reported literature applied to
control a boost converter in the context of a stand-alone operation. In [1], Caceres and Barbi defined a
sliding surface for each boost cell using a linear combination of current and voltage errors. Although the
required voltage references were nothing more than two DC-biased sinusoidal waveforms with a 180◦

phase shift between them, the current references were difficult to synthesize because it depended on
the input voltage and load current. Hence, the current-error component of the surfaces was obtained
by measuring the high-frequency component of the inductor currents by assuming perfect tracking of
the references in the stationary state. This approach was implemented using hysteresis comparators
that then generated a variable switching frequency. This first proposal could be classified into a set of
double-surface SMC (DS-SMC) approaches. A second method that employed SMC was introduced by
Cortes et al. in [3] in which the control of both boost cells were correlated by complementarily coupling
the commutation of the switches in the boost cells. In that work, a unique sliding surface was defined
that involved the difference between the inductor currents and the proportional and integral actions
that both operated under an output–voltage error. This second proposal, which could be classified as
a single-surface SMC, was implemented using a single hysteresis comparator and required one less
measurement because the voltage of the capacitors were not separately controlled. Furthermore, in the
selected sliding surface, identifying the form of the well-known indirect control applied to regulate the
output voltage of DC–DC converters was possible using an outer proportional–integral (PI) controller
and a current inner loop. More recently, Flores-Bahamonde et al. have reemployed the same technique
by preserving the coupled control action between the converter cells and applying an equivalent
control technique to provide an analytical solution for synthesizing the outer voltage controller [4].
From the perspective of that work, the converter was controlled by imposing a periodic reference to the
difference between the input currents of the cells, which in turn was generated by a PI outer loop that
was configured to enforce the desired shape on the output voltage. That work also employs a hysteresis
comparator for implementation. Finally, from a different perspective of the SMC application in this field
and using a constant-frequency modulator, Wai et al. developed an adaptive fuzzy-neural-network
control (AFNNC) in combination with a total sliding-mode controller [5]. To design the controller,
an additional loop, called as curbing controller, allowed modification of the sliding surface to cope with
unpredictable disturbances, whereas the AFNNC modified the sliding-surface parameters to ensure
permanent stability. Naturally, despite the achieved good performance, the required implementation
was considerably complex compared with that in [4]. In addition, SMC has been applied to the
control of boost inverters in grid-connected applications, which is similar to the work reported in [6]
in which a boost-inverter-based hybrid energy-storage system (HESS) integrates both batteries and
supercapacitors to the grid using two sliding-mode controllers. A particular aspect to consider
regarding this work is the fact that the system can be considered as two boost inverters that share the
connection to the cell capacitors and then share the AC-side differential connection. The complexity of
the control in this approach then comes from the power control used to inject apparent power into the
grid (both active and reactive power), the control used to impose the charge–discharge regimes of the
storage devices and the compact configuration of the HESS.

More recently, following the interest in systems involving batteries and fuel cells, researchers
have paid more attention to the input–current behavior of the boost inverter mainly because of the
scientific results that demonstrate that the ripple content exerts an important negative effect on the
lifetime of storage devices. In a stand-alone case, to adequately shape the output voltage, the control
must minimize the ripple content of the input current, which constitutes an important control objective.
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As expected, the simultaneous accomplishment of these two functions results in new stationary
behavior in the inner variables, which is reflected in their harmonic content. In [7], Jha et al. presented
a cascade-control approach based on the use of a linearization function that evolved depending on
the load and input–voltage operating conditions. A particular feature of this proposal was the use
of three voltage measurements that shared the same reference and that no current measurement was
required. Similarly, Zhu el al. proposed in [8] a waveform control using a cascade controller with
two loops: one that shaped the voltage of the capacitors of the boost cells and the other that shaped
the overall output voltage. These two controllers exhibited the characteristic of avoiding the use of
current measurements.

In the grid-connected case, the control of the inverter forces the shape of not only the output
voltage, but also the current to inject the generated power into the grid. This application of the boost
inverter was explored by Angelidis and Vassilos et al. in [9] using a cascade-control scheme that
involved a loop compensation of the nonlinear gain of each boost cell and then provided the reference
of the inner loops that affected the inductor currents. Similar to the stand-alone case, the enforcement
of the input current to be simultaneously constant with the primary control objective implies an
adjustment of the stationary behavior of the converter variables. A rule-based cascade controller that
determined a component to be added to the voltage references in order to cancel the second-order
harmonic of the input current was developed in [10]. The proposed scheme required the measurement
of the ripple component of the input current to compute the amplitude and phase of the voltage
references of the cascade loops that included a voltage outer loop and a current inner loop per boost cell.
The innovative feature of this controller was the use of a perturb and observe algorithm that computed
the amplitude and phase of the required additional components. Again, a similar cascade-control
scheme was proposed in [11] where an additional outer loop generated the added components from
the measurement of the AC component of the input current. The proposed loop separately determined
the AC components to avoid undesired phase shifts. The common feature of these last three controllers
was the use of harmonic-enriched references in the capacitor-voltage control loops, which increased
the ability of the control system to perform a second function in addition to the tracking of the output
voltage or current. Other interesting works that improved the control of boost inverters can be found
into battery-charging [12,13] and fuel-cell-based applications [14,15].

This study presents an alternative DS-SMC approach that is applied to a boost inverter in which
the boost cells are independently commutated using one cascade controller per cell, thereby enforcing
tracking of harmonic-enriched reference waveforms to shape the capacitor voltage. Second- and
fourth-order terms are introduced to reduce the instantaneous-voltage gain of the cells, which results
in the alleviation of the voltage stress of the switches throughout the period of the output voltage,
as previously assessed in [16] where the same converter was modified by introducing additional power
semiconductors and using half-cycle rectified voltage references. In contrast to the SMC approach
developed in [4], the proposed control requires two additional voltage measurements, one additional
hysteresis comparator and a complementary reference generator to produce the two required harmonic
components. Although this last aspect supposes an increment in terms of cost of the solution, the three
required voltage measurements share the same electric reference which suppose no need of isolation.
Furthermore, since isolation is preferred for increased values of nominal power of the inverter, the cost
of the additional electronics will become irrelevant. Beside this, complexity of the system is not really
affected because the control philosophy is the same (hysteresis comparison and PI outer loop). The size
of the electronic circuit or the computational cost increase depending on the type of implementation,
but this aspect is not comparable with the considerable reduction of the semiconductor voltage stress.

The rest of the study is organized as follows: The boost converter operation and the fundamentals
of the performance improvement are presented in Section 2. After that, in Section 3, the ideal sliding
motion is analyzed for the entire range of operation conditions using the harmonic balance technique.
The constraints to ensure asymptotic stability when tracking the required periodic behavior are
provided as well as a simplified model of the inner loop dynamics. The fundamentals for synthesis
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and implementation of the outer controllers are also explained. Comparative simulation results
demonstrate the feasibility and advantages of the proposed control in Section 4. Finally, conclusions
and future work are presented in Section 5.

2. Fundamentals of the Performance Improvement

The boost inverter depicted in Figure 1 is a fourth order DC–AC converter which is composed by
two conventional boost converter cells. The sub-indices x = {1, 2} were defined to differentiate left and
right sides of the converter, respectively. Each cell is integrated by one inductor (L), one capacitor (C)
and two controlled switches (Sx1: high-side and Sx2: low-side). The two switches into a cell assemble
a bridge leg and then the complete circuit topology is quite similar to the conventional full-bridge
inverter. The input voltage vin is applied to the inputs of the two cells and the output voltage (vo)
is obtained as the difference between the voltages of the output capacitors of the cells (v1 and v2).
The study is developed considering a resistive load ro.

–𝑥 = {1,2} 𝐿𝐶 𝑆𝑥1 𝑆𝑥2𝑣𝑖𝑛𝑣𝑜 𝑣1 𝑣2𝑟𝑜

 

𝑣𝑜𝑒 = 𝑉𝑚 sin𝜔𝑡 = 2𝑉𝑠1 sin𝜔𝑡𝑉𝑚 𝜔 = 2𝜋𝑓 𝑓
𝑣1𝑒 = 𝑉𝑑𝑐 − 𝑉𝑠1 sin𝜔𝑡𝑣2𝑒 = 𝑉𝑑𝑐 + 𝑉𝑠1 sin𝜔𝑡

𝑣1𝑒 𝑣2𝑒
𝑣1𝑒 = 𝑉𝑑𝑐 − 𝑉𝑠1 sin𝜔𝑡 + 𝑉𝑐1 cos𝜔𝑡 +∑𝑉𝑠𝑛 sin 𝑛𝜔𝑡 + 𝑉𝑐𝑛 cos 𝑛𝜔𝑡∞

𝑛=2𝑣2𝑒 = 𝑉𝑑𝑐 + 𝑉𝑠1 sin𝜔𝑡 + 𝑉𝑠1 cos𝜔𝑡 +∑𝑉𝑠𝑛 sin 𝑛𝜔𝑡 + 𝑉𝑐𝑛 cos 𝑛𝜔𝑡∞
𝑛=2

Figure 1. Schematic diagram of the boost inverter circuit.

Stand-alone applications demand that inverter produces a pure sinusoidal signal from a DC input
voltage which in the case of the boost inverter can be lower that the amplitude of the desired output.
Then consider the following output voltage:

voe = Vm sinωt = 2Vs1 sinωt (1)

being Vm the desired amplitude and ω = 2π f , for f being the desired output frequency. To obtain
this voltage, majority of control proposals define as objective the tracking of DC-biased sinusoidal
references in the capacitor voltages. These references have the form:

v1e = Vdc −Vs1 sinωt (2)

v2e = Vdc + Vs1 sinωt (3)

Considering that Equation (1) is obtained from the difference between Equations (3) and (2), it is
easy to note that the same result can be produced using references v1e and v2e with enriched harmonic
content as follows:

v1e = Vdc −Vs1 sinωt + Vc1 cosωt +
∞∑

n=2

Vsn sin nωt + Vcn cos nωt (4)

v2e = Vdc + Vs1 sinωt + Vs1 cosωt +
∞∑

n=2

Vsn sin nωt + Vcn cos nωt (5)

As it was developed in [16], the voltage stress of the semiconductors in the boost inverter is
directly related with the shape of the capacitor voltages. Then, that work shows how enforcing a
DC-biased half-wave rectified sinusoidal is optimal to alleviate the switching losses improving the
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efficiency of the converter. However, in that work, the desired behavior is obtained by using two
additional switches increasing the number of semiconductors and the required auxiliary circuitry.
Then, the concept developed in this study consists of enforcing the desired shape in the capacitor
voltages through independent controllers for each boost cell of the inverter simultaneously ensuring an
output voltage of high quality. Then, two objectives are defined: (a) generating the adequate voltage
references and (b) guaranteeing a robust tracking of these references.

Consider that references are defined to enforce the DC-biased half-wave rectified sinusoidal shape
in the capacitor voltages as follows:

v1e = Vdc −Vs1 + 2Vs1 sinωt[1 + sign(sinωt)] (6)

v2e = Vdc + Vs1 + 2Vs1 sinωt[1 + sign(sinωt)] (7)

Although references Equations (6) and (7) can be easily produced, they can introduce negative
effects into the control loop because of the discontinuity of their derivatives. Then, it is proposed to
build approximate, but smooth references by adding one or two harmonic components to Equations (2)
and (3). To sake of simplicity, analysis is shown only for reference signal v2e as follows:

v2e = Vdc −Vs1 + Vc2 + Vs1 sinωt−Vc2 cos 2ωt (8)

v2e = Vdc −Vs1 + Vc2 + Vc4 + Vs1 sinωt−Vc2 cos 2ωt−Vc4 cos 4ωt (9)

Figure 2 depicts a comparison between signals obtained from numeric evaluation of Equations (7)–(9).
Although a higher number of harmonics can improve the results, solutions given by Equations (8) and
(9) are acceptably good. As it can be observed, for Equation (8) the signal remains below the pure
sinusoidal by a considerable margin while the difference with respect to the signal Equation (9) is slight,
but also important.

Deduction of the amplitude of the added components is constrained to obtain a reference which
maximum and minimum values be the same of the pure sinusoidal. A numeric analysis allows
deduce that for Equation (8), Vc2 = 0.256Vs1 is optimal, while for Equation (9), Vc2 = 0.36Vs1 and
Vc4 = 0.036Vs1 are optimal.

𝑣1𝑒 = 𝑉𝑑𝑐 − 𝑉𝑠1 + 2𝑉𝑠1 sin𝜔𝑡 [1 + sign(sin𝜔𝑡)]𝑣2𝑒 = 𝑉𝑑𝑐 + 𝑉𝑠1 + 2𝑉𝑠1 sin𝜔𝑡 [1 + sign(sin𝜔𝑡)]
𝑣2𝑒𝑣2𝑒 = 𝑉𝑑𝑐 − 𝑉𝑠1 + 𝑉𝑐2 + 𝑉𝑠1 sin𝜔𝑡 − 𝑉𝑐2 cos 2𝜔𝑡𝑣2𝑒 = 𝑉𝑑𝑐 − 𝑉𝑠1 + 𝑉𝑐2 + 𝑉𝑐4 + 𝑉𝑠1 sin𝜔𝑡 − 𝑉𝑐2 cos 2𝜔𝑡 − 𝑉𝑐4 cos 4𝜔𝑡

–

𝑉𝑐2 = 0.256𝑉𝑠1 𝑉𝑐2 = 0.36𝑉𝑠1 𝑉𝑐4 =0.036𝑉𝑠1

𝑣2 𝑽𝒅𝒄 = 𝟎𝑽𝒅𝒄 = 𝟎. 𝟕𝟓𝑽𝒔𝟏 𝑽𝒅𝒄 = 𝟎. 𝟔𝟕𝟔𝑽𝒔𝟏𝑽𝒅𝒄
Figure 2. Comparison of possible waveforms for v2 constraining the voltage excursion.

The minimum limits of the waveforms in the graphic comparison are the same because Vdc = 0
for Equation (7), Vdc = 0.75Vs1 for Equation (8) and Vdc = 0.676Vs1 for Equation (9). Consequently,
the value of Vdc into the references must be defined adequately to ensure that this limit be always
higher that the instantaneous input voltage.
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3. Control of the Inverter

In this work, the adopted control scheme is a classical cascade control structure. The two
inner loops, one for each boost cell, are current control loops. Due to its great flexibility and ease
of implementation, a sliding mode control strategy was retained. The outer loops, one for each
boost cell, are voltage control loops based on saturated PI controllers whose outputs provide an
adequate current reference for the inner loop controllers. The need of saturated PI controllers will be
justified later. An important step for the success of the adopted control strategy is the generation of
appropriate voltage references considering the performance improvements discussed and proposed in
Section 2. These voltage references are determined by a harmonic balance method applied to a power
balance which constitutes a constraint imposed by the inverter structure. Figure 3 depicts the overall
controlled system. Note that the sliding modes controllers are implemented by using simple hysteresis
comparators leading to inner controls expressed as:

ux =

{
0 if Sx(x) > δ

1 if Sx(x) < −δ
x = 1, 2

where δ is a small positive number defined to constraint the maximum switching frequency of the
converter and Sx(x) are the sliding surfaces introduced in a next paragraph. Note that possible variations
of the input source voltage is considered in the proposed strategy to modify the DC-component of the
voltage references. This aspect is covered by taking measure of vin(t) and using a low-pass (LP) filter
to smooth the effect of ripple content. The cutoff frequency of the LP filter must be selected accordingly
with the output frequency (three or four times is enough).

𝒖𝒙 = { 𝟎 𝒊𝒇 𝑺𝒙(𝒙) > 𝜹 𝟏 𝒊𝒇 𝑺𝒙(𝒙) < −𝜹 𝒙 = 𝟏, 𝟐𝜹 𝑺𝒙(𝒙) 𝒗𝒊𝒏(𝒕)

𝑢1 𝑢2 𝑢𝑥 = 0 𝑆𝑥1 𝑆𝑥2𝑢𝑥 = 1 𝑆𝑥1 𝑆𝑥2 𝑥 = 1, 2𝑑𝑖1(𝑡)𝑑𝑡 = 1𝐿 𝑣𝑖𝑛(𝑡) − 1 − 𝑢1𝐿 𝑣1(𝑡)𝑑𝑖2(𝑡)𝑑𝑡 = 1𝐿 𝑣𝑖𝑛(𝑡) − 1 − 𝑢2𝐿 𝑣2(𝑡) (1

𝑑𝑣1(𝑡)𝑑𝑡 = 1 − 𝑢1𝐶 𝑖1(𝑡) + 1𝑟0𝐶 𝑣𝑜(𝑡) (1

𝑑𝑣2(𝑡)𝑑𝑡 = 1 − 𝑢2𝐶 𝑖2(𝑡) − 1𝑟0𝐶 𝑣𝑜(𝑡) (1

𝑣𝑜(𝑡) = 𝑣2(𝑡) − 𝑣1(𝑡) (1𝐮𝟏 𝐮𝟐

Figure 3. Block diagram of the complete control proposal: reference-generation and control.

3.1. Model of the Inverter

The model of the inverter is deduced from the four circuit structures presented in Figure 4.
Introducing the control signals u1 and u2, corresponding to ux = 0 if Sx1 is on and Sx2 is off and
conversely ux = 1 if Sx1 is off and Sx2 is on, x = 1, 2, the converter circuit can be modeled by means of
the following state equations:

di1(t)

dt
=

1
L

vin(t) −
1− u1

L
v1(t) (10)

di2(t)

dt
=

1
L

vin(t) −
1− u2

L
v2(t) (11)

dv1(t)

dt
=

1− u1

C
i1(t) +

1
r0C

vo(t) (12)

dv2(t)

dt
=

1− u2

C
i2(t) −

1
r0C

vo(t) (13)
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vo(t) = v2(t) − v1(t) (14)

where u1 is the control signal of the left-side boost cell and u2 is the control signal of the right-side cell.

(a) (b) 

(c) (d) 

𝑢1𝑢2 1 − 𝑢1

Figure 4. Circuit structures of the boost inverter operating in DS-SMC. (a) Cell 1 state 0, (b) cell 1 state 1,
(c) cell 2 state 0 and (d) cell 2 state 1.

3.2. Inner Current Control Loops

To enforce a sliding mode regime, the switches of the boost inverter can be operated using two
different commutation techniques which have in common the complementarity between the states of
the high-side and low-side switches of each boost cell, i.e., when one of them is turned on, the other is
turned off. A brief description of features distinguishing these techniques can be summarized below:

- The single surface sliding mode control (SS-SMC) produces two circuit structures and is obtained
when the high-side switch of one boost cell is turned on and turned off simultaneously with the
low-side switch of the other boost cell and the same for the other switches. In that case, it is
possible to reduce the number of control signals. One control signal u1 is sufficient to describe
the circuit behavior. The corresponding model is obtained replacing u2 by 1− u1 in the previous
model. The use of this coupled operation of the switches in the control law allows to use only the
measurement of the output voltage and both inductor currents to ensure the desired behavior.
Furthermore, only one hysteresis comparator enforces the sliding regime tracking the inner
reference given by an outer controller which in turn enforces a pure sine-waveform behavior in
the output voltage. Although optimal in terms of implementation and computational cost, this
commutation method is limited to guarantee a single control objective: provide a high quality
output voltage.

- The double surface sliding mode control (DS-SMC) produces four circuit structures and is obtained
when the switches of one boost cell commutate completely independent of the switches of the other
cell. This signifies that control of the cells is independent although the cells are interconnected
through the load and share the connection to the input DC voltage. This is the common way to
configure the control loops although it requires measurement of both capacitor voltages and both
inductor currents. In addition, one hysteresis comparator is required per boost cell to track the
reference given by the outer compensator operating on the capacitor voltage error. Although two
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DC biased pure sine-waves are normally used as references, as discussed in the previous section,
enriching their harmonic content allows considerably reducing the voltage stress of the switches.
Therefore, this control approach is adopted to develop the contribution of this study.

Consider the following sliding surfaces

S(x) =

[
S1(x)

S2(x)

]
=

[
i1(t) − i1e(t)

i2(t) − i2e(t)

]
(15)

where i1e(t) and i2e(t) are given current signals. By applying the invariance conditions S(x) = 0 and
replacing in Equations (9) and (10), the equivalent controls are given by:

1− u1eq =
vin(t) − L

di1e(t)
dt

v1(t)
> 0⇒ di1e(t)

dt
<

vin(t)

L
(16)

1− u2eq =
vin(t) − L

di2e(t)
dt

v2(t)
> 0⇒ di2e(t)

dt
<

vin(t)

L
(17)

Replacing Equations (16) and (17) in Equations (12) and (13) and because on the surface i1(t) = i1e(t)

and i2(t)− i2e(t), the following equations are obtained defining the ideal sliding dynamic of the inverter:

dv1

dt
=

1
C

vini1e

v1
+

1
r0C

(v2 − v1) −
L

C

i1e

v1

di1e

dt
(18)

dv2

dt
=

1
C

vini2e

v2
− 1

r0C
(v2 − v1) −

L

C

i2e

v2

di2e

dt
(19)

Now, consider that converter variables has incremental variations around one instantaneous
operation point v1 = V1 + ṽ1, v2 = V2 + ṽ2, i1e = I1e + ĩ1e, i2e = I2e + ĩ2e,

di1e
dt = I′1e

+ ĩ′1e
, di2e

dt = I′2e
+ ĩ′2e

,
vin = Vin + ṽin and r0 = R0 + r̃o. By following the conventional linearization procedure preserving
only first-order terms, it is obtained that:

dṽ1

dt
= W11̃i1e − LW12̃i′1e − (CW11W12 + b)ṽ1 + bṽ2 + W12ṽin −W3r̃o (20)

dṽ2

dt
= W21̃i2e − LW22̃i′2e − (CW21W22 + b)ṽ1 + bṽ1 + W22ṽin + W3r̃o (21)

W11 = 1
CV1

(
Vin − LI′1e

)
W12 = I1e

CV1
b = 1

R0C

W21 = 1
CV2

(
Vin − LI′2e

)
W22 = I2e

CV2
W3 = V2−V1

R2
0C

(22)

By applying the Laplace transform to Equations (20) and (21), Equations (23) and (24) are
obtained with which the linear model of whole system can be represented using the block
diagram in Figure 5. Transfer functions are defined using the polynomial Equations (25)–(30)
considering G1(s) = B1(s)/A(s), G2(s) = B2(s)/A(s), H12(s) = C1(s)/A(s), H21(s) = C2(s)/A(s),
Hv1(s) = D1(s)/A(s), Hv2(s) = D2(s)/A(s), Hr1(s) = E1(s)/A(s) and Hr2(s) = E2(s)/A(s).

V1(s) = G1(s)I1e(s) + H12(s)I2e(s) + Hv1(s)Vin(s) −Hr1(s)R0(s) (23)

V2(s) = G2(s)I2e(s) + H21(s)I1e(s) + Hv2(s)Vin(s) + Hr2(s)R0(s) (24)

(s) = s2 + [C(W11W12 + W21W22) + b]s + C2W11W12W21W22 + bC(W11W12 + W21W22) (25)

B1(s) = −LW12s2 + [W11 − LW12(CW21W22 + b)]s + W11(CW21W22 + b) (26)

B2(s) = −LW22s2 + [W21 − LW22(CW11W12 + b)]s + W21(CW11W12 + b) (27)
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C1(s) = b(W21 − LW22s) C2(s) = b(W11 − LW12s) (28)

D1(s) = W12s + W12(CW21W12 + b) + bW22 D2(s) = W22s + W22(CW11W12 + b) + bW12 (29)

E1(s) = W3(s + CW21W22) E2(s) = W3(s + CW11W12) (30)

As it can be noted, the parameters of the plant transfer functions G1(s) and G2(s). have a high
dependence not only on the operation point defined by the input voltage and the load, but also on
the shape of the converter waveforms. In order to accurately model the behavior of these parameters,
the inductor currents and their derivatives are analyzed in the next section through application of
harmonic balance technique facilitating the synthesis of the simplest controller.

 

(𝑠) = 𝑠2 + [𝐶(𝑊11𝑊12 + 𝑊21𝑊22) + 𝑏]𝑠 + 𝐶2𝑊11𝑊12𝑊21𝑊22 + 𝑏𝐶(𝑊11𝑊12 + 𝑊21𝑊22)𝐵1(𝑠) = −𝐿𝑊12𝑠2 + [𝑊11 − 𝐿𝑊12(𝐶𝑊21𝑊22 + 𝑏)]𝑠 + 𝑊11(𝐶𝑊21𝑊22 + 𝑏)𝐵2(𝑠) = −𝐿𝑊22𝑠2 + [𝑊21 − 𝐿𝑊22(𝐶𝑊11𝑊12 + 𝑏)]𝑠 + 𝑊21(𝐶𝑊11𝑊12 + 𝑏)𝐶1(𝑠) = 𝑏(𝑊21 − 𝐿𝑊22𝑠) 𝐶2(𝑠) = 𝑏(𝑊11 − 𝐿𝑊12𝑠)𝐷1(𝑠) = 𝑊12𝑠 + 𝑊12(𝐶𝑊21𝑊12 + 𝑏) + 𝑏𝑊22 𝐷2(𝑠) = 𝑊22𝑠 + 𝑊22(𝐶𝑊11𝑊12 + 𝑏) + 𝑏𝑊12𝐸1(𝑠) = 𝑊3(𝑠 + 𝐶𝑊21𝑊22) 𝐸2(𝑠) = 𝑊3(𝑠 + 𝐶𝑊11𝑊12)𝑮𝟏(𝒔) 𝑮𝟐(𝒔)

𝑣1𝑒 = 𝑉𝑑𝑐 − 𝑉𝑠1 sin 𝜔𝑡 + 𝑉𝑐2 cos 2𝜔𝑡 + 𝑉𝑐4 cos 4𝜔𝑡𝑣2𝑒 = 𝑉𝑑𝑐 + 𝑉𝑠1 sin 𝜔𝑡 + 𝑉𝑐2 cos 2𝜔𝑡 + 𝑉𝑐4 cos 4𝜔𝑡
𝑑𝑣1𝑒𝑑𝑡 = −𝜔𝑉𝑠1 cos 𝜔𝑡 − 2𝜔𝑉𝑐2 sin 2𝜔𝑡 − 4𝜔𝑉𝑐4 sin 4𝜔𝑡𝑑𝑣2𝑒𝑑𝑡 = 𝜔𝑉𝑠1 cos 𝜔𝑡 − 2𝜔𝑉𝑐2 sin 2𝜔𝑡 − 4𝜔𝑉𝑐4 sin 4𝜔𝑡

𝑖1𝑒 = 𝐼𝑑𝑐 − 𝐼𝑠1 sin 𝜔𝑡 − 𝐼𝑐1 cos 𝜔𝑡 + ∑(−1)𝑛+1 [𝐼𝑠𝑛 sin 𝑛𝜔𝑡 + 𝐼𝑐𝑛 cos 𝑛𝜔𝑡]4
𝑛=2𝑖2𝑒 = 𝐼𝑑𝑐 + 𝐼𝑠1 sin 𝜔𝑡 + 𝐼𝑐1 cos 𝜔𝑡 − ∑  [𝐼𝑠𝑛 sin 𝑛𝜔𝑡 + 𝐼𝑐𝑛 cos 𝑛𝜔𝑡]4
𝑛=2

Figure 5. Block diagram of the outer voltage controllers.

3.3. Analysis of the Dynamic Behavior using Harmonic Balance

From the analysis in Section 2, the reference required to enforce the desired shape in the capacitor
voltages has the following form:

v1e = Vdc −Vs1 sinωt + Vc2 cos 2ωt + Vc4 cos 4ωt (31)

v2e = Vdc + Vs1 sinωt + Vc2 cos 2ωt + Vc4 cos 4ωt (32)

The corresponding time derivatives are given by:

dv1e

dt
= −ωVs1 cosωt− 2ωVc2 sin 2ωt− 4ωVc4 sin 4ωt (33)

dv2e

dt
= ωVs1 cosωt− 2ωVc2 sin 2ωt− 4ωVc4 sin 4ωt (34)

Now, suppose that the stationary periodic behavior of the inductor currents can be approximated,
in a satisfactory way by means of the following waveforms and its derivatives:

i1e = Idc − Is1 sinωt− Ic1 cosωt +
4∑

n=2

(−1)n+1[Isn sin nωt + Icn cos nωt] (35)

i2e = Idc + Is1 sinωt + Ic1 cosωt−
4∑

n=2

[Isn sin nωt + Icn cos nωt] (36)
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die1

dt
= ωIc1 sinωt−ωIs1 cosωt +ω

4∑

n=2

n
[
(−1)nIcn sin nωt + (−1)n+1Isn cos nωt

]
(37)

di2e

dt
= −ωIc1 sinωt +ωIs1 cosωt +ω

4∑

n=2

n[Icn sin nωt− Isn cos nωt] (38)

On the other hand, expressions Equations (18) and (19) can be interpreted as power balance
constraints for the boost inverter cells. Then, they can be rewritten as follows:

Li1e
di1e

dt
+ Cv1e

dv1

dt
−

(
vini1e +

v1voe

r0

)
= 0 (39)

Li2e
di2e

dt
+ Cv2

dv2

dt
−

(
vini2e −

v2v0e

r0

)
= 0 (40)

Summing Equations (39) and (40), the power balance equation for the complete inverter can be
written as:

L

(
ie2

die2

dt
+ ie1

die1

dt

)
+ C

(
ve1

dve1

dt
+ ve2

dve2

dt

)
−

[
vin(ie1 + ie2) −

veo
2

r0

]
= 0 (41)

By replacing Equations (31)–(38) into Equation (41) and applying the harmonic balance technique,
it is obtained a set of nonlinear algebraic equations, whose unknowns are the amplitudes of the
harmonic components of the currents. It can be compactly written as:

FB(Idc, , Is1, Ic1, Is2, Ic2, Is3, Ic3, Is3, Ic4, Vdc, Vs1, Vc2, Vc4) = 0 (42)

where the components of FB are expressed by:

Fdc = 2VinIdc − 2Vs1
2

r0

Fs2 = ωL
(
Is1

2 − Ic1
2 + 4IdcIc2 + 2Is1Is3 + 2Ic1Ic3 − 2Is2Is4 − 2Ic2Ic4

)
+ωC

(
Vs1

2 − 4VdcVc2 − 2Vc2Vc4

)
+ 2VinIs2

Fc2 = 2ωL(Is1Ic1 − 2IdcIs2 + 2Is1Ic3 − 2Is3Ic1 + 2Is4Ic2 − 2Is2Ic4) −
(
−2VinIc2 +

2Vs1
2

r0

)

Fs4 = 2ωL
(
Is2

2 − Ic2
2 − 2Is1Is3 + 2Ic1Ic3 + 4IdcIc4

)
+ 2ωC

(
−Vc2

2 − 4VdcVc4

)
+ 2VinIs4

Fc4 = 4ωL(Is2Ic2 − Is3Ic1 − Is1Ic3 − 2IdcIs4) + 2VinIc4

Fs6 = 3ωL
(
Is3

2 − Ic3
2 + 2Is2Is4 − 2Ic2Ic4

)
− 6ωCVc2Vc4

Fc6 = 6ωL(Is3Ic3 + Is2Ic4 + Is4Ic2)

Fs7 = 7ωL(−Is3Is4 + Ic3Ic4)

Fc7 = 7ωL(−Is3Ic4 − Is4Ic3)

Fs8 = 4ωL
(
Is4

2 − Ic4
2
)
− 4ωCVc4

2

Fc8 = 8ωLIs4Ic4

(43)

Numeric evaluation of this nonlinear equation system for the entire range of vin and r0 allows to
obtain the shape of the inductor currents and their derivatives which beside to the desired voltage
references allow to analyze the dynamic behavior of the system. Solutions are obtained by using the
function lsqnonlin of MATLAB considering the input–output ranges listed in Table 1 and parameters
in Table 3. For the subsequent analysis, recall that harmonic components of the capacitor voltages
for a given amplitude Vm of the desired output voltage v0(t) are expressed by Vs10.5Vm, Vc20.18Vm

and Vc40.018Vm. The dC component of the voltage references is computed some volts higher than the
minimum permissible value: Vdc = Vin + 0.338Vm + V+.
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Table 1. Range of operation of the converter used for numeric analysis.

Parameter Symbol Minimum Maximum Unities

Input voltage vin 125%–25% 125 + 25% V

Output voltage amplitude (Std. 1) vm 120
√

2 V
Output frequency (Std. 1) f 60 Hz

Output power (Std. 1) Po 24 240 W
Resistive load (Std. 1) ro 600 60 Ω

Output voltage amplitude (Std. 2) vm 220
√

2 V
Output frequency (Std. 2) f 50 Hz

Output power (Std. 2) Po 22 220 W
Resistive load (Std. 2) ro 2200 220 Ω

By evaluating the periodic terms of Equations (16) and (17), it is possible to observe that their
values are always lower than any value of the input voltage in the range of operation of the converter.
Figure 6 shows three cycles of these terms evaluated for 30 coordinates into the range of input voltage
and output load including extreme values. A coincidence of the produced waveforms around zero is
recognized. From these results, it is easy to conclude, that operating with constant voltage and load
values, this condition will never be violated. However, during transient response to input voltage or
power load disturbances, the value of the derivative can considerably increase enforcing the loss of
the sliding regime. As we will see later, maintaining the system in the sliding regime can be ensured
saturating the derivative of the currents.

𝐒𝐲𝐦𝐛𝐨𝐥𝑣𝑖𝑛 – 125 + 25%𝑣𝑚 √2𝑓𝑃𝑜𝑟𝑜 Ω𝑣𝑚 √2𝑓𝑃𝑜𝑟𝑜 Ω

(a) (b) 

Figure 6. Evaluation of three cycles of the waveforms of the inductor voltages for the entire range of
input voltage at full load. (a) Standard 220 V @ 50 Hz and (b) standard 120 V @ 60 Hz.

Figure 7 depicts the inductor current waveforms evaluated for the same 30 coordinates into the
set of operation conditions of the converter. As it can be observed, when the inductor current of
one cell takes negative values, the current in the other one takes positive values. In some few cases
and for short intervals close to the end of each half-period, both currents can take negative values
simultaneously. A coincidence around zero is also observed for this variable.
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(a) (b) 

 𝟐𝑽𝒊𝒏

𝑮𝟐(𝒔) 
(𝑖1𝑒 , 𝑖2𝑒 , 𝑣1, 𝑣2, 𝐿 𝑑𝑖1𝑒𝑑𝑡 , 𝐿 𝑑𝑖2𝑒𝑑𝑡 , 𝑣𝑖𝑛, 𝑟0) = (0,0,2𝑉𝑖𝑛, 2𝑉𝑖𝑛, 0,0, 𝑉𝑖𝑛, 𝑅0)

𝐺1(𝑠) = 𝑠 + 𝑏2𝐶(𝑠 + 2𝑏)𝑠 𝐺2(𝑠) = 𝑠 + 𝑏2𝐶(𝑠 + 2𝑏)𝑠

Figure 7. Evaluation of three cycles of the waveforms of the inductor currents for the entire ranges of
input voltage and output load. (a) Standard 220 V @ 50 Hz and (b) standard 120 V @ 60 Hz.

Figure 8 shows the capacitor voltage waveforms evaluated for the whole range of input voltage of
the converter. Please note that impose these voltage waveforms is one of the control objectives and
then the shape of the voltages must be independent of the power load. It is possible to observe how
independent of the output frequency, the waveforms show coincidence at the end of each half-cycle
taking values in the vicinity of 2Vin. 𝟐𝑽𝒊𝒏

(a) (b) 

𝑮𝟐(𝒔) 
(𝑖1𝑒 , 𝑖2𝑒 , 𝑣1, 𝑣2, 𝐿 𝑑𝑖1𝑒𝑑𝑡 , 𝐿 𝑑𝑖2𝑒𝑑𝑡 , 𝑣𝑖𝑛, 𝑟0) = (0,0,2𝑉𝑖𝑛, 2𝑉𝑖𝑛, 0,0, 𝑉𝑖𝑛, 𝑅0)

𝐺1(𝑠) = 𝑠 + 𝑏2𝐶(𝑠 + 2𝑏)𝑠 𝐺2(𝑠) = 𝑠 + 𝑏2𝐶(𝑠 + 2𝑏)𝑠

Figure 8. Evaluation of three cycles of the waveforms of the capacitor voltages for the entire range of
input voltage at full load. (a) Standard 220 V @ 50 Hz and (b) standard 120 V @ 60 Hz.

From the results of the previous analysis, it seems to be reasonable to evaluate the parameters of
the polynomial Equations (25) and (27) to obtain G2(s) around the average point Equation (44) which
results in the reference current to capacitor voltage transfer functions given by Equation (45).

(
i1e, i2e, v1, v2, L

di1e

dt
, L

di2e

dt
, vin, r0

)
= (0, 0, 2Vin, 2Vin, 0, 0, Vin, R0) (44)

G1(s) =
s+b

2C(s+2b)s
G2(s) =

s+b
2C(s+2b)s (45)

The resulting model shows that system dynamics is not asymptotically stable nor unstable.
Around the linearization point, an integral effect can be observed, but this effect diminishes as we
move away from it. The following as conclusions can be considered for the controller design stage.

1. Without an outer loop, having that the average value of the currents is positive, the voltages of
the capacitors will increase until the permitted physical limits;
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2. Using a proportional controller, the stability is ensured, but the references cannot be accurately
tracked. The error is greater for instantaneous operation points furthest from linearization point;

3. A proportional-integral (PI) controller with adequate parameters can provide an accurate tracking
of the periodic references for all operation points;

4. The resulting transfer functions in Equation (45) show no effect of the input and output voltages
but include the term b which represents the influence of the power load.

3.4. Outer Voltage Controllers

The tracking of the voltage references is guaranteed by the outer loops with PI voltage compensators
defined by: 

sx(t) = satu0

{
Kp

[
d(vx(t)−vxe(t))

dt + α(vx(t) − vxe(t))
]}

ixe(t) =
∫ t

−∞ sx(τ)dτ x = 1, 2
(46)

where satu0(x) is the classical symmetrical saturation function [17] having u0 =
vin(t)

L defining its limits.
Kp and α are positive design parameters, Kp being the proportional gain and αKp the integral gain.
When the signal sx(t) does not saturate, the controller is a classical PI controller whose expression is:

ixe(t) = Kp(vx(t) − vxe(t)) + αKp

∫ t

−∞
(vx(τ) − vxe(τ))dτ, x = 1, 2

The presence of saturation function ensures that the overall controlled system is asymptotically
stable. This can be deduced from the stability result developed in the previous section, simply by
noting that functions ax(t), x = 1, 2, remain positive if condition Equation (15) is satisfied, that is, if:

dixe(t)

dt
<

vin(t)

L
, x = 1, 2

Equation (15) being also a necessary condition for the existence of a sliding regime. In such
situation, for all positive Kp and α, we will have:

lim
t→∞

v1(t) = v1e(t) and lim
t→∞

v2(t) = v2e(t)

For ease implementation of the proposed controller, we can remark that an expression of the outer
control can be formulated with a saturation function whose limit is constant and equal to a positive real
number s0 (i.e., independent of time) chosen to facilitate the controller implementation. An alternate
expression with such a property could be:


sx(t) =

vin(t)
Ls0

sats0

{
Ls0

vin(t)
Kp

[
d(vx(t)−vxe(t))

dt + α(vx(t) − vxe(t))
]}

ixe(t) =
∫ t

−∞ sx(τ)dτ x = 1, 2
(47)

Figure 9 represents the block-diagram of the proposed saturated PI controller.
To simplify the controller structure and then its implementation, if there exists a value vinmin

> 0
such that for all t, vin(t) > vinmin

, it is possible to drop the measurement of vin(t) and replace it by
vinmin

in the control expression. It is also possible to use a non-saturated PI controller if the converter
was adequately designed to track the reference signals of interest (i.e., in a way guaranteeing that the
control never saturates).

To end with the outer loop, the choice of constants Kp and α have an influence on the transient
behavior of the controlled system, but asymptotic stability is always ensured. Even if asymptotic
stability is a necessary condition, it is not sufficient in practice. A good performance level is often
needed. The parameters Kp and αKp can be selected as done classically for a nonsaturated PI controller.
However, it is important to remark that while the stability will be preserved, the performance associated
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with such a choice will only be guaranteed in the zone of linearity of the saturated PI controller.
When the controller will saturate, except stability, no performance level can be guaranteed.

𝑣𝑖𝑛𝑚𝑖𝑛 >0 𝑣𝑖𝑛(𝑡) > 𝑣𝑖𝑛𝑚𝑖𝑛 𝑣𝑖𝑛(𝑡)𝑣𝑖𝑛𝑚𝑖𝑛
𝐾𝑝 𝛼

𝐾𝑝 𝛼𝐾𝑝

2.60417 × 10−7 3.125 × 10−7 𝑅𝐿𝑅𝐶 , – 𝑅𝑀

𝐒𝐲𝐦𝐛𝐨𝐥 𝐕𝐚𝐥𝐮𝐞 C 9 μF𝑅𝐶 mΩ𝐿 120 μH𝑅𝐿 mΩ𝑅𝑀 mΩ

Figure 9. Block diagram of the outer voltage controllers.

4. Validation Results via Simulation

To validate the accurateness of the mathematical procedures and the correct operation of the
proposed control, two simulation tests were built in PSIM software, one for standard of 120 V @ 60 Hz
(Simulation test 1) and another for 220 V @ 50 Hz (Simulation test 2). Comparison of voltage stress in
semiconductors with respect to the SS-SMC presented in [4] is also performed. The simulation step
time was configured to be 2.60417× 10−7 s for the test 1 and 3.125× 10−7 s for the test 2. The parameters
of the power converter and its control are listed in Tables 2 and 3. Parasitic resistances of elements
were obtained from datasheets: Equivalent series resistances in inductors and capacitors (RL and RC,
respectively) and Drain-Source on–resistance in MOSFETs (RM). Considering that the proposed control
can be entirely implemented with analog electronics, digitalization effects were only considered for
reference generation. The generation method presented in [18] was considered, where signals are
produced by using a look-up table storing 128 samples of 10 bits for a cycle of the output signal. It is
worth mentioning that these features are typical of low cost microcontroller.

Table 2. Control parameters used in simulations.

Parameter Symbol Value (60 Hz) Value (50 Hz) Unities

Proportional gain Kp 0.3 0.2
Integral gain αKp 25 × 10−6 20 × 10−6

Saturation limit s0 500 × 103 500 × 103 A/s
Hysteresis band width 2δ 2 2 A
Cutoff frequency LPF fc1 240 200 Hz

Table 3. Parameters of the power converter in simulations.

Element Manuf./Reference Parameter Symbol Value Unities

Capacitors KEMET [19]
Capacitance C 9 µF

Series
resistance

RC 8.3 mΩ

Inductors Bourns [20]
Inductance L 120 µH

Series
resistance

RL 28 mΩ

MOSFETs ROHM [21] On-resistance RM 196 mΩ

In both simulation tests, five points are enforced to assess the stationary and transient behavior.
Selected conditions and time intervals are listed in Table 4. Sudden transitions are enforced during the
load changes while ramp type transitions with intervals of 3 ms are applied for input voltage changes.
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Table 4. Operation conditions and time intervals used in simulation tests.

Convention Input Voltage Power Load Test 1 (60 Hz) Test 2 (50 Hz)

Operation condition 1 125.0 V 100% 0.10–0.15 s 0.10–0.16 s
Operation condition 2 93.75 V 100% 0.15–0.20 s 0.16–0.22 s
Operation condition 3 156.2 V 100% 0.20–0.25 s 0.22–0.28 s
Operation condition 4 156.2 V 25% 0.25–0.30 s 0.28–0.34 s
Operation condition 5 93.75 V 25% 0.30–0.35 s 0.34–0.40 s

4.1. Simulation Test 1 (American Standard 120 V @ 60 Hz)

Figure 10 presents the waveforms at the output of the converter (voltage and current), the capacitor
voltages and the inductor currents for the simulation test 1. As it can be observed, the output signal
accurately track the high quality sinusoidal in both stationary and transient regimes. After disturbances,
the AC component of the capacitor voltages remains unchanged while its average value adapts to the
input voltage. Table 5 summarizes the obtained THD (lower than 1%) and RMS error (lower than 0.2%)
demonstrating the high performance of proposed control in the five selected operation points.

al ) ) 

–
ndition 2 –  

–
–
–

–

𝑉𝑑𝑐 = 𝑉𝑖𝑛 + 0.338𝑉𝑚 + 𝑉+ 𝑉+

Figure 10. Simulated results during Experiment 1 using the proposed DS-SMC.
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Table 5. Output voltage quality for simulation test 1 (120 V @ 60 Hz).

Convention Time Interval THD (%) RMS Error (%)

Operation condition 1 0.10–0.15 s 0.70 0.06
Operation condition 2 0.15–0.20 s 0.70 0.06
Operation condition 3 0.20–0.25 s 0.71 0.07
Operation condition 4 0.25–0.30 s 0.71 0.08
Operation condition 5 0.30–0.35 s 0.66 0.10

Figure 11 shows a comparison between the DS–SMC approach developed in this work and the
SS-SMC approach developed in [4]. As it can be noted, the voltage of the capacitors which is the
same voltage applied to open semiconductors in each boost cell is always lower for the DS-SMC. It is
relevant to mention that two features of the proposed control are responsible of the improvement:
(a) the harmonic content included in the capacitor voltages and (b) their average component. The DC
component cannot be accessed using the SS-SMC approach while using the proposed DS-SMC this
component allows to enforce the minimum value of the output capacitors to be almost equal to the
input voltage. In this simulation test Vdc = Vin + 0.338Vm + V+ being V+ settled to 5 V.

–
–
–

ndition 4 –  

ndition 5 –  

Figure 11. Simulated semiconductor voltages comparing SS-SMC and DS-SMC for simulation test 1.

4.2. Simulation Test 2 (European Standard 220 V @ 50 Hz)

Figure 12 presents the waveforms at the converter for the simulation test 2. It is possible to confirm
that the output signal accurately track the high quality sinusoidal. Table 6 summarizes the obtained
THD and RMS error which show values lower than 1% and 0.2%, respectively. It is worth mentioning
that the required voltage gain increases around 50% without affecting the performance of the control
which use the same parameters.

Table 6. Output voltage quality for simulation test 2 (220 V @ 50 Hz).

Convention Time Interval THD (%) RMS Error (%)

Operation condition 1 0.10–0.16 s 0.76 0.08
Operation condition 2 0.16–0.22 s 0.76 0.10
Operation condition 3 0.22–0.28 s 0.76 0.08
Operation condition 4 0.28–0.34 s 0.77 0.09
Operation condition 5 0.34–0.40 s 0.74 0.11
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– 𝑉𝑑𝑐 = 𝑉𝑖𝑛 +0.338𝑉𝑚 + 𝑉+ 𝑉+
Figure 12. Simulated waveforms during experiment 2 using the proposed DS-SMC.

Equal to the previous test, the DS–SMC and SS-SMC approaches were compared. Again, the voltage
applied to semiconductors is always lower for the DS-SMC. The expression Vdc = Vin + 0.338Vm + V+

being V+ settled to 5 V is used to define input voltage. In addition, similar to the previous case,
the alleviation of the semiconductor voltage stress is at least of 30 V and becomes up to 100 V. A more
accurate analysis is presented in the next subsection.

4.3. Semiconductor Voltage Stress Comparison

A further analysis was done by reviewing the maximum, minimum and average semiconductor
voltage stress for inverter operating with the two studied standards using the same simulations
producing Figures 11 and 13. In addition to the two methods compared in these figures, the proposed
control without adding the harmonic components in the voltage references is also assessed. In Table 7,
the minimum voltage corresponds with intervals in which the input voltage is minimum (125 V–25%),
the maximum voltage corresponds to the intervals in which the input voltage is maximum (125 V + 25%)
and the average is computed considering the complete simulation interval for both standards.

93



Appl. Sci. 2020, 10, 4912

–

Figure 13. Simulated semiconductor voltages comparing SS-SMC and DS-SMC for simulation test 2.

Table 7. Comparison of control methods regarding semiconductor voltage stress.

Control Method
Standard 1 (120 V @ 60 Hz) Standard 1 (220 V @ 50 Hz)

Min (V) Max (V) Avg (V) Min (V) Max (V) Avg (V)

SS-SMC [4] 136 418 254 120 533 290
DS-SMC (Sine references) 97 331 209 97 472 285

DS-SMC (Modified references) 97 331 182 97 472 235

Results demonstrate how the voltage stress of the semiconductors reduces considerably by
employing the DS-SMC proposed in this study (Separate voltage control loops minimizing the
DC-bias of the references) even without additional harmonic components into the voltage references.
Beyond that, results also demonstrate conclusively how the addition of the two harmonic components
in the references further improve this feature.

5. Conclusions

In this study, the sliding mode control technique was effectively applied to accomplish two
main objectives in the operation of the boost inverter: (a) provide a high quality output voltage and
(b) minimize the required voltage gain in the boost cells to alleviate semiconductor voltage stress.
Different from all previously published works related to the control of this converter, the voltage of
the capacitors are enforced to have additional optimal values of double and fourth harmonic terms.
The objectives are accomplished by means of two independent multiloop controllers involving an inner
loop of sliding mode control implemented using hysteresis comparators and PI compensators ensuring
the tracking of harmonic enriched references. Additionally, having a degree of freedom to modify
the average value of the capacitor voltages, an adaptive feed-forward loop was integrated helping to
further reduce the required gain in the converter cells. A complete study of the stationary behavior of
the converter was developed to obtain a simple model of its dynamics by using the harmonic balance
technique. A PI controller with saturation of the output derivative allowed to ensure the sliding regime
of the inner loop which is also an innovative feature of the proposed control scheme. The obtained
THD is lower than 0.8% and the regulation of the RMS value is lower than 0.2% in the entire range of
operation of the converter for both standards used as case study. The alleviation of the semiconductor
voltage stress is very important also for both analyzed standards.
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From the results of the present work, a new control scheme is being developed using a multiple
input multiple output perspective of the problem, this allowing a better action on the coupling dynamics
of the boost cells. Prospective work involves experimental validation using a laboratory prototype.
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Abstract: The advent of renewable energy resources and distributed energy systems herald a new set
of challenges of power quality, efficient distribution, and stability in the power system. Furthermore,
the power electronic converters integration has been increased in interfacing alternate energy systems
and industries with the transmission and distribution grids. Owing to the intermittency of renewable
energy resources and the application of power electronic converters the power distribution faces
peculiar challenges. The dead-time effects are among the main challenges, which leads to the
distortion of third harmonics, phase angle, torque pulsation, and induction motor current, causing
severe quality problems for power delivery. To tackle these problems, this paper proposes a novel
dead time compensation technique for improving the power quality parameters and improving the
efficiency of power converters. The proposed model is simulated in MATLAB and the parametric
equations are plotted against the corresponding parametric values. Furthermore, by implementing
the proposed strategy, significant improvements are attained in the torque pulsation, speed, and total
harmonic distortion of the induction motor. The comparisons are drawn between with and without
dead time compensation technique, the former shows significant improvements in all aspects of the
power quality parameters and power converters efficiency.

Keywords: industrial microgrid; dead-time compensation; power quality; variable frequency drive;
third harmonic distortion; induction motor

1. Introduction

The problems at the distribution side of electrical power systems are categorized under the
umbrella of power quality problems consisting of distortion in phase angle, voltage waveforms,
fundamental current, as well as frequency. The definition of power quality has been used to include
several issues related to a power supply such as voltage and current quality, the stability of power
supply, quality of the overall system, and efficiency of supply and consumption of power [1]. These
problems primarily stem from the non-ideal characteristics of power electronic equipment. The
power providers are warranted to ensure stable, smooth, and safe power supply conforming to
a pure sinusoidal voltage signal to the end-user [2]. At present-day, with the worldwide energy
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crisis becoming increasingly conspicuous and environmental pollution becoming increasingly serious,
worldwide renewable generation technologies have been developed rapidly [3–5]. However, the
introduction of power electronics, necessitated by the presence of renewable energy sources (RES)
at the distribution junction inflicts distortions in current and voltage causing difficulties in ensuring
smooth electric supply [6]. Contemporary research is focused on finding novel ways to achieve the
standards of power quality and with the forecast of incessant RES growth will be a major challenge for
years to come. The adverse impacts of less than ideal power quality are amply documented in [7].
Almost all of these benchmarks are application-based, there have been almost tens of rules established
by the Institute of European Commission (IEC) for the power quality. Although the most important
power quality standard is IEC 61000-2-2, which ensures that the voltage harmonic levels in the power
system do not surpass the compatibility levels [8].

Non-linear power electronic products have been finding a greater market in the residential and
industrial sectors owing to their cost-effectiveness and high efficiency. Variable frequency drives
(VFDs), power factor (PF) correction equipment, and switch-mode supplies (SMPSs) improve the
overall system efficiency [9]. Additionally, industrial application for power converters is also increasing.
This has shifted the overall research focus on the development of state-of-the-art power converters [10].
Pulse width modulation (PWM) and voltage source inverter (VSI) are generally installed for motor
drives. Ideally, the turn-off-on of the two power devices at each leg of an inverter is complimentary.
However, in the practical application, the time delay in the turn-off of one and turn-on of the other
device may lead to short-circuiting of DC-link due to momentary simultaneous conduction [11]. To
address this problem a blank duration, called dead-time, is inserted between the switching on of the
one device and off of the other ensuring safe operation [12]. The effective voltage is affected by the
dead time at lower frequencies, which further distorted the inverter output voltage and results in
additional components of low-order harmonics. Moreover, this also causes distortion in the current
waveforms [13]. These effects necessitate devising novel dead-time compensation strategies detailed
in [14]. The strategies are categorized in two broad types: (1) feed-forward compensation entailing
calculation of error stemming from the dead time and the concomitant forward voltage drop, and their
subsequent compensation through control algorithms; and (2) stringent observation of disturbance
magnitude and the subsequent proportionate compensation.

The first category of compensation strategies is contingent on the detection of current polarity-
made difficult by high-frequency disturbances, and a phenomenon called “zero-current-clamp” [15].
Current polarity detection circuits are undesirable due to complicated structures and extra cost [16].
The low pass interference filtering strategy is rendered inefficient due to the phase lag they generate
inducing new errors. Consequently, the current research is focused more on uncovering alternative
means of current polarity detection, and interference filtering devoid of the phase lag problem. One
such strategy involves the use of current reference value to offset the influence of clamp and avoid the
repeated near-zero crossing of the actual sampled current [17]. This strategy, however, suffers from the
drawback of potential error between the actual and reference current as well as its suitability for only
closed-loop control of current. Some have devised a strategy of calculating the current polarity angle
and place a high significance on the angle between the current vector and rotor flux angle [18].

Similarly, some have employed the method of dead-time and forward voltage drop induced
error calculation in off-line or on-line mode, followed by the addition of the error to power devices’
driving pulses [19]. In [20], the dead-time effect is aptly compensated but at the expense of inducing
forward voltage drop. Contrarily in [21], the forward voltage drop is addressed while ignoring the
dead-time. There also exist some models which take both the dead-time and forward voltage drop into
consideration and both the factors are separately analyzed suggesting the possibility of compensating
both the effects and found them independent of each other [22]. The error time and error voltage are
mutually convertible as per the average value theory. Since inverter legs operate at disparate legs,
the error of each can be independently measured to achieve more accurate compensation. This will
involve constant estimation of error as the switching frequency changes [23]. There is however the
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danger of unexpected current clamp in this method when the compensation suddenly changes while
current crosses zero.

In the second category of dead-time compensation techniques, the current direction is not
necessary, and a complex model of the adaptive voltage compensation algorithm is implemented to
suppress the dead-time effect [24]. A fast and a slow response disturbance observer are employed
which makes a distinction between the back EMF and disturbance voltage, leading to voltage error
correction [25]. However accurate motor parameters and complex calculations are major downsides to
this approach. The effects of parasitic capacitances of power devices are also important in the context
of the compensation method [26]. The dead-time causes an error in the modulation voltage. In [27], the
dead-time compensation is utilized for the modulation error and the effects of the dead time have been
analyzed on three-level inverters. However, the proposed technique on [27] isn’t used to eliminate the
consequences of dead time effect on power quality.

In this paper, the five parameters of power quality have been improved by a novel DTC technique
and the consequences of dead time effect on power quality have been eliminated. A schematic of
an industrial microgrid with DTC is given in Figure 1. In this figure, industrial motors make up the
majority of the industrial microgrid loads. Introducing DTC in power converters can help in curtailing
the non-ideal nature of power electronics. The current research attempts to alleviate the effects of dead
time on power converter parameters, for instance, curtailing fundamental voltage, distorting current
waveforms, phase angle, and third harmonic as well as torque pulsation. The parametric equations for
all the parameters are derived for normal scenarios and dead time compensation scenarios. The model
is simulated in MATLAB with two different cases and the results, with and without the proposed
model application, are drawn.

 

Figure 1. Conceptual view of an Industrial Microgrid.
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The article is organized as follows: Section 2 delineates the model structure for power quality
enhancement with the DTC technique; Section 3 investigated the proposed DTC method along with
the mathematical modeling of this method; Section 4 explains the outcomes of the research work with
a discussion on the importance of the research to the field, and Section 5 lists the conclusions derived
from the research endeavor.

2. System Modeling

The model of power quality improvement involves the incorporation of high-level pulse width
modulation, in this case, IGBT, into the electrical switching system while retaining the switching
frequency at 2–15 kHz levels [21]. To cope with the non-ideality in a small delay, called dead time, is
inserted in the operation to avoid short circuits. Meanwhile, the dead time causes various parameters
deterioration, therefore power quality analysis is carried out which mostly focused on the reduction of
the negative consequences of dead time. The proposed method consists of dead time compensation
(DTC) strategy for stabilization of 3 phase induction motors in the open-loop system using variable
frequency drive (VFD) to govern the speed required for AC motors besides the offsetting of the adverse
effects of DTC. A schematic of the proposed model is outlined in Figure 2. It consists of “volt-per-Hz”
drive the design of which is delineated in the following. A specially minted control mechanism is
applied for maintaining a fixed level of magnetizing current. Additionally, variable stator voltage
support is also implemented.

 

Figure 2. Model structure with dead-time compensation.

Since dead time is directly proportional to PWM signal output; the increase or decrease of one
directly decreases or decreases the other resulting in a closer-to-original voltage pulse. Accordingly,
the current study employs two methods for correcting dead time induced distortion: full correction
methodology which factors in the phase angle magnitude and initiates a novel s/w for enhanced
output; and partial correction methodology which helps the PWM on-chip hardware. At least one of
these correction methodologies is pertinent to improve the PWM inverter parameters. The increasing
parameters of PWM inverter values used in pair register; need to be kept in check with the help of
software. The value is dependent on the transistor and is important for the output voltage in DT. The
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partial correction method essentially builds the basis for polarity detection, which is helpful in the
improvement of load current waveform, the magnitude of fundamental voltage, phase angle, third
harmonic distortion, and induction motor parameters such as current waveform, torque pulsation, and
speed. Albeit many shortcomings are concomitant with this method; the current settles at zero at the
point of disturbance.

3. Proposed Dead Time Compensation Technique

In this section, the proposed dead-time compensation (DTC) method is investigated. First, the DTC
for the PWM inverter is performed. Then, the modeling of the proposed DTC technique is introduced.

3.1. Dead-Time Compensation for PWM Inverter

The design of a three-phase voltage-based inverter is given in Figure 3 where ‘n’ and ‘o’ indicate
dc link and induction motor neutral points respectively and IGBTs paired with diodes work as switches.
As an example, the effect of dead time and forward voltage drops have been examined in phase A
leg. The phase A leg contains four different current paths as demonstrated in Figure 3. The forward
voltage drop of IGBT is represented as ‘uce’ and that of the anti-diode as ‘ud’. From Figure 4, phase A
current ia is represented by the dashed line in Figure 4. It is established from Figure 4a,b that when
current flows from the inverter to load, ia > 0 and from Figure 4c,d it is evident that ia < 0 for opposite
current direction reverses.

𝑢 𝑢𝑖 𝑖 > 0 𝑖 <0

 

𝑖 𝑖

Figure 3. Two-level inverter-motor system [21].

𝑢 𝑢𝑖 𝑖 > 0 𝑖 <0

𝑖 𝑖

  
(a) (b) (c) (d) 

Figure 4. Analysis of different current flow paths of phase A. (a) When i_a>0 from D1 (b) When i_a>0
from D2 (c) When i_a<0 from D1 (d) When i_a<0 from D2 [21].
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Since the delay in the on-off of IGBTs for this study is extremely small in comparison to the dead
time, it is considered negligible. In the beginning, the dead time setting is analyzed. The delays
between turn on and off of power electronic devices (IGBTs) are considered negligible in this study as
they are very small in comparison to the dead time. One switching cycle of sinusoidal pulse width
modulation (SPWM) contains two stages of dead time in which power electronic devices remain in the
OFF state. Hence, the load current is forced to pass through anti-parallel diodes D1 or D2 (depending
on the direction). Current flows through D2 when ia is positive during phase A and is interconnected
to the negative terminal as evident from Figure 4b. If ia is negative, current flows through D1 with
phase A connection setting shown in Figure 4c.

Forward voltage drop occurs when the switching devices pass load current. When the current is
positive, the voltage output at phase A is marginally less than the respective DC linkage voltage. In
such instances, the IGBT S1 passes current from the positive linkage or D2 passes current from the
negative linkage. Similarly, for negative ia, the voltage output at phase A is marginally greater in
comparison to the DC linkage voltage. In this case, positive linkage gets current via D1, and negative
linkage via S2. The various permutations of currents flow, and voltage waveforms at different instances
are given in Table 1.

Table 1. The error between the ideal voltage and the actual voltage.

Time (T)
Ideal O/P

Voltage/Actual Voltage
Ideal O/P Voltage

Actual O/P
Voltage

Dead-Time
Error

t0 − t1 D2/D2 −Vdc/2 −Vdc/2− ud ud

t1 − t2 S1/D2 Vdc/2 −Vdc/2− ud Vdc + ud

t2 − t3 S1/S1 Vdc/2 Vdc/2− uce uce

t3 − 4 D2/D2 −Vdc/2 −Vdc/2− ud ud

t4 − t5 D2/D2 −Vdc/2 −Vdc/2− ud ud

t5 − t6 S2/S2 −Vdc/2 −Vdc/2 + uce −uce

t6 − t7 D1/D1 Vdc/2 Vdc/2 + ud −ud

t7 − t8 D1/D1 Vdc/2 Vdc/2 + ud −ud

t8 − t9 S2/D1 −Vdc/2 Vdc/2 + ud −Vdc − ud

t9 − t10 S2/S2 −Vdc/2 −Vdc/2 + uce −uce

As seen from Table 1 the error voltage is the largest for the time range t8 − t8 where ia is negative.
These analyses for phase A leg can also be applied to three-phase legs. The gate signals and voltage
waveforms of phase A as per the pulse generation rule of SPWM are given in Figure 5. It depicts the
gate input and dead time incorporated gate input signals for top and bottom switching devices (u + g,
u− g), voltage output (uideal), real output voltage incorporating dead time (ureal), with both dead time
and forward voltage drop (ureal2).

Accordingly, the corresponding dead time error is given as the difference between uideal and uideal2.
Similarly, Vdc, Ts, and Td indicate the DC linkage voltage, switching period, and dead time respectively.
It is evident from the left side of Figure 4 that for negative ia ideal PWM voltage is greater than the
actual PWM voltage. In other words, the ideal voltage output will exceed the actual voltage output.
The actual o/p voltage will be slightly less when the forward voltage drop is applied. The voltage varies
between Vdc

2 − uce and −Vdc
2 − ud when the load current is applied to positive and negative terminal

respectively. It is evident from Figure 5 that the deviation from ideal behavior is a function of dead
time. Additionally, there is a dependence on the current direction; when altered from load to positive
terminal, the output is Vdc

2 + ud, while changes to −Vdc
2 + uce for the opposite current direction.
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.

𝑖
𝑡 − 𝑡 𝑖

𝑢 + 𝑔 𝑢 − 𝑔 𝑢 𝑢𝑢

 

𝑢𝑢 𝑉 𝑇 𝑇 𝑖
Figure 5. Illustration of voltage waveforms and gate signals [21].

3.2. Modeling of the Proposed Dead Time Compensation

The block diagram for 3-phase idealized PWM inverter is illustrated in Figure 6. The DTC
model is schematically presented in Figure 7. The model employs an ideal relay possessing two
specifications: memory-less, and nonlinearity. The voltage distortion ε depends on Td the delay time
and carrier signal Vc(t) the slope of the triangular waveform. Take the required signal Vi(t) is gradually
varying as compared to the high-frequency carrier signal C. The ratio ε/Td is equal to 2Vc/

(
Tc
2

)
the

down-slope, the triangular carrier signal Vc(t) and therefore we have ε = 2VcTd/
(

Tc
2

)
= 4 fcVcTd.

Where ε represents as voltage distortion, Td is a time delay and fc represents the frequency of the
carrier signal.
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𝑇 = 𝑇∗ + 𝑆𝑖𝑔𝑛(𝑖 )𝑇𝑆 𝑆
𝑉 = 𝑉 = 𝑉2

 

𝑖 > 0 𝑉 = 𝑉2 − 2𝑉 (𝑤ℎ𝑒𝑛 𝑆 = 1)𝑉 = −𝑉 − 𝑉 (𝑤ℎ𝑒𝑛 𝑆 = 0)𝑉 = − 𝑉2 + 2𝑉 (𝑤ℎ𝑒𝑛 𝑆 = −1)𝑖 < 0 𝑉 = 𝑉2 + 2𝑉 (𝑤ℎ𝑒𝑛 𝑆 = 1)

Figure 6. Block diagram for 3-phase idealized pulse width modulation (PWM) inverter.

𝑇 = 𝑇∗ + 𝑆𝑖𝑔𝑛(𝑖 )𝑇𝑆 𝑆
𝑉 = 𝑉 = 𝑉2

 

𝑖 > 0 𝑉 = 𝑉2 − 2𝑉 (𝑤ℎ𝑒𝑛 𝑆 = 1)𝑉 = −𝑉 − 𝑉 (𝑤ℎ𝑒𝑛 𝑆 = 0)𝑉 = − 𝑉2 + 2𝑉 (𝑤ℎ𝑒𝑛 𝑆 = −1)𝑖 < 0 𝑉 = 𝑉2 + 2𝑉 (𝑤ℎ𝑒𝑛 𝑆 = 1)

Figure 7. Proposed model for the (DTC) method.

The desired results can be obtained by setting the deviation ‘ε’ to 0 or dead time ‘Td’ to 0. Since
the inherent objective is to compensate for the dead time, the following derivation further explores the
ideal PWM inverter [27].

Terr = To f f − Ton − Td + 2Tcom (1)

where ‘Tcom’ indicates the compensation time when ‘ia < 0′.
For phase A:

Terr_a = Sign(ia)Tma (2)

where
Tma = To f f − Ton − Td + 2Tcom (3)

Sign(ia) =
{

1 (ia > 0)
1 (ia < 0)

(4)

When voltage Ua is positive for phase A, the switching cycle time duration is Ta, and for S1, it is
T∗a. For negative Ua, the switching cycle time duration is Ta for phase A, and for S4 it is T∗a.
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Correspondingly the relation between effective time (Ta) and commanded time (T∗a) comes out to
be [21]:

Ta = T∗a + Sign(ia)Tma (5)

Similarly, for Phase B and C the same quantities are given as:

Tb = T∗b + Sign(ib)Tmb (6)

Tc = T∗c + Sign(ic)Tmc (7)

where IGBTs S3 and S1 remain turned on and off respectively for (1) to (7). However, at the neutral
point when fundamental voltage is balanced:

Vdc1 = Vdc2 =
Vdc2

2

when ia > 0:

Vao =
Vdc

2
− 2Vce (when Sa = 1) (8)

Vao = −Vd −Vce (when Sa = 0) (9)

Vao = −
Vdc

2
+ 2Vce (when Sa = −1) (10)

when ia < 0;

Vao =
Vdc

2
+ 2Vd (when Sa = 1) (11)

Vao = Vd + Vce (when Sa = 0) (12)

Vao = −
Vdc

2
+ 2Vc (when Sa = −1) (13)

Supposing no change in the direction of current, (8)–(13) gives:

Vao = Sa

(1
2

Vdc + Vd −Vce

)
− Sign(ia)(Vce + Vd) (14)

When voltage drop increases with respect to current:

Vce = Vceo + rce|ia| (15)

Vd = Vdo + rrd|ia| (16)

Combining (15) and (16) with (14) gives:

Vao = Sa

(1
2

Vdc + Vd −Vce

)
− Sign(ia)(Vce + Vd) (17)

As per volt-second balance theorem:

Sa =

[
T∗a + TmaSign(ia)

Ts

]
Sign

(
Ua_re f

)
(18)

Va =

[
T∗a + TmaSign(ia)

Ts

](1
2

Vdc + Vd −Vce

)
Sign

(
Ua_re f

)
− (Vceo + Vdo)Sign(ia) − (rce + rd)ia (19)

Now for phase b and c:

Vb =




T∗
b
+ TmbSign(ib)

Ts



(1

2
Vdc + Vd −Vce

)
Sign

(
Ub_re f

)
− (Vceo + Vdo)Sign(ib) − (rce + rd)ib (20)
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Vc =

[
T∗c + TmaSign(ic)

Ts

](1
2

Vdc + Vd −Vce

)
Sign

(
Uc_re f

)
− (Vceo + Vdo)Sign(ic) − (rce + rd)ic (21)

Balanced load for three-phase loads is indicated as:

Va + Vb + Vc= 0 (22)

ia + ib + ic= 0 (23)


Va = Vao + Vo

Vb = Vbo + Vo

Vc = Vco + Vo

(24)

Hence, the schematic illustration of the PWM inverter shown in Figure 3 is thus transformed into
the final DTC model schematically represented in Figure 8.

𝑉 = 𝑉 + 𝑉 (𝑤ℎ𝑒𝑛 𝑆 = 0)𝑉 = − 𝑉2 + 2𝑉 (𝑤ℎ𝑒𝑛 𝑆 = −1)
𝑉 = 𝑆 12 𝑉 + 𝑉 − 𝑉 − 𝑆𝑖𝑔𝑛(𝑖 )(𝑉 + 𝑉 )

𝑉 = 𝑉 + 𝑟 |𝑖 |𝑉 = 𝑉 + 𝑟 |𝑖 |
𝑉 = 𝑆 12 𝑉 + 𝑉 − 𝑉 − 𝑆𝑖𝑔𝑛(𝑖 )(𝑉 + 𝑉 )

𝑆 = 𝑇∗ + 𝑇 𝑆𝑖𝑔𝑛(𝑖 )𝑇 𝑆𝑖𝑔𝑛 𝑈 _
𝑉 = 𝑇∗ + 𝑇 𝑆𝑖𝑔𝑛(𝑖 )𝑇 12 𝑉 + 𝑉 − 𝑉 𝑆𝑖𝑔𝑛 𝑈 _ − (𝑉 + 𝑉 )𝑆𝑖𝑔𝑛(𝑖 ) − (𝑟 + 𝑟 )𝑖
𝑉 = 𝑇∗ + 𝑇 𝑆𝑖𝑔𝑛(𝑖 )𝑇 12 𝑉 + 𝑉 − 𝑉 𝑆𝑖𝑔𝑛 𝑈 _ − (𝑉 + 𝑉 )𝑆𝑖𝑔𝑛(𝑖 ) − (𝑟 + 𝑟 )𝑖
𝑉 = 𝑇∗ + 𝑇 𝑆𝑖𝑔𝑛(𝑖 )𝑇 12 𝑉 + 𝑉 − 𝑉 𝑆𝑖𝑔𝑛 𝑈 _ − (𝑉 + 𝑉 )𝑆𝑖𝑔𝑛(𝑖 ) − (𝑟 + 𝑟 )𝑖

𝑉 + 𝑉 + 𝑉𝑖 + 𝑖 + 𝑖𝑉 = 𝑉 + 𝑉𝑉 = 𝑉 + 𝑉𝑉 = 𝑉 + 𝑉

 

− 𝑠𝑖𝑔𝑛(𝑖 ))(𝑔(𝑖 ) = 𝑠𝑖𝑔𝑛(𝑖 )
Figure 8. Three-phase SPWM inverter with the proposed DTC method.

Subsequently, the control block of the upper section (−
(
ε
2

)
sign(ia)) is canceled out with a feedback

block (g(ia) =
(
ε
2

)
sign(ia)a). The Feed-forward f (ê) method is employed for dealing with hysteresis.

The hysteresis compensation block as given in Figure 7 is utilized. To achieve the characteristics of an
ideal relay, transfer features such as m, Va are used. Figure 7 also gives a representation of the dead
time feedback blocks g(ia), and feed-forward block f (ê) of the SPWM inverter model. Owing to the
inherent phase lag the feed-forward compensation cannot be ignored. At this stage, the DTC technique
can be applied to the 3-phase PWM inverter, an example of which has been demonstrated in Figure 3.

The compensation of dead time blocks g(ia) (feedback) and f (e) (feedforward) of the 3 phase
SPWM inverter model is presented in Figure 7 schematically. Due to an inherent phase lag, the f (ê)

(feed-forward compensation) cannot be ignored. Just now at this stage, the DTC technique is ready to
be applied on 3-phase PWM inverter for practical implementation which is presented in Figure 3.

Furthermore, before the dead time compensation method the equation has the following shape:

e = [Vi(t)] −Vc(t) (25)

After converting the deviation, ε, to phase voltage, Va; adjusting Td and ε equal to zero; eliminating
the factor −

(
ε
2

)
sign(ia) through feedback factor g(ia) =

(
ε
2

)
sign(ia) application; and applying for the

compensation through feedforward for dealing with the inherent phase angle.
It is pertinent that the voltage control signal Vi(t) in (25) is equal to [Vi(t) − f (ê) + g(ia)] and

Equation (25) becomes:
e = [Vi(t) − f (ê) + g(ia)] −Vc(t) (26)

where ê = Vi −Vc and f (e) and g(ia) are nonlinear functions.
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4. Results and Discussion

Following the mathematical modeling, the proposed dead-time compensation model was
simulated using MATLAB/Simulink for validation of the method. The V/ f strategy was employed
for system control. Since the compensation strategy only depends on the characteristics of the power
devices, a three-phase Y-connected symmetrical RL load was deployed at the output terminal of
the inverter. The key parameters used in the simulation are listed in Table 2 while the important
characteristics of the industrial motor are given in Table 3. The simulation time is kept twice the
fundamental period to avoid imprecise results and surplus data; otherwise, the simulation may stop
due to computer memory exhaustion.

Table 2. Relevant parametric values of the Simulink Model.

No Parameters Input Values

1 Reference Signal fr 50 Hz
2 Carrier Signal fc 5k Hz
3 Amplitude modulation Index 0.8
4 DC Voltage 700 V
5 Time Delay Td 10 µs
6 Vc 1
7 Vr 0.8
8 Load Resistance 12.6 Ω

9 Load inductor 40 mH

Table 3. Characteristics of induction motor (industrial load).

No Parameters Rating

1 Nominal power of IM 5.4 HP
2 The nominal voltage of induction motor 400 V
3 Nominal frequency of induction motor 50 Hz
4 Speed 1430 rpm
5 Power factor 0.8
6 Rated torque 10 Nm

Dead-time distortion correction algorithms are a useful tool for adjusting PWM relevant to the
actual polarity of phase current. The PWM control signal is extended by the addition of dead time, to
match the actual pulse with the desired values, when the voltage pulse is shortened. Contrarily, for
prolonged voltage pulse by dead time, the PWM signal is reduced by an equivalent time, leading to a
match between the actual and desired voltage pulse. Resultantly an actual voltage signal equal to the
desired signal is achieved, along with a sinusoidal phase current.

4.1. Impact of Dead Time on Load Current Waveform

Without the dead time compensation and the proposed dead time compensation method, when the
fundamental frequency f1 is 5 Hz, the load current waveform is substantially improved. The amplitude
of the current waveform is increased and distortion is reduced significantly. The current waveform is
almost the same as the ideal current waveform. The provision for the mandatory delay in switching
signals in IGBTs to accommodate dead time can induce undesirable sub-harmonics, subsequently
causing deviation in load current as illustrated in Figure 9. The proposed DTC compensates the
distortions to make the signal more sinusoidal as shown in Figure 10.
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Figure 9. Load current with/without DTC (a) phase 1 (b) phase 2 (c) phase 3.
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Figure 10. Calculation of total harmonic distortion (THD) without and with DTC.

4.2. Total Harmonics and Individual Harmonics Distortions Calculation by FFT Analysis

The third harmonic distortion is the main problem due to the non-ideal characteristics of power
converters. By nature, ‘each regularly distorted waveform may be defined as a number of pure sine
waves in which the frequency of each sinusoid is an integer multiple of the fundamental frequency of
the distorted wave. The sum of the sinusoids is referred to as the “Fourier series.” In recent years, they
have also concentrated on the harmonic distortion of the power field.

Dead-time is unavoidable in inverter circuitry as it prevents short-circuiting. However, it comes
with the side effect of total harmonic distortion, thus necessitating DTC. The proposed DTC can
alleviate the side effects. As can be seen from Figure 10, the third harmonic distortion is 16.26% without
DTC. However, after the application of the novel DTC, the distortion is mitigated by 3.77% to 12.49%,
as presented in Table 4. This improvement of almost 4% will be instrumental for the health of the
motors operating in industrial load.

Table 4. FFT analysis of the load current.

Without DTC With DTC 10 µs

Fundamental Frequency (50 Hz) 7.437 6.784

Total harmonics distortion THD (%) 16.26% 12.49%

Individual harmonic distortion (IHD) represents the relation between the root mean square (RMS)
value of the fundamental (RMS) value of the individual harmonics in Equation (29) [28]:

IHDn = In/I1 (29)

For third harmonic, n is represented by 3. From Figure 10, the RMS of the fundamental current is
equal to 100. Also, the RMS of the third harmonic current without DTC is 11.615 A and with DTC is
7.475 A. Therefore, IHD3 = 11.615 /100 ∗ 100 = 11.615 without DTC and IHD3 = 7.475 with DTC.

4.3. Improvement in Fundamental Voltage Magnitude and Phase Angle

Dead-time induces certain drawbacks in the power electronic circuitry such as a decrease in
fundamental voltage and distortion of other parameters. These effects can be effectively coped with
through the incorporation of the proposed DTC. The fundamental voltage magnitude can be restored,
and the harmonics minimized. Figure 11a for dead time 10 µs presents the fundamental voltage
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magnitude in the absence of DTC and presents the same parameter after DTC, respectively. It is evident
that the fundamental voltage has significantly improved as a result of the application of the proposed
DTC technique.

𝐼𝐻𝐷𝑛 = 𝐼𝑛/𝐼1𝑛𝐼𝐻𝐷3 = 11.615 /100 ∗ 100 = 11.615 𝐼𝐻𝐷3 = 7.475
𝝁

𝜇𝑠

𝜇𝑠

𝜇 𝑉𝑎𝑉𝑎Figure 11. Without/with 10 µs DTC (a) fundamental voltage (Va) magnitude (b) fundamental voltage
(Va) phase angle.

Phase angle distortion is also a downside of dead time. However, an efficient DTC strategy
can handle this drawback to a certain degree. The proposed DTC model can achieve significant
improvements in this domain as well. Figure 11b for dead time 10 µs shows the phase angles distortion
pre and posts using the DTC technique respectively. It is vividly evident from these figures that
the phase angle distortion has been significantly reduced through the application of the proposed
DTC technique.

4.4. Improvement in Power Quality Parameters of Induction Motor

The induction motors are major energy-using equipment, any issues with their smooth operation
are extremely significant. The unavoidable delay in signal switching can cause sub-harmonics leading
to waveform distortion in the current signal. Additionally, it can also lead to pulsation in torque, and
reduction in the rotational speed of the motor, manifesting in heat dissipation from the motors. These
distortions and the concomitant damages can be significantly reduced by employing an efficient DTC
technique. The DTC technique can restore the current to one looking more like the sinusoidal curve
which entails the remedy of the aforementioned drawbacks in motor performance. DTC insertion in
the inverter circuitry has been shown to mitigate the harmonic distortion and load torque pulsation.
Furthermore, DTC can lead to practical improvements in motor performance such as smooth operation,
limited torque ripples, low noise, and enhance efficiency in operation due to lower harmonic losses.

The proposed DTC technique has been applied to the inverter circuit with the harmonic distortion
mentioned above. Figure 12a–c show the improvement in the current waveform distortion, motor speed,
and torque pulsation respectively. In Figure 12a–c, using DTC application shows better performance in
comparison with using DTC application for the motor speed and the torque pulsation, respectively.
The left side of these figures represents these parameters before the application of DTC, while the right
sides represent the post DTC parameters’ behavior.
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–
–

application of DTC, while the right sides represent the post DTC parameters’ behavior.

𝜇
𝜇

𝝁
15.707 A 𝐼𝐻𝐷3 =29.2759 /100 ∗ 100 = 29.2759% 𝐼𝐻𝐷3 = 14.645%

Figure 12. Without/with 10 µs DTC (a) induction motor current (b) speed of induction motor
(c) Torque pulsation.

4.5. Case 2: Dead-Time 1 µsec and Switching Frequency 1 kHz

In case 2, the studies show that the current magnitude of the harmonics is the same, while the
distortion factors are different due to time increasing as shown in Figure 13. If we take 1 micro-second,
as shown in Figure 13, the third harmonic distortion without DTC is 16.26 percent. Moreover, after the
implementation of the proposed DTC, method the distortion is reduced from 18.36% to 10.20%, as seen
in Table 5. For the quality of power in industrial loads, an average increase of almost 8% is important.
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𝜇
𝜇

C 𝝁s 

15.707 A 𝐼𝐻𝐷3 =29.2759 /100 ∗ 100 = 29.2759% 𝐼𝐻𝐷3 = 14.645%

Figure 13. Calculation of total harmonic distortion (THD) without and with DTC.

Table 5. FFT analysis of the load current.

Without DTC With DTC 1 µs

Fundamental Frequency (50 Hz) 8.227 6.714

Total harmonics distortion THD (%) 19.20% 16.16%

From Figure 13, the RMS of the fundamental current is equal to 100. Also, the RMS
of the third harmonic current without DTC is 15.707 A and with DTC is 10.295 A. Therefore,
IHD3 = 29.2759/100 ∗ 100 = 29.2759% without DTC and IHD3 = 14.645% with DTC.

Similarly, the fundamental voltage magnitude may be recovered in case 2 and the harmonics
reduced as shown in Figure 14a. Figure 14a explicitly indicates the voltage magnitude in the presence
of the DTC and also displays the same parameter before the DTC when time is 1 microsecond. It is
clear that the voltage magnitude has dramatically changed as a result of the implementation of the
new DTC methodology.

𝑉𝑎 𝑉𝑎

–

Figure 14. With/without DTC (a) fundamental voltage (Va) magnitude (b) fundamental voltage (Va )
phase angle.

In fact, the distortion of the phase angle in case 2 is also increased due to dead-time effects.
However, if we take 1 micro-second, an effective DTC strategy will deal with this problem to some large
extent. Figure 14b demonstrates the before and after the distorted phase angles of voltage magnitude
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by using the DTC methodology, respectively. It is clear from this figure that the distortion of the phase
angle was greatly decreased by the implementation of the new DTC strategy.

In case 2 while the dead time is changed from 10 to 1 micro-seconds, the DTC incorporation in the
inverter circuit is shown to reduce the total harmonic distortions and also torque pulsation as shown in
Figure 15a. In addition, DTC will lead to realistic changes in an induction motor performance, along
with the smooth operation, low noise, minimal torque ripples, and increased operating efficiency due
to the lower harmonic losses. Figure 15a–c demonstrate the increase in current waveform quality,
induction motor speed, and also torque pulsation, collectively.

𝑉𝑎 𝑉𝑎

–

𝜇

–

Figure 15. Without/with 1 µs DTC (a) induction motor current (b) speed of induction motor
(c) Torque pulsation.
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5. Conclusions

The research endeavor successfully models and implements a novel dead time technique rooted
in dead time compensation for enhancing the power quality parameters. The overall efficiency
improvement of power converters has been achieved from cumulative improvements in several power
quality parameters such as sinusoidal load current, phase angle, fundamental voltage magnitude,
harmonic distortion. Further, the mitigation in a motor operation like torque pulsation smoothening,
current waveform restoration, and speed enhancement are also enhanced. The parametric equations
for all the parameters are derived for normal scenarios and dead time compensation scenarios. The
model is simulated in MATLAB with two different cases and the results, with and without the proposed
model application, are drawn. Finally, two separate case studies of the performance relative to the
pre-model and major changes in all dimensions of the power quality parameters and the output of
the power converters deficiency are found by the implementation of the dead time compensation
technique. The proposed DTC results in significant improvement in the following parameters as
exhibited in Figures 9–15:

(a) Sinusoidal load current waveform has been achieved by applying dead time compensation,
leading to the removal of distortions accruing from harmonics

(b) Fundamental voltage magnitude has been significantly restored through the proposed
DTC implementation.

(c) The phase angle has been improved through the proposed DTC strategy. Additionally, the third
harmonic distortion has been significantly alleviated 3.77%, through the proposed DTC strategy
in Case 1 and 3.04% in Case 2.

(d) Significant improvements have been achieved in the induction motor parameters post the DTC
strategy application. Parameters like torque pulsation, speed, and THD which cause hindrance
in smooth motor operation have been demonstrably improved through the novel technique.
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Abstract: This paper proposes a new sliding surface for controlling a Semi-Bridgeless Boost Converter
(SBBC) which simultaneously performs Power Factor Correction (PFC) and DC bus regulation. The
proposed sliding surface is composed of three terms: First, a normalized DC voltage error term
controls the DC bus and rejects DC voltage disturbances. In this case, the normalization was
performed for increasing system robustness during start-up and large disturbances. Second, an
AC current error term implements a PFC scheme and guarantees fast current stabilization during
disturbances. Third, an integral of the AC current error term increases stability of the overall system.
In addition, an Adaptive Hysteresis Band (AHB) is implemented for keeping the switching frequency
constant and reducing the distortion in zero crossings. Previous papers usually include the first
and/or the second terms of the proposed sliding surface, and none consider the AHB. To be best of the
author’s knowledge, the proposed Sliding Mode Control (SMC) is the first control strategy for SBBCs
that does not require a cascade PI or a hybrid PI-Sliding Mode Control (PI-SMC) for simultaneously
controlling AC voltage and DC current, which gives the best dynamic behavior removing DC
overvoltages and responding fast to DC voltage changes or DC load current perturbations. Several
simulations were carried out to compare the performance of the proposed surface with a cascade PI
control, a hybrid PI-SMC and the proposed SMC. Furthermore, a stability analysis of the proposed
surface in start-up and under large perturbations was performed. Experimental results for PI-SMC
and SMC implemented in a SBBC prototype are also presented.

Keywords: sliding surface; sliding mode control; semi-bridgeless boost converter; adaptive hysteresis
band; power factor correction; non-linear control

1. Introduction

Many electrical devices such as motors, computers and household appliances use
passive rectifiers for supplying energy to DC loads. The rectifying action usually injects
lower order harmonics which increase the Total Harmonic Distortion (THDi) of the current,
reduces the Power Factor (PF) and worsens the energy quality of electrical grids [1–3].
Active rectifiers have become an attractive alternative for overcoming these problems [4,5].
They are current-controlled rectifiers used to control the current in the AC side and provide
a regulated DC voltage to load, their controllers are usually designed for keeping PF and
THDi within admissible ranges (PF > 0.9 and THDi < 5%) according to IEEE Std. 519 and
IEC/EN 61000-3-2 [6,7].

Several active rectifiers with PFC-based on boost converter have been proposed to
replace passive rectifiers [8–10]. Among these, SBBC is a promising topology since it stands
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out by reducing the number of diodes in the current path from source to load, decreasing
conduction power losses and improving overall efficiency. In addition, SBBC topology has
two clamped diodes that connect the source to the circuit ground, decreasing common
mode noise and electromagnetic interference [8,11,12]. Due to the aforementioned reasons,
the SBBC topology was selected as the topology under study of this paper.

SBBC controllers are usually based on classic cascade PI or linear controllers which
feature an external voltage loop and an inner current loop that use Pulse Width Modulation
(PWM) for generating the required control signals and activating power switches. However,
this kind of controllers present start-up overvoltages causing instability and affecting
sensitive loads [10,13–17]. Particularly, Kim et al. [17] made a comparative analysis for PFC
of several high efficiency AC/DC boost topologies. They showed that linear controllers
allow obtaining high PFs and low THDis; however, there are some issues to highlight:
(1) DC voltage response has over peaks; (2) AC current stabilization time has a delay of
several cycles in face of disturbances and load changes; and (3) the AC current waveform
near zero crossing presents distortions [9,11,14]. In general terms, linear PI controllers are
designed around an operating point which reduces the dynamic response in presence of
large disturbances; furthermore, the dynamic performance of the controller is degraded
when the operation region of the converter moves away from the equilibrium point used in
the design [8,11,13]. In addition, large disturbances and extensive changes in the operation
point supremely affect sensitive loads [18]. To improve the response of power systems,
the use of non-linear controllers with fast response under disturbances and high working
range is desirable.

SMC is a non-linear control strategy that represents a good alternative for controlling
variable structure systems, as SBBCs. SMC improves the robustness against large and
fast disturbances and reduces the sensitivity of the system to the variation of parameters.
Furthermore, SMC deals with uncertainty in modeling parameters. Moreover, it can
directly provide the switching signals of power switches by means of hysteresis modulation.
Consequently, the dynamic response in closed loop is the fastest possible [19–24].

The most relevant and recently published papers related to SBBC controllers, along
with their main contributions and some drawbacks, are summarized hereafter.

In [12,25], the authors proposed a hybrid PI-SMC for a SBBC that allows reducing the
injection of DC current into the power network. They implemented hysteresis modulation;
nonetheless, the hysteresis band amplitude is constant, obtaining a variable switching
frequency which increases THDi. Their sliding surface function consists of reducing the
error between voltage and current waveforms, guaranteeing AC current and voltage in
phase. SMC ensures current control for PFC when load is increasing up to 140%; however,
the DC voltage presents variations of up to 13% around the equilibrium point and a delay
of several grid cycles for voltage stabilization is observed. Basically, DC voltage was not
considered in the sliding surface design; hence, the controller response is slow for DC
bus regulation.

In [26], the authors presented an analysis between integral and double integral SMC
for AC current error. Their current sliding surface with an integral component presents low
steady state error and high PF; nonetheless, the AC current has high THDi. The sliding
surface with double integral reduces steady state error and THDi; however, a DC current
component appears. For this sliding surface, DC voltage dynamic was not considered.

Sudalaimani et al. [27], Shieh and Chen [28] implemented a hybrid PI-SMC for current
error reduction. In this case, the DC voltage is controlled by the external PI loop and it does
not present over peaks when the load or source are disturbed or when the reference voltage
is changed. Nevertheless, a slow response with delay of seconds for both AC current and
DC voltage is observed.

Kessal and Rahmani [15] implemented an AC/DC converter with hybrid PI-SMC
for PFC. In this case, a genetic algorithm (GA) for obtaining the sliding coefficients was
developed. AC current and DC voltage errors were considered in the sliding surface
design; however, the DC voltage response presents oscillations and high overvoltages
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in the presence of load disturbances since the SMC response was limited by the linear
controller. In addition, THDi increases due to the significant distortion produced in the
AC current near zero crossing.

Mallik et al. [23] implemented an AC/DC converter based on totem-pole topology
with a hybrid PI-SMC controller. AC current and DC voltage errors were considered in the
sliding surface design. An integral surface of AC current and DC voltage errors were also
included, reducing the steady state errors. In this case, fast responses were reached when
AC current changes were incorporated; nevertheless, an external limiter for protection of
power switches was required. In addition, the DC voltage presented over peaks due to the
linear component of the controller.

Mohanty and Panda [18] presented an AC/DC converter with a hybrid PI-SMC
controller and a PWM modulation for fixing switching frequency. The AC current and
DC voltage with their corresponding integrative errors were considered. The DC voltage
presented oscillations with over peaks of up to 11%, which were mitigated in several cycles
of the source when the load changed, so that linear controller response was slower. Table 1
summarizes the key point of the literature review.

Table 1. Key points of the literature review.

Ref. Contributions Drawbacks

[12,25] Hybrid PI-SMC with constant hysteresis band. 1. Variable switching frequency.
2. DC voltage not considered in the SS.

[15] GA hybrid PI-SMC 1. DC voltage oscillations.
2. High DC overvoltages.

3. High THDi near zero crossings.

[18] Hybrid PI-SMC controller (fixed frequency). 1. DC voltage oscillations.
2. Slow linear control.

[23] Hybrid PI-SMC controller (Totem-pole topology). 1. Protection external limiter required.
2. DC voltage over peaks.

[26] Integral and double integral SMC. 1. Integral: high THDi

2. Doble integral: DC current components.
3. DC voltage not considered in the SS.

4. DC voltage control was not implemented.

[27,28] Hybrid PI-SMC for current error reduction. 1. AC-current and DC-voltage slow responses.

According to the reviewed literature, the knowledge gap consists of developing a SMC
controller for SBBC that simultaneously performs Power Factor Correction (PFC) and DC
bus regulation without using cascade PI or PI-SMC controllers to achieve the best dynamic
behavior that removes DC overvoltages and responds fast to DC voltage changes or DC
load current perturbations. For this, we propose the use of SMC with a new sliding surface
with three terms that improves the following aspects: (1) A normalized DC voltage error
term removes DC voltage instability in start-up and large disturbances, since the controller
gives priority to the current controller component increasing robustness [29]. (2) An AC
current error term implements a PFC scheme and guarantees fast current stabilization
during disturbances. (3) An integral sliding term for the AC current error increases the
overall system stability and reduces the stable-state error in presence of load or source
disturbances. It is worth mentioning that this paper presents a rigorous deduction of the
sliding mode conditions giving specific details and explaining the phenomenon of current
waveform distortion that is presented in zero crossings.

Another contribution of the paper is the implementation of an Adaptive Hysteresis
Band (AHB) to fix the switching frequency according to the system dynamic, which
improves current waveform in zero crossing and reduces THDi. The proposed AHB does
not need PWM signals; hence, the SMC response is fast without compromising robustness.
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This paper is organized as follows. Section 2 corresponds to the SMC design which
includes transversality, existence and equivalent control conditions. Section 3 describes
the controllers implemented in this paper: PI control, PI-SMC and SMC. Additionally, the
AHB is described for PI-SMC and SMC. Section 4 presents the simulation results, including
a comparative analysis of the control schemes and a detailed analysis of the proposed
sliding surface illustrating its effectiveness. Section 5 presents the experimental results that
demonstrate the effectiveness of the proposed SMC. Finally, conclusions are presented in
Section 6.

2. Sliding Mode Control Design

In this section, the mathematical procedure for the SMC design is detailed through
a five-step procedure: The first step consists of obtaining the SBBC mathematical model.
The second step corresponds to the description of the proposed sliding surface for DC
voltage regulation and PFC. The third step consists of the validation of the transversality
condition. The fourth step is the validation of existence conditions. The fifth step is
the validation of the equivalent control condition to evaluate SBBC under ideal control
conditions. According to the authors of [30,31], transversality, existence and equivalent
control conditions are sufficient for guaranteeing stability and convergence of the SMC.

The control objectives are as follows: (1) control the waveform of AC current, keeping
it sinusoidal and in phase with AC voltage for PFC; (2) control the amplitude of the AC
current ripple near zero crossing in order to reduce THDi; and (3) regulate the DC voltage
according to load requirements.

2.1. First Step: SBBC Mathematical Modeling

Figure 1 corresponds to the SBBC topology with clamped diodes. This topology
has two inductors L1 and L2 (it is assumed that L1 = L2 = L); four diodes D1, D2, D3
and D4; two power switches Q1 and Q2; and a capacitor C. The AC source is denoted
by (vs = Vssin(wt)), while the DC load is the resistor R. L1, Q1 and D1 operate in the
positive semi-cycle, while L2, Q2 and D2 operate in the negative semi-cycle. SBBC can be
modeled as a boost converter for each semi-cycle and switches actuate with the control
signal (u)(u = 1 for closed switches and u = 0 for open switches). The mathematical
model (Equations (1) and (2)) is obtained using Kirchhoff laws for both switching states.
Equation (1) represents output voltage (vo) dynamic (DC voltage) and Equation (2) de-
scribes the dynamic behavior of the AC current (is). For a detailed description concerning
the operation principle, deduction of equations and non-minimum phase issues, the work
of Mejía-Ruiz et al. [32] can be consulted.

dvo

dt
= − vo

RC
+ (1 − u)

is

C
(1)

dis
dt

=
vs

L
− (1 − u)

vo

L
(2)

2.2. Second Step: Sliding Surface Proposal

The sliding surface (S) proposed in this paper is composed of the terms S1, S2 and S3 as
indicated in (3). Their respective sliding coefficients are α1, α2 and α3. S1 corresponds to the
normalized DC voltage error where Vre f is the DC voltage established as a requirement in
the design process [29]. S2 corresponds to the AC current error, where the reference current
(ire f ) is a rectified sinusoidal signal being Ire f its amplitude, as indicated by (4). Ire f is
obtained through the power balance between SBBC input and output (P = vsire f = Vre f io).
S3 corresponds to the integral of the AC current error used to increase system stability.
This integral reduces the amplitude of oscillations in start-up for input current or in face of
large disturbances.
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S = −α1

(
vo

Vre f
− 1

)

︸ ︷︷ ︸
S1

− α2(is − ire f )︸ ︷︷ ︸
S2

− α3

∫
(is − ire f )dt

︸ ︷︷ ︸
S3

(3)

ire f =

(
2Vre f vo

RVs

)

︸ ︷︷ ︸
Ire f

|sin(wt)| (4)

Equations (1)–(3) are conveniently expressed using x1 = (vo/Vre f − 1) and x2 =
is − ire f as follows:

dx1

dt
=

(1 − u)(x2 + ire f )

CVre f
− (x1 + 1)

RC
(5)

dx2

dt
=

vs

L
−

Vre f (1 − u)(x1 + 1)

L
−

dire f

dt
(6)

S = −α1x1 − α2x2 − α3

∫
x2dt (7)

Equation (8) represents the reference current time derivative (dire f /dt) where coeffi-
cients γ1 and γ2 are defined as auxiliary variables. Equations (6) and (8) can be combined
for deducing the dynamics of current error in (9).

dire f

dt
=

(
2V2

re f

RVs
|sin(wt)|

)

︸ ︷︷ ︸
γ1

dx1

dt
−
(

2wV2
re f

RVs
cos(wt)sign[sin(wt)]

)

︸ ︷︷ ︸
γ2

(x1 + 1) (8)

dx2

dt
=

vs

L
+

[
γ1

RC
− γ2 −

(1 − u)Vre f

L

]
(x1 + 1)− γ1(1 − u)

CVre f
(x2 + ire f ) (9)

Q1

RC

L1

L2

D1 D2

D3 D4 Q2

vs

io

ic +

_

vo

is
u

Figure 1. Topology SBBC with clamped diodes.

2.3. Third Step: Validation of Transversality Condition

Transversality condition allows evaluating if the SBBC can be controlled by using
the control signal u according to (10). Equation (11) represents Ṡ that was obtained by
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deriving (7). The solution for the transversality condition is expressed by (12); this equation
gives the first condition for sliding coefficients (α1/α2) (see (13)).

d

du

(
dS

dt

)
6= 0 (10)

dS

dt
= Ṡ = −α1

dx1

dt
− α2

dx2

dt
− α3x2 (11)

d

du

(
dS

dt

)
=

α1

CVre f
(x2 + ire f )− α2

[
Vre f

L
(x1 + 1) +

γ1

CVre f
(x2 + ire f )

]
6= 0 (12)

α1

α2
6=

CV2
re f

L

(x1 + 1)
(x2 + ire f )

+ γ1 (13)

Figure 2 is the representation of the right side of (13) (blue curve). Note that the
maximum values tend to infinite when wt = 0 and wt = π, while the minimum value is
presented with wt = π/2. Fulfilment of the transversality condition in the complete range
of operation is given when the α1/α2 ratio is less than the minimum value of the curve
(see (14)). According to Figure 2, (14) better expresses the condition of (13).

α1

α2
<

CRVs

2L
+

2V2
re f

RVs
(14)

 [rads]

0

[A
]  ∝ 1 ∝ 2 

𝜔𝑡 

𝜋 2 𝜋 

curve ∝1∝2 ≥ 𝐶𝑅𝑉𝑠2𝐿 + 2𝑉𝑟𝑒𝑓2𝑅𝑉𝑠  

∝1∝2 → 𝑖𝑛𝑓𝑖𝑛𝑖𝑡𝑒 

Transversality fulfilment when ∝1∝2 < 𝐶𝑅𝑉𝑠2𝐿 + 2𝑉𝑟𝑒𝑓2𝑅𝑉𝑠  

Figure 2. Graphical representation of transversality condition.

2.4. Fourth Step: Validation of Existence Condition

This condition ensures the existence of a sliding mode around S = 0, such that SBBC
must remain within the sliding surface when S → 0 (see (15)), guaranteeing not only S = 0
but also x1 = x2 = 0. Under these conditions, the system remains controlled around the
equilibrium point.

lim
S=0+

dS

dt
|u=1 < 0 and lim

S=0−

dS

dt
|u=0 > 0 (15)

Equation (16) presents the first existence condition when the system operates over
the sliding surface and the control signal (u = 1) is applied for following the dynamic
trajectories towards S = 0.

lim
S=0+

dS

dt
|u=1 =

[
α1

α2

1
RC

+ γ2 −
γ1

RC

]
(x1 + 1)− α3

α2
x2 −

vs

L
< 0 (16)
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Figure 3a is the representation of (16), while Figure 3b is the zoom in at the extremes
(wt = 0 and wt = π) which correspond to zero crossings. Note that dS/dt is lower than
zero for almost the entire operating range, while dS/dt is greater than zero around zero
crossings. Thus, for the entire operating range, regions near zero crossings correspond
to unstable points and the SBBC cannot be controlled. In a strict sense of sliding mode
theory, this condition is not fulfilled and sliding mode control should not be implemented.
However, in practical terms, the instability of the system is produced in a short period of
time, and basically this is the reason AC current deforms at zero crossing. Zero crossing
deformation is not exclusive to the theory of sliding modes; this phenomenon also occurs
when other control techniques are implemented [9,11,14]. In general terms, sliding mode
theory allows explaining the phenomenon of zero crossing deformation. To mitigate the
deformation at zero crossings, an adaptive hysteresis band based on current geometry is
proposed, as described in Section 3.

𝜔𝑡  [rads]
0 𝜔𝑡 

𝜋 2 𝜋 

 0 𝑚𝑎𝑥 

0

0
 [rads]

a) b)
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𝑚𝑖𝑛 
𝑑𝑆 𝑑𝑡 [ 𝑠−1 ]  

 𝑚𝑎𝑥 𝑑𝑆𝑑𝑡 = 𝛼1𝛼2 + 2𝜔𝑉𝑟𝑒𝑓2𝑅𝑉𝑠  

𝑑𝑆𝑑𝑡 = 𝛼1𝛼2 − 2𝜔𝑉𝑟𝑒𝑓2𝑅𝑉𝑠  

𝜔𝑡 = 𝑐𝑜𝑡−1 𝑅𝑉𝑠22𝜔𝐿𝑉𝑟𝑒𝑓2  

                                

𝑑𝑆 𝑑𝑡 [ 𝑠−1 ]  

1

2

3

Instable region

Figure 3. dS/dt for existence condition when u = 1. (a) Representation in the range of wt = [0, π];
(b) Zoom in at wt = 0 and wt = π.

Equation (17) provides the second condition for α1/α2 which was obtained by evalu-
ating (16) in system boundaries and in steady state. This condition is more restrictive than
the transversality one.

α1

α2
<

2wCV2
re f

Vs
(17)

Equation (18) presents the second existence condition when the system operates under
the sliding surface, and the open control signal (u = 0) is applied to follow the dynamic
trajectories towards S = 0. Figure 4 shows that dS/dt is greater than zero for the entire
operating range. This condition is obtained considering (17).

lim
S=0−

dS

dt
|u=0 =

(
α1

α2
− γ1

)[
(x1 + 1)

RC
−

(x2 + ire f )

CVre f

]
+

(
Vre f

L
+ γ2

)
(x1 + 1)− Vs

L
− α3

α2
x2 > 0

(18)

Another condition that is usually verified in SMC is the hitting condition. This
one is related to the existence condition and can be satisfied if the switching function
is appropriately chosen [33,34]. Equation (19) corresponds to the switching function
proposed in this paper. Satisfying this condition assures that, regardless of the initial
condition, dynamic trajectories of the system are always towards the sliding surface. The
suitable selection of the logic states of the switching function and its application in the SM
control law allow changing the dynamic behavior of the system. As a consequence, for the
design of the hitting condition, it is sufficient to consider state variables x1 and x2, during
the reaching phase. If the measured magnitude of is is less than ire f and vo is less than vre f ,
then S is positive. In this condition, the necessary switching action required to force the
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system trajectories towards the sliding surface S = 0 is u = 1, causing Ṡ < 0. When the
power switch is ON, the inductor L stores the energy supplied by the source, increasing the
magnitude of is until S = 0. Otherwise, when the power switch is OFF, the induced voltage
across L is added to vs, supplying power to the capacitor and reducing the magnitude of is
with respect to ire f . Accordingly, the hitting condition is closely related to the way in which
the switching states and hysteresis band are selected, as exhibited in (19).

u(S) =
1
2
(1 + sign(S)) =

{
1 when S > 0 and Ṡ < 0
0 when S < 0 and Ṡ > 0

}
(19)
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Figure 4. dS/dt for existence condition when u = 0.

2.5. Fifth Step: Validation of Equivalent Control

The equivalent control evaluates the system dynamics under ideal operation condi-
tions (x1 = x2 = 0), assuming an infinite switching frequency and disregarding the time
variation of the sliding surface (Ṡ = 0). Equation (20) presents the equivalent control
condition (ueq) obtained from (5), (9) and (11). The condition for ensuring the equivalent
control (0 < ueq < 1) is presented in (21) and corresponds to the third condition for
(α1/α2) evaluated at the system boundaries. In this case, this condition corresponds to the
existence constraint found in (17), which also ensures that 0 < u,

eq < 1 for the entire range
of operation, except in zero crossings, as indicated in Figure 5.

ueq = 1 −

[
α1
α2

+ RCγ2 − γ1

]
(x1+1)

RC − α3
α2

x2 − vs
L(

α1
α2

− γ1

)
(x2+ire f )

CVre f
− Vre f

L (x1 + 1)
︸ ︷︷ ︸

u,
eq

(20)

α1

α2
<

2wCV2
re f

Vs
(21)
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Figure 5. ueq for half cycle of electrical grid.

3. Control Schemes

Figure 6 presents the SBBC control system. The voltage waveform for obtaining the
reference waveform of AC current is taken from the electrical grid by means of Phase-
Locked Loop (PLL). The control system requires the measurement of vs, is, vo and io signals.
vo and io are filtered to remove high frequency noise. Finally, the controller calculates the
control actions and generates the u signal to trigger power switches Q1 and Q2.

PLL

Q1

RC

L1

L2

D1 D2

D3 D4 Q2

vs

io

ic +

Low pass 

filter

vo

Control 

system

is

Vref

u

io

_

Figure 6. Control system for SBBC.

Three control strategies are evaluated: PI, hybrid PI-SMC and the proposed SMC (see
Figure 7). A classical cascade PI controller is shown in Figure 7a. The external voltage loop
gives the AC current amplitude reference to internal current loop and current controller
actuates by means of PWM generator. The control Scheme of the hybrid PI-SMC is depicted
in Figure 7b; in this case, there is an external PI control loop for DC voltage regulation
that gives the reference AC current amplitude for the internal SMC; the voltage error is
considered by the SMC and an AHB is used instead of a PWM generator. The proposed
SBBC control with SMC is presented in Figure 7c. This system allows controlling both
DC voltage and AC current; the reference current is obtained from the power balance
and the adaptive hysteresis band gives the control signal. The proposed sliding surface

125



Appl. Sci. 2021, 11, 1873

is used in both hybrid PI-SMC and SMC controllers in order to analyze their advantages
and limitations.

(a) (b)
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Figure 7. Block diagram of the control system: (a) classical cascade PI controller; (b) hybrid PI-SMC;
and (c) proposed SMC.

The AHB is designed based on current ripple geometry according to Mejía-Ruiz et al. [35].
It has two functions: (1) smooth the current zero crossing in order to decrease THDi;
and (2) modify the switching time according to SBBC operation point in order to fix the
switching frequency. Equation (22) presents the AHB as function of vo, vs, L and fsw, while
its implementation is depicted in Figure 8. The AHB calculated for each point is compared
with the sliding surface. Finally, the control signal is given by a RS flip-flop. The AHB does
not require PWM signals for actuating over power switches; thus, sliding mode control
does not have any delay in its AC current response.

AHB =
vs(vo − vs)

2L fswvo
(22)

+

+

-1

vs(vo   vs)
 2Lfswvo

AHB

u

S

vs vo fsw

S

R

Q

Q

L

_

_

_

Figure 8. Adaptative hysteresis band modulator.

4. Simulation Results

The proposed sliding surface and its control were performed in PSIM computer
simulation software. The comparative analysis for PI, hybrid SMC-PI and the proposed
SMC control strategies is presented in Section 4.1, while the surface dynamic behavior
at start-up is discussed in Section 4.2. The values of the system parameters are given in
Table 2. The PI control parameters used in simulations are Kp = 0.2 and Ki = 0.2 for
the voltage loop and Kp = 104 and Ki = 0 for the current loop. The stability analysis
and control tuning were performed in sisotool (MATLAB R2020a) by means of root locus
analysis together with the “Robust Response Time” tuning method. The tuning steps and
criteria such as voltage overshot lower than 10% and delay between internal and external
loops can be consulted in [32]. In addition, the coefficient for SMC is α = 150, which is in
the stable admissible range.
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Table 2. Simulation parameters.

Parameter Value

Grid voltage (vs = vin) 120 Vrms
Grid frequency ( f ) 60 Hz

DC bus capacitor (C) 2.2 mF
DC bus voltage (Vo = Vre f ) 400 V

Inductors (L1 = L2 = L) 2.2 mH
Switching frequency ( fsw) 40 kHz

Rated power (Po) 500 W
Rated Load (R) 320 Ω

4.1. Comparative Analysis for PI, PI-SMC and SMC

The effect of load increase on SBBC performance with PI, PI-SMC and the proposed
SMC controllers is analyzed. In this simulation, the DC power of the load was increased
from 375 to 500 W for PI and PI-SMC controllers. In addition, to better show the perfor-
mance of the SMC controller, the load was increased from 250 to 500 W. Figure 9 compares
the AC current stabilization time for the three controllers. The AC current with PI controller
exhibits a stabilization time of 0.4 s. This control system presents a delay between measure-
ment and switching signal significantly degrading the waveform near zero crossing and
presenting a THDi of 17.23% (Figure 9a). For PI-SMC, the hysteresis modulation strategy
improves the waveform near zero crossing of current, reducing THDi to 3.85% (Figure 9b);
nevertheless, the current stabilization (amplitude) is reached after 24 cycles, the same time
as the PI controller. Finally, The proposed SMC allows regulating the AC current, rapidly
responding to operation changes in only 0.04 ms. In this case, it can be observed that the
current response is the fastest (Figure 9c). It can be concluded that SMC and the use of
an ABH allow decreasing the THDi to 3.7% and SMC presents the fastest response under
perturbations.

Figure 10 shows the DC voltage response. The power converter with PI control
(Figure 10a) takes 395.7 ms to regulate the DC voltage and presents an overvoltage of
12.75%. In comparison, PI-SMC allows reducing the overvoltage to 3.75%, maintaining
the same stabilization time of the PI control (Figure 10b). This result evidences the delay
caused by the PI control when it is used as external loop, limiting the transient response of
the closed loop system. On the other hand, the DC voltage stabilizes in 30 ms, when the
SMC strategy is used and the response exhibits a low overvoltage of 0.1% (Figure 10c). This
evidences that SMC responds rapidly, protecting sensitive DC loads against overvoltages.

4.2. Sliding Mode Control Behavior

This section presents the stability of SMC, forcing the system to work in adverse conditions
consisting on the start-up without a pre-charge of the DC bus or under large perturbations.

The response of the DC voltage in SBBC start-up is presented in Figure 11. Figure 11a
shows the DC voltage without DC-bus pre-charge. Note that vo does not present instability
or over peaks and it increases until reaching the stabilization point (400 V) in 1.52 s. The
stabilization time can be modified by means of the sliding coefficient depending on the
desired priority order, increasing or decreasing the response time for DC voltage or AC
current. Figure 11b presents the behavior of the normalized DC voltage error (S1); initially,
voltage error is bounded by its minimum value (−1). Therefore, S1 at start-up according to
the sliding coefficient value. Then, S1 rapidly reaches the convergence point (stabilization
point) and keeps sliding around S1 = 0. Normalization of output voltage error allows
reducing the output voltage impact during large disturbances, giving priority to current
control and avoiding non-minimum phase behavior [29].
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Figure 9. AC current performance of: (a) PI control; (b) PI-SMC; and (c) the proposed SMC.
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The behavior of AC current in SBBC in start-up is presented in Figure 12. In Figure 12a,
a transient with an over peak near 15 times the desired value is observed; nevertheless, the
over peak is only presented for the first half cycle of the wave and the AC current rapidly
stabilizes in a sinusoidal wave in the second grid cycle while zero crossing deformation
is gradually reduced in four cycles. Figure 12b presents the behavior of AC current error
(S2). Initially, S2 also has a couple of large transient oscillations, and then the magnitude
of oscillations is significantly reduced, being only evident for the first zero crossings.
S2 reaches the convergence zone oscillating near the equilibrium point in the adaptive
hysteresis band. The main function of S2 consists on properly following the AC current
reference according to load requirements which permits avoiding the non-minimum phase
behavior; in addition, another function of S2 consists on performing PFC.
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Figure 12. AC current behavior in start-up: (a) AC current; and (b) AC current error S2.

The behavior of S3 in start-up is presented in Figure 13. S3 is reset each electric grid
cycle to set the cumulative error as zero. S3 begins in zero and immediately decreases
near −1.2 for the first peak; then, it increases again and reaches the convergence zone
around S3 = 0. S3 provides robustness under disturbances; its effect is more evident during
start-up reducing oscillations before reaching the steady state.

To illustrate the impact of S3 during start-up, Figure 14 shows the input current
without using S3. Comparing Figures 12a and 14, it can be seen that current overshoot and
stabilization time are reduced when S3 is included in the sliding surface. The stabilization
of DC voltage and AC current and the convergence to zero of their errors (including
integral) in SBBC start-up demonstrate the stability of the proposed sliding surface outside
the operation zone (hitting condition and Lyapunov criteria).
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The sliding surface dynamic behavior when a disturbance appears is shown in Figure 15.
The disturbance corresponds to an increase to twice the DC load current. Figure 15 presents
the sliding surface limited by the AHB in half-cycle of the AC voltage. In this case, the
system is forced to be above the upper AHB, and the SMC response immediately conducts
the system within the AHB, which validates the hitting condition that is observed. Concern-
ing the existence condition, the AHB limits the speed of the response, fixing the switching
frequency at 40 kHz and forcing the system to be sliding around S = 0.

In addition, at the beginning and end of each half-cycle during zero crossings, the
system is also out of the AHB; however, the SMC reacts and rapidly brings the system back
into the AHB, which significantly reduces the THDi produced in zero crossings.

Figure 16 depicts the frequency spectrum of AC current, using the proposed SMC.
The energy is concentrated near the fundamental frequency (60 Hz) and the switching
frequency (40 kHz). In this case, THDi is 3.7%.
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5. Experimental Results

This section presents the experimental results when the hybrid PI-SMC (Section 5.1)
and the proposed SMC (Section 5.2) controllers are implemented in a SBBC. Cascade PI
control was not considered since it is presented in numerous previous works and the
simulations show that this controller has the worst performance. Section 5.3 shows a zero
crossing comparison between PI-SMC and SMC.

The SBBC implementation is presented in Figure 17. This prototype is mainly com-
posed of: (1) the AC supply terminals and protection system; (2) Microcontroller Printed
Circuit Board (PCB) used for signal processing and control (TMS 329F28335ZJZA); (3)
measurement PCBs (ACS714 and ADUM5010) for measuring AC voltage, AC current and
DC voltage; (4) EMI filter for improving electromagnetic compatibility; (5) inductors L1
and L2 for coupling AC and DC systems; (6) power switching PCB with power switches
(IGBTs) and diodes (G4PC50UD); and (7) DC bus for regulating DC voltage. SBBC Re-
quirements and characteristics are the same as those used in the simulation results section
(Table 2). A Digital scope GW Instek GDS-2204A was used (200 MHz Bandwidth, 4 In-
put Channel, 2 GSa/s Real-time Sampling Rate, 2 Mp Record Length) for collecting the
experimental results.

The project was completely developed in C and its coding developed in Code Com-
poser Studio (CCS) software. The control algorithm runs in two main stages: (1) is, vs,
i0 and v0 are sampled with 12 bits of resolution, using the Analog-to-Digital Conversion
(ADC) peripheral, the computation of the sliding surface according to Equation (3) and
the generation of the trigger signal u. The execution time of these control routines is
regulated based on an interruption of the CPU timer of the DSP F28335 every 1 µs. (2) The
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PLL algorithm is executed, the hysteresis band computation according to Equation (22)
is completed, the output voltage filtering is executed to reduce the 120 Hz ripple using a
notch filter and ire f is computed based on Equation (4). When the hybrid controller is run,
the PI control is also computed in this routine.

EMI Filter

Measurement 
PCBs

Inductors DC bus

Feeding and 
protection system Microcontroller

Power
switching

PCB

Load
protection

Figure 17. Semi-bridgeless boost converter for experimental tests.

5.1. Results for PI-SMC Controller

Figure 18 presents the results when the set point of the DC voltage is changed. Initially,
it was set in 400 V and a change of 20 V was made, reducing DC voltage from 400 to
380 V, as shown in Figure 18a. Then, the DC voltage set point was increased from 380
to 400 V (Figure 18b). In both cases, the DC voltage presents a stabilization time of 1.3 s
with overvoltage around the stabilization point. In addition, the current amplitude slightly
changes. Nonetheless, the controller keeps the AC current and voltage in phase, ensuring a
PF close to 1.

20V set-point

        change

20V set-point

        change

a) b)

Figure 18. Experimental results with PI-SMC control for voltage set point changes: (a) DC voltage
increases 20 V; and (b) DC voltage decreases 20 V.
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Figure 19 shows the results when a load disturbance is caused. Figure 19a presents
results when load decreases 25%. In this case, an overvoltage of 22 V and a DC voltage
stabilization time of 2.9 s are observed. Figure 19b depicts the results when the load
increases 25%; SBBC presents a maximum oscillation of 18 V and the DC bus stabilizes at
1.53 s. In both tests, the AC current presents a delay of several grid cycles before reaching
the stabilization point.

25% load change
25% load change

22V overvoltage
18V undervoltage

a) b)

Figure 19. Experimental results with PI-SMC control for load changes: (a) load decreases 25%; and
(b) load increases 25%.

5.2. Results for the Proposed SMC Controller

Similar to the previous section, Figure 20 presents the results when the set point of
the DC voltage is changed. Initially, it was set in 400 V and a change of 20 V was made,
reducing the DC voltage from 400 to 380 V, as shown in Figure 20a. Then, the set point
was increased from 380 to 400 V (Figure 20b). In both cases, the DC voltage presents a
stabilization time of 1.55. In this case, it does not have any overvoltage and the PF is
ensured to be close to 1. In addition, the AC current amplitude is reached in only half
a cycle after the set point change; in contrast, with the PI-SMC control, the AC current
amplitude is reached after several cycles.

The violet waveform in Figure 20 corresponds to vo. This result confirms that the
SM controller effectively works and quickly reaches the new steady-state conditions in
the presence of a significant change in operating conditions. This measure confirms the
stability and robustness of the control technique proposed in this paper.

20V set-point

        change

20V set-point

        change

a) b)

Figure 20. Experimental results with SMC for voltage set point changes: (a) DC voltage increases
20 V; and (b) DC voltage decreases 20 V.

Figure 21 depicts the results for load perturbations; particularly, Figure 21a presents
the results when load decreases 50%, while Figure 21b corresponds to a load increment of
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50%. In this case, the DC voltage does not present any overvoltage or oscillations around its
set point. In addition, the SBBC instantaneously responds to load changes and the current
amplitude is reached in the next half-cycle. The proposed SMC control presents the fastest
response among the control strategies implemented, even when the load disturbance is
twice as large as the load disturbance of PI-SMC control.

50% load change 50% load change
iin

vout

vin

iin

vout

vin

a) b)

Figure 21. Experimental results with SMC for load changes: (a) load increases to 50%; and (b) load
decreases to 50%.

5.3. Zero Crossing Comparison

A zoom for AC current results is shown in Figure 22 for the following two cases:
(a) the PI-SMC with fixed hysteresis band; and (b) the SMC with the proposed AHB. In
Figure 22a, ripple increments are observed just before and after the zero crossing obtaining
a THDi = 4.83%. In Figure 22b, the zero crossing is softer than the one with fixed hysteresis
band. This approach represents a better performance during zero crossing and a reduction
of THDi of 2.67%.

PF=0.9932

THDi=4.83%

PF=0.9987

THDi=2.67%

a) b)

Figure 22. Zero crossing of AC current: (a) PI-SMC control; and (b) SMC control.

5.4. Experimental vs. Simulation Results

Table 3 presents some comparisons between simulation and experimental results
when load increases: (1) for Hybrid SMC-PI, the load is increased 25%; and (2) for the
proposed SMC, the load is increased 50%. The stabilization time and undervoltage for vo,
the cycles to reach steady state for is and its corresponding THDi were compared. It can be
observed that there are small differences for both cases.
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Table 3. Experimental vs. simulation: test with load increase.

Criteria
Hybrid SMC-PI (Load 25%) Proposed SMC (Load 50%)

Simulation Experimental Simulation Experimental

vo Stabilization time 1.6 s 1.53 s 0.03 s 0 s
vo Undervoltage 15.5 v 18 v 0.4 v 0 v

is Cycles to reach steady state 24 27 less than 1 less than to 1
THDi 4.25% 4.82% 3.7% 2.67%

6. Conclusions

This paper proposes a new sliding surface for controlling a SBBC which simultane-
ously incorporates PFC and DC bus regulation. The proposed sliding surface contains:
(1) a normalized DC voltage error term; (2) an AC current error term; and (3) an integral
of the AC current error term. The surface was validated using sliding mode conditions,
simulations and experimental tests. The surface was implemented for PI-SMC and SMC,
and an AHB was used for fixing the switching frequency and reducing THDi.

Simulations were performed to compare the three controllers Cascade PI, PI-SMC and
SMC in terms of their dynamic behavior. When applied a DC power change of 250 W (50%),
it was found that SMC presented the best performance, since the DC voltage presents the
lowest stabilization time (30 ms) and practically does not present overvoltage (0.1%) which
guarantees the protection of sensitive loads. In addition, the AC current has the fastest
time response (0.04 ms) and presents the best behavior in zero crossings which reduces
THDi (3.7%).

Several simulations were also carried out concerning the behavior of the proposed
sliding surface using SMC in start-up and without a pre-charge of the DC bus, forcing the
system to work in adverse conditions. In this situation, the SMC responded adequately
limiting DC overvoltages and stabilizing the AC current within the first half cycle despite
the large start-up over current. In these simulations, the stability of the SBBC was evidenced
when the SMC was implemented.

Experiments were implemented for PI-SMC and SMC considering changes in the DC
voltage set-point and in the DC load current. It was found that the SBBC responds better
under changes and perturbations, even though the perturbations of the SMC were more
severe than the ones of the PI-SMC. Finally, zero crossing comparison showed a better
behavior for SMC working with AHB, which demonstrates the rapid response of SMC
under instantaneous sign changes of the sliding surface.
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