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Preface to ”Waves and Ocean Structures”

It is interesting to know that the cease of the Journal of Coastal and Ocean Engineering in Taiwan

has caused the inauguration of this special issue. The guest editor thought this special issue might be

a good alternative for interested authors to submit their masterpieces. Nevertheless, the guest-editors

have their particular major research fields, and the rise of the topic “Ocean Waves and Structures.”

This is the first attempt of the guest-editors, and they also welcome related subjects to be submitted to

this special issue. The guest-editors appreciate very much all contributors to this special issue. This

special issue contains articles related to the main subjects, namely, ocean deployments that subjected

to actions of ocean waves, and require research investigations studying mechanisms of wave actions.

We hope the related research results will also continue to submit to this special issue. Thanks are

also given to all assistant editors, without their help it would be impossible for the special issue to

run in order and in effective ways to be published. Further, because the number of articles in this

special issue has reached the milestone, and the special issue can be published as a book. This is also

a prize for all authors and the guest-editors: Jaw-Fang Lee and Ray-Yeng Yang. The guest-editors

also like to mention that this special issue will be extended to the next year with “Ocean and Waves

and Structures II” as the topic. We hope all of us could work hard consistently to have a second

continuous success.

Jaw-Fang Lee, Ray-Yeng Yang

Editors
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This Special Issue concentrates on the problems of interactions between water waves
and ocean structures. The methodologies used to solve the problems are either theoretical,
numerical, or experimental approaches. New findings are particularly welcome. Coupling
effects caused from either side of water waves or ocean structures are the main issue of
the problems. Various types of ocean structures can be considered, such as fixed, movable,
porous, flexible, free-floating, or with moorings.

The start of this Special Issue was right at the time when the Journal of Coastal and
Ocean Engineering belonging to the Taiwan Society of Ocean Engineering ended. The
guest co-editors Professor R-Y Yang and I believed that promising articles could find this
Special Issue to submit for publishing. After all the paper collecting days and giving efforts,
we are very happy to accept the results. The guest editors are particularly grateful for
administration help and contribution from the assistant editor Ms. Zara Liu and others.
With the conclusion of this year, we very much appreciate contributions from all authors.
We will continue this Special Issue with extension II for the year 2021. Further, Professor
Yang has the intention to promote another Special Issue; therefore, the co-guest editor will
be replaced by Professor Ruey-Shan Shih. Welcome, Professor Shih. Together, we expect to
accomplish another issue this year.

We encourage university scholars or industrial personnel with good research results
to continue support and contribute to this Special Issue.

Various ocean structures are included in this issue, and coupling effects between
waves and structures are emphasized. Lee et al. [1] presented a concept of a water column
type wave power converter. Li et al. [2] considered submerged breakwaters. Lin et al. [3]
studied an ocean current turbine system. Thiagarajan and Moreno [4] investigated os-
cillating heave plates in wind turbines. Chiang et al. [5] proposed an actuator disk
model. Tseng et al. [6] investigated Bragg reflections of periodic surface-piercing sub-
merged breakwaters. Lee et al. [7] analyzed caisson structures with a wave power conver-
sion system installed. Yeh et al. [8] reported motion reduction in offshore wind turbines.
Wu and Hsiao [9] considered submerged slotted barriers. Tang et al. [10] studied floating
platforms with fishnets. Chen et al. [11] calculated mooring drags of underwater float-
ing structures with moorings. Jeong et al. [12] estimated the motion performance of light
buoys using ecofriendly and lightweight materials. Zhang et al. [13] considered vibrations
of deep-sea risers. On the other hand, Shugan et al. [14] studied the effects of plastic coating
on sea surfaces.

Author Contributions: Both authors contributed equally to this manuscript. All authors have read
and agreed to the published version of the manuscript.
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Abstract: This study is focused on the wave energy converter of an oscillating water column (OWC)
system that is integrated with a jacket type infrastructure applied for an offshore wind turbine
system. In this way, electricity generation by both wind power and wave power can be conducted
simultaneously to maximize the utilization of sustainable energy. A numerical analysis was per-
formed in this research to model and simulate the airflow response and evaluate the converting
efficiency of wave energy from an OWC system integrated with an offshore template structural
system. The performance of the system including the generating airflow velocity, air-pressure in
the chamber, generating power and then the converting efficiency of power from waves are all
analyzed and discussed in terms of the variations of the OWC system’s geometrical parameters. The
parameters under consideration include the exhale orifice-area of airflow, gate-openings of inflow
water and the submerged chamber depth. It is found that from the analytical results the performance
of the OWC wave energy converter is influenced by the dimensional parameters along with the
design conditions of the local environment. After a careful design based on the in-situ conditions
including water depth and wave parameters, an open OWC system can be successfully applied to
the template structure of offshore wind power infrastructure as a secondary generating system for
the multi-purpose utilization of the structure.

Keywords: offshore wind power; template structure system; oscillating water column; wave power
converting system

1. Introduction

The intensive development in the high technology industry and the over- consumption
of products such as clothes, shoes and electronic devices demands more power supply
for industries than ever. Besides the requirements from the industries, the supply of
power required for a more comfortable civil life has also increased massively, mainly
in newly developed countries. Unfortunately, most electricity power is generated from
combustion power plants and the large amounts of carbon dioxide discharged into the
air inevitably cause many environmental problems. Those environmental problems not
only pollute people’s normal life and affect their health but moreover, eventually lead to
dramatic climate change, which has been evidenced and discussed by many studies [1,2].
Therefore, alternative power production from natural resources such as solar energy, wind
energy, ocean energy or other forms of non-fossil combustion energy that do not cause
environmental impact must be considered.

Ocean energy has been studied as a massive power source for a long time. Among all
kinds of ocean energy, wave energy is the one being studied most thoroughly because it is
well distributed in the oceans around the world and the energy is abundant. Devices for the
exploitation of wave energy have been extensively studied, among which oscillating water
column (OWC) wave energy converting systems are ones with relatively higher efficiency.

J. Mar. Sci. Eng. 2021, 9, 133. https://doi.org/10.3390/jmse9020133 https://www.mdpi.com/journal/jmse
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To date studies on OWC type wave energy converting systems are still in a very
active status. Some focus on the improvement of the mechanism of energy harvesting
such how as to change the shape of traditional OWC system into a U-OWC [3,4] or a
so called backward bent duct buoy OWC (BBDB-OWC) by using a backward-bent duct
buoy [5] or by applying a double-chamber to improve the energy harvest ability in the deep
water [6] or how to bend the front wall of the chamber to study its influence on the energy
conversion [7]. Research focused on the efficiency of turbine performance for outflow and
inflow motions is also performed [8] while a similar study released recently [9] is also for
a turbine system, where an axial-flow impulse turbine was installed on an OWC model
to replace the traditional one and a model was built and placed in a wave flume for the
experimental tests under regular wave conditions. Investigations on the wave-height and
power taking-off damping effect were carried out experimentally and numerically [10].
Some are focused on the performance of the air-chamber [11], where the effect of neglecting
the air compressibility has been studied that an experimental test model scaled down to
1/50 may result in an overestimation up to 15% for the air pressure in the OWC chamber. It
points out that for a scaled-down model tested in experimental laboratory, attention must
be paid while a full scaled model test will be more realistic.

Mostly of the mentioned studies on OWC wave energy converting systems are focused
on systems located close to a shoreline with acting waves, where incident waves will
propagate right into the air-chamber of the OWC wave energy converter and react inside
the chamber. In this way the wave energy is easier to capture and larger converting
efficiencies may be achieved. Only very rare studies have examined OWC wave energy
converters situated in an open sea environment. When an OWC wave energy converter
is installed in open sea conditions, because the waves will mostly bypass the structure,
the energy that can be captured from the incident waves will usually, be much less than a
with a system situated by the shoreline. On the other hand, trying to improve the energy
capture capability by expanding the size of the facility or installing additional devices may
induce severe strains on the main structure where the OWC device is situated. Therefore,
there is a dilemma for an open sea OWC wave energy converting system: building an
OWC wave energy converting system in open sea that may have high energy converting
efficiency comparable to that of a system situated on the shoreline will cost a fortune and
yet the durability is still a major concern.

As published lately [12], an OWC wave energy converting system integrated with the
column of a jacket platform was studied. In that study the OWC was installed in one of the
legs of the jacket structure and a theoretical analysis using an ANSYS finite element model
was applied to the proposed OWC energy converter to determine the parameters. It was
found that the integrated device had certain effectiveness and feasibility. Another study is
an application of an OWC wave energy converting system to buoys for sensors [13]. The
analysis revealed that these self-powered sensor buoys are able to provide the required
power output for the considered wave climate. It also concluded that the power absorption
capacity of these small diameter (less than 25 cm) buoys is rather low when compared
with the expected electrical power output of a larger diameter buoy, which is designed for
electrical grid supply. The case of OWC installed on a buoy [13] is on a floating structure
as some other similar applications on the floating structures were also presented [14,15],
of which the behavior will not be able to apply to the OWC installed on a fixed offshore
structure. Therefore, some interesting issues are: how will the OWC perform for a device
similarly situating in open sea but with much larger diameter and fixed stiff legs on the
seabed? How would the main structure respond when it is attached with an additional
OWC wave energy converting device in an open sea conditions? Some new studies on
so-called “hybrid wind-wave energy converters” (or HWWECs) applied to jacket structures
are the ones that led to the innovative idea to integrate the wind-turbine offshore template
infrastructure with an OWC wave energy converter [16,17]. Both a mathematical model
analysis and a scaled-down experimental study were carried out for the study of the
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HWWEC system. Since these studies are pioneers in the study of an OWC wave energy
converter situated in open sea, the data obtained in the research are valuable.

Similarly, in this study an OWC wave energy converting system which is integrated
with an offshore jacket platform is studied. The purposes of this study will focus not only
on the effectiveness of the OWC system in open sea, which will be treated as an extra
bonus for the cost to build the OWC device can be limited but also on the responses of the
main structure after wave energy has been captured by the added OWC device. The OWC
wave energy converting system studied here will be built right in the space among the legs
of an offshore jacket structure instead of on the legs. In this way the air-chamber can be
enlarged so that a small ratio between the outlet orifice and the water surface contained
in the chamber, an essential parameter for the OWC device, can be achieved. Avoiding
installing an OWC device around the legs of the template structure [12] may have other
advantages such as reducing the turbulence and additional vibration caused by the OWC
on the legs, which are the main structural members. As the first part of the research, this
study will focus on the conversion efficiency of the OWC device installed on the offshore
template structure.

As presented in a recent study [18–20], the parameters for the application of a conven-
tional OWC wave energy converting system to the caisson breakwater through upgrading
on the safety and function of the caisson-based system were examined. Parameters exam-
ined in that study include the dimensions of the OWC chamber such as the orifice of the
air-chamber allowing airflow in/output, the chamber length along the direction of incident
wave, the size of the opening gate for incident waves and the submerged depth of the air-
chamber. All of those parameters are presented in dimensionless form, while wave-height
and period of waves are considered in a range of variations. Similarly, parameters to be
examined in the study for the performing efficiency of the OWC wave converter integrated
in the offshore template structure will include the variations of the orifice, the size of the
air-chamber in terms of its height and the openings of the gate facing the incident waves.
In addition to those parameters the shape of the air-chamber will also be investigated.

The analysis in this study will focus on the conversion efficiency of the OWC wave
energy converting system installed on an offshore template structure that includes the
airflow velocity from the air-chamber, the pneumatic power and the converting efficiency in
terms of a ratio between the pneumatic power and the energy of incident waves. Parameters
to be examined in this study include the dimensions of the OWC chamber such as the
orifice of the air-chamber allowing airflow in/output, the size of the opening gate for
incident waves and the submerged depth of the air-chamber in terms of the height of the
chamber. All of these parameters are presented in dimensionless form, while wave-height
and period of waves in annual bases for certain site of the installation are considered.

2. Analytical Model and Environmental Forces

2.1. Analytical Model of the Structure

In this study, a typical template or jacket type structure for the offshore wind-turbine
foundation located in water deeper than 30.0 m is designed with the installation of ac-
commodated OWC system. As shown in Figure 1, it is a schematic 3-D view of the jacket
type structure associated with an OWC wave energy converting system, where the front
side of the air-chamber will allow a square gate if necessary. This offshore jacket type of
infrastructure for the wind-power station is adapted from a preliminary design of Taipower
from Taiwan, which is designed to locate a wind-turbine of 4–6 MW electricity power
capacity for annual average wind-speed while the structure is based on a design-wave
condition for a storm of 50 years return period at the proposed location.

The feasibility assessment of the generator system has taken into considerations
of geographical characteristics such as seabed situation, wind, wave, current and other
environmental conditions. Therefore, this study will focus on the associated OWC wave
energy converting effect. The dimension of the prototype OWC chamber will basically
follow the internal space of the frame of the template structure so that the side walls of the
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chamber are 12 m wide while the height of the wall is a variable. Mainly, the position of
top ceiling of the OWC chamber is decided first, which is at a level 7.0 m above the water
and then the height of the wall is varied from 15 m to 21 m (8–14 m submerged depth), a
ratio of 0.5 to 0.7 to the water depth.

Figure 2 shows the side-view of the jacket type structure. Dimensions for the structure
and the size of structural members are also shown in the figure, where the height of the
offshore template infrastructure is 43.0 m above the seabed and width of a square platform
is 14.0 m. The diameters of the cylinder members are: 2.0 m for the vertical members and
the top frames, 0.9 m for the inclined members and 0.8 m for the horizontal members.

Figure 1. Schematic drawing of a jacket type structure installed with OWC converter.

Figure 2. Side view and the dimension of the jacket type structure.

2.2. Analytical Methods and Environmental Conditions

The theorem applied in this study includes two parts. The first part is for the calcula-
tion of the fluid and wave motions and their influence to the airflow in the OWC chamber
such as the velocity of the airflow through the opening orifice. The second part is about the
estimation of the efficiency of the power converted from wave-energy of an OWC system
to pneumatic power that can drive a turbine generator installed on the OWC system, of
which the related theorem has been presented previously [18].
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2.2.1. Basic Theorems for Fluid

In this study a theorem of unsteady Navier-Stokes Equations [21,22] in conserva-
tion form consisting of continuity equations, equation of momentums and equation of
turbulence dynamics for fluid with density ρ and velocity U are applied and shown as
follows.

Continuity equation:
∂ρ

∂t
+∇·(ρU) = 0 (1)

Equation of momentum:

∂ρU
∂t

+∇·(ρU × U)−∇·
(

μe f f∇U
)

= ∇·p′ +∇·
(

μe f f∇U
)T

+ B (2)

where B is the sum of body force, μeff is the effective viscosity, p′ is the revised pressure.
The effective viscosity and the revised pressure can be presented as:

μe f f=μt + μ (3)

p′ = p +
2
3

ρk (4)

It is also noticed that μt is the viscosity of the turbulence, which according to the
assumption of k-ε model, is related to the dynamic energy and the dissipation of the
dynamic energy as presented as:

μt = Cμρ
k2

ε
(5)

where k, are obtained directly from the equation of dynamic energy and equation of energy
dissipation presented as follows:

∂(ρk)
∂t

+∇·(ρUk) = ∇·[
(

μ +
μt

σk

)
∇k] + Pk − ρε (6)

∂(ρε)

∂t
+∇·(ρUε) = ∇·

[(
μ +

μt

σε

)
∇ε

]
+

ε

k
(Cε1Pk − Cε2ρε) (7)

where Cε1, Cε2, σk, σε are constant parameters while Pk is related to viscosity and floating
force and can be presented as:

Pk = μt∇U·
(
∇U +∇UT

)
− 2

3
∇·U(3μt∇·U + ρk) + Pkb (8)

The numerical simulation method of this study uses ANSYS CFX to simulate the
performance of the air flow field in the air chamber, and the turbulence model uses the
k-ε model. It is assumed that the structure itself does not move by other forces, and only
consider the movement of the fluid and the air flow field, especially for the air motions
influenced by the waves in the air-chamber of the OWC system.

2.2.2. Calculation for Pneumatic Powers

The pneumatic power for the air flow inward and outward the chamber is obtained
from the kinetic work shown in Equation (9). The pneumatic power presented as Ea
from the airflow with density ρa and velocity va through a cross-section area Aa with a
wave-period T can be presented as:

Ea=
1
2

mva
2 =

1
2

ρa Aava
3·T (9)
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2.3. Numerical Process Applied to the Analysis

The numerical process applied in this study as indicated is based on the unsteady
Navier-Stokes equations theorem in conservation form as presented in the previous section.
The verification of this numerical process has been carried out and compared with an
experimental data [18,19] from an on-field study, a full size OWC wave energy converter
situated at Sakeda (Japan) led by Goda, a pioneering researcher in the field [23,24]. In
the study for the verification of the numerical method, the comparisons were made for
the variations of both water elevation and pressures in the chamber of a full size OWC
wave energy converter. It is noticed from the comparison that the analytical results are
in very good match with experimental data in general. Therefore, it is confident that
this numerical tool may appropriately describe the behavior of an OWC wave converting
device integrated into an offshore template structural system.

Presented as following steps are the numerical analysis process along with the bound-
ary conditions:

• Step 1: Establishing the model geometry according to the analytical object.

For the proposed OWC wave converting device integrated into an offshore template
structural system, the model geometry was constructed for the water-body with open
surface-field implemented along with the structure.

• Step 2: Meshing and re-meshing the model if needed after a pre-analysis.

To implement meshes of the analytical model, both the fluid body and the offshore
template structure under study are segregated into small elements that can appropriately
describe the properties and behavior of the body.

• Step 3: Setting the boundary conditions based on the analytical environment.

Figure 3 shows a schematic view of the boundary conditions. On the left hand side
is the inlet boundary allowing the input of incident waves. In the numerical analysis, a
piston-type wave maker method was applied to produce incident waves [25]. The seabed
is impermeable condition for fluid like a wall while a free surface between the water and
air was applied at the interlayer. The open area is on the top boundary for the air except for
the air in the chamber that is confined depending on the variation of the chamber-geometry.
At the right hand side it is an outlet boundary allowing the dissipation of the waves
propagating away. For the side-condition of analytical domain a symmetrical condition
is presumed. The symmetry conditions is not like a wall boundary condition, which is a
“non-slip” condition in which it assumes the velocity at the wall is zero no matter what wall
roughness value is applied. While the “slip” boundary (slip/symmetry boundary) would
allow the flow to move along the boundary, it means that the velocity at the slip/symmetry
boundary is not zero.

• Step 4: Performing the analysis.

The analysis will include several pre-analyses in order to adjust the solution quality. A
re-mesh will also be performed if the solution does not converge based on the convergence
condition. In order to match the convergence requirement in this study that the RMS (root
mean square) of residuals for all solutions must be less than 1.0 × 10−4, the numbers of
nodes and elements applied in this study based on the shape of the air-chamber are varied
from 1,286,110–1,244,131 and 1,608,690–1,675,950. Therefore, the running time of computa-
tion for each case will be around 72 h in a computer with CPU of eight cores/16 threads.

The incident wave is assumed to propagate in the direction normal to the front face of
the jacket structure. The exerting pressure on the jacket structure then can be calculated
based on the properties of the wave conditions for the normal operation of the wind-turbine
system. The reference site for this study was selected at 10 km off Changhua, west coast
of Taiwan Strait, with a water depth of 30 m. The applied wave conditions, unlike the
ones for the structural safety design purposes, are based on the local annual average wave
statistics. The wave height (H) is 1.5 m, the wave period (T) is 7.5 s, and the corresponding
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wave length (L) is 84.51 m. The on-field data are also from the preliminary design data
of Tai-power.

Figure 3. Schematic drawing of the boundary conditions.

3. Dimensional Parameters Applied to the Study

3.1. Various Roof Shapes of the Air-Chamber

Before the study for dimensional parameters applied to the OWC wave energy con-
verter, the shape of the air-chamber was examined first. Under conditions of the space
allowed in the template type offshore structure for the installation of an OWC wave energy
converter, a cubic box with various shapes of roof was taken into consideration. Since
the roof is the location for the in/outlet of the compressed air, the efficiency of the energy
converted from the captured wave energy in the chamber may be influenced by the shape
of the air-chamber. As presented in Figure 4, three air-chambers located in the template
structure with various shapes of roof were considered. The first one has a quadrilateral
triangle shape cap direct from the bottom of the chamber and the second one also has a
quadrilateral triangle cap but from the middle part of the chamber-box while the third one
maintains as a cubic box. All of them have the same size of in/outlet orifice on the apex of
the roof.

Figure 4. Consideration for various shapes of air-chamber of the OWC wave energy converter installed in an offshore
template structure.
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3.2. Dimensional Parameters to Be Examine

The parameters chosen in the analysis basically are related to the dimension of the
air-chamber for the OWC converter situating on an offshore template structure. Parameters
considered include area ratio between the opening of orifice A and the water surface Aw in
the chamber presented as RA = A/Aw, the ratio of the open-gate O in the front side facing
the incident wave to the chamber height Z presented as RO = O/Z and the ratio of chamber
height of OWC converter to the water depth h presented as RZ = Z/h under a condition that
during the operation even in a low water level the whole device is submerged in the water.

Figure 5a–c present schematic drawings of the side view of the OWC converter in-
stalled in an offshore template structure, where parameters such as the ratio of orifice area
RA, ratio of chamber height Rz and ratio of the front gate opening Ro are correspondingly
presented in Figure 5a–c. The dimensions of the device related to parameters to be exam-
ined are all marked in the figure and shown in variables as A, O and Z. A table for the
variation of these parameters is presented in Table 1. It is noted that because too many
parameters are to be analyzed when one parameter is a variable the other parameters will
be set as constant. Such a referenced model is set as: RA = 0.4% (A = 144 m2), RO = 0% and
RZ = 50%, where they are shown in bold letters in the table.

Figure 5. Parameters to be examined in the study: (a) Ratio of orifice area RA = A/Aw; (b) Ratio of front gate opening
RO = O/Z; (c) Ratio of chamber height RZ = Z/h.

Table 1. Parameters utilized in the analysis.

Parameter Code Variables

Area-ratio of orifice RA 0.1%, 0.2%, 0.4%, 0.8%, 1.6%

Opening-ratio of gate RO 0%, 25%, 31.25%, 37.5%, 43.75%, 45.31%, 50%

Height-ratio of chamber RZ 0.50, 0.55, 0.60, 0.65, 0.70

During the analysis, responses of the OWC system for the converting efficiency to be
discussed include the velocity of the airflow through the orifice, the air pressure, the power
produced by the airflow and the converting efficiency in terms of the ratio of pneumatic
power and power of incident waves. Comparisons of these responses corresponding to the
given wave conditions are presented and discussed in the following sections in terms of
the parameters of area-ratio of orifice opening RA, opening ratio of OWC gate to the height
of the chamber Ro and the ratio of the height of the air chamber to water depth Rz.

4. Numerical Results and Discussion

During the analysis the variation of the air-flow in the chamber can be obtained.
Presented in Figure 6 is the water-flow around and through the template structure. It
shows that the turbulence is small but, if the dimensions of the structure are larger than
1/5 wavelength, the diffraction effect must be considered as the analysis performed for the
large-size tension-leg platform [26,27]. The other factor is that the applied waves based
on local environmental conditions are quite small in terms of the wave-height and length.
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Presented in Figure 7 is the typical variation of air-flow in the chamber, where the flow
presented in a vector form can be observed clearly. As shown in the figure, the strongest
velocity of the air-flow concentrates in the central space of the chamber along with the
vertical line of the orifice while near the orifice in the upper part of the air-chamber a
significant vortex response can be observed. Along with the time the variations of the
air-flow can also be observed. As is shown in Figure 8, an obvious alternately inward and
outward flow of the air are presented along with the time variations. By following the time
history of the flow-motions shown in the figures, the inward/outward motions of air-flow
are in a period pattern along with the wave heaving motion. It also shows that the outward
velocity is larger than the inward velocity. This is due to the effect that when the air flows
inward it may encounter the water surface inside the chamber and affect the velocity.

 

Figure 6. Fluid motions around the template structure with an air-chamber of the OWC.

Figure 7. Typical air-flow and vortex variations in the air-chamber of the OWC.
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Figure 8. Variations of air-flow in the air-chamber of the OWC corresponding to time.

4.1. Responses Corresponding to Various Shapes of the Air-Chamber

When the conditions such as the opening ratio of the in/outlet orifice, the ratio
of opening gate and the ratio of submerged depth are set as a constant as RA = 0.4%,
RO = 0.5%, and Rz = 0, the speeds of the air-flow from the orifice for three types of shape
of the air-chamber are presented in Figure 9a–c corresponding to various shapes of the
chamber. It is noticed that the velocity of outflow and inflow are both presented positively,
which are taken as a spatial average across the orifice area. The maximum velocity is
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51.4 m/s, 52.1 m/s and 71.8 m/s corresponding to three types of chamber roof, namely,
quadrilateral triangle, semi-quadrilateral triangle and cubic shape. The average velocities
corresponding to these three types of chamber-shape are 39.2, 46.1 and 59.1 m/s. It shows
that for maximum velocity of the air-flow from the orifice, there is not much difference
between the first two types of chamber-shape but for the last type the cubic one, the
maximum velocity can reach a value higher than the other two by 38%. The average
velocity from the orifice of the cubic type of air-chamber is 28% higher than that from the
semi-quadrilateral triangle type and 50% higher than that from the quadrilateral triangle
type of air-chamber. Therefore, it was recommended that the chamber shape for the OWC
wave energy converter installed on the offshore template structure under study will be a
typical cubic box with in-outlet orifice on the apex of the chamber. Except for the shape,
the dimensions for the orifice area and height of the chamber and additional opening of
front gate will be discussed in the following sections.

(a) Quadrilateral triangle shape 

(b) Semi-quadrilateral triangle shape 

Figure 9. Cont.
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(c) Cubic shape 

Figure 9. Velocity of air-flow corresponding to various shapes of OWC chamber.

4.2. Responses Corresponding to Area-Ratio RA of Orifice

The area-ratio of the orifice cross-section of OWC will have influence on the per-
formance of an OWC converting system. Therefore, taking into consideration in this
subsection is a dimensionless ratio of area of the OWC orifice cross-section to the area of
water surface in the chamber as was indicated as RA and listed in Table 1. Since the area of
water surface confined in the chamber is a constant while the cross-section of the orifice is
variable, the ratio RA is ranged from 0.1% to 1.6%.

4.2.1. Velocity of Airflow from the OWC

The velocity presented in Figure 10 is the average of first 1/3 maximum (significant)
velocity of each time-history analysis corresponding to the area ratio of orifice cross-
section RA. It is observed that corresponding to the increase of the opening ratio RA, the
airflow velocity decreases nonlinearly. The airflow velocity drops slowly at the early stage
corresponding to the area-increment of orifice opening and then decreases fast after the
opening ratio of the orifice area RA is larger than 0.8%. When the opening-ratio RA increases
to 1.6%, the airflow velocity is reduced to 60 m/s.

 

Figure 10. Airflow velocity corresponding to area ratio of orifice cross-section RA.

4.2.2. Air-Pressure from the OWC

Presented in Figure 11 is the average of 1/3 maximum (significant) air-pressure
corresponding to various area-ratios of orifice of the OWC converter. It is observed that
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corresponding to the increase of ratio of the orifice opening, the air-pressure will remain at
a high level till it reaches certain value and then drops rapidly. When the cross sectional
area of the orifice to the area of water surface in OWC chamber is smaller than 0.4%, the
air-pressure remain in a stable value larger than 4566 Pa. Similar to the velocity response,
the air-pressure will decrease in a higher rate corresponding to the area-increment of orifice
opening when the opening-ratio is larger than 0.8%. Moreover, the air-pressure can reach a
value over 4500 Pa for most cases.

 

Figure 11. Air-pressure corresponding to area ratio of orifice cross-section.

4.2.3. Pneumatic Power from the OWC

Presented in Figure 12 is the average of 1/3 maximum (significant) pneumatic power
corresponding to various area-ratios of orifice of the OWC converter. It is observed that
corresponding to the increase of ratio of the orifice opening the pneumatic power will
slightly increases till it reaches a peak value in the lower ratio of the orifice area and then
decreases nonlinearly. The ratio corresponding to the peak of pneumatic power is 0.2% for
the cross-sectional area of the orifice to the area of water surface in OWC chamber. Similar
to the velocity response, the pneumatic power will decrease in a higher rate corresponding
to the area-increment of orifice opening when the opening-ratio is larger than 0.8%. The
pneumatic power of the OWC wave energy converter can reach a value larger than 250 kW
for most cases.

 

Figure 12. Pneumatic power corresponding to area ratio of orifice cross-section.
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4.2.4. Efficiency of Power Converted from the OWC

For the examination of efficiency of power converted from wave-energy of an OWC
system to pneumatic power that can drive a turbine generator, an estimation for the ratio
between energy induced by airflow and produced from incident waves is applied [18].
As presented in Figure 13 is the average of 1/3 maximum (significant) pneumatic power
corresponding to various area-ratios of orifice of the OWC converter. It is observed that
corresponding to the increase of the opening ratio, the converting-efficiency of OWC
decreases. The converting-efficiency stays at a high level first and then drops fast at the
area-ratio approaches 0.8%. Basically after the opening-ratio increases to 0.8%, the efficiency
of power converted is reduced to 10%. It is also found that the converting efficiency from
the OWC system installed in an offshore template structure is only slightly over 10% for
most cases without an additional opening of the front gate.

 

Figure 13. Efficiency corresponding to area ratio of orifice cross-section.

4.3. Responses Corresponding to Opening-Ratio of OWC Gate RO

Considering the prevailing direction of waves, adding an opening gate to the original
chamber is expected to capture more energy from the incident waves and upgrade its
energy conversion efficiency. However, if the wave direction changed and is not aligned
with the opening gate, it will be an issue that can be studied in a future study. The opening
of the OWC gate is set as a ratio of the gate-opening to the height of the chamber for the
OWC converter as indicated as O/Z = RO in Figure 6. The height of the chamber of the
OWC converter is a constant of 15-m while the opening-ratio of the gate is a variable as
presented in Table 1 ranged from 0% to 50%.

4.3.1. Velocity of Airflow from the OWC

Presented in Figure 14 is the average of first 1/3 maximum velocity of airflow for
various ratios of gate-opening of the OWC converter to the chamber height. It is observed
that corresponding to the increase of the opening-ratio of the air chamber gate, the airflow
velocity increases until it reaches the ultimate value. The maximum average velocity of
the airflow found from the orifice is 88.24 m/s when the opening ratio is 45.31% as set in
this study. It is also noticed that for the largest opening ratio of the gate when it is 50%,
corresponding to which the air-velocity drops suddenly to less than 60 m/s. For the gate
opened by 50% of the height of chamber, it means that the submerged part of the chamber
is 0.5 m. During the heaving motion of the waves the gate may be over part of the water
surface. Once the gate opening is over the lowest water level, the velocity drops suddenly
because the air chamber is wild opened then and the air is not confined in the chamber
to be compressed through the orifice. Therefore, the determination of the largest value
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that must be corresponding to the highest water level is important and essential to the
efficiency of the conversion effect.

 

Figure 14. Airflow velocity corresponding to opening ratio of OWC gate.

4.3.2. Air-Pressure in the Air Chamber of the OWC

Presented in Figure 15 is the average of first 1/3 maximum air-pressure for various
ratios of gate-opening of the OWC converter to the height of the air-chamber of the OWC.
It is observed that corresponding to the increase of the opening-ratio of the air chamber
gate, similar to the velocity responses, the air-pressure increases till it reaches an ultimate
value. Only a slightly flatter slope was found for the variation of the air-pressure increment
when compared to the velocity variation corresponding the increase of the opening-ratio
of the gate. The maximum air-pressure found in the air-chamber 5800 Pa, but when the
opening-gate is over the lowest water level the air-pressure also drops suddenly to 3783 Pa,
which is reduced by about 35%.

 

Figure 15. Air-pressure corresponding to opening ratio of OWC gate.

4.3.3. Pneumatic Power from the OWC

Presented in Figure 16 is the average power of airflow in 1/3 maximum pneumatic
power for various opening-ratios of OWC gate to the height of the chamber of OWC. It is
observed that corresponding to the increase of opening-ratios of OWC gate the pneumatic
power also increases till the ultimate peak value. The increment of the pneumatic power is
in a nonlinear but stiffer slope compared to the air-pressure increment trend. The maximum
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power obtained corresponding to the gate-opening in this case is 480 kW when the gate-
opening ratio is 45.31% to the height of the air-chamber of the OWC. However, when the
opening-gate is above the lowest level of the water, the pneumatic power drops to 139 Pa,
which is only 29%, less than 1/3 of the highest power that can be obtained.

 

Figure 16. Pneumatic power corresponding to opening ratio of OWC gate.

4.3.4. Efficiency of Power Converted from the OWC

Presented in Figure 17 is the efficiency of power of airflow converted from the OWC
for various opening-ratios of OWC gate. It is observed that corresponding to the increase
of opening-ratios of OWC gate the converting efficiency of the power also increases till
the ultimate peak value. The increment of the pneumatic power is also in a stiffer slope
compared to the air-pressure increment trend. The maximum converting efficiency of
the power obtained corresponding to the gate-opening in this case is 17.2% when the
gate-opening ratio is 45.31% to the height of the air-chamber of the OWC. Compared to
the case without a gate-opening, of which the converting efficiency is 9.9%, the converting
efficiency obtained from a larger gate opening is much higher. As indicated in the numbers
the increase of the converting efficiency can be raised by 74% from the largest opening of
the gate. It is also noticed that the converting efficiency will drop dramatically if the gate
opened above the lowest water level. As is shown in Figure 17, the efficiency is 5.0% for an
over opened gate (RO = 50%). That is reduced by 70% compared to a case, where the gate
is opened in a ratio of 45.31%, slightly over the lowest water level.

 

Figure 17. Efficiency corresponding to opening ratio of OWC gate.

18



J. Mar. Sci. Eng. 2021, 9, 133

The results show that increasing the opening area can effectively increase the efficiency
of wave energy conversion. As the opening area increases, the wave conversion power is
also higher. When the gate-opening ratio is 0.4531, the highest average speed is 88.24 (m/s),
the generated power is 480 kW, and the conversion efficiency can be calculated as 17.2%.
However when the gate opened is higher than the water surface as the case that the
opening ratio is 50%, the internal air will escape and fail to flow through the airflow outlet,
resulting in a significant reduction in wave energy conversion efficiency. Therefore, it is
recommended that the opening area ratio is 37.5–45.31% based on this study.

4.4. Responses Corresponding to the Ratio of Chamber-Height RZ

The submerged depth of the OWC may have influence to the performance of an OWC
converting system. Therefore, taking into consideration in this section is a dimensionless
ratio of chamber-height of the OWC converter to the water depth as indicated as RZ and
listed in Table 1. Since the apex of the OWC chamber located at the frame of the template
structure is fixed based on the sea-water level, the main variation factor is the dimension of
the chamber below the water level, or the height of the chamber.

4.4.1. Velocity of Airflow from the OWC

Presented in Figure 18 is the average of 1/3 maximum (significant) velocity of airflow
for various ratios RZ of the chamber-height of the OWC converter to the water depth. It is
found that corresponding to the increase of the chamber-height of the OWC converter, the
airflow velocity would not be influenced for the first two variations of ratio but after that it
decreases almost linearly.

 

Figure 18. Airflow velocity corresponding to height-ratio RZ of OWC chamber.

The maximum average velocity of the airflow is 76.97 m/s, corresponding to the
ratio of chamber-height Rz = 0.45, while the second largest average velocity is 76.71 m/s,
corresponding to the ratio Rz = 0.40 the smallest height of the chamber designed in the
OWC converter.

Compared to the gate opened in the front wall, the reduction of the height of the
whole chamber seems less effective for the energy conversion. As indicated in the second
case for gate-opening that a 25% height of front wall is opened to reduce the front wall to
11.25 m high of which the velocity of air-flow is 80.38 m/s. When compared to the first
case of the height-variation of the chamber that the chamber-height is 40% (Rz = 0.40) of
water depth meaning that the air-chamber is 12 m high, the velocity from the gate-opening
seems compatibly higher.
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4.4.2. Air-Pressure in the air Chamber of the OWC

Presented in Figure 19 is the average of 1/3 maximum (significant) air-pressure for
various ratios RZ of the chamber-height of the OWC converter to the water depth. It is
found that corresponding to the increase of the chamber-height of the OWC converter, the
air-pressure would not be significantly influenced for the first several variations of ratio
and then decreases almost suddenly when the ratio Rz is larger than 0.65. As was observed
in ratios of Rz = 0.40 to Rz = 0.60, the air-pressure varies from 4932 Pa to 4062 Pa, which
decreases in a slow rate till Rz = 0.65. When Rz = 0.7 the air-pressure drops to 1764 Pa
almost in a sudden. This suggests that for the chamber-height in a lower ratio range the
influence of the ratio on the air-pressure is minor, however, if the ratio is larger than 0.65
the influence on the air-pressure can be very significant.

 

Figure 19. Air-pressure corresponding to height ratio RZ of OWC chamber.

4.4.3. Power of Airflow from the OWC

Presented in Figure 20 is the pneumatic power corresponding to various ratios of OWC
chamber height to the water depth. It is observed that in the first two ratios the pneumatic
power slightly increases from 314 kW to 317 kW and then decreases corresponding to
the increase of height-ratios of OWC chamber to the water depth. The pneumatic power
decreases in an almost linear trend corresponding to the ratio increase of OWC height to
the water depth.

 

Figure 20. Pneumatic power corresponding to height-ratio RZ of OWC chamber.
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4.4.4. Efficiency of Power Converted from the OWC

Presented in Figure 21 is the efficiency of power of airflow converted from the OWC
for various ratios of OWC chamber height to the water-depth. It is found that a pattern
similar to the pneumatic power is presented for the first two ratios of the OWC height to
the water depth, where the converting efficiency is slightly increase from 11.3 to 11.4 when
the ratios are increased from 0.4 to 0.45. After that the converting efficiency of the wave
energy to pneumatic power decreases corresponding to the increase of the height-ratio of
the OWC height to the water depth.

 

Figure 21. Efficiency corresponding to height-ratio of OWC chamber.

4.5. General Discussions on the Power Converting Efficiency

A general discussion for the power converting efficiency examined in this study will
be compared to available experimental data and discussed here. Since only very few
experimental studies have been performed and even for the rare one, the model type for
analysis, shape, corresponding size from scaled-down to prototype and loading conditions
are merely comparable, this subsection still tries to make a comparison to the very rare
experimental data for the OWC wave converter integrated in an offshore template structure.
The experimental data were presented in reference [16], where a scaled-down model of
1:50 for an OWC wave converter integrated in an offshore template structure was tested
under regular and irregular waves to find the hydrodynamic response. As indicated,
since the model and the analytical parameters are different from this study, we’ll choose
the converting efficiency that based on nearly similar analytical conditions to compare
and discuss.

As presented in the referred article [16], the capture width ratio (CWR) is the parameter
used to evaluate the performance of the OWC sub-system. Corresponding to the wave-
steepness, which is 0.017 quite small as applied to this study but was a representative in-situ
condition, the performance parameters are located in a range lower than 10 except for the
case that the period of the applied wave is 7 s. As comparison, the wave-period applied
in this study is 7.5 s and the corresponding dimensionless damping coefficient B*, (please
refer to [16]) is about 37 in terms of a similar scaled-down model so that the performance
parameters obtained from the experimental data are located in the range between 5 and 10.
It is found that compared to the performance parameters obtained from the experiment,
the converting efficiencies of this study are in a range between 5.2 and 10.1 as indicated
in Figure 13 (efficiency corresponding to area ratio of orifice cross-section). The results
obtained from this study are compactible to an experimental result and quite encouraging.

5. Conclusions

In this research an OWC wave energy converting system was installed and combined
to an offshore template structure for a wind turbine system as a subsystem for power
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generation. The theoretical results showed that though the converting efficiency in open
sea conditions is not very high, it is workable and the efficiency can also be raised by 70%
through addition of a front gate. Some substantial conclusions from the study are listed
as follows:

• For the variation of chamber shapes, three kinds of shape were examined for the per-
formance of the power converting, namely, quadrilateral triangle, semi-quadrilateral
triangle and cubic shape. Among these three shapes, the chamber of cubic shape has
the best performance in terms of the velocity of air-flow through the out-let orifice.
The average velocity from the orifice of the cubic type of air-chamber is 28% higher
than that from the semi-quadrilateral triangle type and 50% higher than that from the
quadrilateral triangle type of air-chamber.

• Corresponding to the increase of the area-ratio RA of orifice-opening, the conversion-
efficiency decreases. For the early stage the conversion efficiency remains 10% till the
area-ratio approaches 0.8%. It is also found that the conversion efficiency from the
OWC system installed in an offshore template structure is only slightly over 10% for
most cases if gate opening is not allowed.

• When gate-opening is allowed in the direction of incident waves the conversion
efficiency can be greatly increased. For the case where the gate-opening ratio is 0.4531
to the height of the chamber, the generated power can reach as high as 480 kW, and
the conversion efficiency is 17.2%, which represents an increase by 74% compared to
the chamber without an opening in the front wall. The results show that the opening
area can effectively increase the efficiency of wave conversion, but when the height of
the opening area is higher than the water surface, internal air will escape, which leads
to a reduction in the wave energy conversion efficiency. Therefore, it is recommended
that the opening area ratio be 0.375~0.4531, based on the size of this experiment.

• For the ratio of chamber-height RZ, since the height of chamber apex remains un-
changed, the main changing factor is the underwater depth. The results show that
an increase in the depth will directly reduce the outlet airflow velocity and power
generation. It is recommended that the air chamber height ratio to the water depth
be 0.4–0.5.

Therefore, according to this study for an OWC wave converter installed in an open
sea situation, an OWC device with smaller outlet orifice and smaller height of the chamber
relative to the water depth will have better performance in terms of the air-velocity and
the pneumatic power converted from the wave power. Furthermore, if a gate-opening is
allowed at the front side of the chamber (usually in the prevailing direction of the wave
propagation), a ratio of gate-opening reaching 45% may give a great upgrade for the
conversion efficiency.

It is noticed that the highest average power obtained in the system is 0.48 MW. When
compared to the main structure, established for a wind turbine system of 5 MW power
generation, the associated wave energy converting system may produce about 10% of the
power obtained from the main system. For a sub-system, the results are quiet encouraging.
However, in order to effectively increase the efficiency of ocean energy extraction and
avoid negative impacts on the original structure and the environment, there are still many
issues to be considered, hopefully to increase the efficiency of energy use and enhance the
feasibility of sustainable development.
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Abstract: Wave attenuation for the purpose of coastal protection has been an important topic in
coastal engineering. Wave attenuation in relation to the vortices induced by a solitary-like wave
propagating over submerged breakwaters (BWs) is discussed in this paper. A series of hydraulic
model experiments was conducted to investigate the occurrence of eddies, the types and combinations
of submerged BWs, and related phenomena of the range expansion of vortices. The microscopic
changes in the flow field, the variation of eddies, and the distributions of streamlines were analyzed
using the particle image velocimetry (PIV) technique. The measured transmission and reflection
coefficients, along with the concept of energy conservation, were also examined to support the results.
The results indicate that the attenuated wave energy is related to the induced vortices, and show that
the total relative vortex energy for rectangular submerged BWs is larger than that for undulating
submerged BWs in both the single and composite sets. The magnitude of the maximum vorticity
of the undulating BW sets is larger and more concentrated than that of the rectangular BW sets;
however, the total vortex energy is slightly smaller owing to the narrower vortex area range.

Keywords: particle image velocimetry; solitary wave; submerged obstacle; undulating breakwater;
rectangular breakwater; vortex energy

1. Introduction

Waves are regarded as a form of energy transmission. Offshore waves can cause damage to coastal
structures, which often comprise the infrastructure protecting lives and property. Coastal protection
has therefore been an important topic in the field of coastal engineering. For this reason, various types
of structures, including submerged artificial levees, breakwaters (BWs), and floating obstacles,
have been studied to reduce the damage caused by waves. One approach to address these issues is to
evaluate wave–structure interactions, and investigate how wave energy is attenuated. The physical
characteristics of various types of undulating and sinusoidal topographies interacting with waves have
been studied. Davis and Heathershaw [1] investigated the attenuation of surface-wave propagation
over sinusoidally varying topography. Dalrymple and Kirby [2] investigated the interactions of
small amplitude water waves with a patch of bottom ripples using the boundary integral equation
method (BIEM). O’Hare and Davis [3] presented a method for modeling surface wave propagation
over undulating topography. Kar et al. [4] analyzed the gravity wave transformation with a finite
floating dock in the presence of bottom undulation trenches. Undulating topography has been
applied and designed by Shih and Weng [5,6] and Shih et al. [7] as BWs, and the effectiveness of
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regular waves, irregular waves, and long wave attenuation was discussed in relation to their physical
experiments. However, the interaction of the wave structure and the relationship between wave energy
attenuation and vortices, especially the vortices induced by those undulating BWs, have not been
widely investigated through experimental visualization.

In early research on the visualization of obstacle-induced vortices, Hino and Yamazaki [8]
discussed the vortex formation and energy dissipation of periodic waves passing through vertical
plates in a tank with dimensions 20 m long and 0.4 m wide. Viewed from the side, a 16 mm camera was
used to shoot continuously at 12 fps. The hydrogen bubbles used to track the particles were generated
by electrolysis with the application of a high DC voltage to the anode of a copper plate. The results
showed that the energy dissipation rate can be estimated by the resistance coefficient. Ikeda et al. [9]
investigated the vortex structure and energy dissipation near both sides of the edge of a vertical plate
under wave action, and discussed the discrete vortices created by a submerged dike and the estimation
of transmitted waves. It was found that the vortex can be numerically simulated with Lamb–Oseen
vortices, confirming that the wave energy is dissipated as a result of the formation of the vortices.
Hokamura et al. [10] studied the energy dissipation of eddies around the tip of a double-barrier floating
breakwater (DBFB) using the dye flow visualization technique. The results showed that the reduction
in wave height was caused by the loss of wave energy due to the vortex motion separated by the vertical
plate tip. The DBFB caused vortices at the tips of two vertical plates, and these were widely distributed
on the width scale of the floating body. The characteristics of velocity field variations when a solitary
wave propagates over a reverse flow field were studied by Umeyama [11] using the super-resolution
particle image velocimetry (PIV) technique. The velocity fields and flow patterns near a vertical and an
inclined thin plate obstacle, induced by the propagation of a solitary wave, were also investigated by
Zaghian et al. [12] using the PIV technique. Jiao et al. [13] investigated the flow field around three
reefs using the PIV technique, which was used to validate the numerical simulation. Their simulation
results showed good agreement with the results of the PIV experiments. Chang et al. [14] studied the
interaction between a solitary wave and a vertical thin plate installed at the bottom, and discussed the
fluid kinematics and vortex modes caused by the wave. Lin et al. [15] used the high-speed particle
image velocimetry (HSPIV) technique to explore the dissipation process of solitary wave energy on
very steep beaches, including its acceleration and pressure-gradient characteristics.

In order to determine the relationship between wave energy attenuation and vortices induced
by submerged BWs, a series of hydraulic model experiments was conducted to investigate the eddy
formation and flow field distributions generated by the interactions between waves and submerged
structures in this study. The wave is a solitary-like wave generated by a landslide wave generator,
and the submerged structures consist of a single set and a composite set of rectangular and undulating
BWs. All experiments were filmed with a high-speed digital camera, and were analyzed using the
digital particle image velocimetry tool PIVlab [16,17]. The distribution of the eddy velocity field and
the vorticity strength were analyzed, and the results were used to calculate the proportion of eddy
energy in the entire wave energy attenuation process. In addition, the measured transmission and
reflection coefficients when the wave propagated over the submerged BWs, along with the concept of
energy conservation, were adopted to confirm the calculations. Furthermore, the different properties of
vortices and the distributions of streamlines induced by different submerged BWs are also discussed.

2. Experimental Setup and Methods

In this study, the flow field and formation of the vortices induced by the interaction between the
generated solitary-like wave and different sets of submerged BWs were investigated experimentally.
The model experiments were conducted in a two-dimensional open channel, which was about
5.0 m long, 0.08 m wide, and 0.2 m deep. The flume layout and experimental setup are schematically
shown in Figure 1. Long waves, such as tsunamis, or waves resulting from large displacements
of water, for example landslides and earthquakes, sometimes behave approximately like solitary
waves. It is difficult to form a truly solitary wave in nature because trailing small dispersive waves are
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usually formed. Different generators of solitary or impulse waves have been widely adopted in many
physical experiments to study the effects of long waves, including piston-type wave generators [18,19],
Scott Russell wave generators [20,21], and landslide tsunamis [22–24]. In this study, a solitary-like
wave generated by a sliding body was adopted. As can be seen in Figure 1, a landsliding system was
adopted to serve as a solitary wave generator at the left end of the flume, and a solitary-like wave
was generated by a concrete block sliding down a α = 67.5◦ slope. The generated solitary-like wave
propagated from left to right, and a fixed vertical baffle with the same height as the water depth was
installed to reduce reflected waves from the end wall. This is because the waveform and volume of the
solitary waves are mainly above the water surface, and the waves can pass directly over the baffle and
into a container when they reach the end of the flume. The water depth h was maintained at a constant
0.1 m, and sets of submerged BWs were placed 2.5 m away from the wave generator. The visualization
area was set to focus on the environment surrounding the submerged BWs, as shown in Figures 1 and 2,
which show a photograph of the experimental setup and the wave vortex measurement.

 

Figure 1. Schematic layout of wave flume and experimental setup.

 

Figure 2. Experimental setup and wave vortex measurement.

A set of submerged BWs was composed of four blocks of different heights and the same width,
of 0.04 m, arranged in an ascending step formation from upstream to downstream. Their heights as
a proportion of the water depth were 0.2, 0.4, 0.6 and 0.8, respectively. Figure 3 shows photographs
of rectangular and undulating BW sets, resembling stair-step structures and underwater sand dunes,
respectively, made of concrete material, as used in the experiments. A combination of two submerged
BW sets, either both single or both composite sets, with the separation distance relative to the water
depth w/h = 0.4, was also discussed in this study, as listed in Table 1.
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(a) 

 
(b) 

Figure 3. Single (a) rectangular and (b) undulating breakwater set.

Table 1. Combination of breakwaters sets.

Breakwater Type Schematic Diagram
Breakwater Height

d/h
Separation Distance

w/h

Single Set  

 

0.2, 0.4, 0.6, 0.8 —-

Composite Set  

 
0.2, 0.4, 0.6, 0.8 0.4

A high-speed digital camera with a maximum frame rate of 960 fps at specific resolutions recorded
the changes in the waveform to confirm the results measured by the wave gauges. At the highest
resolutions, the camera supported images and/or videos with a resolution of up to 1920 × 1080 pixels.
The video images were captured at different time intervals in the highest resolution for analysis.
PVC-based glitter powder with a particle size of approximately 0.05 mm and a measured settling speed
of 7.592 mm/s on average was chosen for use as the seeding particles. In this arrangement, the shooting
observation range was relatively wide, and the tracking particles became comparatively blurred when
shooting at 960 fps. To ensure the best results, a shooting speed of 480 fps to conduct the experiment
was used in this study.

The digital particle image velocimetry tool for MATLAB, named PIVlab [16,17], was chosen as
the PIV tool to analyze the captured images. With proper settings, including image preprocessing
using contrast-limited adaptive histogram equalization (CLAHE), the cross-correlation of continuous
image data could be derived. From this, the physical properties of the flow field, for example,
horizontal velocity, u, vertical velocity, v, vorticity, ω, velocity intensity magnitude, and velocity
vector angle, θ, which describe the wave–structure interactions for the generated solitary-like waves
propagating over submerged BWs, could be derived.

According to Hino and Yamazaki [25], eddy capacity can be estimated by the kinetic energy
per unit width of a vortex, that is, the calculated eddy energy. This can be expressed as:

Ev =
ρ

2

∫ a

0
2πrq2dr =

1
16
πρω2r4

0

(
1 + 4 ln

a
r0

)
(1)

where ω is the vorticity, ρ is the water density, r is the distance to the vortex center, r0 is the radius of
the boundary between the vortex area and the vortex-free area, and a is the maximum radius of the
vortex representing the outer limit of the vortex, that is, r0 < a, according to Hino and Yamazaki [25].
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In addition, the speed q in the circumferential direction at radius r, and the vortex strength Γ (circulation),
can be determined by

q =
ω
2

r (2)

Γ = ωπr2 (3)

These physical properties of the flow field, including the horizontal velocity, u, vertical velocity,
v, and speed, can be derived from each interrogation window during the PIV analyses using PIVlab.
Therefore, the vorticity can be determined by

ω =
∂v
∂x
− ∂u
∂y

(4)

According to the Coastal Engineering Research Center [26], the total energy of a solitary wave can
be expressed as

E0 =
8
3
ρgh2H

√
H/3h (5)

where H is the solitary wave height and h is the water depth.

3. Experimental Validation

To confirm the appropriateness of applying the above-mentioned methods to the generated
solitary-like waves and measured flow field by using PIV analyses, the measured waveform was
compared with the theoretical results, and the cross-sectional distribution of the flow velocity in the
flume was also verified using measurements made by an acoustic Doppler velocimeter (ADV).

3.1. Validation of the Solitary Wave Generation

As mentioned in the previous section, a solitary-like wave was generated by a landsliding system
with a sliding concrete block. In order to confirm whether the analysis methods mentioned above
were appropriate, the experimental wave elevation measured by two capacitance wave gauges was
compared with the theoretically calculated elevation. Figure 4 shows a comparison of the experimental
distribution of water elevation (waveform) and the theoretical distribution derived by the Boussinesq
equation [27]:

η = Hsech2

⎛⎜⎜⎜⎜⎝√
3H
4h3

(x− ct)

⎞⎟⎟⎟⎟⎠ (6)

where η represents the water level and c is the wave speed. The comparison shows a satisfactory
agreement between the experimental and theoretical results.

 

 
Figure 4. Comparison of measured waveform with the theoretical one.
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3.2. Validation of the PIV-Analyzed Velocity Field

In order to confirm the applicability of the velocity field computed by the PIV analyses using
PIVlab, the vertical water velocity profiles as measured by the ADV in a water tank with a controlled
flow rate were compared to the PIV analyses. This approach was also conducted by Song and
Chiew [28] and Ruonan et al. [29]. The ADV used in our study was a Vectrino (Nortek AS), as shown
in Figure 5. A comparison of the vertical water velocity profiles derived by ADV and PIVlab with a
controlled flow rate is shown in Figure 6. The cross-sectional average flow velocity was approximately
0.049 m/s in the water tank, serving as a reference for confirmation. According to the outlet velocity
distribution along the cross-sectional direction of a current field without waves, the difference between
the results from the PIV analyses using PIVlab and ADV is approximately 5.276%. More detailed
information regarding the accuracy tests of the PIVlab can be found in a previously reported study [17].

 

Figure 5. The acoustic Doppler velocimeter for the validation of the PIV-analyzed velocity field.

 
Figure 6. Comparison of the vertical velocity distribution derived by the acoustic Doppler velocimetry
(ADV) and the particle image velocimetry (PIV) analyses.
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4. Results and Discussion

4.1. Relative Vortex Energies Induced by a Single Set of Rectangular and Undulating BWs

The temporal variation of the flow field and the induced vortex when the generated solitary-like
wave propagated over a single set of submerged rectangular and undulating BWs is presented in
Figure 7. The data presented were derived from the PIV analyses, and the arrows represent the incident
wave direction. From the circumferential velocity and vorticity, together with the current radius of each
point, the effective eddy capacity can be calculated. The value of r0 is determined by the maximum
value of the positive and negative velocities, which usually occurs on the periphery of the vortex area.
Based on the relative position of the vortex, the center of the entire vortex field is determined, and the
energy distributions of each particle around the center point are obtained.

  

  

  

(a) (b) 

Figure 7. The vortex and velocity distribution around a single set of submerged breakwaters:
(a) rectangular submerged breakwater; (b) undulating submerged breakwater.

When observing the eddy current phenomenon of a single set of submerged BWs, it can be noticed
that some smaller local vortices exist in the middle of the submerged BWs. The vortices induced by
rectangular or undulating submerged BW sets are difficult to assess. However, the determination of the
intensity of the vortex energy is mainly related to the intensity of the vortex. Therefore, the maximum
vortices appearing behind the submerged BWs were derived from the subsequent results derived from
the PIV analyses. From analysis of the vortex intensity, the maximum vorticities around the center of
the vortex were 55.03 1/s and 107.81 1/s for a single set of rectangular and undulating submerged BWs,
respectively, as shown in Figures 8a and 9a. Accordingly, the total relative vortex energy for a single set
of rectangular submerged BWs was approximately 65.09%, with a = 0.051 m and r0 = 0.025 m, and the
total relative vortex energy behind a set of undulating submerged BWs was approximately 50.63%,
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with a = 0.051 m and r0 = 0.022 m, as shown in Figures 8b and 9b. In addition, the transmission
coefficient Kt and reflection coefficient Kr could be estimated via the ratio of the transmitted wave
height to the incident wave height, and the ratio of the reflected wave height to the incident wave
height, according to Goda and Suzuki [30] and Mansard and Funke [31]. The estimated transmission
coefficient Kt and reflection coefficient Kr were, respectively, approximately 0.509 and 0.273 for a
single set of rectangular submerged BWs, and approximately 0.811 and 0.178 for the single set of
undulating submerged BWs, respectively. Moreover, from the concept of energy conservation, the sum

of energy attenuation could be calculated from the equation KL =
√

1−K2
r −K2

t , and this was found to
be approximately 0.816 for the rectangular submerged BWs and 0.558 for the undulating ones.

  

(a) (b) 

Figure 8. The vorticity and relative energy of the maximum vortex induced by a solitary-like wave
propagating over a set of rectangular submerged breakwaters: (a) the vorticity distribution along the
vertical line of the vortex center; (b) the relative vortex energy distribution.

  

(a) (b) 

Figure 9. The vorticity and relative energy of the maximum vortex induced by a solitary-like wave
propagating over a set of undulating submerged breakwaters: (a) the vorticity distribution along the
vertical line of the vortex center; (b) the relative vortex energy distribution.

The results of the above-mentioned analyses show that the total vortex energy induced by a set of
rectangular submerged BWs appears to be slightly larger because the vortex area range is wider than
that of the undulating BW-induced vortex, although the maximum vorticity of the former is relatively
smaller. In addition, the relative vortex energy percentage of the submerged BW-induced vortices

32



J. Mar. Sci. Eng. 2020, 8, 834

shows that the main concentration range of vortex energy lies between 0 m and 0.03 m for the single set
of rectangular submerged BWs, as shown in Figure 8b, and between 0 m and 0.025 m for the single set
of undulating submerged BWs, as shown in Figure 9b. Moreover, the maximum relative energy, Ev/E0,
is approximately 1.12% for the single set of rectangular submerged BWs and approximately 1.36% for
the single set of undulating submerged BWs. This shows that the rectangular submerged BW-induced
vortex is relatively divergent, whereas the undulating submerged BW-induced vortex is relatively
concentrated. Ev and E0 denote the energy of the induced vortex and incident wave, as determined by
Equations (1) and (5), respectively, and the variation of vorticity distribution through the vertical line
of the vortex center can be obtained from the PIV analysis process using PIVlab.

Figures 10 and 11 show the temporal variation and distribution of streamlines when a solitary-like
wave propagates over a set of rectangular or undulating submerged BWs, respectively. It can be clearly
seen that some local small eddies occurred between the steps of the undulating submerged BWs,
which are less noticeable in the case of the rectangular submerged BWs. Furthermore, when observing
the speed gradient of the solitary wave crest passing through the set of submerged BWs, which can
be traced through the streamline variation, it can be seen that the constant velocity gradient lines,
which exhibit an upper and lower equal gradient pattern, occur at the front edges of the set of
rectangular submerged BWs. This indicates that the water particles no longer move quickly in
the forward direction after being blocked by the set of rectangular submerged BWs. By contrast,
the blockages of water particles and the reduction of the propagation speed in the forward direction
are less notable for the case of the solitary wave passing over the set of undulating submerged BWs.

Figure 10. The streamline variation of a solitary-like wave propagating over a single set of the
rectangular submerged breakwaters.
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Figure 11. The streamline variation of a solitary-like wave propagating over a single set of the
undulating submerged breakwaters.

4.2. Relative Vortex Energies Induced by a Composite Set of Rectangular and Undulating BWs

Similar to the previous section, the temporal variation of the flow field and the induced vortex
when a generated solitary-like wave propagates over a composite set of submerged rectangular
and undulating BWs is presented in Figure 12, with the arrows representing the incident wave
direction. The omposite set of the submerged BWs is composed of two BWs, either rectangular or
undulating, with a separation distance relative to the water depth w/h = 0.4, as listed in Table 1.
The results acquired from a composite set of rectangular submerged BWs (Figure 12a) give an estimated
transmission coefficient, Kt, and reflection coefficient, Kr, of approximately 0.454 and 0.256, respectively.
Moreover, from the concept of energy conservation, the sum of energy attenuation, KL, is approximately
0.854. From the analysis of the vortex intensity, the analyzed maximum vorticities around the center of
the vortex for the first and second sets of the composite rectangular submerged BWs were approximately
55.03 1/s (Figure 13a) and 38.29 1/s (Figure 13b), respectively. The total relative vortex energy was
obtained, and the relative percentage is shown in Figure 13. The total relative vortex energy of the first
set of composite rectangular submerged BWs is approximately 28.29%, and approximately 36.99% for
the second set. Therefore, the total vortex energy accounts for 65.28% of the entire incident wave energy.
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(a) (b) 

Figure 12. The vortex and velocity distribution around a composite set of submerged
breakwaters with a separate distance of w/h = 0.4: (a) rectangular submerged breakwater;
(b) undulating submerged breakwater.
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(a) 

 

(b) 

Figure 13. The vorticity distribution along the vertical line of the vortex center, and the relative vortex
energy distribution of the maximum vortex induced by a solitary-like wave propagating over (a) the first
set and (b) the second set of a composite set of rectangular submerged breakwaters.

Similarly, the vortex and the velocity field distribution induced by the landslide-generated,
solitary-like wave propagating through the composite set of undulating submerged BWs are shown in
Figure 12b. The vorticity distribution along the vertical line of the vortex center, and the distribution of
relative vortex energy relative to the maximum vortex induced by the solitary-like wave propagating
over the first and second sets of composite undulating submerged BWs, are shown in Figure 14.
The maximum vorticities around the center of the first and second vortices are 86.11 1/s and 59.69 1/s,
respectively, as shown in Figure 14a,b. The transmission coefficient, Kt, is estimated to be 0.736, and the
reflection coefficient, Kr, is approximately 0.189. Thus, the sum of energy attenuation, KL, can be
calculated as 0.649 from the concept of energy conservation. The total relative vortex energies of
the first and second sets of the composite undulating BWs were estimated to be 26.44% and 25.08%,
respectively, as shown in Figure 14. Therefore, the total vortex energy accounts for approximately
51.52% of the entire incident wave energy. When comparing the total vortex energy of the single set
case with that of the composite set case, it can be seen that the composite submerged BW sets cause
more wave energy attenuation.
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(a) 

  

(b) 

Figure 14. The vorticity distribution along the vertical line of the vortex center and relative vortex
energy distribution of the maximum vortex induced by a solitary-like wave propagating over (a) the first
set and (b) the second set of a composite set of undulating submerged breakwaters.

A comparison of the temporal variation and distribution of streamlines with the relative vorticity
at three points in time, T1, T2, and T3, representing the generated solitary-like wave passing through the
first set of the rectangular and undulating submerged BWs, respectively, is shown in Figures 15 and 16.
The overall distributions of the streamlines of the generated solitary-like waves propagating over
the two types of submerged BWs are similar. Still, similar to the observations in the single set case,
more local small eddies occurred between the blocks of the undulating submerged BWs than between
the rectangular submerged BWs. In addition, the variation in streamlines indicates that the movement
of water particles was significantly hindered by the rectangular submerged BWs. When observing the
vorticity distribution along the vertical line of the vortex center induced by the first BW set, as shown in
Figures 15 and 16, it can be seen that the induced vortex of the rectangular BWs is relatively divergent
compared with that of the undulating submerged BWs, for which the induced vortex is relatively
concentrated. In addition, the magnitude of the maximum vorticity of the undulating submerged BWs
appears to be larger than that of the rectangular BWs, which is the same as for the single set case.
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Figure 15. The temporal variation of streamlines and the vorticity distribution along the vertical line
of the vortex center induced by a solitary-like wave propagating over a composite set of rectangular
submerged breakwaters.
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Figure 16. The temporal variation of streamlines and the vorticity distribution along the vertical line
of the vortex center induced by a solitary-like wave propagating over a composite set of undulating
submerged breakwaters.

5. Conclusions

In this study, a series of hydraulic model experiments was conducted to analyze the formation and
variations of obstacle-induced vortices. These vortices were induced by landslide-generated solitary-like
waves propagating over single and composite sets of rectangular and undulating submerged BWs.
The induced vortices were further analyzed by PIV techniques using PIVlab, and the correlation
between vortex energy and wave energy attenuation induced by different types of submerged BWs
was investigated. The results showed that the sum of the relative vortex energy generated behind the
composite submerged BW sets is greater than that of the single submerged BW sets. The trend of the
estimated total relative vortex energy of the maximum vortices is in agreement with the sum of the
energy attenuation, KL, indicating that the attenuated wave energy is related to the induced vortices.
Moreover, the total relative vortex energy of the rectangular submerged BW sets is approximately 1.29
(the single set) and 1.27 (the composite set) times larger than that of the undulating submerged BW sets.
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This shows that the rectangular submerged BW sets have stronger effects on the energy attenuation of
the solitary-like wave. The magnitude of the maximum vorticity of the undulating BW sets appears
to be larger than that of the rectangular BW sets; however, the total vortex energy is shown to be
slightly smaller, owing to the narrower vortex area range. Finally, the induced vortex of the rectangular
submerged BW sets is relatively divergent when compared with that of the undulating submerged BW
sets, which is relatively concentrated.
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Abstract: This paper presents a theoretical solution for the dynamic stability of the ocean current
turbine system developed in Taiwan. This system is tethered to the sea floor and uses the Kuroshio
Current to produce electricity. To maintain the performance of the turbine system in the presence
of the Kuroshio Current, the stability of the surfaced turbine needs to be considered. The proposed
system is composed of a turbine, a buoyance platform, a traction rope, and a mooring foundation.
The two-dimensional theoretical solutions treat the turbine as a rigid body with a movable structure
that is moored with two cables. In this model, the gravity, buoyancy, and drag force generated by the
wave on the turbine structure are considered. In addition, an analytical solution is proposed for the
general system. Finally, the effects of the wave on the pitch motion and dynamical stability of the
ocean current turbine system are investigated.

Keywords: stability; ocean current power system; surface type; buoyance platform; mooring foundation

1. Introduction

The application of traditional energy resources (e.g., fossil fuels) causes serious environmental
pollution. Renewable energy resources, such as wind, sunlight, ocean currents, waves, and tidal current,
have been introduced as alternatives for achieving a low-carbon society. Ocean current energy is a
potential power source that must be developed. Various forms of ocean energy are being investigated
as potential sources of power generation [1–4]. For example, the Kuroshio Current—a strong current
passing through the east of Taiwan—is expected to be an excellent energy resource. It has a mean
velocity of 1.2–1.53 m/s near the surface and the potential electricity capacity of the Taiwan Current is
approximately 4 GW [5]. This ocean energy source is stable and abundant, with the potential to be
developed and utilized.

Tidal current—which can be extracted from the rise and fall of sea levels under the gravitational
force exerted by the Moon and Sun as well as Earth’s rotation—is one of the most valuable resources.
Moreover, tidal current energy is more predictable than wind and wave energies [6]. Tidal current
turbine (TCT) can be categorized into horizontal- and vertical-axis tidal turbines [7,8]. These inventions
can harness the kinetic energy of tides and principally convert it to electricity. Horizontal-axis TCTs
are the most common device, with their rotation axis parallel to the current stream direction [9,10].
By contrast, vertical-axis TCTs rotate about a vertical axis perpendicularly to the current stream [11].
Chen and Lam [6] reviewed the survivability of tidal power devices used to harness tidal power.

Zhou et al. [7] presented up-to-date information on large tidal turbine projects with a power
exceeding 500 kW as well as their achievements and development histories. Most industrialized
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marine current turbine (MCT) devices are horizontal-axis turbines, with the rotation axis parallel to the
current flow direction. The main disadvantages associated with vertical-axis turbines include their
relatively low self-starting capability, high torque fluctuations, and generally lower efficiency than
horizontal-axis turbines. The power of industrialized MCT devices rigidly fixed at a seabed below
80 m depth, such as Atlantis AR1000 turbine, Voith Hydro turbine, and GE-Alstom tidal turbine,
is over 1 MW at a current speed of approximately 2.4–4 m/s. These are called seabed-mounted turbines.
Some devices, such as the Scotrenewables SR250 turbine and Ocean Renewable Power Company
(ORPC) turbine, are flexibly moored at deep seabeds.

A flexible moored device is an important tool for deployment in deep water. The majority of
moored tidal current turbine developers agree that by using a flexibly moored system, the device will
be automatically self-aligned to the direction of current flow [7,12–15]. A traditional design uses the
gravity foundations or piles in deep water, which are complex and expensive. The flexible mooring
lines and anchors can be deployed in deep water, where the other designs may by impractical [16].
Thus, it is important to develop a mathematical model for a flexible mooring system for ocean current
energy systems. Muliawan et al. [17] determined the extreme responses in the mooring lines of a
two-body floating wave energy converter with four catenary cables. Angelelli et al. [18] investigated
the behavior of a wave energy convertor mooring system with four spread cables by using Ansys
AQWA software. Chen et al. [4] investigated the wave-induced motions of a floating wave energy
converter (WEC) with mooring lines by using the smoothed particle hydrodynamics method. Davidson
and Ringwood [19] reviewed the mathematical models for wave energy convertor mooring systems.
The marine energy developer Minesto [20] developed a floating subsea kite with flexible mooring.

Cribbs [7] proposed a conceptual design for the flexible mooring of a current turbine fixed to a
300-m-deep seabed. The system included a mooring chain, a mooring line, a flounder plate, two lines
for the turbine and the platform, a marine turbine, and a rotating turbine using blade-estimated
airfoils. However, this system has not been practically applied thus far. Chen et al. [4] successfully
moored a 50 kW ocean current turbine supplied by Wanchi Company to an 850-m-deep seabed at
the offshore area of Pingtung County, Taiwan. At a current speed of 1 m/s, the output power of
the system was 26 kW. IHI and NEDO [21] conducted a demonstration experiment of the ocean
current turbine located off the coast of Kuchinoshima Island, Kagoshima Prefecture, and obtained
data for commercialization; the demonstration experiment was conducted for seven days. The turbine
comprised a combination of three cylindrical floats, called pods, having a total length of approximately
20 m, width of approximately 20 m, and turbine rotor diameter of approximately 11 m. The turbine
system was moored from the anchor installed on a 100-m-deep seabed.

Besides the current rotating-type turbine, the Wanchi Company is also developing an ocean
current turbine with a translational blade. To produce more power from the ocean, it is configured
with several matrix-array turbines. The system comprises a turbine, a buoyance platform, a traction
rope, and a mooring foundation, as shown in Figure 1. The ocean current turbine is tethered to an
~900-m-deep seabed and the ocean current flows perpendicular to the turbine plane. This system
might be more unstable than the horizontal rotational turbine. The system is composed of a turbine,
a buoyance platform, a traction rope, and a mooring foundation. The system stability is important for
the practical operation. So far, only a few studies have investigated the stability of the ocean current
turbine system. No literature is devoted to the mathematical model of the system about the coupled
heaven, surge and pitch motions. No analytical solution of the system is also presented. Because the
system must be sufficiently stable under the effect of wave, the mathematical model is developed and
the analytical solutions are presented in this study. Moreover, the effects of several parameters on the
system stability are investigated.

In Section 2, a two-dimensional model for the motions of the ocean current turbine system and
floater is developed. The turbine system and floater are treated as rigid bodies and the cables are
divided into two sections. Theoretical solutions of the motions are presented in Section 3. As detailed
in Section 4, a series of simulations were conducted for evaluating the dynamic stability of the
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system under various wave conditions. Section 5 summarizes the present study and provides some
concluding remarks.

Figure 1. Current turbine system composed of turbine (A) (a: Generator; b: Float; c: Structure;
d: Translational blade; e: Balanced weight; f: Cable; the current energy transferred by the blade to generator
through the high-pressure oil); buoyance platform (B); traction rope (UHMWPE) (C); and anchor (D).

2. Governing Equations

According to Figure 1, the analysis of the motion and dynamic stability of the ocean current turbine
system with a flexible mooring cable is complex. Assume that the structures of turbine and carrier
subjected the force due to wave and current are kept during the motion. Because the displacement
and pitching motion of the system are significantly concerned, these two components are considered
rigid bodies. Moreover, the inertia effect of the elastic cable is neglected. Therefore, the system is
simulated as a discrete one. The overall system comprises an anchored mooring, a carrier, and a
vertical ocean turbine system driven by a translational blade with a gravity anchor. A mooring system
that comprises a long main cable with a sub-cable connecting the carrier and ocean turbine is deployed.
Due to the complexity of system stability, the flow field is considered to be in steady state and the ocean
current velocity is assumed to be constant and uniform. The horizontal force applied to the turbine
and its structure during electricity generation is also assumed to be constant. The coupled motion of
the system includes the horizontal, vertical, and pitching oscillations. As shown in Figures 2 and 3,
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owing to the wave fluctuation, the buoyance forces applied on the floating platform and turbine can be
expressed as follows:

FB1 = (H1 −X1)A1ρg (1)

FB2 = (H2 −X2)A2ρg (2)

where the subscripts “1” and “2” denote the carrier and turbine, respectively, and A1 and A2 denote the
corresponding hydrodynamic areas. The wave heights at the carrier and turbine are H1 = H0 sin Ωt
and H2 = H0 sin(Ωt + Φ), where H0 is the wave amplitude. (Hi − Xi, I = 1~2) indicates the vertical
displacement, Ω is the wave frequency, and Φ is the phase lag due to the propagation delay from
the carrier to the turbine. On the basis of linear wave theory, the phase is expressed as Φ= −kL2,
where k indicates the wave number, L2 is the horizontal distance between the carrier and turbine,
ρ(=1025 kg ·m−3) is the density of water, and g (=9.81 m · s−2) is the gravitational acceleration.

Figure 2. Concentrated mass model of the ocean current turbine system subjected to wave currents.

Figure 3. Coordinate and force distribution of the system.
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According to the static equilibrium, the force in the horizontal direction at the joint o is expressed
as follows:

Twire cosθ = Tturbine cosφ (3)

According to the dynamic equilibrium, the equations of motion of the floating carrier and turbine
platform in the vertical direction are expressed as

M1
..
X1 − FB1 + Ttur sinφ− Twire sinθ = 0 (4)

and
M2

..
X2 − FB2 − Ttur sinφ = 0 (5)

where
..
X1 and

..
X2 are the vertical accelerations of the floater and turbine, respectively; Ttur is the tension

of the wire between the turbine and floater; and Twire is that between the cable and anchor. If the
vertical displacement is substantially smaller than the connecting cable between the floating and
turbine platforms, the angle φ is very small, as shown in Figure 2, and can be approximated as follows:

sinφ ≈ X1 −X2

L2
(6)

The cable made by polyethylene dyneema connecting the floating platform and mooring
foundation is considered. The material is the ultra-high molecular weight polyethylene (UHMWPE).
Because the material properties are great strength, light weight and flexible, the mooring cable is
likely straight during the turbine subjected to the ocean current force. Moreover, because the vertical
displacement is significantly smaller than the water depth, the following approximate relation can
be obtained:

sinθ ≈ X0

L1
(7)

Through substituting Equations (3), (6) and (7) into Equations (4) and (5), we obtain the coupled
equations of motion in terms of vertical displacements {X1, X2} for the carrier and turbine:

M1
..
X1 +

[
A1ρg + Ttur

1
L2

]
X1 − Ttur

1
L2

X2

= Ttur
X0√

L2
1−X2

0

+ H1A1ρg = Ttur
X0√

L2
1−X2

0

+ A1ρgH0 sin Ωt (8)

and
M2

..
X2 − Ttur

L2
X1 +

(
A2ρg +

Ttur

L2

)
X2 = A2ρgH = A2ρgH0 sin(Ωt + Φ) (9)

Equations (8) and (9) can be expressed as the equation of vertical motion in the matrix form

[
M1 0
0 M2

]⎡⎢⎢⎢⎢⎣ ..
X1..
X2

⎤⎥⎥⎥⎥⎦+ [
K11 K12

K21 K22

][
X1

X2

]
=

⎡⎢⎢⎢⎢⎢⎢⎣ TTur
X0√

L2
1−X2

0

+ A1ρgH0 sin Ωt

A2ρgH0 sin(Ωt + Φ)

⎤⎥⎥⎥⎥⎥⎥⎦ (10)

where the first 2× 2 matrix is the mass one, the second 2× 2 matrix is the stiffness one, the last term is
the forcing one due to the wave and the force of the turbine and

K11 = A1ρg + TTur
1
L2

, K12 = K21 =
−TTur

L2
, K22 = A2ρg− TTyr

L2
,

where X0 is the depth of the seabed, {X1, X2} indicate the vertical displacements, Φ is the phase lag
angle, and {M1, M2} are the masses.

Because the distance eGB between the centers of gravity and buoyance of the ocean turbine set is
almost constant during the pitching motion, the righting moment is ‘WeGB sinψ’ and the heeling angle
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curve can be expressed as ‘eGB sinψ’. Based on the principle of dynamic equilibrium, the equation of
horizontal translational motion for the turbine can be derived

M2
..
Y2 − FD + Tturbine cosφ = 0, (11a)

where FD = CD
1
2ρA

(
V − .

Y2 −
.
ψl

)2
. Considering the velocity resulting from the oscillation

( .
Y2 +

.
ψl

)
<< V,

the drag force becomes FD ≈ CD
1
2ρA

(
V2 − 2V

( .
Y2 +

.
ψl

))
.

Because the angle φ approaches zero and CD
1
2ρAV2 ≈ Tturbine, Equation (11a) becomes equivalent

to the equation of horizontal motion:

M2
..
Y2 + CDρAV

.
Y2 + CDρAVl

.
ψ = 0 (11b)

In the dynamic equilibrium equation, the pitching motion of the turbine is expressed as

I
..
ψ+ WeGB sinψ+ FDeD cosψ = (TTurbine cosφ)(eD cosψ) − (TTurbine sinφ)(eD sinψ) (12a)

Considering the pitching angle ψ to be small and based on Equation (6), the equation of the
pitching motion becomes

I
..
ψ−CDρAVleD

.
ψ+

[
WeGB + TTurbineeD

(X1 −X2

L2

)]
ψ−CDρAVeD

.
y = 0 (12b)

where y indicates the horizontal displacement, ψ indicates the pitch angle of the turbine, A is the area
of drag, CD is the drag coefficient, eGB is the distance between the centers of gravity and buoyance,
V is the current velocity, and l is the radius of rotation.

3. Theoretical Solutions

3.1. Solution of the Vertical Motion

The solutions of vertical displacement of the turbine and carrier comprise static and dynamic
components and can be expressed as

X1(t) = X10 + X11(t), X2(t) = X20 + X21(t) (13)

where {X10, X20} are the static displacements and {X11, X21} are the dynamic displacements. By substituting
Equation (13) into Equation (10) and dividing it into the static and dynamic subsystems, we obtain
the following:

Static subsystem: [
K11 K12

K21 K22

][
X10

X20

]
=

⎡⎢⎢⎢⎢⎢⎢⎣ TTur
X0√

L2
1−X2

0

0

⎤⎥⎥⎥⎥⎥⎥⎦ (14)

It should be noted that the Equation (14) demonstrates the relation between the vertical
displacements of the turbine and carrier and the current velocity without the wave effect.

Dynamic subsystem:[
M1 0
0 M2

]⎡⎢⎢⎢⎢⎣ ..
X11..
X21

⎤⎥⎥⎥⎥⎦+ [
K11 K12

K21 K22

][
X11

X21

]
=

[
A1ρgH0 sin Ωt

A2ρgH0 sin(Ωt + Φ)

]
(15)
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It should be noted that the Equation (15) demonstrates the dynamic behavior subjected to the
wave effect under the static equilibrium. From Equation (14), the theoretical solutions of the static
equilibrium can be easily derived:

X10 =

TTur
X0√

L2
1−X2

0(
K11 −K12

K21
K22

) , X20 = −K21

K22
X10 (16)

Further, the harmonic response of the system under the wave effect will be obtained. The solutions
of the dynamic state of Equation (15) are assumed as[

X11

X21

]
=

[
X11c
X21c

]
cos Ωt +

[
X11s
X21s

]
sin Ωt (17)

Substituting Equation (17) into Equation (15), and after some manipulations, the theoretical
solutions of the dynamic state can be derived as follows:[

X11c
X21c

]
=
βc

|A|
[ −K21

K11 −Ω2M1

]
, (18)

and [
X11s
X21s

]
=

1
|A|

⎡⎢⎢⎢⎢⎣ α
(
K22 −Ω2M2

)
− βsK21

−αK12 + βs
(
K11 −Ω2M1

) ⎤⎥⎥⎥⎥⎦, (19)

where

|A| =
∣∣∣∣∣∣ K11 −Ω2M1 K12

K21 K22 −Ω2M2

∣∣∣∣∣∣, α = A1ρgH0, βc = A2ρgH0 sin Φ, βs = A2ρgH0 cos Φ. (20)

As the determinant function of the frequency is equal to zero, |A| = 0, the resonance condition
applies. The two resonant frequencies can be derived as

Ω2
1,2 =

1
2

⎡⎢⎢⎢⎢⎢⎢⎢⎣
(

K22

M2
+

K11

M1

)
±

√(
K22

M2
+

K11

M1

)2

− 4
(

K11

M1

K22

M2
− K12K21

M1M2

)⎤⎥⎥⎥⎥⎥⎥⎥⎦ (21)

It is well known that if the wave frequency approaches to the natural frequency of the system,
the resonance or instability will occur. However, based on Formula (21) one can tune the natural
frequencies of system away the wave frequency to avoiding the instability of vertical vibration.

3.2. Solutions of the Horizontal and Pitching Motions

Consider the horizontal and pitching motions of the static and dynamic systems. The solutions of
the horizontal displacement and pitching angle are expressed as

y = y0 + yc cos Ωt + ys sin Ωt
ψ = ψ0 +ψc cos Ωt +ψs sin Ωt

(22)

where
{
y0,ψ0

}
are the static horizontal translational and pitching displacements without the wave effect{

yc, ys,ψc,ψs
}

are the harmonic solutions. By substituting Equation (22) into Equation (11), we can
obtain the following two equations:

o1yc + o2ys + o3ψs = 0 (23)

p1ys + p2yc + p3ψc = 0 (24)
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where
o1 = −M2Ω2, o2 = ΩCDρAV, o3 = ΩCDρAVl.
p1 = M2Ω2, p2 = ΩCDρAV, p3 = ΩCDρAVl.

(25)

By Substituting Equations (22) and (13) into Equation (12), after some manipulation, we obtain

WeGBψ0

+

⎛⎜⎜⎜⎜⎝ −Ω2Iψc −ΩCDρAVleDψs + TTureD
(X11c−X21c

L2

)
ψ0

+
(
WeGB + TTureD

X10−X20
L2

)
ψc −ΩCDρAVeDys

⎞⎟⎟⎟⎟⎠ cos Ωt

+

⎛⎜⎜⎜⎜⎝ −Ω2Iψs + ΩCDρAVleDψc + TTureD
(X11s−X21s

L2

)
ψ0

+
(
WeGB + TTureD

X10−X20
L2

)
ψs + ΩCDρAVeDyc

⎞⎟⎟⎟⎟⎠ sin Ωt

+TTureD
(X11c−X21c

L2

)
ψc

1+cos 2Ωt
2

+TTureD
(X11s−X21s

L2

)
ψs

1−cos 2Ωt
2

+
[
TTureD

(X11s−X21s
L2

)
ψc + TTureD

(X11c−X21c
L2

)
ψs

]
sin 2Ωt = 0

(26)

Equation (26) indicates that the horizontal and pitching displacements depend on the resonant
frequencies Ω and vertical displacements {X1, X2}, which are time-dependent functions. Therefore,
the characteristic equations can be derived using the orthogonality relation of {sin nΩt, cos mΩt}
as follows:

First, integrating Equation (26) from 0 to period T (=2π/Ω), Equation (26) can be expressed as

q0ψ0 + q1ψc + q2ψs = 0 (27a)

where
q0 = WeGB, q1 =

1
2

TTureD

(X11c −X21c
L2

)
, q2 =

1
2

TTureD

(X11s −X21s
L2

)
. (27b)

Second, multiplying Equation (26) with cos Ωt and integrating it from 0 to T, Equation (26) can be
expressed as

r0ψ0 + r1ψc + r2ψs + r3ys = 0 (28a)

where
r0 = −TTureD

(X11c−X21c
L2

)
, r1 = −

(
−Ω2I + WeGB + TTureD

X10−X20
L2

)
r2 = ΩCDρAVleD, r3 = ΩCDρAVeD.

(28b)

Finally, multiplying Equation (26) with sin Ωt and integrating it from 0 to T, Equation (26) can be
expressed as

s0ψ0 + s1ψc + s2ψs + s3yc = 0 (29a)

where
s0 = TTureD

(X11s−X21s
L2

)
, s1 = ΩCDρAVleD,

s2 =
(
−Ω2I + WeGB + TTureD

X10−X20
L2

)
, s3 = ΩCDρAVeD

(29b)

Equations (23), (24) and (27)–(29) can be further expressed as⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 o3 o4 o5

0 0 p3 p4 p5

q1 q2 q3 0 0
r1 r2 r3 0 r5

s1 s2 s3 s4 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ψ0

ψc

ψs

yc

ys

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (30a)

The eigenvalues of Equation (30a) provide a measure of system stability. These values are
characterized using a matrix, which is the Jacobian of the state of the system. The eigenvalues of
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the matrix are the characteristic roots of the state equation and can be determined using the roots of
characteristic equations of the system.∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 0 o3 o4 o5

0 0 p3 p4 p5

q1 q2 q3 0 0
r1 r2 r3 0 r5

s1 s2 s3 s4 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (30b)

or
o3(q1r2s4p5) − o4(q1r2s3p5 − s1r2q3p5) + o5(q1r2s3p4 − s1r2q3p4 − r1q2p3s4) = 0 (30c)

From the characteristic Equation (30c), we can determine the system’s resonance under the effects
of various environmental parameters.

4. Numerical Results

It is important to design the current turbine system to be stable in order to obtain good performance
and control requirement. The theoretical solutions, including static and dynamic stability systems,
are introduced in Section 3. Here, the behaviors of the turbines and floaters under the effects of
wave and ocean currents are numerically analyzed. Figures 4–7 show the effects of wave frequency f,
drag force TTur, and turbine area A2 on the amplitudes {X11, X21} of vertical vibration.

These amplitudes under the condition of
{
TTur = 40 tons, A1 = 29.9 m2, A2 = 80 m2

}
at various

wave frequencies are shown in Figure 4, where the dynamic motions of the turbine and floater change
with the wave frequency. A lower wave frequency causes a lager vertical displacement of the turbine
and floater, and the excitation of the floater is larger than that of the turbine. The vertical vibrations
have two peaks at the natural frequencies {0.751 Hz, 1.22 Hz}, which are almost the same for the
turbine and floater. This is attributed to the resonance vertical motion. Figure 5 shows the effect
of wave frequency on {X11, X21} under the condition of

{
TTur = 100 tons, A1 = 29.9 m2, A2 = 80 m2

}
.

The vertical vibrations have two peaks at the natural frequencies {0.761 Hz, 1.21 Hz}. The results in
Figures 4 and 5 show that the pretension TTur has only a slight influence on the resonance condition.

Figure 4. Effect of the wave frequency f on the amplitudes {X11, X21} of vertical vibration. (A1 = 29.9 m2,
A2 = 80 m2, M1 = 13.26 tons, M2 = 100 tons, L1 = 2780 m, L2 = 50 m, X0 = 850 m, H0 = 10 m,
TTur = 40 tons).
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Figure 5. Effect of wave frequency f on {X11, X21}. (TTur = 100 tons; other parameters are the same as
those in Figure 4).

The effects of the hydrodynamic area of the turbine and floater on vertical excitation are shown
in Figures 6 and 7, respectively. Figure 6 demonstrates the effect of wave frequency on {X11, X21} at
{TTur = 40 tons, A1 = 29.9 m2, A2 = 120 m2}. The two natural frequencies at the resonance are {0.751 Hz,
1.49 Hz}. Compared to Figure 4, this figure shows that the turbine area has a substantial effect on the
second natural frequency. However, the effect on the first natural frequency is negligible. The effect
of the wave frequency on {X11, X21} at {TTur = 40 tons, A1 = 40 m2, A2 = 80 m2} is shown in Figure 7.
The two natural frequencies are {0.871 Hz, 1.49 Hz}, which differ from the results shown in Figure 4.
The resonance effect occurs at higher wave frequencies, which shows that the floater hydrodynamic
area has a more substantial influence on the two natural frequencies. We can thus conclude that the
larger the floater and turbine areas are, the higher the natural frequencies are. Thus, the effect of the
floater area is more significantly greater than that of the turbine area.

It is well known that when dynamic stability is being considered, a larger- eGB between the gravity
and buoyance centers is preferred. The critical distance eGB about the instability of pitching motion is
investigated here. Figure 8 shows the variation in the critical distance eGB with the wave frequencies
under three drag forces TTur at the moment of inertial I = 8.33× 108

(
kg−m2

)
. For the wave frequency

over 0.03 Hz, the larger the drag force TTur, the longer the critical distance eGB,critical. In other word,
for the larger the drag force TTur the longer distance is required for the dynamic stability. Moreover,
for a wave frequency over 0.03 Hz, the critical distance, eGB, is less than one, except at a frequency of
1.9 Hz. Thus, if eGB is larger than 1 m, the instability will not occur at a wave frequency above 0.03 Hz.
However, for a wave frequency under 0.03 Hz, eGB is larger than 2 m, and thus the ocean current system
will be unstable. According to Figure 9, at I = 1.67× 106

(
kg−m2

)
, for the wave frequency under 1 Hz,

the critical distance eGB,critical is larger than 2 m and the entire system cannot maintain dynamic stability.
It is concluded from Figures 8 and 9 that the larger the moment of inertial I, the better the stability
of system.
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Figure 6. Effect of wave frequency f on {X11, X21}. (A2 = 120 m2; other parameters are the same as
those in Figure 4).

Figure 7. Effect of the wave frequency f on {X11, X21}. (A1 = 40 m2; other parameters are the same as
those in Figure 4).
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Figure 8. Effect of the wave frequency f and drag force TTur on the critical distance between the centers of
gravity and buoyance for resonance. (CD = 1.0, V = 1 m/s, eD = 1 m, � = 1 m, I = 8.33× 108 (kg−m2);
other parameters are the same as those in Figure 4).

Figure 9. Effect of wave frequency f and drag force TTur on the critical distance between the centers of
gravity and buoyance for resonance. (I = 1.67× 106(kg−m2); other parameters are the same as those
in Figure 8).

5. Conclusions

In this study, a mathematical model for a system comprising a turbine, buoyance platform,
traction rope, and mooring foundation was developed. A theoretical solution of the dynamic stability
analyses of the system is proposed. Based on the presented Formula (21) one can easily tune the
natural frequencies of the system away from the wave frequency to avoid the instability of vertical
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motion. In addition, the critical distance eGB,critical of pitching stability is investigated. Several trends
about the stability due to wave excitation are obtained as follows:

(1) The effect of the pretension TTur of rope on the natural frequencies of vertical motion is negligible.
(2) The larger the areas of the floater and turbine, the higher the natural frequencies of vertical motion.
(3) The larger the moment of inertial I, the better the stability of system.

In subsequent work the influences of nonlinear wave and current interaction will be investigated.
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Nomenclature

A cross-sectional area
CD drag coefficient
eD distance between the centers of gravity and drag force
eGB distance between the centers of gravity and buoyance
H0 wave height
g gravity acceleration
k wave number
L1 distance between the carrier and foundation
L2 distance between the carrier and turbine
M1, M2 masses of carrier and turbine, respectively
TTurbine tension force of cable between the carrier and turbine
Twire tension force of cable between the carrier and anchor
T time variable
V ocean current velocity
X0 depth of bed
X1, X2 vertical displacements of the carrier and turbine, respectively
Y1, Y2 horizontal displacements of the carrier and turbine, respectively
l radius of rotation of turbine about the z-axis
ρ density of water
Ω wave angular frequency
Φ phase due to the delay of propagation from the carrier to the turbine, −kL2

φ, θ angles of wires at the carrier
ψ pitch angle of the turbine
Subscript:
1, 2 the carrier and turbine, respectively
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Abstract: The research problem discussed in this paper is of relevance to floating offshore wind
turbine design, where heave plates are attached to the columns of a semi-submersible in order to
improve vertical plane stability and the power output. Because of the shallow draft of these structures,
the heave plates are proximal to the water surface. When subject to vertical plane motions the flow
around a plate is altered by the presence of the free surface, resulting in changes in added mass
and damping forces. In this paper, we present the experimental results for the added mass and
damping coefficients for circular heave plates attached to a column, when oscillating in heave in the
presence of oncoming waves. The results tend to indicate that applying the hydrodynamic coefficients
obtained from still water experiments for a structure moving in waves may only be an approximation.
For different relative phases of the wave and the motion, large variations could occur. We define
a modified Keulegan—Carpenter (KC) number that depends on the relative amplitude of motion
with respect to the wave. With this definition, the added mass and damping values are seen to be
closer to the still water trends. However, at lower KC values, the added mass coefficients could
differ by 30%, which can affect natural frequency estimates. Thus, caution needs to be exerted in the
selection of hydrodynamic coefficients for heave plates oscillating in proximity to the free surface.

Keywords: heave plate; free surface effect; floating offshore wind turbine; hydrodynamic coefficients;
added mass; damping coefficient; forced oscillation in waves; Keulegan Carpenter number

1. Introduction

Heave plates play an important role in the hydrodynamic behavior of floating offshore wind
turbine (FOWT) structures. The concept of heave plates arose from their application in offshore spar
production platforms, where their characteristics of increasing heave added mass and damping are
exploited in order to maintain heave motion within acceptable limits. In the case of a FOWT, heave
plates provide increased added mass in the vertical plane that shifts the platform resonance period
away from the wave and wind-induced excitation periods and increase the total damping of the
platform by enhancing the vortex shedding process [1]. Some prototype designs, e.g., Windfloat [2]
(Figure 1) or a spar [3] use heave plates to stabilize the platform in pitch, thus improving the power
output of the wind turbine.

Experimental research is the main means to study the hydrodynamic characteristics of heave
plates, although some computational fluid dynamics solutions have also been reported (see e.g., [4,5]).
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Scaled model tests can provide a good understanding on the behavior of floating platforms at various
stages of design and development. This reduces risks and helps to optimize the design of the prototype
platform. Hydrodynamic data on heave plates are usually reported using two non-dimensional
characteristic parameters (Keulegan–Carpenter number KC and frequency parameter β) that represent
the amplitude and frequency of oscillation of any heave plate configuration [6–10]. These dimensionless
parameters of relevance are defined as [11]:

KC =
2 · π · Z0

Dd
(1)

β =
D2

d · f
ν

(2)

Here, Dd is the disk diameter, Z0 and f are, respectively. the heave amplitude and frequency of
oscillation, and ν is the kinematic viscosity of the fluid.

Figure 1. A floating offshore wind turbine showing heave plates attached to the structural columns [2].
Attributed to Untrakdrover/CC BY-SA (https://creativecommons.org/licenses/by-sa/3.0).

Studies on the hydrodynamic coefficients of structures with heave plates have focused on
obtaining values of these coefficients at parametric ranges of importance, as well as on behavioral
trends with respect to KC and β. Thiagarajan and Troesch in [7] conducted model tests on circular
columns of a TLP platform. It was found that, while the added mass coefficient was invariant at low
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KC numbers at a fixed oscillation frequency, the heave damping coefficient was found to be linear
when plotted versus KC, and was made up of two components:

• Friction drag: damping obtained by integrating the shear stress over the wet surface of the body.
This damping is dependent on viscosity, hence on Reynolds number or β. It is negligible except
at very small KC numbers.

• Form drag: term due to flow separation and vortex shedding at the edges. It is obtained by
integrating the normal stresses over the wet surface of the body. It is highly influenced by the
geometry of the body. They found this term to be linear with the amplitude of oscillation.

The same linear tendency of damping when plotted against KC was also found in [12]. In this
study, experimental tests at low KC were performed on a circular heave plate of 0.609 m diameter
attached to a column of 0.457 m diameter. The experiments were performed at 1:75 scale by [8] on a
spar platform with two circular heave plates of 0.68 m and 0.60 m diameter. They also found that the
heave damping was primarily form drag for low β numbers. The effect of β was found to be small for
small KC.

On the matter of vortex shedding flows, Tao and Thiagarajan [5] studied the viscous flow around
an oscillating cylinder with a heave plate by direct numerical simulations. Flows at KC numbers
ranging from 7.5 × 10−4 to 0.75 and at β = 1.585 × 105 were studied. Three different shedding modes
were found, i.e. independent, interactive, and uni-directional vortex shedding. The occurrence of these
modes was shown to be dependent on KC and the aspect ratio represented by the ratio between the
disk thickness td and the disk diameter Dd . The vortex shedding was found to be uni-directional for
thinner disks at low KC. A quantitative method of identifying the vortex shedding flow regimes based
on KC and aspect ratio was presented in [6]). A distinct increase in damping, depending on the vortex
shedding regime, was also observed.

The added mass effect was examined in detail in a number of publications. The added mass
coefficient was found to have a weakly linear trend as the range of KC was increased. The added
mass of a circular plate attached to and separated from a column was studied by [13]. The added
mass coefficient was found to double when the plate was separated from the disk, but still largely
invariant with KC. A similar observation was also found by [14], whose experiments covered a range
of separation distances between the column and the plate. The authors also provided theoretical
formulations for the added mass coefficient as a function of the separation distance.

The above observations largely apply to solid heave plates submerged in water and oscillating
in isolation. On the other hand, proximity to a boundary, thickness to width ratio, the shape of the
edge, and porosity of the heave plates can alter the behavior of the hydrodynamic coefficients. In [9],
experiments with 0.4 m rectangular heave plates were performed with different submergence from
the free surface ranging from 0.4 to 1.2 m. The results showed that the added mass increased linearly
with KC but showed indifferent trend over the range of submergence tested (whose minimum value
was one diameter). The drag coefficient—which is related to damping coefficient over KC—was
found to vary inversely with KC, but showed similar invariant behavior with submergence. In all
these cases, the effect of changing β was negligible over the ranges tested. Furthermore, the effect
of ambient currents on the hydrodynamic coefficients of a plate attached to a column has also been
studied (see e.g., [12]).

When a heave plate is brought closer to a surface either by increasing the KC value or by reducing
the draft of the attached column, then some changes become apparent. Numerical studies by [10] have
shown that vortices shed by heave plates when executing large amplitude oscillations can disturb an
otherwise quiescent free surface. They also showed that both coefficients exhibited dramatic variations
with increasing KC, which depended on the distance from the free surface. A similar behavior was
also observed when a plate was moved close to a solid surface like a seabed. Energy dissipation
arguments were used to explain damping variations that were observed when amplitude of oscillation
was changed or when the free surface was proximal.
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This paper arose out of an interest to know how waves on the free surface will alter the
hydrodynamic coefficients of heave plates. To study this problem, we consider the forced heave
motion of a column with a heave plate in the presence of waves. The problem is of relevance to floating
offshore wind turbine design, where heave plates are attached to the columns of a semi-submersible.
Because of the shallow draft of these structures, the heave plates are proximal to the water surface
and, hence, wave induced water motions could affect the hydrodynamic behavior. In the next section,
we present some theoretical background, followed by details of an experimental study that was
conducted for this research.

2. Theoretical Model

We initially consider a structure that is forced to harmonically oscillate in the vertical direction,
Z (heave) in still water, Figure 2. Using Newton’s second law, the force F33 that is required to move the
structure is shown as Equation (3):

F33(t) = (M + A33)Z̈ + B33Ż + K33Z (3)

Figure 2. Schematic of a column with heave plate showing motions of relevance.

Subscript 3 denotes the heave direction, M and A33 are the mass and heave added mass of the
body, respectively, and B33 is the linearized heave damping coefficient. K33 = ρgAw is the heave
hydrostatic restoring coefficient that depends on the water plane area Aw. The non-dimensional
hydrodynamic coefficients are defined as:

A′
33 =

A33

A33th

; B′
33 =

B33

2π f · A33th

(4)

where A33th = 1
12 ρ(2D3

d + 3πD2
dz − π3z3 − 3πD2

c z) is the theoretical added mass for a column with
a disk attached at the bottom [15]. Dc and Dd are the column and disk diameters, respectively, and

z = 1
π

√
D2

d − D2
c .

The damping forces typically have a linear and a quadratic component [12]. By using a linearized
damping coefficient, the nonlinear effects are translated into a varying dependence on the coefficients
KC and β. A typical forced oscillation experiment in still water can be conducted in order to evaluate
this dependence. A least squares method [11] can be used to find the optimum hydrodynamic
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coefficients, A33 and B33, which minimizes the error between the measured force during experiments
(Fexp) and the heave force (F33) over n samples (Equation (3)):

E2 =
n

∑
i=1

(Fexpi − F33i )
2 (5)

dE2

dA33
= 0 (6)

dE2

dB33
= 0 (7)

The only unknowns in Equation (5) are A33 and B33. The displacement and the force are measured
during the experiments. The velocity and acceleration can be obtained by numerically differentiating
the displacement. By solving Equations (6) and (7), we obtain a system of two equations and two
unknowns (A33 and B33), which can be solved numerically.

A windowing method was used during the least squares process. In this method, the added mass
and damping are evaluated in different cycles. First, the acceleration signal is divided into different
windows with each one containing an acceleration peak. For each window, the added mass and
damping are evaluated using the least squares method. The obtained damping coefficient is rejected at
this stage, since it is poorly evaluated at acceleration peaks. This process is repeated over 32 cycles
yielding the mean and the standard deviation of each coefficient through statistical analysis. The same
procedure is done with the damping coefficient while using the velocity signal. This time the added
mass is rejected, keeping the damping coefficient. This method was also used in [16].

The relative kinematics between the platform and the water particles need not be considered
when the platform is oscillating in still water. When the platform is oscillating in waves, the presence
of the wave field alters the water particle kinematics near the edge of a heave plate. The resulting
effect is complicated by the fact that the wave field itself is altered by the presence of the oscillating
object. Furthermore, it is apparent that the motion of the object is caused by the forcing due to waves.
In a linear sense, one can distinguish between radiation and incident/diffraction problems. In order to
obtain suitable hydrodynamic coefficients for solving the radiation problem, one can use a linearized
version of the relative velocity model described in [17],

F33(t) = MZ̈ + A33(Z̈ − ξ̈) + B33(Ż − ξ̇) + K33Z +
πD2

d
4

Pb − π

4
(D2

d − D2
c )Pt (8)

where Pt and Pb, respectively, represent the wave dynamic pressure acting on the top and bottom of
the heave plate, and ξ̇ and ξ̈ are the water particle vertical velocity and acceleration respectively at the
mean position of the plate. It can be verified that accounting for dynamic pressures on both surfaces of
a disk is equivalent to using a relative motion in the restoring force term, i.e., K33(Z − ξ).

If the wave kinematics at the mean position of the plate can be measured or estimated satisfactorily
using a wave theory, then one can replace the Equation (3) with Equation (8) in the least squares analysis
described above. One can then imagine two different approaches to evaluate the added mass and
damping coefficients in the presence of waves:

• Absolute model: this model is the same as the one used to evaluate the coefficients in still
water. In this model the waves are not taken into account explicitly. Therefore, a variation is
expected when comparing the obtained coefficients in waves with the ones obtained in still
water. This model is akin to the default approach, and consistent with the linear superposition of
radiation and incident wave problems.

• Relative model: this model takes into account the presence of waves interacting with the heave
plate. It includes the Froude–Krylov forces as well as the relative kinematics between the
heave plate and the water particles. Here, the coefficients are explicitly made dependent on
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wave kinematics. This approach may be considered to be more appropriate for evaluating
suitable coefficients.

In the vicinity of a heave plate, the phase difference between the plate motion and the
wave-induced water particle motion becomes a key parameter in the relative model. Let us, for example,
consider the relative motion as:

Zrel(t) = Z(t)− ξ(t) (9)

where
ξ(t) = ξ0 cos(wt + αw) (10)

Z(t) = Z0 cos(wt + αp) (11)

By simple rearrangement, we can obtain

Zrel(t) = Arel · cos(wt + α) (12)

where,

Arel =
√

Z2
0 + ξ2

0 − 2Z0ξ0 cos(α) (13)

and α = αw − αhp. Thus, one could define a “relative” KC number

KCw =
2 · π · Arel

Dd
(14)

This is similar to the relative velocity based KC number mentioned in [17].

3. Experimental Setup

A circular heave plate of diameter 0.25 m and thickness 4.3 mm attached to a column of diameter
0.088 m and draft 0.19 m is considered. This model is a 1:80 scaled version of a demonstration prototype
off the coast of Spain reported in [18,19]. The experiments were performed at the Marine Ocean and
Offshore Research (MOOR) wave tank facility at the University of Maine, which is 8 m long and 1 m
wide. The water depth for the experiments was kept at 0.7 m. A wedge-shaped plunger type wave
maker was installed at one end, and a passive energy absorbing beach at the other end. The wave
maker is capable of producing regular waves from 0.5–2 s periods and amplitudes ranging from
0.002–0.132 m. The beach design was optimized to produce reflection of 5–10% over most of the range
of testing.

Forced harmonic oscillation of the models in the vertical direction was achieved while using
a Parker ETH032 linear actuator driven by a 750 W Parker servo motor. Two Omega force sensors
were attached by two slender rods to measure the vertical forces (Figure 3). The heave displacement
was measured by a string potentiometer. Output signals were amplified, sampled, and acquired at
1kHz. Using the least squares approach, the optimum hydrodynamic coefficients, A33 and B33, which
minimize the error between the measured force during experiments (Fexp) and heave force (F33) are
found. A 32-cycle windowing method described in the previous section was used in the added mass
and damping evaluation.
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Figure 3. Column with a circular heave plate attached to a frame.

The first set of experiments was conducted in still water. The model was forced to oscillate
over a range of KC values from 0.05–1.2 at a frequency of 1 Hz (β = 62251). At larger oscillation
amplitudes, disturbance caused by the motion on the free surface radiated outwards. Two triangular
wave deflectors were located on each of the tank walls at the heave plate location to reduce reflection
from the side walls arising from the disturbance (Figure 4). This simple device performed satisfactorily,
as evidenced by Fourier analysis of the force time histories. This showed that several spurious peaks
were present in the time histories recorded without the deflectors.

Figure 4. Photo showing the Marine Ocean and Offshore Research (MOOR) wave tank with the model
and actuator in the foreground. Wave deflectors on either side for still water runs.

The second set of experiments were conducted in waves. The model was forced to oscillate at a
frequency of 1 Hz and two KC values of 0.5 and 0.84. The wave frequency was set at 1 Hz to match
the heave plate oscillation frequency. The wave steepness varied from H/L = 0.018 − 0.02. Table 1
presents the experimental test matrix. The phase difference between the wave and the platform motion
was introduced manually by visual observation of the first three waves measured by a probe located
adjacent to the model. The heave plate motion was triggered when the third wave crest reached a
desired distance from a zero phase mark. This approach resulted in several runs at different phases
ranging from α = 0◦ to α = 360◦. Each experiment was repeated for different phases in between
this range in order to study the effects of the phase between the platform and the wave. In order to
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calculate the phase between the wave and the heave plate signal, a frequency analysis was performed
using the platform displacement and the wave elevation signals, such as shown in Figure 5.

Table 1. Wave-heave plate interaction test matrix. H/L is the wave steepness.

f (Hz) H/L KC

1 0.020 0.84
1 0.018 0.84
1 0.018 0.5

Figure 5. Wave and heave plate phase.

The quality of the generated wave was tested with a repeatability test. The platform was replaced
with a third wave probe to measure the wave field at the exact location of the platform. Each wave
case was repeated three times. For each case, a statistical analysis was performed that yielded the
mean and standard deviation of the wave amplitude and frequency.

4. Results

The added mass and damping coefficients for the wave experiments were obtained by two
different approaches. In the "Absolute model" approach, Equation (3) is used in the least squares
evaluation. This model is identical to the still water case, and all wave-induced variations were visible
in the trends of the coefficients with the phase angle. In the "Relative model" approach, Equation (8)
which incorporates relative kinematics is used. Sample added mass and damping results using the two
equation models are shown in Figures 6 and 7 for different phase angles at H/L = 0.02 and KC = 0.84.
At this KC value, still water added mass and damping values are 1.42 and 0.85, respectively.
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Figure 6. Added mass coefficient vs. phase angle for H/L = 0.02, KC = 0.84.

Figure 7. Damping coefficient vs. phase angle for H/L = 0.02, KC = 0.84.

When using the absolute model approach, a clear sinusoidal trend is observed with respect to the
phase angle. Interestingly, the mean value of this sinusoidal variation matches with the corresponding
still water added mass and damping values to within 3%. When the relative flow approach is used,
the trend of both coefficients with the phase is much flatter, tending towards a constant value that
matches the still water value to within 4%.

The relative phase between the plate and the wave gives rise to a relative change in the KC,
although the amplitude of oscillation is kept constant. Figures 8 and 9 present the added mass and
damping coefficients obtained using the relative model against KCw. Additionally shown are the
results obtained in still water for the added mass and damping coefficients vs. KC. The results
are presented for the cases KC = 0.84 and KC = 0.5 for a frequency of oscillation of 1Hz and for
H/L = 0.018 and H/L = 0.02. The observed linear trend in the coefficients is remarkable. It can be
seen that the added mass and damping coefficients increase as the relative displacement between the
plate and the wave particles increases. The added mass coefficients in waves show a steeper linear
trend when compared with the still water coefficients. For small KC, the added mass coefficients in
still water are higher. As KC increases, the coefficients in waves become slightly higher than the ones
in still water. The damping coefficients in still water and in waves are very similar in slope, with the
zero offset showing a difference.
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Figure 8. Comparison of the added mass coefficients in waves vs. KCw with those in still water vs. KC.

Figure 9. Comparison of the damping coefficients in waves vs. KCw with those in still water vs. KC.

5. Discussion and Conclusions

This paper has focused on the effect of ambient wave motion on the hydrodynamic forces acting
on an oscillating heave plate. When compared to the plate oscillating in still water, large differences
in the values of the added mass and damping coefficients are observed. These differences are quite
pronounced when the relative motion between the water and the plate are not taken into account.
The results from Figures 6 and 7 tend to indicate that applying the added mass and damping coefficients
obtained from still water experiments for simulating the motion of a structure in waves may lead to
inconsistent results. However, due to scarcity of data on oscillating plates in waves, one method of
getting reliable added mass and damping values would be by using the newly defined KCw, which
depends on the relative amplitude of motion with respect to the wave. As seen in Figures 8 and 9,
the trends between the results in waves are somewhat closer to those that were obtained in still water.

Because damping values are more critical in estimating the maximum motions around resonance,
a relative phase angle of π/2 may be used for KCw. This could be used iteratively along with motion
magnitude to find the optimum damping coefficient. On the other hand, it is seen in Figure 6 that,
at around a phase angle of 90◦, the added mass coefficients in waves and in still water are similar
in magnitude. However, added mass coefficients are of relevance in all motion ranges. From Figure
8, it is seen that, at lower KC values, the added mass coefficients could differ by 30%, which can
affect inertial load calculations. Thus, caution needs to be exerted in selection of hydrodynamic
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coefficients for heave plates oscillating in proximity to the free surface. More data would support
better estimates of hydrodynamic coefficients for use in simulation of offshore wind turbine platform
motions. Future work by the researchers would include a broader range of wave parameters and
oscillation ranges. It is also envisaged that currents could be added to the environment in order to
understand the combined effect of waves and currents.
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Abbreviations

The following abbreviations are used in this manuscript:

α Phase difference between the wave and the plate motion
β Frequency parameter
ν Kinematic viscosity of water
ξ Water particle vertical displacement
ξ0 Water particle vertical displacement amplitude
ρ Mass density of water
A33 Added mass in heave
A33th Theoretical added mass in heave
A′

33 Added mass coefficient in heave
Arel Relative motion between wave and plate
Aw Water plane area of the column
B′

33 Non-dimensional damping coefficient in heave
B33 Damping coefficient in heave
Dc Column diameter
Dd Heave plate diameter
f frequency of oscillation
F33 Heave exciting force
Fexp Heave force measured in an experiment
H Wave height
K33 Restoring force coefficient in heave
KC Keulegan-Carpenter Number
KCw Relative Keulegan-Carpenter Number
L Wave length
M Mass of the oscillating structure
P wave-induced dynamic pressure
Z Heave displacement
Z0 Heave motion amplitude
Zrel Relative displacement between wave and plate motion in the vertical direction
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Abstract: This paper aims to demonstrate a simplified nonlinear wake model that fills the technical gap
between the low-cost and less-accurate linear formulation and the high-cost and high-accuracy large
eddy simulation, to offer a suitable balance between the prediction accuracy and the computational
cost, and also to establish a robust approach for long-term wind farm power prediction. A simplified
actuator disk model based on the momentum theory is proposed to predict the wake interaction
among wind turbines along with their power output. The three-dimensional flow field of a wind farm
is described by the steady continuity and momentum equation coupled with a k-ε turbulence model,
where the body force representing the aerodynamic impact of the rotor blade on the airflow is uniformly
distributed in the Cartesian cells within the actuator disk. The characteristic wind conditions identified
from the data of the supervisory control and data acquisition (SCADA) system were employed to
build the power matrix of these typical wind conditions for reducing the computation demands
to estimate the yearly power production. The proposed model was favorably validated with the
offshore measurement of Horns Rev wind farm, and three Taiwanese onshore wind farms were
forecasted for their yearly capacity factors with an average error less than 5%, where the required
computational cost is estimated about two orders of magnitude smaller than that of the large eddy
simulation. However, the proposed model fails to pronouncedly reproduce the individual power
difference among wind turbines in the investigated wind farm due to its time-averaging nature.

Keywords: power prediction; capacity factor; actuator disk; wind farm

1. Introduction

The growing demand for wind energy has greatly enhanced the fast development of large-scale
wind farms, especially in the offshore sectors. The weather research and forecasting (WRF) model [1,2]
germinated in the late 1990s is a widely adopted tool to evaluate the atmospheric condition for a given
area, and to assess its corresponding wind energy potential [3,4]. After the site for a planned wind
farm has been determined via a proper wind resource assessment and evaluation, the decision around
wind turbine location in the wind farm becomes the next key task before the related construction
and installation work can begin. However, the wind turbine array installed generally suffers from
various degrees of power loss due to the wake interaction among neighboring wind turbines. In order
to efficiently harvest the wind energy captured by wind turbines installed in a wind farm, the wake
interaction between the upstream and downstream wind turbines has to be accurately forecasted
for maximizing the power production of a wind farm through an appropriate wind turbine siting.
Three major numerical models have been proposed to identify the impact of the upstream wake on the
downstream wind turbines, alongside the resulting power deficiency. The analytical model based on
the conservation of momentum that arose in the 1980s is the most simple and efficient model to predict
the downstream wind speed evolution of a single wind turbine [5,6], and this linear approach is further
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applied to the estimation of the complex shadow effects behind multiple upstream wind turbines [7].
One major drawback of this approach is to assume a linear wake decay along the flow direction that is
rarely observed in the field cases characterized by non-trivial turbulence. Additionally, this model
is also criticized for not being self-consistent because it uses an empirical constant to describe the
downstream wake expansion behavior as well as the prediction accuracy being heavily dependent
on a reasonable estimation of the wake recovery behavior. When the wind turbine is not aligned
with the wind direction, the substantial flow angle leads to a downstream wake with high degree
of nonlinearity, where the linear model obviously loses its validity. Despite these drawbacks, this
approach has been broadly employed in the early planning stage of wind farm development due to its
efficiency. A computational fluid dynamics (CFD) model with the detailed wind turbine geometry
resolved in the flow domain, i.e., a full CFD model, also serves as a popular approach to investigate the
nonlinear flow around wind turbines. Owing to being capable of delivering the temporal flow details
in space, this approach is widely adopted to study the aerodynamic and aeroacoustic characteristics of
single wind turbines [8–10]. The full CFD model is able to model the wake flow in a self-consistent
way because the flow nonlinearity, together with the turbulence transport, is well considered in the
related governing equations. However, it apparently becomes impractical in the flow prediction of
massive wind farms with large number of wind turbines due to the complexity in grid generation
and the accompanied computational cost [11]. Nowadays, the most prevalent nonlinear approach
to simulate wind farm flow is the CFD approach incorporated with a body force model where the
rotor geometry is fully neglected in a Cartesian grid system and replaced by a force distribution in
space to account for the aerodynamic force of the rotor blades exerted on the incoming airflow [12,13].
In this approach, the blade element momentum (BEM) theory [14] is adopted to estimate the body
force distribution in space by using the flow condition at the blade section location to obtain the
corresponding lift and drag coefficient from a pre-defined aerodynamics table. Large eddy simulation
(LES) [15,16] is a state-of-art model in this category, where a precursor calculation is first conducted
for the flow domain to create the required unsteady turbulent inflow condition within a fixed period
followed by a transient wind farm modeling with the designated body force distribution from the
BEM model to represent the aerodynamic impact of the wind turbines on the airflow. In addition
to a self-consistent nature in turbulence, the ability to offer a fine temporal resolution of turbulence
in space, especially the contribution of large eddies, serves as the main cause of its great popularity.
By contrast, the length modeling time of its unsteady process together with the high computational
cost to resolve the eddies embedded in the flow field is regarded as the main technical barrier to
prevent it from serving as an affordable design tool. Due to this numerical feature, LES is prone more
employed in the diagnostic or validation cases rather than in the early or design stage of wind farm
development. The motivation of this paper is to bridge the low-cost and less-accurate linear model
and the high-cost and high-accuracy nonlinear model via a proposed simplified nonlinear model that
provides a reasonable balance between the prediction accuracy and the computational cost. When an
average power output of wind farms or wind turbines is of main interest, such as in the design stage or
in a long-term prediction for estimating the capacity factor, a nonlinear steady actuator-disk model
offers a very promising solution to acquire sufficient accuracy with economical computation expense.
In this study, a simplified actuator disk model based on the momentum theory is proposed to model
the flow around and across wind turbines while an accompanied approach to efficiently forecast the
yearly capacity factor of a wind farm is further demonstrated. The proposed approach is first validated
by the power measurements of Horns Rev offshore wind farm under different wind conditions. Three
Taiwanese onshore wind farms are then employed to verify the accuracy of the proposed approach in
the forecast of yearly capacity factor.
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2. Mathematical Model

2.1. Governing Equations

It is assumed that the flow field in a wind farm is incompressible and steady, where gravity and
temperature effects are fully neglected. The continuity and Reynolds-Averaged Navier-Stokes (RANS)
equations are given as follows:

∂ui
∂xi

= 0, (1)

uj
∂ui
∂xj

= − 1
ρ

∂p
∂xi

+ υ
∂2ui
∂xi∂xj

−
∂u′i u′j
∂xj

+ fi, (2)

where ρ denotes the density, p the pressure, υ(= υm + υt) the effective kinematic viscosity, υm the
kinematic viscosity, υt the turbulent kinematic viscosity, u′i u′j the Reynolds stress, fi the body force
representing the aerodynamic characteristic of rotor. A k-ε turbulence model was adopted in this
study. The transport equation of turbulent kinetic energy (k) and its dissipation rate (ε) are shown as
follows [17]:
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υt = cμ
k2

ε
, (5)

Pk = −u′i u′j
∂uj

∂xj
+ Pb, (6)

where Pk represents the total production of turbulent kinetic energy and Pb the production of turbulent
kinetic energy due to rotor motion. The equation constants of the turbulence model

(
cμ, σk, σε, cε1, cε2

)
are given in Table 1. The wall function approach [17] was additionally adopted in this study to properly
describe the region bridging the viscos layer and the turbulent region.

Table 1. The equation constants of turbulence model.

cμ σk σε cε1 cε2

0.09 1.00 1.30 1.44 1.92

2.2. Actuator Disk Model

In the proposed simplified actuator disk model, the wind turbine geometry is fully neglected in
the computational domain [18]. Instead, the blade force acting on the incoming airflow is modeled
via an extra body force term, i.e., fi, in the momentum equations in the swept region of rotor where
the body force distribution following the aerodynamic characteristics of rotor under specific wind
conditions is prescribed [19–21]. Similar to the body force term, a turbulence source term, i.e., Pb,
representing the turbulence generated by the rotor motion is additionally applied to the Cartesian cells
residing within the swept region in the solution of turbulent kinetic energy k. In the proposed actuator
disk model, the geometric parameters describing the wind turbine are the rotor diameter (D) and the
hub height (H). The operation parameters describing the wind turbine are the rotor angular velocity
(ω), the output power (P), and the average axial velocity at rotor (UAVE).
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2.3. Body Force Distribution

The body force assigned to the cell in the swept region can mainly be decomposed into an axial
component and a tangential component. The radial component is too small to be included in the body
force term when compared to other two components. Due to the blades steadily sweeping over the
space of the actuator disk at a specific speed, the body force distribution is therefore equally distributed
in the azimuthal direction to represent a time-averaging effect of the rotor force acting on the incoming
airflow. The body force distribution along the radial direction theoretically has to comply with the
aerodynamic performance of airfoils varying along the radial direction. Prior knowledge of the blade
geometry is therefore necessary to determine the correct radial variation of body force. However, this
information is frequently inaccessible because of a planned power output instead of a wind turbine
solution being generally available in the early design stage or the geometric details of the installed
wind turbine being unattainable in many cases. Because the wake variation in the radial direction
benefits from the turbulent mixing quickly attenuating along the downstream distance, the wake
with a growing uniformity is expected to develop at the rotor disk of downstream locations. This
wake behavior can be easily modelled by a uniform body force distribution in the radial distribution,
provided that the far wakes, such as those taking place in a wind farm having multiple wind turbines
arranged in rows or columns, are of main interest. Thus, a constant body force density results over the
rotor disk.

Based on the momentum theory, the total axial force that the rotor disk exerts on the incoming
airflow (Fa) is estimated from the power of wind turbine and the average axial velocity component of
the airflow across the rotor:

UAVE =
1
A

∫
UdA, (7)

Fa =
P

UAVE
, (8)

where U is the axial flow velocity and A the swept area of the rotor disk. The accompanied axial force
density ( fa) is defined by the following equation:

fa =
4P

πRD2UAVE
, (9)

where R denotes the rotor radius. The rotor torque (Q) contributed by the incoming airflow to drive
the rotor operating at a rotor speed of ω is given as follows:

Q =
P

2πω
. (10)

The accompanied tangential force density ( ft) is then obtained from the identity of the rotor torque
with the surface integral contributed by the tangential body force:

ft =
6P
π2D3ω

. (11)

The power curve of a wind turbine, Figure 1a, only depicts the correlation between the undisturbed
incoming wind speed (V) and its power output where no related information of the axial velocity
component across the rotor is disclosed. It is necessary to define the average axial velocity of airflow
across the rotor as a function of power and rotor speed for the operation range before the evaluation
of body force density via Equations (9) and (11) is possible in any wake prediction of the wind farm.
Therefore, the correlation among UAVE, ω and P has to be established in order to enable the body force
calculation. A single wind turbine is initially adopted to discover the required correlation among
UAVE, ω and P. With a given inflow velocity, the corresponding rotor speed and power are obtained
from the power curve. These two values are directly enforced in the flow simulation and the average

72



J. Mar. Sci. Eng. 2020, 8, 610

axial velocity component is then evaluated by Equation (7) after a converged solution of the flow
field is attained. A correlation among UAVE, ω and P for the full operation range is subsequently
established with the help of a comprehensive flow simulation under various inflow conditions defining
a power curve. Figure 1b illustrates the correlation among UAVE, ω and P for the wind turbine V80
with the aforementioned approach. In this study, the power curve governing the wind turbine power
characteristics is explicitly replaced by the dependence of P andω on UAVE that is adopted to determine
the power behavior of wind turbines for feasible wind conditions.

  
(a) (b) 

Figure 1. Wind turbine V80: (a) Power curve; (b) the correlation among UAVE, ω and P.

The body force is first distributed over the rotor disk based on a prescribe arrangement of disk
elements with the abovementioned force density and the force on disk elements is further distributed
to the neighboring Cartesian cells. In the definition of disk elements, the rotor disk is divided into
I radial segments and J circumferential segments. The disk element is represented by its geometric
center, appearing as the red point in Figure 2a. For simplicity, the disk element is homogenously
distributed along the radial and circumferential direction over the rotor disk. The body force acting on
a disk element is hence expressed as

f = ( faS)ea + ( ftS)et, (12)

where S is the area of a disk element, ea the unit normal vector in the axial direction and et the unit
normal vector in the tangential direction. Due to numerical reasons, the body force of a disk element is
only distributed within a finite region. Only the Cartesian cells with a distance (d) to the target disk
element smaller than a given value (ε) is considered in the body force distribution. Figure 2b depicts
the distribution of body force from a disk element to its neighboring Cartesian cells defined by the
black crosses. The weighting of body force distribution among neighboring Cartesian cells is governed
by a Gaussian distribution, ηε(d):

ηε(d) =
1

ε2π2/3
exp

⎡⎢⎢⎢⎢⎣−(d
ε

)2⎤⎥⎥⎥⎥⎦. (13)

Therefore, the body force applied to a Cartesian cell fε is expressed as follows:

fε =
∑

k
fkηε, (14)

where fk denotes the body force of a disk element that is distant less than ε from the Cartesian cell.
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(a) (b) 

Figure 2. (a) The arrangement of disk elements; (b) to distribute body force from a disk element to
neighboring Cartesian cells.

3. Numerical Method

3.1. Solution Process

In the method proposed in this study, an in-house code is implemented for the wake flow prediction
of wind farms based on the proposed mathematical model where a linear domain decomposition
scheme is employed to parallelize the flow computation on a Cartesian gird via the MPI library [22]. A
second-order finite volume method based on a deferred correction approach is adopted to discretize
the governing equations and a semi-implicit method for pressure-linked equations (SIMPLE) algorithm
is employed to decouple velocity and pressure. During the outer iteration of a flow computation, the
velocity fields are predicted by solving the momentum equations. After the correction of mass flux
at the outlet boundary, the velocity and pressure fields are updated through the pressure correction
obtained from solving the continuity equation. The turbulence model is subsequently solved for the
turbulence property of the flow field. In the inner iteration of a flow computation, the linearized
equations are solved via a strongly implicit procedure (SIP) solver [23] to determine the field variables.
Figure 3 shows the solution procedure of the proposed numerical method, as well as the corresponding
in-house code, WIFA3D. The flow calculation is considered to be converged when the normalized
residual of governing equations is smaller than 10−3 during an iterative solution process.

 
Figure 3. The solution procedure of the proposed numerical method.
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3.2. Computational Domain

The typical computational domain adopted in this study has the shape of a rectangular box that
principally targets offshore wind farms or inland wind farms on flat terrain, such as the onshore wind
farms near coastlines demonstrated in the later sections. The computational domain is demonstrated
in Figure 4, where the blue-line region explicitly defines the boundary of the interested wind farm.
The origin is defined at the center of the wind farm. The symbols a to h label the corners of the
computational domain that is featured with a width of L1 alongside a height of L2. The distance
between the inflow boundary (abcd) and the studied wind farm is L3, while the distance between the
outflow boundary (efgh) and the investigated wind farm is L4. The values of L1, L2, L3, and L4 is
properly determined according to the size of a wind farm.

Figure 4. Computational domain adopted in the wind farm prediction.

3.3. Boundary Conditions

For the convenience of specifying boundary conditions, the inflow direction is always parallel to
the x-direction of the coordinate system. The inflow condition is adopted on the boundaries abcd and
aefb. The inflow wind speed varying with height is given in the following equation:

Ua = Uin

( z
H

)δ
(15)

where Ua denotes the inflow velocity, Uin the wind velocity at the hub height, z the height measured
from the ground, H the hub height, and δ the index of ground roughness that is set 0.1 for smooth
terrains appearing in the offshore or near shore applications [24]. A zero gradient condition is applied
to the field variable at the outflow boundary efgh. A symmetry condition is employed on the boundaries
aefd and bfgc. A no-slip condition is assigned to the boundary cdhg. The boundary conditions used in
this study are summarized in Table 2 where U, V, and W are the velocity components in the x, y, and z
directions, respectively, and n the normal direction of the boundary.

Table 2. The equation constants of turbulence model.

Boundary Type U V W

abcd, aefb Inlet (Equation (15)) 0 0
aehd, bfgc Slip wall ∂U

∂n = 0 0 ∂W
∂n = 0

cdhg No-slip wall 0 0 0
efgh Outlet ∂U

∂n = 0 ∂V
∂n = 0 ∂W

∂n = 0

3.4. Grid Dependence

A Cartesian grid to discretize the computational domain with a grid number of about 8.2 million
is schematically shown in Figure 5, where Nx, Ny, and Nz denotes the grid segments in the x, y, and
z direction, respectively. The increase in the grid number apparently helps to deliver more accurate
results, but with a high computation cost. Therefore, a grid dependency study was adopted to find the
balance between grid number and prediction accuracy. In this study, five grid levels systematically
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refined from 0.2 million to 32 million cells were chosen to investigate the dependence of UAVE on the
grid number. Richardson’s extrapolation was employed to estimate the grid-independent value (φ∞)
of a physical quantity (φ) in a second-order scheme:

φ∞ = φn +
φn −φn−1(
3
√

Nn
Nn−1

)2
− 1

, (16)

where φn and φn−1 are the physical quantity of the nth and (n− 1)th grid levels, respectively, and Nn

and Nn−1 are the grid number of the nth and (n − 1)th grid levels, respectively. The average wind
speed at the rotor disk of the wind turbine V80 under a wind speed of 5 m/s was surveyed for its grid
dependency. The rated wind speed Figure 6a shows that the average wind speed at the rotor disk
gradually converges to a grid-independent solution of 4.922 m/s as the number of grid (Nx ×Ny ×Nz)
steadily grows. The dimensionless grid size (dx) along with the discretization error (Eφ) is given as
follows:

x =
3

√
1
N

, (17)

Eφ =

∣∣∣∣∣∣φ∞ −φφ∞

∣∣∣∣∣∣, (18)

where N is the grid number. Figure 6b shows the discretization error of UAVE. on various grids. The
third grid level with a grid number of 8.2 million gives a discretization error of UAVE in 0.46%. This
clearly suggests that the proposed approach has good numerical consistency and sufficient numerical
stability. The role of grid spacing in three directions is governed by their individual purpose. The grid
distribution of the vertical coordinate is focused on a good representation of the near-wall viscous
layer where substantial velocity gradient along the vertical direction is expected, as well as a smoother
velocity profile at higher altitude. The longitudinal and horizonal grid spacing is used to capture the
wake variation across the rotor, while the former additionally keeps track of the downstream wake
evolution. Based on this consideration, the grid is vertically clustered near the solid wall to adapt to
the wall function employed in this study accompanied by an appropriate expansion rate to reach a
nearly uniform size in the actuator disk for accurately resolving the airflow across the rotor. A similar
grid spacing is generally used within the actuator disk for both horizontal and vertical direction and
this grid size is also adopted in the longitudinal direction. This grid practice aimed to minimize the
additional numerical diffusion caused by the excessive aspect ratio of grid size.

 
(a) (b) 

Figure 5. A Cartesian grid schematically employed in the grid-dependent study: (a) front view; (b)
side view.
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(a) (b) 

Figure 6. Grid dependency study: (a) UAVE; (b) discretization error.

4. Numerical Results

4.1. Validation of Horns Rev Wind Farm

This study first predicts the power output of Horns Rev wind farm for a wind speed of 8 m/s
with three distinct wind directions. The wind turbine layout of Horns Rev wind farm is shown in
Figure 7a, where the red solid dots represent the locations of the installed Vestas V80 wind turbines.
Three specific wind directions (α = 220◦, 270◦, and 312◦) corresponding to a tower spacing (d) of 9.3D,
7D, and 10.4D are selected as the validation cases. Figure 7b illustrates the typical grid arrangement
for the Horns Rev wind farm, where Lx is the longitudinal size of the wind farm, Ly the lateral size
of the wind farm, L1 = Ly + 12D, L2 = 12.5D, L3 = 25D and L4 = 50D. The numerical mesh was
particularly clustered in the region where the rotor of a wind turbine is located. Two different domain
sizes, i.e., a full model and a reduced one, are additionally compared to identify their computational
advantages and drawbacks in the power prediction of wind farms. In the full model, a complete
wind farm is simulated, Figure 8, whereas the reduced model only considers a cascading wind turbine
arrangement due to the tower location symmetry of the investigated wind turbine array, Figure 9.
Tables 3 and 4 summarize the grid parameters to create a numerical mesh for the full and reduced
domains, respectively. The first group of parameters, i.e., dx, dy, dz, represent the grid spacing of the
rotor region in the x, y, and z directions, respectively, where dz0 is the first off-wall grid spacing for
accommodating the adopted turbulence model. The second group of parameters, i.e., Nr,y and Nr,z,
denotes the grid numbers covering the rotor area in the spanwise and vertical directions, respectively.
Figure 10 displays the predicted axial velocity distribution at the hub height for various wind directions.
The airflow obviously decelerates across wind turbines and the wake gradually recovers its velocity
along the downstream direction. A slow wake recovery was found as airflow passes through multiple
wind turbines. It is mainly due to a successive energy transfer from airflow to the wind turbine
that results in less chance for airflow to receive energy from neighboring high velocity streams. The
normalized power of a turbine row (Pn) is defined as follows:

Pn =
PR

P1
, (19)

where P1 represents the power of the first wind turbine row and PR the power of a wind turbine row
defined in Figure 8. The normalized power Pn for three wind directions is forecasted in Figure 10,
where the field measurement is labeled an average value alongside its upper and lower limits. For
understanding the relative prediction accuracy of the proposed approach compared to other numerical
approaches, a benchmark LES result [25] was chosen in this study to serve as a comparison basis
of the numerical predictions. Figure 11 depicts the power forecast of the full model along with the
LES prediction. In the case of α = 220◦, the prediction of the full model favorably falls within the
measurement limits. Despite a small overprediction of the average power output, the full model
successfully delivered a sharp power drop in the second row, accompanied by a very mild power
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decrease along the downstream direction that truthfully describes the field performance of wind turbine
rows. By contrast, the LES approach delivers a similar conclusion to the full model but it suggests an
almost unchanged power tendency of the downstream rows where the average power is underpredicted
especially for the second and third rows. For the wind farm simulation of α = 270◦, the power forecast
of the full model very well agreed with the measurement, except for a within-limits overprediction of
the average power at the second row, whereas the LES prediction gives an obvious underprediction
for all downstream wind turbine rows in addition to a deep power deficiency of the second row
that is apparently inconsistent with the wind farm measurement. A large discrepancy between the
measurement and the numerical result predicted by the full model, as well as the LES approach, was
found in the power prediction of α = 312◦. The field data indicates a clear power decline growing
with the increase of the row number that is unable to be reproduced by both numerical approaches.
One cause of this large disagreement on the power prediction might come to the unsatisfactory
modeling of the turbulence development in the atmosphere boundary by both methods. As the tower
spacing increases, the wake recovery is expected to become more pronounced. The nonlinear behavior
of strong wake recovery at large tower spacing should be further investigated in future studies to
obtain an accurate power prediction of wind turbine array, especially for the wind farms employing
high-power wind turbines. Another reason for this substantial underprediction is the experimental
data representing a period of measurement that records the wind turbine power under time-varying
wind direction and speed rather than a fixed wind direction and speed in the ideal case considered in
the numerical calculation. From this viewpoint, the case of α = 222◦ clearly exhibits a more stable
wind condition than the case of α = 312◦. Figure 11 also compares the numerical results between the
full and reduced models. Interestingly, the reduced model gives a very close result to the full model.
This implies a significant reduction up to one order of magnitude in the computation cost can be easily
achieved by utilizing the geographical symmetry without bring substantial modeling errors.

  
(a) (b) 

Figure 7. Horns Rev wind farm: (a) definition of wind direction; (b) grid arrangement for α = 270◦

  

(a) (b) (c) 

Figure 8. The definition of a turbine row in the full model: (a) α = 222◦; (b) α = 270◦; (c) α = 312◦.
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(a) (b) (c) 

Figure 9. The definition of a turbine row in the reduced model: (a) α = 222◦; (b) α = 270◦; (c) α = 312◦.

Table 3. Grid parameters adopted for the full model of the Horns Rev wind farm.

α Lx/D Ly/D dx (m) dy (m) dz (m) dz0 (cm) Nr,y Nr,z Nx×Ny×Nz

222◦ 85 90
8 8 8 10 10 10

850×900×55
270◦ 81 55 810×550×55
312◦ 95 80 950×800×55

Table 4. Grid parameters adopted for the reduced model of Horns Rev wind farm.

α Lx/D Ly/D dx (m) dy (m) dz (m) dz0 (cm) Nr,y Nr,z Nx×Ny×Nz

222◦ 79
4 5.3 5.3 5.3 10 15 15

1185×60×72

270◦ 77 1155×60×72

312◦ 87 1305×60×72

   

(a) (b) (c) 

Figure 10. Axial velocity distribution at the hub height: (a) α = 222◦; (b) α = 270◦; (c) α = 312◦.

   
(a) (b) (c) 

Figure 11. The comparison of power prediction: (a) α = 222◦; (b) α = 270◦; (c) α = 312◦.

4.2. Long-Term Power Prediction

The power captured by a wind turbine mainly depends on its local wind conditions [26]. Hence,
the long-years SCADA measurement was adopted to describe the local wind conditions. The SCADA
data, such as wind velocity, wind direction, and power output, used in this study is recorded on a
ten-minutes basis. However, these data possibly contain incomplete or erroneous information when the
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wind turbine is under maintenance, limits its power output, or experiences a system failure. Therefore,
pre-processing is required to remove the invalid information inconsistent with the design power curve.
Power prediction of a wind farm is an essential target of this study. However, wind velocity and
wind direction randomly change in real wind conditions. In the long-term power prediction, to model
wind conditions with high data frequency, do provide good time accuracy in power, but it is very
time-consuming as well as computationally expensive. Hence, it is necessary to use a more robust and
efficient approach to long-term power prediction. With a statistical analysis of the wind condition
and its corresponding wind turbine power, a number of characteristic wind conditions, i.e., inflow
wind direction and inflow wind velocity, were first defined for the wind farm under investigation. The
power output of each characteristic wind condition was then predicted through a numerical simulation
of the proposed actuator disk model. A power matrix to define the wind turbine power under the
selected combination of inflow direction and inflow velocity was then obtained for the investigated
wind turbine, Figure 12a, where α is the inflow direction, Uin the inflow velocity and P the power
output of a wind turbine. The long-term power output of a wind turbine is therefore easily calculated
via a numerical interpolation within the power matrix for any given wind condition. In regard to the
accuracy of power prediction via the power matrix, a sufficient number of wind directions and wind
velocities is generally required to satisfactorily resolve the meteorological features of the wind farm
under investigation. In this study, 36 wind directions alongside 18 wind speeds were employed to
defined the characteristic wind conditions. For the yearly SCADA data set with a data frequency of
10-min mean, the simulation cases were reduced from 52,560 to 648, namely a computation reduction
in two orders of magnitude. For the onshore wind farms surveyed in this study and other similar
wind farms where no anemometer is available to provide relevant atmospheric information for the
power prediction, the wind condition had to be determined from the available SCADA data of the
installed wind turbines. Because each wind turbine records the wind velocity and wind direction that
it experiences, it is necessary to select a virtual anemometer independent of wind turbine locations for
representing a unified and reasonable inflow condition for the wind farm. The inflow wind direction
of a wind farm for a given time span is defined as the average wind direction of all wind turbines in
the wind farm at that time span, Figure 12b:

α =

∑i=m
i=1 αi

m
(20)

where m denotes the total number of wind turbines installed in the wind farm. The inflow wind
velocity is defined as the wind velocity recorded at the most upstream wind turbine with respect
to the given inflow wind direction. Figure 12c schematically illustrates a wind farm with an inflow
wind direction of 45◦. In this case, the wind turbine WT2 is most upstream, so its wind velocity
measurement was regarded as the inflow wind velocity of the wind farm for an inflow wind direction
of 45◦. Figure 13 shows the procedure for long-term wind farm power prediction. In this study, the
capacity factor (CF) that represents the efficiency of a wind turbine over a time span is defined in
Equation (21), where t is the time span of interest and Pr the rated power of the wind turbine studied.

CF =
1
T

∫
Pdt
Pr

. (21)
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(a) (b) (c) 

Figure 12. (a) The power matrix of a wind turbine to define correlation among Uin, α and P; (b) the
definition of inflow wind direction for a wind farm; (c) the wind farm with an inflow wind direction
of 45◦.

 

Figure 13. The procedure for long-term wind farm power prediction.

4.3. Description of Onshore Wind Farms

Three Taiwanese wind farms, labelled A, B, and C, were investigated for their long-term power
prediction in this study. Wind farm A and wind farm B are onshore wind farms where the wind
turbines reside along the coastline, while wind farm C is situated about 2 km away from a river mouth
to the sea. The time span of SCADA data employed in this study for fixing the wind conditions was 54
months for wind farm A and 12 months for wind farms B and C. Figure 14 discloses the layouts of
their wind turbine array, with the numbering of installed turbines where the direction of north is given
in the upper right corner. Wind farm A has a wind turbine array of 8 Enercon E40-600 wind turbines.
Figure 15a gives the power curve of the E40-600 wind turbine. The 600-kW wind turbine operates
between a cut-in wind speed of 2.5 m/s and a cut-off wind speed of 25 m/s and has a rated wind speed
of 13 m/s. The rotor speed of this wind turbine varies in the range of 18 rpm and 34.5 rpm. The wind
conditions disclosed by SCADA are given in Figure 5b,c where Φp denotes the probability function.
The main wind direction of the wind farm A lies between α = 20◦ and 35◦, while a probability peak
around 17% occurs around a wind speed of 5 m/s. Ten Enercon E70 wind turbines builds the wind
turbine array of wind farm B. The power characteristics of the Enercon E70 wind turbine are shown in
Figure 16a, where the rated power of 2.3 MW is achieved at the rated wind speed of 15 m/s. This wind
turbine starts to rotate at a wind speed of 2.5 m/s and stops to operate at a wind speed of 34 m/s. The
allowable range of rotor speeds is designated between 6 rpm and 21.5 rpm. Figure 16b displays the
wind direction experienced by the wind turbine WT1, which is the only available SCADA data for the
wind direction in wind farm B. As indicated by this figure, the major wind direction is between 15◦ and
20◦. The maximum probability of the wind speed for wind farm B is about 11%, and the corresponding
wind speed is approximately 3 m/s (Figure 16c). Wind farm C is the largest wind farm in wind turbine
number, as well as in total power, compared to its two counterparts. There are 23 wind Vestas V80
turbines in total installed in wind farm C, which is designed in a two-row arrangement. The installed
wind turbine features a rated power of 2 MW, a rated wind speed of 14.5 m, and a rated rotor speed of
16.7 rpm. The lower and upper limits of wind speed for a normal wind turbine operation are 3.5 m/s
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and 25 m/s, respectively. Figure 1a illustrates the power dependence on the wind speed of V80. Unlike
the other two wind farms, wind farm C shows some disagreement in the wind direction among its
wind turbines (Figure 17). This inconsistency in the wind direction was then technically removed in
the statistical analysis in determining the inflow condition of a virtual anemometer, as described in
the previous sections. The dominant wind direction nearly comes from the north with a variation of
about 10◦. In contrast to the wind direction, the wind velocity exhibits a high consistence among wind
turbines. A probability of 13% was found for a wind speed of 3 m/s (Figure 18). Clearly, wind farm A
seems to have better wind conditions than wind farm B and wind farm C. The superior wind condition
of wind farm A comes from its geographical advantage, i.e., a wind turbine array on an island in the
Taiwan strait. Table 5 summarizes the main geometry and operation parameters of the wind turbines
installed at the wind farms investigated.

   
(a) (b) (c) 

Figure 14. The wind turbine layout of the wind farm: (a) wind farm A; (b) wind farm B; (c) wind
farm C.

   
(a) (b) (c) 

Figure 15. Wind farm A: (a) power curve; (b) wind direction probability; (c) wind velocity probability.

   
(a) (b) (c) 

Figure 16. Wind farm B: (a) power curve; (b) wind direction probability; (c) wind velocity probability.
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(a) (b) 

  
(c) (d) 

Figure 17. The wind direction probability of wind farm C: (a) Wind turbine (WT)1 to WT6; (b) WT7 to
WT12; (c) WT13 to WT18; (d) WT19 to WT23.

 
(a) (b) 

Figure 18. The wind velocity probability of wind farm C: (a) WT1 to WT12; (b) WT13 to WT23.

Table 5. Main parameters of the wind turbines installed at the investigated wind farms.

Wind Farm Type NWT Pr (MW) D H ωr (rpm) Ur (m)

A Enercon
E40-600 8 0.6 40 46 34.5 13

B Enercon
E70 10 2.3 71 64 21.5 15

C Vestas V80 23 2 80 70 16.7 14.5

4.4. Yearly Capacity Factor

Figure 19a,b displays the wind conditions delivered by the virtual anemometer of wind farm A.
These wind conditions indicate a dominant wind direction from the northeast in winter and from the
southeast in the summer, while wind speed in the range between 5 m/s and 13 m/s has a probability
function decreasing from 15% to 5%. Figure 19c shows the predicted yearly capacity factor for all wind
turbines installed in wind farm A. The measurement indicates that the capacity factor of individual
wind turbines varies between 0.4 and 0.46. The numerical prediction of the proposed approach delivers
a mean capacity factor of 0.423 that well agrees with the measured b mean value of 0.432. The variation
in CF among wind turbines seems to be underestimated by the numerical model, despite giving a
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similar tendency where the wind turbine WT6 delivers the least power among its counterparts. The
power deficiency of WT6 can be explained by the high probability of the wind direction between
α = 15◦ and 25◦. As the wind condition falls in this range, WT6 directly suffers from the wake
interaction with WT1 that accounts for its low capacity factor. The underestimation of the power
variation in the wind turbine array should stem from the time resolution of SCADA data, i.e., a
ten-minute mean. The averaging of wind speed and wind direction undoubtedly eliminate the power
spike within a ten-minute time span, and hence lead to a smoother power history than instantaneous
measurement. Figure 20a presents the wind velocity estimated by the virtual anemometer of wind
farm B while the wind direction was already given in Figure 16b. The wind mainly comes from the
northeast direction (15◦ ≤ α ≤ 20◦) in the cold season and from the southeast direction (200◦ ≤ α ≤ 210◦)
in the hot season, together with the wind speed growing from 2.5 m/s to 15 m/s accompanied by a
probability function falling from 8% to 3%. The estimated yearly capacity factor for all wind turbines
installed in wind farm B is depicted in Figure 20b. The measured capacity factor of individual wind
turbines oscillates between 0.3 and 0.39, whereas the numerical prediction shows a smaller range of
power variation, 0.35 ≤ CF ≤ 0.39. The predicted mean capacity factor, 0.38, favorably agrees with the
measured mean capacity factor of 0.35. The overprediction, alongside a small power variation of the
wind farm, as explained earlier, originates from the large time span of SCADA data. The improvement
in predication accuracy requires us to use the wind conditions of smaller time intervals. Additionally,
the proposed approach was unable to identify WT7 as a leading power contributor in the wind farm,
and instead suggested an almost uniform power performance from WT1 to WT8, except for correctly
recognizing WT9 and WT10 to be the least power contributors. The unsatisfactory prediction of power
tendency among wind turbines is also heavily impacted by using a single wind turbine SCADA date
to determine the incoming wind direction. Figure 20c unveils the major reason resulting in their power
deficiency. Under the principal wind direction, i.e., 15◦ ≤ α ≤ 20◦, WT9 and WT10 strongly suffers
from a low incoming wind speed that clarifies their low mean value of the capacity factor. Figure 21a
presents the dependence of the wind direction on its probability function, where the main wind
direction resides in a region 0◦ ≤ α ≤ 20◦. The maximum probability of 16% occurs at a wind speed of
5 m/s, while the probability function drops to 3% as the wind velocity reduces to the rated wind speed
of 14.5 m/s, Figure 21b. The capacity factor for the wind turbines in wind farm C is compared between
the numerical prediction and SCADA measurement in Figure 21c. The comparison shows that the
measured capacity factor lies between 0.22 and 0.32, whereas the predicted capacity factor varies from
0.34 to 0.39. In respect to the wind farm power performance, the average capacity factor of the wind
farm is 0.271 based on the SCADA data, whereas 0.368 is estimated by the numerical approach. A large
discrepancy is apparently observed in the power prediction of wind farm C. Figure 21d shows a typical
example of the raw SCADA data obtained from a wind turbine in wind farm C together with the design
power curve. Noticeably, the real-time power is almost on the right-hand side of the design power
curve. It implies a power degradation of deterioration of the wind turbine due to some unknown or
unavailable reasons, because the design power curve generally serves as a mean line of the real-time
power, as depicted in Figure 21e. This uncovers the main cause of large CF errors for wind farm C. A
remedy is to obtain a corrected power curve based on the SCADA data to reflect the realistic power
behavior of the wind turbine installed in the wind farm. The corrected power curve that truthfully
delivers the correlation between the wind speed and the wind turbine power is given as the solid
blue curve in Figure 21e. With this revision, the updated CF prediction is shown in Figure 21f, where
the capacity factor of wind farm C is predicted to be 0.268. Nevertheless, the distinct CF variation
among the installed wind turbines (~0.1) suggested by the SCADA data was unsurprisingly flattened
into a much smaller value of 0.02, although the higher power output of the first-row turbines than
the second-row turbines was still distinguishable from the numerical simulation. Table 6 shows a
comparison of the yearly capacity factor of the investigated wind farms where the subscript S denotes
the simulation result and the subscript E represents the SCADA measurement. The prediction error
of the yearly capacity factor for a wind farm is less than 9% for a wind farm with a limited SCADA
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data set, whereas the prediction error can be reduced to 2% and less provided a more comprehensive
SCADA data are available.

   

(a) (b) (c) 

Figure 19. Wind farm A: (a) wind direction probability; (b) wind velocity probability; (c) yearly
capacity factor.

   
(a) (b) (c) 

Figure 20. Wind farm B: (a) wind velocity probability; (b) yearly capacity factor; (c) axial velocity
distribution at the hub height for α = 20◦ and Uin = 10 m/s.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 21. Wind farm C: (a) wind direction probability; (b) wind velocity probability; (c) yearly
capacity factor; (d) power curve; (e) corrected power curve; (f) yearly capacity factor with the corrected
power curve.
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Table 6. Comparison of yearly capacity factor among the investigated wind farms.

Wind Farm A B C

CFE 0.432 0.350 0.271
CFS 0.423 0.380 0.268

Error (%) 2.1 8.6 1.1

4.5. Performance Assessment of the Proposed Model

One important aim of this study is to establish a numerical model that can be easily applied in
the early stages of wind farm development to verify or select an appropriate site for wind turbines in
the planned wind farm, along with the capability to accurately estimate the long-term capacity factor
required in financial investment in a wind farm project. To meet this target, a simplified nonlinear wake
model based on the momentum theory is correspondingly proposed in this paper and an in-house
code, WIFA3D, is accordingly implemented. Therefore, the momentum change of airflow across the
wind turbine is directly governed by the power curve where no geometry details of blade section are
required. In this way, the simplified actuator disk model can be directly used to verify the layout of
a wind turbine array in the initial phase of a wind farm project when only the principal operation
parameters, such as power curve and rotor speed, are available. Another advantage of this model is to
offer sufficient prediction accuracy without demanding excessive computation expense. This model
practically links the technical gap between the low-cost and less-accurate linear formulation and the
high-cost and high-accuracy large eddy simulation. The prediction accuracy of the yearly capacity
factor was clearly displayed in the cases of three onshore wind, where the individual prediction error
ranged from 1.1% to 8.6% and the average prediction error was less than 4%. A recent study using
the LES approach to validate the case of Horns Rev wind farm [27] was referenced to illustrate the
computational benefit of the proposed approach. In the case of simulating a wind farm with eight
cascading wind turbines, i.e., the reduced wind farm model with α = 270◦, 6000 outer iterations are
required by WIFA3D to achieve the numerical convergence. In the referenced LES study, 12,000 time
steps for the wind farm simulation, alongside 200,000 time steps for the precursor computation, were
reported with a comparable grid number. Because LES is a time-accurate computation, a converged
solution of each time step commonly requires tens of outer iterations when the marching time step
is moderate. Assuming that the computational cost of an outer iteration for both approaches to
solve single scalar governing equation is approximately equal, the typical LES approach demands a
computation cost about two orders of magnitude higher than the proposed approach. This highlights
the computational efficiency of the proposed model. Despite delivering good prediction accuracy with
low computation expense, the simplified actuator disk model has the following drawbacks. First, the
proposed model shows a good prediction performance in the mean power, but it is prone to smooth
the power variation among wind turbines in the same wind farm due to an averaging process in time
and space. Second, the dynamic effect of power fluctuation contributed by the moving rotor, as well as
by the unsteady incoming wind, is also unable to be reflected in its steady nature. Third, the uniform
body force distribution based on the momentum conservation applied to the actuator disk could bring
unfavorable impacts to the near wake because of the negligence of the blade aerodynamics. These
issues also form the limitations of the proposed approach.

5. Conclusions

To meet the demand bridging the gap between low-cost linear formulation with unsatisfactory
accuracy and the high-accuracy nonlinear models, such as large eddy simulation, featuring excessive
computational costs, a simplified nonlinear wake model based on the momentum theory is proposed
in this study to offer a reasonable balance between accuracy requirements and numerical expense.
The numerical robustness of the proposed model further enables the establishment of an economic
approach for long-term wind farm power prediction that provides the required information for the
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financial evaluation of wind farm development. The proposed model was first validated with the
offshore measurement of Horns Rev wind farm for a given wind speed of 8 m/s alongside three wind
directions. Except for the wind direction of 312◦, the proposed approach delivered good agreement
with the measurements, as well as a comparable accuracy level to the LES results. The in-house code
WIFA3D only requires about one percent of the computational cost of the LES approach to predict the
mean power delivered by a wind farm. This study also verifies that a reduced computational domain
based on the symmetry of wind turbine arrays gives a significant computational advantage without
sacrificing the prediction accuracy. This paper also proposes an efficient approach to predict the yearly
capacity factor based on the characteristic wind conditions, where the required computational cost is
possibly reduced by two orders of magnitude when compared with the traditional serial approach.
The proposed approach can favorably forecast the yearly capacity factor of a wind farm with an
average error of less than 5%, but the power variation across the wind turbine array is inevitably
smoothed due to an averaging nature in time and space. The advantage of the simplified actuator disk
model is demonstrated in its numerical robustness, as well as in the prediction accuracy of the mean
power, whereas the time-accurate power behavior and the significant power variation among the wind
turbines is unable to be captured by the proposed model due to its steady nature.
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Abstract: The Bragg reflections of oblique water waves by periodic surface-piercing structures over
periodic bottoms are investigated using the eigenfunction matching method (EMM). Based on the
assumption of small wave amplitude, the linear wave theory is employed in the solution procedure.
In the step approximation, the surface-piercing structures and the bottom profiles are sliced into
shelves separated by abrupt steps. For each shelf, the solution is composed of eigenfunctions with
unknown coefficients representing the wave amplitudes. Upon applying the conservations of mass
and momentum, a system of linear equations is obtained and is then solved by a sparse-matrix solver.
The proposed EMM is validated by several examples in the literature. Then, the method is applied to
solve Bragg reflections of oblique water waves by various surface-piercing structures over periodic
bottoms. From the numerical experiments, Bragg’s law of oblique waves was used to predict the
occurrences of Bragg resonance.

Keywords: eigenfunction matching method; oblique wave; Bragg reflection; step approximation;
surface-piercing structure; periodic bottom

1. Introduction

When wind waves generated in the deep-water approach coastal regions, they experience various
physical phenomena caused by inferences with structures, bathymetric variations, nonlinear wave
interactions, etc. To prevent coasts from huge wave attacks, either floating or submerged breakwaters
are usually installed in the coastal area. Although the nonlinear effects become significant as the waves
approach the shoreline, consistent linear solutions are still valuable and provide extensive information
concerning the wave impact on the nearshore and coastal environments. Furthermore, the linear
solution usually serves as the starting point for a weakly nonlinear model [1].

Both submerged and floating breakwaters are typically designed in coastal regions. Submerged
breakwaters are conventional structures that often rest on the sea floor. In addition, they are built
as submerged types to satisfy the requirements of coastal landscapes and ecologies. Submerged
breakwaters are heavy and large, and are designed by engineers for different purposes [2]. On the other
hand, floating breakwaters have the advantage of lower construction costs compared to submerged
breakwaters. Floating structures may be used in fishing farms for ecology conservation, tourism, and
leisure. Moreover, they may be implemented at the ocean engineering working stations, such as oil
exploration stations [3]. Engineers also use assembled floating structures to construct an airport on the
sea [4], or to provide hospitable environments on the surface of the water.

The Bragg reflection caused by the periodic breakwaters can help to effectively attenuate waves.
For example, Mei et al. [5] considered using a series of submerged sinusoidal sandbars to protect the
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ocean platforms in Ekofisk of the North Sea, and Bailard et al. [6] found that the Bragg reflection of
submerged bars can protect U.S. Gulf Coasts from storm-induced waves. In addition, Tsai and Wen [7]
indicated that the Bragg reflections of submerged breakwaters were effective for protecting the Mi-Tuo
Coast, Taiwan. The vortex generation and dissipation accompanying the Bragg scattering of water
waves propagating over a series of submerged rectangular breakwaters were investigated by Hsu,
et al. [8]. Recently, the Bragg reflections of floating breakwaters were studied by Ouyang et al. [9]
and Ding et al. [10]. In this study, the combined Bragg reflections of periodic submerged and floating
breakwaters are considered.

Numerical solutions are inevitable for solving water wave-scattering problems as analytic
solutions are rare [11]. Berkhoff [12] derived the mild-slope equation (MSE) by integrating the
governing equation over the vertical interval of water depth. Subsequently, the MSE was modified
and improved in various studies [13,14]. In addition to the prescribed one-equation models, further
improvements were made by including the evanescent modes, resulting in a system of hierarchical
MSEs [15,16]. Athanassoulis and Belibassakis [17] additionally included a sloping-bottom mode to
formulate the consistent coupled-mode system (CCMS), which has been applied to many water wave
problems [18–20]. The MSE has been applied to solve problems of nonlinear waves [18,21], three
dimensions [22], wave–current interactions [21,23], time evolutions [24], Bragg reflections [13], floating
structures [25,26], etc. A comprehensive review can be found in a recent article [27].

Alternately, Takano [28] developed the eigenfunction marching method (EMM) for solving normal
incident wave scattering over an elevated sill and a fixed surface obstacle. Subsequently, Kirby and
his coauthors [29,30] applied the EMM to solve problems of wave scattering over a trench of oblique
incidences. For waves propagating over an arbitrary bottom profile, Devillard et al. [31], O’Hare and
Davies [32,33], and Tsai et al. [34,35] decomposed the bottom profiles into a sequence of flat shelves
separated by steps. The EMM has been applied to problems of viscous wave scattering [36–38],
water wave scattering by tension-leg structures [39] and thin floating plates [40]. The accuracy of the
EMM solutions was shown to be comparable with that of the MSE solutions [41]. In addition, the
mathematical formulation is EMM is simpler as there are no requirements for the spatial derivatives
of the eigenfunctions; however, they are needed in the MSE. However, the applications of EMM to
three-dimensional, nonlinear, and/or time-dependent problems require further investigation.

In 1966, Katō, et al. [42] conducted laboratory experiments on the reflections of wave scattering
using four simple floating structures, including a rectangular structure. Through numerical method, the
diffraction of oblique waves scattering by a surface-piercing rectangular structure was studied by Bai [43].
Sequentially, Kanoria et al. [44] derived analytical solutions for normally incident wave scattering
by a surface-piercing rectangular structure in water of uniform finite depth. The analytical solutions
were then extended to oblique waves by Söylemez and Gören [45]. For an arbitrary cross-section,
Garrison [46] developed a Green’s function procedure to compute oblique wave scattering. Using
numerical methods, Ouyang et al. [9] recently studied the Bragg reflections of normal waves by fixed
rectangular structures. Ding et al. [10] studied the Bragg reflections of normal waves by structures of
different shapes using the boundary element method. All the prescribed studies consider scattering
problems with different configurations of various structures over a flat bottom.

Manisha et al. [47] recently developed a model considering the effects of bottom undulations for
oblique wave interaction with a surface-piercing rectangular structure behind a submerged breakwater
or a trench. They connected the solutions of the MSE and EMM for the regions of the undulated bottom
and rectangular structure over the flat bottom, respectively. In this study, the EMM model is developed
for analyzing the combined phenomena of oblique incidence, surface-piercing structures of different
shapes, Bragg reflections, and undulated bottoms. In the solution procedure, the surface-piercing
structures and bottom topography are sliced into successive flat shelves separated by abrupt steps.
The matching conditions of the normal flow flux and the continuity of pressure are imposed on the
interface boundaries. The EMM model is validated by comparisons with analytical solutions in the
literature [10,45,47].
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Bragg’s law is usually used to predict the wavelengths at which the X-rays are intensively
reflected by crystalline solids [48]. For water-wave problems, Bragg’s law is applied for scatterings by
floating [9,10] and submerged [5–7,23] structures at normal incidence. For oblique incidence, Mei [49]
and Dalrymple et al. [50] applied Bragg’s law for water wave scattering by bottom ripples. In this
study, numerical experiments were conducted to study the Bragg reflections by the combined effects of
floating structures, bottom variations, and oblique incidence. In addition, the numerical results are
compared with those predicted by Bragg’s law.

This paper is organized as follows: the wave problem is mathematically modeled and the EMM
solution is developed in Section 2, and the EMM model is validated in Section 3. Discussions on
oblique Bragg reflections by surface-piercing and submerged breakwaters are provided in Section 4.
Finally, conclusions are presented in Section 5.

2. Materials and Methods

2.1. The Mathematical Model

We consider the problem of oblique monochromatic water wave scattering by surface-piercing
structures over uneven bottoms. The wave amplitude is assumed to be small enough that the linear
wave theory is applicable. The wave motion is assumed to be time-harmonic, e−iσt, where σ = 2π/T
is the angular frequency, T is the wave period, t is the time, and i is the unit of complex numbers.
Figure 1 shows a schematic representation of the wave scattering problem induced by a surface-piercing
structure over uneven bottoms. In the figure, the surface-piercing structures and sea bottom are
discretized into a series of M shelves in the intervals of xm−1 ≤ x ≤ xm for m = 1, 2, 3 . . . , M, with a
water depth hm > dm, where dm > 0 is the submergence depth of the structure. Alternatively, dm = 0 is
designated if there is no structure in the interval. Furthermore, x0 = −∞ and xM = ∞ are assumed.

Considering the solution on the m-th shelf in the interval xm−1 ≤ x ≤ xm, the velocity of the fluid is
defined by

um = ∇φm, (1)

where ∇ = (∂/∂x, ∂/∂y, ∂/∂z) is the three-dimensional del operator with respect to the
three-dimensional Cartesian coordinates (x, y, z) and φm is the velocity potential. According to
the linear wave theory, the velocity potential is governed by the Laplace equation as

∇2φm = 0. (2)

It should be noted that φm is only related to the spatial part of the velocity potential for the
remainder of this work. If there is no structure in the interval (dm = 0), the problem is subjected to the
kinematic and dynamic free-surface boundary conditions, respectively, as

− iσηm − ∂φm

∂z
= 0 (3)

and
− iσφm + gηm = 0 on z = 0. (4)

Equations (3) and (4) can be combined to obtain

∂φm

∂z
− σ

2

g
φm = 0 on z = 0. (5)

On the other hand, if there is a structure in the interval (dm > 0), the boundary condition on the bottom
of the surface-piercing structure is given by

∂φm

∂z
= 0 on z = −dm. (6)
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In addition, the boundary condition on the sea bottom can be expressed in the form of

∂φm

∂z
= 0 on z = −hm. (7)

Figure 1. Schematic representation of the boundary-value problem of water-wave-scattering by the
surface-piercing structure over even bottom. The study domain divided into different regions with M
shelves separated by M− 1 steps.

Equations (2)–(7) are sufficient to construct the complete solution by eigenfunctions and will be
given in the next section.

Then, connection conditions are required to match the solutions φm and φm+1 as

φm = φm+1 (8)

and
∂φm

∂x
=
∂φm+1

∂x
(9)

on −dmax
m < z < −hmin

m and x = xm with dmax
m = max(dm, dm+1) and hmin

m = min(hm, hm+1). In addition,
no-penetration conditions are needed on the bottom and structure side-walls, respectively, as

∂φ

∂x
= 0 on − hmax

m < z < −hmin
m and x = xm (10)

and
∂φ

∂x
= 0 on − dmax

m < z < −dmin
m and x = xm. (11)
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The definitions of hmax
m and dmin

m are similar, and thus neglected here. In Equations (10) and (11), φ
stands for either φm or φm+1 depending on the water side of the wall.

Then, considering a monochromatic wave train with incidence angle α, amplitude a, frequency σ,
and wavelength λ, which propagates towards the surface-piercing structures over an uneven bottom.
Therefore to make the solution unique, the following far-field conditions are required

η = a
(
eik̂1,0x + KReiθR e−ik̂1,0x

)
eiky y as x→ −∞ (12)

and
η = aKTeiθT eik̂M,0xeiky yas x→∞. (13)

where KR, θR, KT, and θT are real numbers, such that KReiθR and KTeiθT are the reflection and
transmission coefficients, respectively. In Equations (12) and (13), k̂1,0, k̂M,0, and ky are positive real
wavenumbers defined by

k̂m,n =

√
km,n

2 − ky
2, (14)

and
ky = k1,0 sinα. (15)

where k1,0 = 2π/λ > 0 and kM,0 > 0 are the progressive wavenumbers obtained from the dispersion
relation

σ2

g
= km,0 tanh km,0hm. (16)

Here, it is assumed that there is no structure over the first and last shelves, i.e., d1 = 0 and dM = 0.
Now, the problem is well-defined, and the estimation of the reflection and transmission coefficients

are presented in the next subsection.

2.2. Eigenfunction Matching Method

To construct the complete solution using eigenfunctions, a complete set of wavenumbers is
required. When there is no structure on a shelf (dm = 0), in addition to the progressive wavenumber
km,0 in Equation (16) the evanescent wavenumbers km,n (n = 1, 2, 3, . . .) are defined by

km,n = iκm,n, (17)

where κm,n is the n-th smallest positive root of the dispersion relation

σ2

g
= −κm,n tan κm,nhm. (18)

and when there is a structure over a shelf (dm > 0), the wavenumber is alternatively defined as

km,n =
inπ

hm − dm
(19)

for n = 0, 1, 2, . . .. As the incident wave is oblique, we have to define the x-component of the
wavenumber k̂m,n by Equation (14). The complex-valued wavenumbers, km,n and k̂m,n, defined in
Equations (14)–(19), enable the formulation of a unified EMM for all types of situations (dm = 0 or
dm > 0; n = 0 or n > 0).

Based on the linear wave theory, the complete solution of the velocity potential for the m-th shelf
may be expressed as

φm(x, y, z) =
N∑

n=0

(
Am,nξ

(1)
m,n(x) + Bm,nξ

(2)
m,n(x)

)
ζm,n(z)eiky y (20)
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for m = 1, 2, 3, . . . , M, where Am,n and Bm,n are unknown coefficients to be determined. Upon applying
the conditions in Equations (2), (5)–(7) and by employing the method of the separation of variables, the
eigenfunctions, ζm,n(z), ξ

(1)
m,n(x), and ξ(2)m,n(x), can be obtained and expressed as

ζm,n(z) = cosh km,n(hm + z), (21)

ξ
(1)
m,n(x) =

⎧⎪⎨⎪⎩ eik̂m,n(x−xm−1) k̂m,n � 0
1 k̂m,n = 0,

(22)

and

ξ
(2)
m,n(x) =

⎧⎪⎨⎪⎩ e−ik̂m,n(x−xm) k̂m,n � 0
x k̂m,n = 0

(23)

with {
xm = xm for m = 1, 2, . . . , M− 1
x0 = xM = 0.

(24)

By observing at Equation (21), we have ζm,n = 1 for km,n = 0. According to the Sturm–Liouville
theory [51], the following orthogonal relation is used for solving the problem〈

ζm,n
∣∣∣ζm,l

〉
= Λm,nδnl (25)

where n and l is a mode index varying from 0 to N, δnl is the Kronecker delta function, and Λn is a
function of hm and km,n, written as

Λm,n =
2km,n(hm − dm) + sinh2km,n(hm − dm)

4km,n
(26)

For convenience, we define the inner product of two depth eigenfunctions as follows.

〈F|G〉 =
∫ −λ1

−λ2

F(z)G(z)dz, (27)

where F and G are the depth eigenfunctions of ζm,n with arbitrary m and n; and λ1 and λ2 represent the
structure submergence and water depths, respectively, which correspond to the first depth eigenfunction
F.

It should be noted that the eigenfunction definitions of ζm,n(z), ξ
(1)
m,n(x), and ξ(2)m,n(x) are valid for

all cases (dm = 0 or dm > 0; n = 0 or n > 0) if the complex-valued wavenumbers, km,n and k̂m,n, are
defined by Equations (14)–(19).

Based on the far-field conditions (Equations (12) and (13)) and the dynamic free-surface boundary
condition (Equation (4)), the far-field solutions of the velocity potential can be expressed as

φ1 = − iag
σ

cosh k1,0(h1 + z)
cosh k1,0h1

(
eik̂1,0x + KReiθR e−ik̂1,0x

)
eiky y as x→ −∞ (28)

and

φM = − iag
σ

cosh kM,0(hM + z)
cosh kM,0hM

(
KTeiθT eik̂M,0x

)
eiky y as x→∞. (29)

Comparing Equations (20), (28), and (29), the following equations can be obtained as

A1,0 = − iag
σ

1
cosh k1,0h1

, (30)

B1,0eik̂m,nx = − iaKReiθR g
σ

1
cosh k1,0h1

, (31)

94



J. Mar. Sci. Eng. 2020, 8, 522

AM,0e−ik̂M,0xM−1 = − iaKTeiθT g
σ

1
cosh kM,0hM

, (32)

A1,n = 0 for n = 1, 2, . . . , N, (33)

and
BM,n = 0 for n = 0, 1, . . . , N. (34)

The other coefficients Am,n and Bm,n in Equation (20) can be determined using the matching
conditions, Equations (8)–(11), at two adjacent shelves. The conservation of momentum, stemming
from Equation (8), gives 〈

ζinner
m,l

∣∣∣∣φm
〉∣∣∣∣

x=xm
=

〈
ζinner

m+1,l

∣∣∣∣φm+1
〉∣∣∣∣

x=xm
, (35)

where ζinner
m,l (z) is the inner depth eigenfunction corresponding to dmax

m and hmin
m . For clarity, ζinner

m,l (z) is
defined by Equation (21) with the wavenumbers km,n obtained from Equations (16)–(19) as dm and hm

replaced by dmax
m and hmin

m , respectively. Similarly, the conservation of mass, comes from Equations
(9)–(11), yields the following equation〈

∂φm

∂x

∣∣∣∣∣∣ζouter
m,l

〉∣∣∣∣∣∣
x=xm

=

〈
∂φm+1

∂x

∣∣∣∣∣∣ζouter
m,l

〉∣∣∣∣∣∣
x=xm

, (36)

where ζouter
m,l (z) is the outer depth function corresponding to dmin

m and hmax
m . In Equations (35) and (36),

the subscripted indices go as l = 0, 1, . . . , N and m = 1, 2, . . . , M− 1. Additionally, it should be noted
that Equations (35) and (36) are valid for all eight cases, as shown in Figure 2.

By using Equation (20), Equations (35) and (36) can be rewritten in the following forms

N∑
n=0

(
Am,nξ

(1)
m,n(xm) + Bm,nξ

(2)
m,n(xm)

)〈
ζinner

m,l

∣∣∣ζm,n
〉

=
N∑

n=0

(
Am+1,nξ

(1)
m+1,n(xm) + Bm+1,nξ

(2)
m+1,n(xm)

)〈
ζinner

m,l

∣∣∣ζm+1,n
〉 (37)

and
N∑

n=0

(
Am,n

dξ(1)m,n
dx (xm) + Bm,n

dξ(2)m,n
dx (xm)

)〈
ζm,n

∣∣∣∣ζouter
m,l

〉
=

N∑
n=0

(
Am+1,n

dξ(1)m+1,n
dx (xm) + Bm+1,n

dξ(2)m+1,n
dx (xm)

)〈
ζm+1,n

∣∣∣∣ζouter
m,l

〉
.

(38)

Subsequently, it can be found that Equations (30), (33), (34), (37), and (38) are 2M(N+1) linear
equations, that can be used to solve the 2M(N+1) unknowns, Am,n and Bm,n. Furthermore, Equations
(37) and (38) can be reduced to the original equations of EMM for normal water-wave-scattering
without structures where α = 0 and dm = 0 [28,35]. In this study, the SuperLU is used to solve
the resulting sparse system of linear equations [52]. After the unknowns, Am,n and Bm,n, are solved,
the reflection and transmission coefficients can be obtained by Equations (31) and (32), respectively.
This completes the solution procedure for the EMM.
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Figure 2. Schematics for eight different situations of shelves separated by abrupt connections.

3. Results

The present model is validated using three numerical examples.

3.1. Rectangular Surface-Piercing Structure over a Flat Bottom

First, we consider monochromatic wave trains with incidence angles α = 45o and α = 75o, which
propagate towards a rectangular surface-piercing structure over a flat bottom with water depth h = 1 m,
as depicted in Figure 3. The breadth and depth of the rectangular barrier are set to 2a = 0.6 m and
d = 0.2 m, respectively. Figure 4 shows a comparison of the reflection and transmission coefficients
obtained by the proposed EMM with the results obtained by Lebreton and Margnac [53], Bai [43],
Söylemez and Gören [45]. In the figure, the convergence with respect to the increasing numbers
of evanescent modes, N, is obvious. Both the reflection and transmission coefficients evaluated by
the present model with N = 5 are in good agreement with those in the literature for the whole
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frequency range. This validates the present model for solving problems of oblique wave scattering by
a rectangular surface-piercing structure over a flat bottom.

Figure 3. Schematic representation of the water wave scattering by a rectangular surface-piercing
structure over flat bottom.

? 2a/g    ? 2a/g  
(a)                                            (b) 

Figure 4. Comparison of the reflection and transmission coefficients from the present study with the
results in the literatures for water wave scattering by a rectangular surface-piercing structure over flat
bottom with incidence angles (a) α = 45o and (b) α = 75o.

3.2. Rectangular Surface-Piercing Structure behind Parabolic Breakwater

We now consider oblique monochromatic wave trains that propagate towards a rectangular
surface-piercing structure behind a parabolic breakwater defined by z = −h(x) for |x| ≤ c as

h(x) = (h− hb)

(
1 +

hbx2

(h− hb)c2

)
. (39)
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As shown in Figure 5, the other parameters are set as h1 = 30 m, hb = 15 m, d = 7.5 m, 2c = 200 m,
w = 20 m, and 2a = 30 m, which are exactly the same values as those of Manisha et al. [47]. Furthermore,
40 shelves are used to approximate the parabolic breakwater after performing a preliminary convergence
analysis as shown in Figure 6.

Figure 5. Schematic diagram of the water-wave-scattering by a rectangular surface-piercing structure
behind a parabolic breakwater.

Figure 6. Convergence analysis of M for the water wave scattering by a rectangular structure behind a
parabolic breakwater.

Figure 7 shows the comparison of reflection coefficients obtained by the present method and those
from Manisha et al. [47]. In the figure, the convergence with respect to the increasing numbers of
evanescent modes, N, can also be observed. The convergent results of the present model are in good
agreement with those in Manisha et al. [47]. This validates the proposed EMM for solving oblique
wave scattering by a rectangular surface-piercing structure over uneven bottoms.
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(a)                                           (b) 

Figure 7. Comparison of the reflection coefficients from the present study with the results from the
literature for the (a) normal and (b) oblique water-wave-scattering by a rectangular structure behind a
parabolic breakwater.

3.3. Bragg Reflections by Periodic Surface-Piercing Structures over Flat Bottom

As the final example of validation, we consider normal monochromatic wave trains, which
propagate towards a series of periodic rectangular and triangular surface-piercing structures over flat
bottoms with water depth h = 1 m. As depicted in Figure 8, the other parameters are set as α = 0,
L = 3, d/h = 0.25, a/h = 0.25, and S/h = 3, which are exactly the same values as those of Ding et
al. [10]. Typically, 10 shelves are adopted to approximate each triangular structure in this example, as
shown in Figure 9b.

Figure 8. Schematic diagram of Bragg reflections by periodic (a) rectangular and (b) triangular
surface-piercing structures over flat bottom.
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(a)                                       (b) 

Figure 9. Comparison of the reflection coefficients from the present study with the results in the
literature for Bragg reflections by periodic (a) rectangular and (b) triangular surface-piercing structures
over flat bottom.

Figure 9 shows the comparison of the reflection coefficients obtained by the present method and
Ding et al. [10]. In the figure, the convergence with respect to the increasing numbers of evanescent
modes, N, is also obvious, and the results by the present model with N = 3 are in good agreement
with those obtained by Ding et al. [10]. In addition, Bragg’s law confirms that intensive reflections
occur for 2S/λ, being positive integers. This validates the present model for solving Bragg reflections
of normal water waves by periodic surface-piercing structures of arbitrary shapes over flat bottoms.

4. Discussion

After the model is validated, the proposed EMM model is applied to solve Bragg reflections of
oblique water waves by periodic rectangular and triangular surface-piercing structures over periodic
parabolic breakwaters as depicted in Figure 10. The parabolic breakwaters are defined by Equation (39)
with h1 = 1 m and 2c = 0.5 m and the surface-piercing structures are either rectangular or triangular
with 2a = 0.5 m and d = 0.25 m, as shown in Figure 8. In addition, S = 3 m is set such that the
problem configuration is reduced to the previous example if hb = 0. The incidence angle α, structure
or breakwater number L, and breakwater height hb are the parameters studied in the following.

As depicted in Figure 11, we extend the previous example by considering waves of different
incidence angles α = 15o and α = 30o. In other words, we set N = 3 and hb = 0, and used 10 shelves to
approximate each triangular structure. In the figure, Bragg’s law is observed that intensive reflections
occur for 2S(cosα)/λ being equal to positive integers. Moreover, it is interesting to find that the case
with a larger incidence angle results in a more intensive Bragg reflection. In addition, it is noticeable
that the secondary resonance 2S(cosα)/λ = 2 is stronger than the primary resonance 2S(cosα)/λ = 1.
In addition, total Bragg reflections occur in the secondary resonances.
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Figure 10. Schematic diagram of Bragg reflections by periodic rectangular surface-piercing structures
over periodic parabolic breakwaters.

    

(a)                                           (b) 

Figure 11. The reflection coefficients with different incidence angles for Bragg reflections by periodic
(a) rectangular and (b) triangular surface-piercing structures over flat bottoms.

Before studying the combined Bragg reflections of periodic surface-piercing and submerged
breakwaters, problems of Bragg reflections solely by three periodic parabolic breakwaters of different
heights are considered. Here, we use 40 shelves to approximate each parabolic breakwater as before
and in the following. As depicted in Figure 12a, the case of higher breakwaters results in a more
intensive Bragg reflection, as expected. In addition, Figure 12b shows the Bragg reflections for different
incidence angles, which also confirm Bragg’s law when 2S(cosα)/λ is equal to a positive integer.
However, it is interesting to observe that a larger incidence angle results in a less intensive Bragg
reflection and the primary resonance 2S(cosα)/λ = 1 is stronger than the secondary resonance
2S(cosα)/λ = 2, which are totally opposite to the situations of Bragg reflections caused solely by
periodic surface-piercing structures.
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(a)                                          (b) 

Figure 12. The reflection coefficients for Bragg reflections over periodic parabolic breakwaters of
(a) different heights and (b) different incidence angles.

Then the combined Bragg reflections of periodic surface-piercing and submerged breakwaters are
studied by setting different heights of the periodic parabolic breakwaters. As depicted in Figure 13,
the EMM is applied to solve the problems of Bragg reflections of normal incident waves by three
periodic rectangular surface-piercing structures over three periodic parabolic breakwaters. In the
figure, it is clear that the case of higher breakwaters results in a stronger Bragg reflection, as expected.
In addition, if the periodic breakwaters are high, total Bragg reflections occur for both the primary and
secondary resonances.

 
Figure 13. The reflection coefficients for Bragg reflections by periodic rectangular surface-piercing
structures over periodic parabolic breakwaters of different heights.
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Then, the study with hb = 0.6 m in Figure 13 is extended to oblique incidence angles, as depicted
in Figure 14a, which also numerically confirms Bragg’s law of oblique waves. As depicted in Figure 14b,
the results are similar if the study is extended to five periodic rectangular surface-piercing structures
over five periodic parabolic breakwaters.

    
(a)                                         (b) 

Figure 14. The reflection coefficients for Bragg reflections by periodic rectangular surface-piercing
structures of different numbers (a) L = 3 and (b) L = 5 over periodic parabolic breakwaters.

Finally, if the surface-piercing structures are treated as floating rather than fixed, previous studies
applied the EMM to problems involving a rectangular structure with surge [54,55], heave [56], and free
motions [57]. Combing the proposed step approximation with these studies, the EMM can be applied
to solve water-wave-scattering by a floating structure of different shapes over uneven bottoms. This is
currently under investigation.

5. Conclusions

In this study, the combined Bragg reflections of oblique water waves by periodic surface-piercing
and submerged breakwaters were solved using the eigenfunction matching method (EMM). In the
solution procedure, the surface-piercing structures and bottom profiles are sliced into a number of
shelves separated by abrupt steps. The solution on each shelf is composed of eigenfunctions with
unknown coefficients. Then, a system of linear equations is obtained by applying the conservations
of mass and momentum. The present method was validated under three problems of oblique wave
scattering by a rectangular surface-piercing structure over a flat bottom, behind a parabolic breakwater,
and Bragg reflection by periodic rectangular/triangular surface-piercing structures over a flat bottom.
Then, the proposed method was applied to solve the Bragg reflections of oblique water waves by
periodic surface-piercing structures over periodic bottoms. For oblique Bragg reflections by periodic
surface-piercing structures, numerical results indicated that the case with a larger incidence angle
results in a more intensive Bragg reflection and the secondary resonance is stronger than the primary
resonance. However, the results are completely opposite for oblique Bragg reflections by periodic
submerged breakwaters. In addition, Bragg’s law of oblique waves was applied in the numerical
experiments. Some theoretical and physical studies on the resonance intensity and incidence angle are
required in future investigation.

Author Contributions: Conceptualization, I.-F.T. and C.-C.T.; methodology, C.-C.T.; software, C.-C.T.; validation,
C.-S.Y. and C.-C.T.; formal analysis, C.-S.Y.; investigation, C.-S.Y.; resources, I.-F.T. and C.-C.T.; data curation,
C.-S.Y.; writing—original draft preparation, I.-F.T. and C.-S.Y.; writing—review and editing, I.-F.T. and C.-C.T.;

103



J. Mar. Sci. Eng. 2020, 8, 522

visualization, C.-S.Y.; supervision, I.-F.T. and C.-C.T.; project administration, I.-F.T. and C.-C.T.; funding acquisition,
I.-F.T. and C.-C.T. All authors have read and agreed to the published version of the manuscript.

Funding: Ministry of Science and Technology, Taiwan: 107-2221-E-992-045-MY2.

Acknowledgments: The Ministry of Science and Technology of Taiwan is gratefully acknowledged for providing
financial support to carry out the present work under the Grant No. MOST 107-2221-E-992-045-MY2.

Conflicts of Interest: The authors declare no conflicts of interest exist.

References

1. Belibassakis, K.; Athanassoulis, G. A coupled-mode technique for weakly nonlinear wave interaction with
large floating structures lying over variable bathymetry regions. Appl. Ocean Res. 2006, 28, 59–76. [CrossRef]

2. Shih, R.-S. Experimental study on the performance characteristics of porous perpendicular pipe breakwaters.
Ocean Eng. 2012, 50, 53–62. [CrossRef]

3. Chung, J.S. Motion of a floating structure in water of uniform depth. J. Hydronautics 1976, 10, 65–73.
[CrossRef]

4. Kagemoto, H.; Fujino, M.; Murai, M. Theoretical and experimental predictions of the hydroelastic response
of a very large floating structure in waves. Appl. Ocean Res. 1998, 20, 135–144. [CrossRef]

5. Mei, C.C.; Hara, T.; Naciri, M. Note on Bragg scattering of water waves by parallel bars on the seabed.
J. Fluid Mech. 1988, 186, 147–162. [CrossRef]

6. Bailard, J.A.; DeVries, J.W.; Kirby, J.T. Considerations in using Bragg reflection for storm erosion protection.
J. Waterw. Port Coast. Ocean Eng. 1992, 118, 62–74. [CrossRef]

7. Tsai, L.-H.; Wen, C.-C. Design of a series of submerged breakwaters for coastal protection against waves.
China Ocean Eng. 2010, 24, 553–564.

8. Hsu, T.-W.; Lin, J.-F.; Hsiao, S.-C.; Ou, S.-H.; Babanin, A.V.; Wu, Y.-T. Wave reflection and vortex evolution in
Bragg scattering in real fluids. Ocean Eng. 2014, 88, 508–519. [CrossRef]

9. Ouyang, H.-T.; Chen, K.-H.; Tsai, C.-M. Investigation on bragg reflection of surface water waves induced by
a train of fixed floating pontoon breakwaters. Int. J. Nav. Archit. Ocean Eng. 2015, 7, 951–963. [CrossRef]

10. Ding, W.-W.; Zou, Z.-J.; Wu, J.-P.; Huang, B.-G. Investigation of surface-piercing fixed structures with different
shapes for Bragg reflection of water waves. Int. J. Nav. Archit. Ocean Eng. 2019, 11, 819–827. [CrossRef]

11. Roseau, M. Asymptotic Wave Theory; North-Holland Pub. Co.: Amsterdam, NY, USA, 1976.
12. Berkhoff, J.C.W. Computation of combined refraction-diffraction. In Proceedings of the 13th International

Conference on Coastal Engineering, Vancouver, BC, Canada, 10–14 July 1972; pp. 471–490.
13. Kirby, J.T. A general wave equation for waves over rippled beds. J. Fluid Mech. 1986, 162, 171–186. [CrossRef]
14. Chamberlain, P.G.; Porter, D. The modified mild-slope equation. J. Fluid Mech. 1995, 291, 393–407. [CrossRef]
15. Massel, S.R. Extended refraction-diffraction equation for surface waves. Coast. Eng. 1993, 19, 97–126.

[CrossRef]
16. Porter, D.; Staziker, D.J. Extensions of the mild-slope equation. J. Fluid Mech. 1995, 300, 367–382. [CrossRef]
17. Athanassoulis, G.; Belibassakis, K. A consistent coupled-mode theory for the propagation of small-amplitude

water waves over variable bathymetry regions. J. Fluid Mech. 1999, 389, 275–301. [CrossRef]
18. Belibassakis, K.; Athanassoulis, G. Extension of second-order Stokes theory to variable bathymetry.

J. Fluid Mech. 2002, 464, 35–80. [CrossRef]
19. Belibassakis, K.A.; Athanassoulis, G.A.; Gerostathis, T.P. A Coupled-Mode Model for the

Refraction–Diffraction of Linear Waves over Steep Three-Dimensional Bathymetry. Appl. Ocean Res.
2001, 23, 319–336. [CrossRef]

20. Belibassakis, K. A coupled-mode model for the scattering of water waves by shearing currents in variable
bathymetry. J. Fluid Mech. 2007, 578, 413–434. [CrossRef]

21. Belibassakis, K.; Touboul, J. A nonlinear coupled-mode model for waves propagating in vertically sheared
currents in variable bathymetry—Collinear waves and currents. Fluids 2019, 4, 61. [CrossRef]

22. Toledo, Y.; Agnon, Y. Three dimensional application of the complementary mild-slope equation. Coast. Eng.
2011, 58, 1–8. [CrossRef]

23. Belibassakis, K.; Touboul, J.; Laffitte, E.; Rey, V. A mild-slope system for bragg scattering of water waves by
sinusoidal bathymetry in the presence of vertically sheared currents. J. Mar. Sci. Eng. 2019, 7, 9. [CrossRef]

104



J. Mar. Sci. Eng. 2020, 8, 522

24. Suh, K.D.; Lee, C.; Park, W.S. Time-dependent equations for wave propagation on rapidly varying topography.
Coast. Eng. 1997, 32, 91–117. [CrossRef]

25. Belibassakis, K.; Athanassoulis, G. A coupled-mode model for the hydroelastic analysis of large floating
bodies over variable bathymetry regions. J. Fluid Mech. 2005, 531, 221–249. [CrossRef]

26. Porter, D.; Porter, R. Approximations to wave scattering by an ice sheet of variable thickness over undulating
bed topography. J. Fluid Mech. 2004, 509, 145–179. [CrossRef]

27. Porter, D. The mild-slope equations: A unified theory. J. Fluid Mech. 2020, 887, A29. [CrossRef]
28. Takano, K. Effets d’un obstacle parallelepipedique sur la propagation de la houle. La Houille Blanche 1960, 15,

247–267. [CrossRef]
29. Kirby, J.T.; Dalrymple, R.A.; Seo, S.N. Propagation of obliquely incident water waves over a trench. Part 2.

Currents flowing along the trench. J. Fluid Mech. 1987, 176, 95–116. [CrossRef]
30. Kirby, J.T.; Dalrymple, R.A. Propagation of obliquely incident water waves over a trench. J. Fluid Mech. 1983,

133, 47–63. [CrossRef]
31. Devillard, P.; Dunlop, F.; Souillard, B. Localization of gravity waves on a channel with a random bottom.

J. Fluid Mech. 1988, 186, 521–538. [CrossRef]
32. O’Hare, T.J.; Davies, A.G. A comparison of two models for surface-wave propagation over rapidly varying

topography. Appl. Ocean Res. 1993, 15, 1–11. [CrossRef]
33. O’Hare, T.J.; Davies, A.G. A new model for surface wave propagation over undulating topography. Coast.

Eng. 1992, 18, 251–266. [CrossRef]
34. Tsai, C.-C.; Lin, Y.-T.; Hsu, T.-W. On step approximation of water-wave scattering over steep or undulated

slope. Int. J. Offshore Polar Eng. 2014, 24, 98–105.
35. Tsai, C.C.; Hsu, T.-W.; Lin, Y.-T. On Step Approximation for Roseau’s Analytical Solution of Water Waves.

Math. Probl. Eng. 2011, 2011. [CrossRef]
36. Tsai, C.-C.; Lin, Y.-T.; Chang, J.-Y.; Hsu, T.-W. A coupled-mode study on weakly viscous Bragg scattering of

surface gravity waves. Ocean Eng. 2016, 122, 136–144. [CrossRef]
37. Tsai, C.C.; Lin, Y.-T.; Hsu, T.-W. On the weak viscous effect of the reflection and transmission over an arbitrary

topography. Phys. Fluids 2013, 25, 043103–043121. [CrossRef]
38. Tsai, C.-C.; Lin, Y.-T.; Hsu, T.-W. Propagating of obliquely incident, weakly viscous waves over variable

bathymetry. J. Coast. Res. 2016, 32, 974–982. [CrossRef]
39. Tsai, C.-C.; Tai, W.; Hsu, T.-W.; Hsiao, S.-C. Step approximation of water wave scattering caused by tension-leg

structures over uneven bottoms. Ocean Eng. 2018, 166, 208–225. [CrossRef]
40. Liu, X.; Wang, X.; Xu, S. A DMM-EMM-RSM hybrid technique on two-dimensional frequency-domain

hydroelasticity of floating structures over variable bathymetry. Ocean Eng. 2020, 201, 107135. [CrossRef]
41. Tsai, C.-C.; Chou, W.-R. Comparison between consistent coupled-mode system and eigenfunction matching

method for solving water wave scattering. J. Mar. Sci. Tech. Taiw. 2015, 23, 870–881. [CrossRef]
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Abstract: In this study, an alternative way, a so called caisson based type of oscillating water column
(OWC) wave energy converting system was proposed to capture and convert wave energy. Since
the caisson structure is constructed to protect the coastal line or ports, it is important to know if
a built-in associated OWC system will be a burden to affect the safety of the structure or it is safe
enough to work appropriately. In this study, three steps of structural analysis were performed: firstly,
the analysis for the structural safety of the whole caisson structure; secondly, performing the mechanic
analysis for the chamber of the associated OWC system; and finally, performing the analysis for the
wave induced air-pressure in the chamber under the design conditions of a local location during the
wave-converting operation. For the structural safety analysis, a typical structural model associated
with caisson breakwater was built and analyzed while the shape of the structure, material applied
to the construction, and associated boundary conditions were all set-up according to the wave and
structures. The motion and the strain distribution of the caisson structure subjected to designated
waves of 50-year return period were evaluated and compared to the safety requirement by the code.
For the analysis of the energy converting performance, a numerical method by using a theorem of
unsteady Navier–Stokes equations in conservation form was used to analyze the proposed OWC
model when the structure subjected to an incident wave of a 10-year return period.

Keywords: structural safety; breakwater design; wave energy; wave power converting system;
caisson breakwater application

1. Introduction

1.1. Development of an Oscillating Water Column (OWC) Wave Energy Converter

During late 1980s and then 1990s, intensive studies for a wave-power converting system were
performed. However, it was not until 1991 when a combination with breakwater system was firstly
studied in Japan [1]. In that study, not only were experimental tests performed in the laboratory but
also an on-site, full-scale structure was built and tested. Many valuable data were firstly acquired
resulting in an encouraging way for the OWC wave power converting system. Important conclusions
include the efficiency of power that can be obtained from the conversion system, the estimated direct
cost for a system of comparable size and scale, and a range of dimensional ratios between the air
chamber and the wavelength. The most important one was that the combination for a breakwater
with the wave-power converting system would not affect the function of the breakwater. However,
this conclusion related to the structural safety was only based on an overall estimation of the mass
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of the caisson breakwater against the wave-loading, without considering the detailed variation of
the caisson with the installation of an OWC converting system, in which additional chambers with
walls and slabs were built. The other difficulty was that even though the study from Goda et al. [1,2]
is invaluable and pioneering, it is too hard and too costly to be repeated for an on-field experiment.
It was also too confined by many local factors for a special case to apply to the caisson breakwater in
other locations with different environmental conditions.

Until now, researches on the OWC wave energy converting system are still in a very active status.
Some are on the improvement of the mechanism of energy harvest such as to change the shape of
traditional OWC system into a U-OWC [3] or a so called BBDB-OWC by using a backward-bent
duct buoy [4,5]; some are focused on the efficiency of turbine performance for outflow and inflow
motions [6]; investigations on the wave-height and power taking-off damping effect are also carried
out experimentally and numerically [7]; some are focused on the performance of the air-chamber [8],
where the effect of neglecting the air compressibility has been studied showing that an experimental
test model scaled down to 1/50 may result in an overestimation of up to 15% for the air pressure in the
OWC chamber.

Since the caisson structure is constructed to protect the coastal line, it is important to know
if a built-in associated OWC system will be a burden to affect the safety of the structure. Even
though, studies focusing on the structural safety of an OWC wave energy converter are attractive to
researchers, references related to this matter are mostly focused on the exerting forces and pressures
rather than the response of structure itself [9–13]. This is indicated in a model to estimate forces acting
on an OWC chamber in a caisson breakwater [9], where horizontal forces on the front (curtain) wall
and the rear (in-chamber) wall are predicted. It also mentioned that unlike a conventional caisson
breakwater, vertical forces acting on the caisson chamber ceiling will have considerable effect on sliding
and overturning characteristics of the breakwater structure. A first OWC device embedded into a
breakwater was installed in 2008 at the Port of Mutriku. Storms hit it in December 2007, March 2008,
and January 2009, resulting in structural damage to both the frontal wall and roof of four chambers [14].
Fortunately, the OWC power plant was not yet under operation because the operational license had not
been granted, but still it reflected that no matter how carefully the exerting forces could be calculated,
the response and safety of the chamber structure was the essential matter for an OWC wave energy
converting system.

Some other studies also were concerned about the safety of operation of an OWC conversion
system but only very few focused on the structural safety [15]. That study considered the safety for an
OWC integrated into a bottom-sitting pile structure (an OWC pile). The authors examined the wave
loads on an OWC pile, which included the viscous loads and lateral loads and then safety-loading for
a bottom-sitting pile design that could then be estimated. The issue of structural safety was not only
essential to the operational of the system but also important to the maintenance of the system during
the operation for the inspection and damage investigation that may cost a considerable fortune [16].

1.2. Objectives of the Study

In this study, by following the findings of Goda et al. and the contemporary studies [10,11], a series
of studies were performed by adopting, but upgrading, a similar system, the so called the caisson
based OWC type wave energy converter for green energy developments. The analysis of structural
safety were performed: firstly, the analysis for the structural safety of the caisson structure and the
associated built-in OWC chambers and secondly, the safety of the chamber during the wave-converting
operation in the associated OWC system located at a specific water area such as Kaohsiung, Taiwan,
subjected to local environmental conditions. For the structural safety analysis, usually two safety
issues needed to be clarified. The first safety analysis was the overall estimation of structural resistant
ability against the environmental loadings such as the one performed in Goda’s study [1]. During
the analysis, the whole structure was assumed to be a rigid body and therefore, the weight of the
structure was the only matter to resist both the shear force and the overturning moment induced by

108



J. Mar. Sci. Eng. 2020, 8, 506

the wave-pressure on the structure while the exertion of soil and water were both taken into account.
Because this kind of analysis is more related to the weight of the structure (usually a big mass-structure
like a caisson breakwater), compared to the breakwater, the weight of the associated OWC chambers,
which are relatively small, will still increase the total weight of the whole structural system of the
breakwater. Therefore, in this study the rigid body analysis will be skipped, and we instead focus
on the second part, the structural safety estimation by using more sophisticated structural analytical
method for both the whole structure and the OWC chambers. The second safety analysis was related
more to a flexible type structure so that the resistance of the structure to the external loadings was not
only based on the weight of the structure. The elasticity and strength of material and member related
resistance must be taken into account for the structure, such as the one in this study where a traditional
caisson breakwater structure was transformed with a built-in chamber of the OWC converting system.
Whether the change in the structure will cause an additional safety related problem to the OWC system
or the caisson breakwater must be estimated.

In this study, a typical structural model was built and analyzed while the shape of the structure,
material applied to the construction and associated boundary conditions were all set-up according
to the wave and structural design. The examination for the structural safety includes two parts,
namely, the overall structural safety of the caisson structure with associated OWC chambers and the
mechanic behavior of the chamber related structural members. In the analysis for the whole breakwater,
the deformations and strains of the caisson will be examined. For the analysis of the OWC structural
members, the deformations and strains of the structural members of OWC-chamber including the
front curtain wall and ceiling slab built in the breakwater caisson structure subjected to designated
incident waves were analyzed and compared to the safety requirement for the allowance of material
deformation. The applied incident wave was based on a general design code and set as a storm of
50 years return period.

Since a more detailed study for the performance of a similar system has already been presented in
a related paper [17,18], the analysis of energy conversion performance in this study will focus on the
influence of the air pressure on the air-chamber induced from the heaving wave motion. A numerical
method by using a theorem of unsteady Navier–Stokes equations in conservation form is used to
analyze the proposed OWC model. A proposed case built-in along a breakwater structure located in a
local harbor was applied for a performance study to examine the feasibility of the OWC system in the
harbor. The analysis was focused on the correspondence between the wave motion and the variations
of air-pressures inside the air-chamber. A comparison with Goda’s result was made before carrying
out the performance analysis to verify the workability of the numerical method.

It was noticed that the wave force applied to the structural safety analysis was larger than the one
applied to the performance analysis. This was because the durability requirement for the structural
design enforces that a more strict environmental condition be considered, while for the wave energy
converting performance analysis, a normal regular wave would be enough to drive the device of
an OWC converter. Therefore, a wave due to a storm of 50 years return period was applied to the
structural safety analysis and on the other hand, a wave based on a storm of 10 years return period
was applied for the performance analysis.

During the structural safety analysis, it was found that for the overall structural safety of the
caisson structure with associated OWC chambers, the deformation of the whole structure was safe
when subjected to a storm-wave of 50-year return period. However, during the structural analysis for
the local behavior of the OWC air-chamber, it was found that a more strict design criteria needed to be
applied to the members of the chambers if the chamber was to sustain a storm-wave of 50-year return
period. During the analysis for the operational performance of the OWC converting system attached to
the caisson structure, it was found that the air-pressure induced by the heaving waves in the chamber
could reach as high as 31.5 MPa when the OWC was subjected to a wave of 10-year return period.
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2. Analytical Model and Environmental Forces

2.1. Analytical Model of the Structure

In this study, a typical caisson structure for the breakwater and coastal protection located in water
of 16 m depth was designed with the installation of accommodated OWC system. As shown in Figure 1,
a schematic 3-D view of the caisson structure associated with an OWC wave energy converting system
is shown, where the front side shows the square gates of air-chambers of the OWC system. Figure 3
shows the side-view of the caisson structure, where a chamber of rectangular shape for the OWC is
located in the front part of the structure. Dimensions for the structure and the size of chamber are also
shown in the figure.

Figure 1. Schematic drawing of a caisson structure with oscillating water column (OWC) converter.

2.2. Environmental Forces

For the environmental conditions in this study, a storm of 50 years return period at the proposed
location was applied to the analysis of which the wave height H= 1.8Hd was 9.5 m and the corresponding
period T was 10 s and Hd was the designed wave height for the breakwater of caisson structure.
The incident wave was assumed to propagate in the direction normal to the front face of the caisson
structure. The exerting pressure on the caisson breakwater then can be calculated based on the
properties of the design-wave as prescribed.

For the analysis of structural safety, first of all, the exerting pressures from the environment
including wave, water, soil, and reaction forces were all accounted and estimated. As was shown in
Figure 2, it is a schematic drawing for the exerting forces around the caisson structure, which was
modified based on Goda’s method [19]. The calculation procedure is presented as follows:

(1) Determine the wave pressure at the still water level (SWL) as

P1 =
1
2
(1 + cos β)

(
α1 + α2cos2β

)
ω0Hd (1)

where parameter β is the angle of incident wave to the direction normal to the caisson structure, while
α1 and α2 are parameters presented as

α1 = 0.6 +
1
2
[

4πh
L

sinh 4πh
L

]

2

(2)

and

α2 = min[
(

hb − d
3hb

)(Hd
d

)
,
(

2d
Hd

)
] (3)

110



J. Mar. Sci. Eng. 2020, 8, 506

The dimension related parameters are shown in Figure 2 such as: h the water depth to the sea
bottom and d the water depth to the surface of rubble-rump, while L is the designed wave length and hb
is the water depth at a distance of five times of significant wave-height away from the caisson structure.

Figure 2. Schematic drawing of environmental loading on caisson structure.

 
Figure 3. Side view of a caisson structure with OWC converter (redrawn after Chiu et al. [20]).

(2) Determine wave pressure at the sea bottom level as

P2 =
P1

cosh ( 2πh
L )

(4)
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(3) Determine the wave pressure at the toe of the caisson as

P3 = α3P1 (5)

where the parameter α3 is presented as

α3 = 1− h′
h
[1− 1

cosh ( 2πh
L )

] (6)

The dimensional parameter h’ is the submerged depth of the caisson.

3. Mechanic Analysis of Structural Safety

As mentioned in the introduction, the rigid-body analysis for the caisson structure would not
be considered, that being the resistant capability from the weight of the caisson structure against the
overturning moment and the sliding resistance of the structure to the horizontal wave forces. For the
analysis of structural safety, the most important issue was that the stress distribution of the structure
would not exceed the designed strength of the material or the strain induced from the deformation
would not exceed the strain limit of the material when subjected to wave and other environmental
forces. Therefore, in this study a strain analysis was performed to examine if the caisson structure
was safe, along with the constructional material, when additional chambers of an OWC wave energy
converter were built in, and located right at, the front side of the caisson structure facing the incident
wave directly. In order to know better the structural safety, two parts of structural analysis were
performed, these included the first part, a global analysis of the whole structure of caisson breakwater
subjected to wave forces, and the second part, a local analysis focused on the deformation behavior of
the additional chamber of an OWC wave energy conversion system.

3.1. Global Structural Analysis

For the global structural analysis, the object was to examine the global deformation of the caisson
structure and find the parts that may have been subjected to severe damage or large strain. After
obtaining the global deformation distribution for the whole structural system, a local analysis could
be performed and a more detailed investigation carried out through the structural members of the
chamber including the walls between chambers, ceiling panels on the top of chamber, and the curtain
walls that normal to the direction of incident waves.

The wave forces exerting on the front face of the caisson structure was in a form of pressure
distribution, as P1, P2, and P3, corresponding to various levels of depth of the caisson breakwater
located in the water, which are shown in Figure 2, which can be obtained from Equations (1), (4),
and (5). After obtaining the wave forces exerting on the caisson structure as was shown in Figure 4,
a numerical tool for the solid mechanics of well-known ANSYS was applied and the conditions
including wave forces, soil pressure, and material properties were all determined. The material for the
caisson structure was reinforced concrete with material properties as the designed strength of concrete:
fc = 350 (kgf/cm2), elastic modulus of concrete: Ec = 30 (kN/mm2), and the elastic modulus for the
steel: Es = 290 (kN/mm2) according to the ACI code for the structure exposed to an environment with
chloride (marine environment) [18].

For the global structural safety analysis, a distribution of strain over the whole caisson breakwater
was examined firstly and after that then a more detailed analysis on the material strength of reinforced
concrete was performed for the air chamber of the OWC converter attached to the caisson breakwater.
It was noticed that for the global structural analysis, since the breakwater structure is in a long and
slender shape, an analytical strategy of plane strain could be applied so that only the cross section
of a unit-length caisson breakwater would be analyzed and the mechanical behavior of the other
sections would be assumed to be similar if the environmental conditions were similar. Even though a
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three-dimensional analysis could also be applied, the results would be similar to each other. Therefore,
the analysis was focused on the deformations and variation of strain of the cross section.

 

Figure 4. The distribution of the environmental loadings.

After the analysis of global structural system, Figure 5 shows the deformation of the caisson
structure, which deforms along with the direction of exerting incident waves, the weak transverse
direction for a breakwater. As is observed in the analytical results, the deformation varied along with
the height of the structure while the largest deformation occurred near the top of the structure in the
front side, which happened to be the location of the OWC chambers. In the lower part of the caisson,
the deformation was quite small, even not observable because the loading was concentrated on the
higher part, as shown in Figure 2, especially for the part of structure on the still water level (SWL),
where the wave action was the largest, while the cross section of the caisson structure above the water
level reduced gradually. This is the reason why the largest deformation occurred near the top of the
structure of the front side in the global structural analysis.

The largest deformation obtained from the analysis was 0.162 mm, which was small under the
loading forces calculated for this study. Compared to the corresponding dimension of the caisson
breakwater, which was 16.0 m, the strain corresponding to the deformation can be calculated as
0.01 × 10—3, which is much smaller than the strain allowance for a concrete material 0.003. However,
because the location of the largest deformation was at the tip corner of the top, where the chamber
of the OWC converter is built-in, a further study of the front wall of the chamber revealed that the
strain corresponding to the transverse deformation was close to the allowance of the concrete material.
The largest strain that occurred in the front wall was 0.00027 in terms of the thickness 0.60 m of the
front wall of the chamber, as shown in the schematic drawing of Figure 3. It is one order smaller
than the maximum strain (0.003) allowed for concrete material from the global structural deformation
analysis. Therefore, for the global structural analysis of the caisson structure combined with an OWC
wave energy converting system, it is quite safe.
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Figure 5. Deformation of caisson breakwater along the wave direction.

3.2. Structural Analysis for the Chamber of OWC Converter

As the second part for the safety analysis, a study based on the loading and deformation of the
analysis of the whole structure as discussed in previous section was performed correspondingly for the
air-chamber of the OWC system located in the front side of the caisson structure. Because the shape
of the structure was no longer a long and slender type, a three-dimensional analysis needed to be
applied and a more sophisticated solid element was utilized in the finite element numerical analysis,
which included the properties of the material that must be refined and the detailed dimensions of the
structural member.

On the side view of the caisson breakwater structure, the chamber of OWC system can be
observed as the darker part in Figure 3, and then the OWC chamber is framed-out and redrawn as a
3-dimensional view in Figure 6. The dimension of the chamber is also shown in figures, where Figure 3
is the dimension of the chamber for the study in side-view while Figure 6 presents a detailed dimension
for structural members in the chamber such as the side wall, front curtain wall, and ceiling-slab of the
air-chamber. It was noticed that during the mechanic analysis for the OWC air-chamber, the orifice for
in/output air was not considered for the structural safety study because the analysis focused on the
response of the structure in terms of both the deformation of the structural member, and the material
capacity to examine if the strain induced from extreme deformation exceeded the material capacity.

Before performing the analysis, the analytical model was divided into meshes and nodes for the
structural members of the chamber. Typical meshes for the 3-D solid-element of tetrahedron type was
applied and is presented in Figure 7. The arrangement of the steel reinforcement in the concrete is also
presented in Figure 8. A corresponding beam element for the steel material was also applied in the
structural analysis.
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Figure 6. Dimensions of the structural members of OWC chamber in the caisson breakwater.

 

Figure 7. The grid meshes of the element for the chamber.
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Figure 8. The arrangement of steel reinforcement in the chamber.

Results obtained from the structural analysis include the deformation distribution and
corresponding strains for the chamber of OWC wave energy converter. As was shown in the
global structural analysis, the deformations in the transverse direction (as the z-direction shown in
Figure 6) of the caisson breakwater was the critical issue because it was related to structural safety.
However, for the chambers built in an OWC converter, responses in both the horizontal transverse
direction (z-direction as shown in Figure 6) and vertical transverse direction (y-direction) were essential
to the structural safety of the chamber. This is because the chamber is like an empty box that was
subjected to deformations all around the walls and ceiling slabs. The x-direction for the breakwater
was an in-plane direction (the axis along the layout of the breakwater) that was the strong-direction
subjected to smaller loads since the wave forces exerted mostly on the transverse direction (z-direction),
but for the air-chamber, the x-direction was the out-of-plane direction for the side wall, of which the
deformation was also critical to the structural safety.

3.2.1. Transverse Deformation for the front Curtain-Wall

As is shown in Figure 9, this is the deformation distribution in the transverse z-direction for the
OWC air-chamber without an opening orifice. The color of the contour represents the seriousness of
the deformation in which both the red and blue colors indicate a larger deformation corresponding
to an opposite direction each other. In Figure 9, even though the largest deformation, namely,
0.003371 m, appears at the top panel of the ceiling, relative to the dimension in the z-direction 5.0 m,
the corresponding strain will be 0.000742, which is much smaller than 0.003, the maximum allowed
strain in concrete structure. However, the panel of the front curtain wall was normal to the transverse
deformation and therefore, the strain of the curtain wall in the z-direction (out-of-plane) would be
critical to the structural safety. The largest deformation of the curtain wall is about 0.0027 m and
relative to the thickness 0.6 m of the wall, as shown in Figure 6, the corresponding largest strain is
0.0045, which is slightly larger than the strain capacity of a concrete material 0.003.

116



J. Mar. Sci. Eng. 2020, 8, 506

 

Figure 9. Deformation variation for the chamber structure in z-direction.

3.2.2. Transverse Deformation for the Top Ceiling-Slab

Shown in Figure 10 is the deformation distribution in the y-direction for the OWC air-chamber.
It shows that the largest deformation in the y-direction for the chamber may occur at the lower parts
of the chamber structure along the vertical side walls. Since the deformation was 0.102 × 10—5 m
in-plane of the sidewall, and therefore, relative to the height of the sidewall, 11.0 m, the corresponding
strain was 0.93 × 10—7, a value much smaller than 0.003. However, y-direction was in the out-of-plane
direction of the ceiling panel and the downward deformation was 0.013488 m. Relative to the thickness
of the ceiling slab, 0.5 m, the corresponding strain in the out-of-plane direction was 0.026976, which is
a value well over the allowed capacity for the concrete strain.

 

Figure 10. Deformation variation for the chamber structure in y-direction.
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3.2.3. Transverse Deformation for the Side-Wall

Presented in Figure 11 is the deformation distribution in the x-direction for the OWC air-chamber.
Both the maximum (positive) and the minimum (negative) exist simultaneously on the ceiling-panel.
The values are similar, namely, 0.00168 m, and relative to the dimension of x-direction, the strain was
0.000336, which is much smaller than the strain capacity of concrete material. For the sidewall of
the chamber deformations in the x-direction is the out-of-plane motion and critical to the structural
safety. As obtained from the analysis, the largest deformation was about 0.0011 m, which based on the
thickness of the sidewall, 1.0 m, the corresponding strain was 0.0011, smaller than the maximum strain
of the concrete.

 

Figure 11. Deformation variation for the chamber structure in x-direction.

3.2.4. Discussions on the Deformation of Chamber Members

From the analysis presented above, we found that in terms of the structural safety, the air-chamber
of an OWC conversion system attached to a caisson breakwater structure cannot satisfy the general
requirement of structural safety. Both the top ceiling slab and the front curtain wall were not strong
enough to sustain a design storm of 50-year return period. Therefore, some questions arise: (1) If a
design-wave based on a storm with 50-year period is suitable for the design of an OWC converter
based on a caisson breakwater structure? (2) If the structure can be modified to sustain the design
wave based on 50-year return period? (3) Is there any other choices to improve the structural safety of
the very design?

Traditionally, structures located on the coast or in the water have very large volume and mass and
therefore, a rigid-body theorem is applied for the design, which means that there is no deformation in
the material or the structural members. Without considering the deformation or the material properties
for the structure, many kinds of design for an OWC converting system can be proposed and analyzed
for their function and converting efficiency based on fluid mechanics. However, when we carefully
examine the structural safety by taking account all of the factors related to the properties of material,
structural dimension, and environmental conditions of the location, the analytical results remind us
that structural safety is still essential.

Going back to the questions that arose after the analysis for the structural safety, a storm of
50-year return period would probably be too much for an associated structure attached to the main
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structure-the caisson breakwater. So long as the damage of the associated structure would not affect
structural safety and operation of the main structure, a design-wave based on a storm of shorter
return period can be considered. To maintain the structural safety of the chamber of the OWC system,
a compromise between the converting efficiency and the structural safety probably needs to be taken
into account because a larger air-chamber will take more wave forces and the associated structural
members also need to be designed with stronger material. As was found in the results of structural
safety analysis, the weak parts of an OWC air-chamber are the curtain wall in the gate of incident wave
and the top ceiling-slab. This phenomenon was also observed during a big-storm that hit the on-field
application, as in the case of the Matriku OWC Power Plant [12].

Presented in Figure 12 is the potential cracking line for the air-chamber of the OWC converter
attached to the caisson breakwater. Most cracks occurred on the top ceiling of the chamber as was
indicated in the analysis; the ceiling slab would suffer the most serious deformations and according to
the analysis the strain in the transverse direction was well over the allowed capacity for the concrete
material. This phenomenon needs to be carefully watched because when the chamber of the OWC
converter is under operation, the air-pressure induced from heaving waves may further worsen the
problem. Even though the cracks will occur when an extreme environmental condition such as the
designed storm of 50-year return period is applied, the regular operation may also cause a fatigue
damage to the ceiling slab and the curtain wall. Especially when the air in the chamber is not allowed
to flow out as the case studied, the induced pressure from elevated water in the chamber could further
press the walls and ceiling-slab inside the chamber and cause severe deformation and then damages
for the structural members.

 

Figure 12. Potential cracking line for the chamber structure.

4. Evaluation of Air-pressure in the Chamber during the Operation of Wave Energy Conversion

For the safety analysis of the chamber during the operation of the OWC system installed in the
caisson structure, the theorem of unsteady Navier–Stokes equations in conservation form including
continuity equations, equation of momentums, and equation of turbulence dynamics were applied as
presented in the previous section. This theorem combined with numerical tool of CFX in ANSYS was
also applied to the study. Before the application of the analytical method to the study, a verification
was performed by reproducing and comparing the results obtained from the on-field study of Goda’s
experiment [1] in Sakeda, Japan. That study is currently the sole one that may provide a full-scale
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on-field experimental data for a full-scale wave energy converter of which the variation of both the air
pressure and water elevation in the air-chamber were shown.

4.1. Theorem of Fluid Mechanics Applied in the Study

In this study, a theorem of unsteady Navier–Stokes equations in conservation form, consisting of
continuity equations, equation of momentums, and equation of turbulence dynamics, are applied and
shown as follows [21,22].

Continuity equation:
∂ρ

∂t
+ ∇·(ρU) = 0 (7)

Equation of momentum:

∂ρU
∂t

+ ∇·(ρU ×U) −∇·
(
μe f f∇U

)
= ∇·p′ + ∇·

(
μe f f∇U

)T
+ B (8)

where B is the sum of body force, μeff is the effective viscosity, and p’ is the revised pressure. The effective
viscosity and the revised pressure can be presented as

μe f f=μt + μ (9)

p′ = p +
2
3
ρk (10)

It is also noticed that μt is the viscosity of the turbulence, which according to the assumption of
k-εmodel, is related to the dynamic energy and the dissipation of the dynamic energy as presented as

μt = Cμρ
k2

ε
(11)

where k is obtained directly from the equation of dynamic energy and equation of energy dissipation.
The equation of turbulence dynamic energy and equation of energy dissipation are presented as follows

∂(ρk)
∂t

+ ∇·(ρUk) = ∇·[
(
μ+
μt

σk

)
∇k] + Pk − ρε (12)

∂(ρε)

∂t
+ ∇·(ρUε) = ∇·

[(
μ+
μt

σε

)
∇ε

]
+
ε
k
(Cε1Pk −Cε2ρε) (13)

where Cε1, Cε2, σk, and σε are constant parameters to be determined empirically, while Pk is related to
viscosity and floating force and can be presented as

Pk = μt∇U·
(
∇U + ∇UT

)
− 2

3
∇·U(3μt∇·U + ρk) + Pkb (14)

4.2. Analysis of Wave-Induced Air Pressure in the Chamber

The verification of the numerical method applied in this study was carried out by comparing the
analytical results with the on-field experimental results when the conditions were set as similar as
possible [18,19]. For Goda’s on-field study, a 20 minute data collection was made at Sakeda Harbor,
where during the testing day, the wave-height was 2.2 m to 3.0 m (irregular waves on site). In this
study a regular wave with wave-height of 2.5 m (regular wave analysis) was set and a one minute
analysis was performed for the comparison of which two sections of experimental data within a
20 min were selected. It was found that even though the analytical results were slightly larger than the
on-field data [23], considering the uncertainties of the on-field test such as the wave-height, which
was irregular, and the data captured for the comparison, which were only small parts, the result was
still encouraging.
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An OWC wave converting system was proposed based on the available features for the harbor
such as the depth of water in front of the breakwater, angle between wave direction and the normal
direction of the caisson breakwater, and structure size of the caisson breakwater. A case is simulated for
a breakwater of caisson type located in the Kaohsiung Port in Taiwan facing north-west where the water
depth h = 9.5 m. According to a 10-year return period for the summer season (storm season) of local
climate records, a design wave was used in simulation as: wave–height H = 1.0 m and wave-period
T = 7 s. It was noticed that the wave condition applied for the case study was much smaller than the
wave condition for the analysis of structural safety. This was because the design criteria applied for an
offshore structure was much stricter, as a 50-year or larger return period was required, while for the
case study a 10-year return period was considered suitable for regular daily performance.

Based on the shape and dimensions of the caisson structure to be modified with an OWC conversion
system, a set of OWC system was designed and installed in the caisson breakwater. As shown in
Figure 1, the OWC was installed at the front side of the caisson breakwater facing the incident waves
so that it could capture the maximum wave energy to convert it into electricity power. It is a similar
type to Goda’s test but the dimension was modified based on the conditions of the location port.

The typical response of air pressure near the ceiling-slab of the chamber at various positions,
namely, from 1 to 6 as referred to Figure 13 and shown in Figure 14, where it is noticed that the air
chambers are connected to each other with channels while only one orifice is allowed for every set of
three-chambers. It can be observed that the position with lowest positive pressure is located right at the
orifice when the air pressure at the other position increases corresponding to the distance away from the
orifice. The position with highest negative pressure is at position 1 just next to the orifice. According
to results of the structural safety analysis for the chamber members, the ceiling-slab will suffer the
largest deformation and the pressure in the chamber will also increase the deformation if the exerting
pressure is in the same phase to the out-of-plane dynamic motions of the structural deformation.

 

Figure 13. Schematic view of inner part of the air-chamber.

It was found that through the fluid mechanic analysis the greatest pressure exerting on position
1 of the chamber was 3210 tf/m2 or 31.46 MPa downward (negatively) during the operation of the
OWC system. It is small and about 1/10 of the designed allowed pressure that may exert on the ceiling
slab. The largest pressure occurred at the corner of the ceiling-slab, where the separation-wall could
also provide the tension resistance to the slab. However, even without a wall to brace the ceiling-slab,
it could still hold the pressure occurs during a regular operation of OWC system subjected to a wave of
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10-year return period. The concern will be more on the issue of fatigue, which was not analyzed in this
study since the direction of the pressure on the ceiling slab was applied alternatively and continuously.

 

Figure 14. The air-pressure in the various location of chamber.

5. Conclusions

In this study, an OWC wave power converting system based on a caisson breakwater was proposed
and analyzed for both the structural safety and the performance in the power converting efficiency.
For the structural safety analysis, two parts of analysis were carried out, namely, the first part for
the overall structural safety and the second part particularly for the structure of air chamber of the
OWC converter. The analysis on the chamber included both the elastic structural analysis and the air
pressure in the chamber built in the caisson breakwater.

(1) According to the analysis for the structural safety of this study, for the whole structural safety
that included both the caisson breakwater and attached OWC system, the deformations induced
from the design-wave, which was based on a storm-wave of 50-year return period, was under the
capacity of the concrete material.

(2) The second part analysis of the structural safety, particularly focused on the air-chamber of the
OWC converter, where the maximum deformation occurred transversely at the ceiling-slab of the
air-chamber for the OWC converter, whereas the front curtain wall subjected to wave-impact
directly would also deform greatly, but not so significantly. The developed strains for both the
ceiling-slab and the front curtain-wall were well over the strain limit for a concrete material
and therefore, when the chamber structure was subjected to a wave close to the designed
storm-wave as utilized in the analysis, a major damage may occur on both the ceiling-slab and
the front curtain-wall.

(3) According to the study of the air-pressure induced by the heave motion of the waves in the
chamber, the pressure was small and would not significantly influence the structural safety of the
OWC chamber attached to a caisson structure.

(4) It is concluded that when the OWC is attached to a traditional breakwater structure, the location
will be an important factor to decide the performance of energy converting efficiency. To design
an OWC structure that may sustain a storm wave of 50-year return period could be expensive.
In terms of economic consideration, as long as the damage of the associated structure would not
affect the structural safety and operation of the main structure, a design-wave based on a storm
of shorter return period should be considered.
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Abstract: This study explores the damping effects of tuned liquid dampers (TLDs) on a monopile
offshore wind turbine (OWT). The fluid–solid coupling of ANSYS was used to simulate the damping
effect of a TLD on the structures. The environmental conditions refer to the IEC-61400-3 and the Design
Load Case (DLC) 1.2 for the annual average environmental conditions and DLC 6.2 for the 50-year
regression period, and the extreme environmental conditions were used in the study. The turbulent
wind field simulation was performed by TurbSim, and the load of wind waves on structures was
generated by FAST, which were all developed by the NREL (National Renewable Energy Laboratory).
In addition to wind and waves, the seismic force was also considered. The cylindrical TLD was located
above the rotor nacelle assembly (RNA). A TLD has different damping effects when acting under
wind, wave, and earthquake loads, respectively. The effect of the TLD regarding motion reduction
on the OWT under coupled wind, wave, and seismic loads was studied. This study also designed
a simple experiment to verify the correctness of the numerical simulation results. Fatigue analysis
shows that multi-layer TLDs can extend the fatigue life (37%) of an OWT. In addition, under extreme
environmental load conditions, multi-layer TLDs have a better vibration damping performance than
single-layer TLDs. The study demonstrates that multi-layer TLDs can be considered as a vibration
reduction damper for OWTs.

Keywords: motion reduction control; renewable energy; TLD; offshore wind turbine

1. Introduction

Although coal is the earliest type of fossil fuel used by human beings, it has always a serious air
pollution impact. The nuclear waste treatment and the warm drainage are the major environmental
impact issues. Therefore, at present, most countries have started to use renewable energy. Taiwan
is an island located in the eastern part of Asia and on the west side of the Pacific Ocean. Taiwan’s
imported energy accounted for 98.16% of its total energy usage in 2018. It is urgent for the Taiwanese
government to develop and increase its renewable energy percentage. Taiwan’s northeast monsoon is
very strong, especially in the Taiwan Strait. According to the 4C Offshore reported in 2014, the world’s
23-year average wind speed observation found that the Taiwan Strait has accounted for 16 places of
the world’s 20 most windy offshore wind farms. For this reason, the Taiwanese government approved
the “Thousand Sea and Land Wind Turbines”. The goal is to complete the land wind farm installation
with a capacity of 1200 MW. In addition to land farm, the offshore wind farm project is expected to be
completed in 2025 with a capacity of 3000 MW and 1000 wind turbines will be installed in the near
west coast of Taiwan.

Taiwan is located in the volcanic belt of the Pacific Rim, and it is in the active seismic zone.
High seismic activity and frequent typhoon attacks are the threats to offshore structures. Therefore,
the offshore structure is usually equipped with a damping device to suppress the vibration of the
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structure under extreme loading conditions and reduce the fatigue damage caused by the long-term
cyclic loading, thereby prolonging the service life of the offshore structure.

Offshore Wind Turbine (OWT)

Offshore wind turbines are developing rapidly in recent years because the OWTs have higher
wind speeds, less noise, and less land occupation than on-land WTs. The OWTs may generate large
amounts of energy as the extreme wind and wave loads act on the OWTs, which usually have a slender
supported tower and a monopile foundation. Therefore, the damping device is needed to reduce
the dynamic response of OWTs. Structural control includes active, semi-active, and passive control,
and the passive control is the simplest control method. The tuned mass damper (TMD) is a passive
control that absorbs structural vibration by mass swing. For example, the control system of the top
floor of Taipei 101 is a tuned mass damper. Murtagh et al. [1] applied TMD to control the vibration
of the OWT, and two TMDs were placed in the cabin of OWT to reduce the vibration in the fore-aft
and side-to-side directions. Sun and Jahangiri [2] designed a three-dimensional pendulum tuned
mass damper (3d-PTMD) to control the multi-directional vibration of the OWT, and it has 10% more
damping effect than double TMDs have. Hemmati and Oterkus [3] developed a semi-active TMD
for the vibration reduction of OWTs; they used a short-time Fourier transform to adjust the damping
system to the instantaneous frequency of the system to achieve a better damping effect. The results
showed that the performance of a semi-active TMD with a mass ratio (the ratio of mass of TMD to mass
of the structure) of 1% is better than a passive TMD with a mass ratio of 4%. Since the installation and
maintenance costs of TMD are quite expensive, in order to reduce the cost, the tuned liquid damper
(TLD) has been developed. The sloshing liquid counteracts with the externally applied force to achieve
the shock absorption effect. The working principle of TLD is based on sloshing of the liquid to absorb
a portion of the dynamic energy of the structure subjected to dynamic loadings and thus controls the
structural vibration.

As early as 1950, the TLD has been used to stabilize ships. Modi and Welt [4] used the liquid
sloshing in the annular tank to dissipate the sloshing energy and evaluate whether the damper can
attenuate the low-frequency vibrations of the structure in aerodynamics, and that damper can effectively
suppress the vibration of the structure under wind loads. Fujii et al. [5] developed multi-layer tuned
liquid dampers (TLDs), which were used in the Nagasaki Airport Building (42 m high) and the
Yokohama Marine Building (101 m high) under strong winds, which can reduce structural vibration
by about 50%. Kareem [6] avoids calculating complex free liquid levels by converting the sloshing of
the liquid into a particle spring system, and then simulated the effect of TLD installation in high-rise
buildings. Sun et al. [7] established a rectangular nonlinear TLD model, using the shallow water wave
theory to consider the damping effect and breaking waves of the liquid, and then using fluid–solid
coupling to obtain the effect of TLD on the structure. Wakahara et al. [8] studied the optimization of
TLD design on high-rise buildings, explored the parameters of changing TLD design, and developed
new methods to predict the suppression of high-rise buildings by TLDs. Tamura et al. [9] set up TLDs
on buildings to verify the motion reduction effect of the TLD. It turns out that the TLD can significantly
improve the durability of the building.

Sakai [10] proposed another TLD-based damping method, tuned liquid column damper (TLCD),
which used a U-tube as a container for liquids, and the vibration of the structure is reduced by the
sway of the liquid in the tube. Colwell and Basu [11] used a TLCD to reduce the vibration of OWTs
under wind and wave loads, and they applied Miner’s law in their fatigue analysis. They reported that
TLCD can effectively reduce the vibration generated by strong winds and waves, and it can also reduce
the fatigue damage caused by wind waves. However, because the OWT is a long and narrow structure,
the performance of the TLCD depends on the width of the bottom and the total length proportion.
The greater the proportion of the bottom width, the better the shock absorption performance, but the
width of the OWT is limited (cannot be large), and the performance of the container is limited as well.
On the other hand, the TLCD can only absorb vibration in one direction, but the direction of the wind
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and waves on the sea does not necessarily coincide, so the load action on the OWT is not only in one
direction. Colwell suggests that it can install multiple sets of TLCDs in different directions or use TLD
to achieve multi-directional damping. Jin et al. [12] used a cylindrical TLD to control the vibration of
the offshore platform, and they used the lumped mass method to simulate the effect of the TLD on
the structure. The results are consistent with the experiment, and they concluded that the TLD could
effectively reduce the structure motion during earthquakes. However, the earthquakes were the only
loads considered in their study.

In the previous studies, not all the environmental loads, such as wind, waves, and earthquakes,
were considered. Therefore, this study proposed setting multiple TLDs on the top of OWTs to
reduce the motion of OWTs under various environmental load conditions including wind, waves,
and earthquakes. The most recent reported study of Chen and Yang [13] indicated once the natural
frequency (ωl) of a TLD is equal to the exciting frequency (ωx), the TLD may have the best motion
reduction effect. As a result, the natural frequency of the TLD may be tuned to the natural frequency
(ωs) of the OWT, and good motion reduction of the OWT can be expected. The study mainly refers to
the International Electrotechnical Commission (IEC) and the internationally renowned certification
unit DNV (Det Norske Veritas) [14] for the environmental load simulation and analysis. The supported
tower, monopile foundation, and wind turbine models refer to the 5 MW WTs designed by Jonkaman
et al. [15] and Jonkman and Musial [16]. Wind and wave loads are generated by the FAST program,
which was developed by the National Renewable Energy Laboratory (NREL). The FAST program
can perform the wind analysis of the wind turbine during operation, startup, parked, shutdown,
and standby states. The turbulent wind field simulation was made by the TurbSim program, which was
also developed by NREL. The wind and wave conditions refer to the results of the feasibility study of
Taipower’s second phase offshore wind power project. The wave conditions are the appropriate wave
height and period at the water depth of 20 m in the Changbin offshore project wind field in Taiwan,
and the corresponding wind speed is at 90 m elevation. The required wind field and wave conditions
were determined according to IEC 61400-3 design load (Design load case) regulations [17].

Turbsim simulates the wind field in the frequency domain using single-point power spectral
density, spatial correlation function, and Taylor turbulence hypothesis. The FAST uses the blade
element momentum theory to calculate the force of the wind acting on the blade. In this study,
the hydrodynamic load evaluation of the supporting structure is referred to the above relevant
specifications, and it considered the regular wave and the irregular wave models. After obtaining the
dynamic characteristics of the wave particles, the hydrodynamic load can be calculated by using the
Morison equation.

The TLDs were set at the top of the tower, and the two-way fluid-solid coupling module of ANSYS
was used to simulate the interaction between the TLD and the structure. This study also designed
simple experiments to verify the accuracy of numerical simulation. Then, this study explored the
effect of TLD on offshore wind turbines under various wind and wave conditions. We also used
the rainflow-counting method and the Miner’s rule to do the fatigue analysis. Section 2 introduces
the methods used in this study and they include FAST and Turbsim, as well as ANSYS-Fluent and
ANSYS-Mechanical modules. The environmental loads according to IEC 61400-3 were also described
in the section. Section 3 reports the simulation results and experimental measurements and numerical
results validation. The effects of multiple TLDs on structural motion control were investigated in the
section. The fatigue analysis of OWT with TLDs was also reported in this section. The final section
lists the concluding remarks found in this study.

2. Methods Used

FAST is a computer-aided engineering (CAE) software developed by NREL, which is mainly
used to simulate the dynamic responses of a wind turbine. FAST incorporates aerodynamic models
(AeroDyn), hydrodynamic models of offshore structures (HydroDyn), control and motor system
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dynamic models (ServoDyn), and structural dynamic model (ElastoDyn and SubDyn). FAST can
simultaneously couple air, fluid, motors, and structures in the same time domain.

2.1. Environmental Loads

The environmental conditions included wind, waves, and current. A full field wind speed above
mean sea level (MSL) was established based on the field data measured by the Central Weather Bureau,
Taiwan. Regarding hydrodynamic loading, the ocean conditions considered in this study include
waves, ocean currents, and water levels.

2.1.1. Wind Model

This study selects the wind speed and wind field model of the wind field according to the IEC
61400-3 specification, and then it uses the TurbSim to simulate the wind field. TurbSim is a random,
global, turbulent wind field simulator. Simulating the time series of three wind speed vectors on
two-dimensional orthogonal grid points, TurbSim generates the wind spectrum frequency by wind
speed, turbulence model, wind field model, etc. Then obtains the time history of the wind field
by inverse Fourier transform. The data generated by TurbSim can be used by inputting AeroDyn
in FAST. Then, it inputs TurbSim’s two-dimensional wind field data in AeroDyn, converts it into
a three-dimensional wind field by Taylor’s frozen turbulence hypothesis, linearly interpolates the
wind speed on the node, and converts it into an external force on the node. The force on the blade is
theoretically analyzed by blade element momentum theory, and the blade tip loss correction factor is
also considered. The FAST simulation procedure is shown in Figure 1.

Figure 1. The simulation procedure of FAST (National Renewable Energy Laboratory, or NREL).

The wind load of the rotor nacelle assembly (RNA) and the structure (the tower and substructure are
included) were evaluated separately. The wind load of the support structure is based on DNV-RP-C205
(DNV 2014) [18], while FAST analysis provides the wind load of RNA. According to the IEC 61400-1
specification (IEC 2005) [19], the relevant parameters of the standard wind-turbine (WT) class are
shown in the Table 1.

Table 1. Wind related parameters of the wind-turbine (WT) classes.

WT class I II III

Vref (m/s) 50 42.5 37.5

Turbulence class A B C

Iref 16% 14% 12%

Vref is the 10-min average wind speed at RNA, and Iref is the turbulence intensity within 10 min.
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According to IEC 61400-1, the WT class I-A was adopted, and the reference wind speed Vref and
turbulence intensity Iref were set as 50 m/s and 0.16, respectively. The longitudinal turbulence scale
parameter Λ1 is shown in Equation (1) as

Λ1 =

{
0.7z, zre f ≤ 60 m
42, zre f > 60 m

(1)

where z is the height above the still water level, and zref is the height at the RNA center.
The longitudinal standard deviation of the normal turbulence model is the standard deviation of

90% of the average wind speed at the height of the hub (nacelle), and it can be estimated by

σ1 = Ire f (0.75Vre f + b), b = 5.6 m/s. (2)

The turbulent extreme wind speed model has a 10-min average wind speed of V50 and V1,
respectively, in the 50-year and 1-year regression periods:

V50 = Vre f (z/zre f )
0.11 (3)

V1 = 0.8V50. (4)

The standard deviation of the longitudinal turbulence is:

σ1 = 0.11Vre f . (5)

The annual data for buoys and tidal observations provided by the Central Weather Bureau, Taiwan
were used in this paper, and monthly wind speed statistics and hourly wave records were obtained
from the Hsinchu Buoy Station and monthly tidal statistics were obtained from the Waipu Tide Station
in the Taiwan Strait.

2.1.2. Wave Model

According to the design load case of IEC 61400-3 (IEC 2009) [17], regular waves and irregular
waves can be used. Regular waves include linear and nonlinear waves, and the linear wave is applicable
when the wave height is small. When the wave height increases or the water depth becomes shallow,
the wave peaks become sharp, and the troughs become flat. At this time, the linear wave theory is not
enough to describe the waveform and the movement of water particles, so the nonlinear wave should
be used, and one can use the streamline function theory to describe nonlinear waves in the most water
depths. Once the water depth, period, and wave height were determined, the required wave theory
can be determined accordingly (DNV OSJ101, 2014) [18]. Irregular waves usually describe in terms of
their spectra, and the JONSWAP and Pierson–Moskowitz spectra are the most commonly used spectra.
In this study, the water depth of 20 m was assumed, the stream wave function was used in the regular
wave model, and the JONSWAP spectrum was applied to the stochastic irregular wave model.

2.1.3. Current Model

Ocean currents always vary in space and time, but they are usually defined as a uniform horizontal
flow field with a direction and flow rate that varies only with water depth. According to IEC 61400-3,
the current model is divided into three types: sub-surface currents, near surface currents, and surf
underflow currents. In this study, the sub-surface current model was used and they can be expressed
as:

Uss(z) = Uss(0)
(

z + d
d

)1/7

. (6)
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The free surface current speed Uss (0) was measured at the OWT site. After selecting the wave
theory and current model, the speed and acceleration of water particles can be obtained, and Morison’s
equation was used to calculate the forces acting on the structure by the waves and currents.

2.2. ANSYS Fluent

ANSYS Fluent is a CFD (Computational Fluid Dynamics) software developed by ANSYS. To
study TLDs on the motion reduction for OWT, we combined the fluent and structural analysis
modules of ANSYS to simulate the fluid–structure interaction between TLDs and OWTs. We adopted
Reynolds-Average Navier–Stokes Equation Models (RANS) and a standard k-εmodel to solve the flow
passing marine turbines. The detailed description of the model is as follows:

The RANS momentum equations can be written as

ρ

(
∂ui
∂t

+ Uk
∂ui
∂xk

)
= − ∂p
∂xi

+
∂
∂xj

(
μ
∂ui
∂xj

)
+
∂Rij

∂xj
(7)

where ρ is fluid density, μ is dynamic viscosity, p is pressure, ui is velocity component, xi is coordinate,
t is time, and Rij is the Reynolds stress. The eddy viscosity model was used, and the Reynold shear
stress can be written as

Rij = −ρu′iu′ j = μt

(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3
μt
∂uk
∂xk
δi j − 2

3
ρkδi j (8)

δij = 1 when i = j and 0 when i � j. Lai et al. (2016) used three turbulence models to investigate the
optimal turbine blades, and they are the “Realizable k-ε two layer”, “standard k-ε”, and “k-ε SST”.
They found that the results of three different models are about the same. Then, we chose the “standard
k-ε” model. Then, we have μt = f(ρk2/ε), where k and ε are the turbulent kinetic energy and turbulent
kinetic energy dissipation rate, and they can be defined as

k ≡ u′iu′ j/2 and ε ≡ ν∂u′i /∂xj(∂u′i /∂xj + ∂u′j/∂xx). (9)

Turbulent energy equation of the standard k-εmodel equations:

D(ρε)

Dt
=
∂
∂xj

[(
μ+
μt

σε

)
∂ε
∂xj

]
+ Cε1

ε
k

Gk − ρCε2
ε2

k
(10)

where Gk can be defined as

Gk = ρνt
∂ui
∂xj

(
∂ui
∂xj

+
∂uj

∂xi

)
. (11)

The values of all the constants are empirically as Cμ = 0.09, Cε1 = 1.44, Cε2 = 1.92, and σk = 1.0.

ANSYS Mechanical

ANSYS Mechanical is a CAE (Computer Aided Engineering) software that simulates structural
responses by the finite element method. The simulation analysis includes structural strength, stress,
vibration, etc., and it can be combined with other ANSYS software for coupling analysis. In some cases,
the fluid flow will cause the displacement of the solid, and the displaced solid will change the flow field
of the fluid. Fluid–structure coupling is divided into one-way (1-way) and two-way (2-way) fluid–solid
coupling. One-way fluid–solid coupling is to treat an already calculated result as another boundary
condition to be calculated. Bidirectional coupling is divided into fully coupled, implicit, and explicit
coupling. Full coupling calculates the simultaneous equations of fluid and solid as a matrix, which is
often difficult to be solved. Implicit coupling is generally used by iteration until the convergence target
is reached. Explicit coupling requires very a small time step and is very time consuming; therefore, it is
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not recommended. Figure 2 shows the FSI (Fluid-Structure interaction) module of ANSYS, and the
implicit method was chosen in this study to perform the fluid–structure coupling analysis.

Figure 2. The system coupling and the two-way FSI simulation in ANSYS workbench.

2.3. Monopile OWT

This paper refers to the 5 MW offshore wind turbine developed by NREL. The radius of the three
blades is 61.5 m, and the hub height is 90 m above the water surface. The water depth is assumed
to be 20 m. The top of the tower has a diameter of 3.87 m and a thickness of 0.019 m. The bottom
diameter is 6 m, and the thickness is 0.027 m. The total length of the tower is 77.6 m. The diameter
and the thickness of the pile foundation are 6 m and 0.060 m respectively, and the length of the pile
foundation is 30 m. The material of the supporting structures is steel, and the properties are as follows:
the Young’s modulus is 210 GPa, the shear modulus is 80.8 GPa, and the density is 7850 kg/m3. In this
study, the rotor, wind turbine blade, and nacelle are assembled as a lump mass (RNA). Figure 3 shows
the 5 MW OWT and the simplified OWT model for the simulation.

Figure 3. (a) The 5 MW offshore wind turbine (OWT) developed by NREL; (b) a simplified OWT model.

To reduce the dynamic response of the OWT, a TLD is installed at the top of the OWT. Figure 4
shows the simulation chart. To perform the simulation, the environmental loads were determined first.
Since the turbulent wind field was considered, the TurbSim was used to generate a turbulent wind
field, and then we input the obtained data to FAST. Then, the force data generated by FAST was input
into ANSYS Transient Structural. The TLD geometry was determined based on the tuned frequency of
TLD. We used ANSYS Fluent to simulate the sloshing flow in TLD, and then we used system coupling
to complete the fluid–structure coupling simulation.
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Figure 4. The flow chart of the simuation performed in this study.

One TLD was assumed first, and the simulated responses were compared to those without TLD,
and the motion reduction ratio was calculated to evaluate the motion control effect. Different load
conditions were assumed, such as harmonic ground motion, real earthquake excitation, coupled wind
and wave loads, etc. Once the motion reduction was insignificant, more TLDs (2-TLD and 3-TLD)
were then added to evaluate the possible increasing on motion reduction control. For fluid–solid
interaction simulation, the SpaceClaim model was imported into Fluent, and the area of the structure
was deactivated except for the TLD part. After the meshing was generated, the fluid–solid coupling
interface was defined. The VOF calculation and the multi-phase flow were used in Fluent analysis.
The turbulence mode was a standard k− εmodel.

3. Results and Discussion

3.1. Model Validation

Before presenting the numerical simulations made in this study, the experimental measurements
were performed to validate the simulation results obtained in this study. A simple experimental model
(shown in Figure 5) was set up. The supported tower was a 3-meter height PVC pipe with a diameter of
12 cm. The RNA (rotor nacelle assemble) was replaced by a lump weight of 1 kg. The cylindrical TLD
was set at the top of the RNA. The density, Young’s modulus, and Poisson’s ratio of the PVC pipe are,
respectively, 1532 kg/m3, 3070 MPa, and 0.4. As illustrated in Figure 6, the OWT model was set on a
shaking table that can be moved back and forth with an AC motor. The maximum moving distance (r)
of the shaking table is ±30 mm, and the highest revolutions of the motor is 2000 r.p.m. The AC motor
can reciprocate according to the programmed displacement path and frequency. The motion trajectory
of the instrument is based on the sine wave. With a maximum amplitude of ±5 mm reciprocating
movement, a circular platform is attached to the square platform on which the OWT was installed.
A Keyence laser displacement meter is set at the proper elevation to measure the time history of
displacement of the RNA.
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Figure 5. The dynamic displacement decay history of free vibration of a scaled model OWT.

The free vibration experiment was firstly made to evaluate the damping coefficient of the
system. Figure 5 shows the decay history of the dynamic displacement, and the damping ratio of the
experimental set up can be calculated according to the following equation

ln
(

x1

xj

)
=

2π jζ√
1− ζ2

. (12)

According to the decay history, the damping ratio ζ = 0.0119 was determined.

Figure 6. The simple experimental set up of OWT with a tuned liquid damper (TLD) on top.

3.1.1. Simulated Natural Frequency and Dynamic Response Validation

To confirm the accuracy of experimental measurements, the fundamental frequency of the scaled
OWT model was checked. The base platform was excited by a harmonic force, F(t) = Aωxsin(ωxt),
where A is the amplitude of the excitation and ωx is the excitation frequency. ANSYS was used to
calculate the corresponding dynamic displacement response. The ANSYS FEM-Modal set up was based
on the experimental model, and the natural frequency of the model was calculated. The calculated
natural frequency (2.751 Hz) is very close to the experimental measurement (2.75 Hz). Figure 7
clearly shows the agreement of the simulation and experimental results, and the peak dimensionless
displacement occurred when the exciting frequency (ωx) is equal to the natural frequency (ωs) of
the model, i.e., ωx/ωs = 1. Figure 8 shows the comparison of the dynamic displacement obtained by
ANSYS simulation and those of the experimental measurements and the agreement is also very good.
The dynamic displacements measured in this section were also used as a reference to evaluate the
effects of TLD on the response reduction of the OWT.
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Figure 7. The comparison of ANSYS simulated results and the experimental measurements; X/A:
the dimensionless displacement of OWT; ωx/ωs = 1: excitation frequency (ωx) is equal to the natural
frequency of OWT (ωs).

Figure 8. The history of the displacement at the rotor nacelle assembly (RNA) of OWT under excitation
wih exciting frequency = natural frequency of the OWT.

3.1.2. Fluent TLD Simulation Validation

In the ANYSY fluid–solid coupling, the accuracy of the hydrodynamic force calculation is
important, and Fluent may correctly transmit the force of the fluid acting on the tank wall to the
structure. Figure 9 illustrates the comparison of the Fluent-simulated force with the experimental
measurements of Krabbenhøft (2011) [20], and the agreement is very good.

Figure 9. The comparison of the forces acting on the tank wall; solid line: ANSYS results; dashed line:
experimental measurements (Krabbenhøft, 2011) [20]. Tank length = 0.59 m, water depth = 0.02 m,
the exciting amplitude = 0.02 m, and the exciting frequency = 2.36 rad/s.

134



J. Mar. Sci. Eng. 2020, 8, 470

3.1.3. ANSYS Mechanical Model (Fluid–Structure Interaction) Validation

The comparison made in the previous sections validated the accuracies of simulations made by
the ANSYS Fluent and ANSYS structure models. In this subsection, we further validated the accuracy
of the fluent and structure coupling model. The TLD was added on the top of the scaled OWT model,
and an experiment was performed to investigate the motion reduction of the OWT.

The exciting force is a harmonic motion, the displacement amplitude is set as 0.001 m, and the
exciting frequency is set to equal to the natural frequency of the OWT. ANSYS-Transient-Structural and
ANSYS-Fluent are connected to System Coupling for the data transmission setting and time control.
Figure 10 illustrates the TLD mesh model and the fluid–structure coupling interface. Figure 11 shows
the schematic of the projects included in the simulation of the interaction between the TLD and OWT.

Figure 10. (a) The mesh arrangements of fluid in TLD and (b) the fluid–structure coupling interface.

Figure 11. The schematic projects included in the TLD + OWT interaction simulation.

Figure 12 further compares the dynamic displacements of RNA of OWT with and without TLD,
and the motion of RNA of OWT is remarkably reduced when the TLD is installed at the top of the RNA
of OWT. Figure 13 also shows that the results obtained by ANSYS simulation and the experimental
measurements agree very well. The amplitude of the OWT with the TLD is much smaller than
that without the TLD; therefore, we use different vertical axes to clarify the difference between the
experiment and simulation results. The response of the OWT with the TLD is much more complicated
than that without TLD, and more difference between experiment and simulation can be expected,
but the deviation is still below 10%. The accuracy of the ANSYS system coupling was confirmed and
can be used to study the motion reduction effect of the TLD on the OWT.
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Figure 12. Dynamic displacement of RNA of OWT: (a) without TLD; (b) with TLD.

3.2. TLD on Motion Reduction of OWT

As shown in Figure 12, the TLD may have a very good motion reduction effect on OWT when it is
under a harmonica ground excitation. In the following sections, we will investigate the damping effect
of the TLD on the OWT when it is under real environmental load conditions. The design standard IEC
61400-3 defines the load conditions DLC (Design Load Case) for the structural design of offshore wind
turbines, including all operating conditions of OWTs, such as startup, normal operation, shutdown,
etc. The structural design of the offshore wind turbine often considers the extreme 50-year regression
period, while the fatigue analysis is based on the general sea conditions. The environmental loading
used in this study refers to the feasibility study of the Taiwan Power Company’s offshore wind power
generation second phase plan. Table 2 lists the estimated wind and wave conditions and extreme wind
and waves at the Zhangbin Industrial Zone project.

Table 2. The wind and wave conditions at the Zhangbin Industrial Zone project. DLC: Design
Load Case.

Wind Condition (Elevation 95 m) Wave Condition (Water Depth 20 m)

Annual mean wind Vave (m/s) (DLC 1.2) 9.2 Hs (m) 1.4

Tp (s) 6.1

50 years, Vref (m/s) (DLC 6.2) 54.16 Hs50 (m) 8.24

Tp50 (s) 12.1

3.2.1. Wind Field Simulation

As mentioned in the previous sections, TurbSim was used to simulate the turbulent wind field
of the whole domain, and the output binary file was directly used by AeroDyn in FAST. The input
parameters of TurnSim are shown in Table 3.
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Table 3. Input file description (Turbsim) (DLC 1.2).

Parameter Description Value

WrADHH Output format for AeroDyn TRUE
NumGrid_Z Vertical mesh number 31
NumGrid_Y Horizontal mesh number 31

TimeStep Time-step (s) 0.05
AnalysisTime Analysis time (s) 630
UsableTime Usable time (s) 100

HubHt Hub height (m) 90
GridHeight Vertical domain height (m) 145

GridGridWidth Width of domain (m) 145
TurbModel Turbulence model IECKAI

IECstandard IEC version, IEC-61400-3 3
IEC_WindType IEC wind type NTM

RefHt Reference height (m) 95
URef Wind-speed at reference height (m/s) 9.2

For the wind field condition of DLC 6.2, the Uref is changed to 54.16 m/s, and the generated file
was submitted to AeroDyn to expand into a global wind field. In the AeroDyn, the direction of the
wind can be set. In the case of the annual average wind speed of the wind field conditions of the DLC
1.2, the wind turbine directly faces the windward direction, so the wind direction angle is set to 0◦.
In the extreme load DLC 6.2, the side winds of the 10-year average extreme wind speed and the 50-year
regression period are blown toward the blades, so the wind direction angle is set to 90◦. Figure 13
shows the wind speed in three directions with an annual average wind speed at 90 m elevation. Since
the annual average wind speed is blown toward the wind turbines, the wind speed in the x direction is
greater than the other two. Figure 14 shows the corresponding 10-min average extreme wind speed in
a 50-year regression period. The wind field is designed to have a crosswind effect on the wind turbines,
so the wind speed in the y direction is the largest. The fatigue load in DLC 1.2 is in normal operation,
and the turbine blades rotate normally, but in the DLC 6.2 limit load condition, the wind turbine is
parked because of excessive wind, and the blade is turned parallel to the wind to reduce the force on
the blades. Meanwhile, in the FAST setting, the blades are parked, and the blade angle is set to 90◦.
Therefore, we may expect that RNA has larger force in the x direction, whereas at extreme wind speeds,
RNA has larger force in the y direction, since the wind blows from the y direction.

Figure 13. Annual wind speed Vave = 9.2 m/s at 90 m elevation.
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Figure 14. 50-year, 10 min average extreme wind speed Vref = 54.16 (m/s) at 90 m elevation.

3.2.2. Wave Simulation

In FAST, HydroDyn is used to calculate hydrodynamic loads. The regular wave and irregular
wave can be selected. In the wave condition of fatigue load, an irregular wave is selected. The PM
wave spectrum was selected for the normal sea state, whereas the JONSWAP spectrum is selected for
the ultimate load condition, because the JONSWAP spectrum can show the characteristics of extreme
sea conditions. Figure 15 shows the wave histories of normal and extreme sea states.

Figure 15. (a) Normal wave condition, Hs = 1.4 m, Tp = 6.1 s; (b) 50-year extreme wave condition,
Hs = 8.24 m, Tp = 12.01 s.

3.2.3. Structural Load

The forces exerted on the OWT can be further calculated by FAST once the wind field and wave
fields were established. The OWT includes a rotor, a nacelle, a tower, and a pile. The focus of the
study is on the tower, which does not consider the pile part and the deformation of the blade and the
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rotational speed of the blades. Therefore, the rotor, the blade, and the nacelle are combined here (RNA)
as a lump mass point.

3.2.4. The Loads on RNA

Figure 16 shows the forces of the RAN acting on the top of the tower in DLC 1.2 and DLC 6.2
conditions, respectively. As shown in the figure, RNA has larger force in the x direction for the average
wind speed condition, whereas at extreme wind speeds, RNA has larger force in the y direction, since
the wind blows from the y direction.

Figure 16. The forces on RNA: (a) normal wind condition; (b) extreme wind condition.

3.2.5. The Loads on Wind Tower

It can be seen from Figure 6 that the tower with a total length of 77.6 m in FAST is divided
into 10 sections, and the length of each section is 7.76 m. The force of the tower is calculated by
AeroDyn; Figure 17 depicts the force acting on each tower section at the average wind speed condition,
and the force in the x direction is obviously greater than in the other directions. Figure 18 depicts the
corresponding forces under extreme wind speed, and the force in the y direction is the largest among
all directions.
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Figure 17. The force on each section of the tower under normal wind conditions (blue line: x direction;
red line: y direction).

Figure 18. The force of each section of the tower under extreme wind conditions (blue line: x direction;
red line: y direction).
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3.2.6. The Loads on Pile of the OWT

The length of the supported pile of the OWT is 30 m and it is fixed on the sea bottom, and 20 m
and 10 m of it are below and above the sea surface, respectively. HydroDyn is used to calculate the
force of the wave on the pile. Figure 19 shows the corresponding forces applied on the pile.

Figure 19. Force applied on the pile of the OWT: (a) normal wave condition; (b) extreme wave condition.

3.2.7. Tuned Frequency of TLD

As reported in Chen and Hunag (2015) [21] and Chen and Yang (2018) [13], the best motion
reduction effect of TLD on the structure may occur when the natural frequency of the TLD is tuned
to the frequency of the exciting forces. The effect of waves on the tower top displacement is much
less than that of wind, so it is useless to tune the frequency of the TLD to the frequency of waves.
In addition, because turbulent wind is a random variable, we did a spectrum analysis of the wind and
found that no specific peak exists, so it is not feasible to tune the TLD frequency to the frequency of the
wind. However, tuning the frequency of the TLD to the frequency of the structure also has a good
damping effect (Chen and Huang, [21]; Frandsen, [22]). Therefore, the natural frequency of the TLD
used in this study was tuned to the fundamental frequency of the supported tower of the OWT.

3.2.8. The Displacement of Tower Top

The calculated forces in the previous section were applied to the finite element method (FEM)
model of ANSYS. The dynamic response of offshore wind turbines, including the deformations and
the stresses of piles and towers, were calculated in this section. Figure 20 shows the displacements of
the top of the tower under DLC 1.2 and DLC 6.2 conditions.
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Figure 20. The displacement of the tower top in (a): DLC 1.2 condition; (b) DLC 6.2 condition.

3.3. TLD Application on Motion Reduction of OWT

The monopile offshore wind turbine is subject to wind and wave loads, which may cause dynamic
responses of the structure. This study tried to install the cylindrical TLD on the top of the offshore
wind turbine, as shown in Figure 21, to suppress those responses. The diameter of the TLD is 3.846 m,
which is about the same size of the inner diameter of the tower top. The natural frequency of the
liquid in the cylindrical tank can be calculated by ω2 =

λg
R tanhλh

R . The water depth of TLD can be
determined when we tune the natural frequency of TLD to be equal to the natural frequency of the
structure; then, the water depth of TLD = 0.35 m was calculated.

Figure 21. The conceptual sketch of the TLD on the top of the tower.

The mechanical properties of the OWT are shown in Figure 22. The OWT model is drawn by
ANSYS SpaceClaim and TLD was also added, which were all input to the Transient Structural. In the
Transient Structural, the parameters of the material such as density, Young’s modulus, and damping
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coefficient, etc. were set. Then, the FAST-calculated wind and wave loads were input. The fluid–solid
coupling interface was set as shown in Figure 23.

Figure 22. Transient Structural (the parameters setting).

Figure 23. Fluid–solid interface.

Then, the SpaceClaim model was imported into Fluent, and the area of the structure was
deactivated except the TLD part. After the meshing was generated, the fluid–solid coupling interface
was defined. The VOF calculation was started in Fluent to simulate the multi-phase flow, and the
solid boundary was set as the wall. The turbulence mode was a standard k-ε model. In general
multi-phase flow, air and water are often set as incompressible fluids to simplify the model, but in
the fluid–structure interaction calculation, the boundary of the fluid changes with the solid and the
volume of the fluid changes with time, which is very prone to problems in the calculation of Fluent,
so it is necessary to set the air as an ideal compressible gas to avoid problems in calculation.

3.3.1. Convergence Test

In order to save calculation time, a hexahedral structural mesh is used here. Three difference mesh
sizes (1.4 m, 1.0 m, and 0.7 m) were used to do the convergence tests, and the DLC 6.2 conditions were
used as the external force conditions. Table 4 lists the comparison of the root square of displacements
of RNA of various mesh sizes used, and all the results were about the same; the mesh size = 1.4 m was
selected in the later simulation. Table 5 lists the convergence tests for mesh selection for TLD simulation,
and the results of 0.09 m and 0.06 m are about the same and therefore, the mesh size = 0.09 m was
selected in the later simulation. The time steps = 0.005 s and 0.0025 s were tested, and the results are
about the same, and the time step = 0.005 s was used in the later simulations.

Table 4. The convergence test for tower FEM mesh selection.

Mesh Size (m) Mesh Number Root Square of Displacement (m) Relative Difference with 0.7 m (%)

1.4 3956 0.86877 0.1
1.0 7502 0.86827 0.05
0.7 14,950 0.86784 0
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Table 5. The convergence test for TLD mesh selection.

Mesh Size (m) Mesh Number Root Square of Displacement (m) Relative Difference with 0.06 m (%)

0.3 940 0.63282 2
0.09 19,572 0.62020 0.035
0.06 61,778 0.62041 0

3.3.2. TLD on Motion Reduction of OWTs

As shown in Figure 14, the TLD has a significant motion reduction effect when OWT is under
a harmonic excitation. While the OWTs are mostly under wind and wave loads, in this section, we
investigated the motion reduction effects of TLD on OWT when it is under DLC 1.2 and DLC 6.2 load
conditions. Figure 24 illustrates the time histories of fore-aft and side-to-side displacement of RNA of
OWT with and without TLD. Although the results presented in the Figure 25 do not show obvious
damping effects of TLD on OWT motion reduction, Figure 26 shows the FFT of the displacement
responses and indicates that the TLD may reduce response peak intensity by 44% and 24% in fore-aft
and side-to-side displacements, respectively. When the environmental load condition DLC 6.2 was
applied, the results shown in Figure 27 clearly demonstrate the effects of TLD on the motion reduction
of OWTs.

Figure 24. Displacement of RNA for an OWT under the DLC 1.2 condition: (a) fore-aft movement;
(b) side-to-side movement.
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Figure 25. Amplitude spectrum of RNA displacement for an OWT under the DLC 1.2 condition:
(a) fore-aft movement; (b) side-to-side movement.

Figure 26. Displacement of RNA for an OWT under the DLC 6.2 condition: (a) fore-aft movement;
(b) side-to-side movement.

3.3.3. Multiple TLDs on Motion Reduction of OWTs

In the previous section, one TLD presents mild motion reduction effects on OWT when it is under
DLC 1.2 and DLC 6.2 load conditions. As reported in Chen and Yang’s study, the best damping effect of
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TLD on the structure might occur when the natural frequency of TLD is tuned to the natural frequency
of the structure. Since the OWT is a slender structure and the natural frequency is small, therefore,
the water depth of the liquid in TLD is also small. The damping effect of a single TLD might be limited.
Then, we increase the number of TLDs, which all have same natural frequency as the natural frequency
of the structure. Figure 27 shows the motion reduction effect of multiple TLDs on OWTs when it is
under harmonic ground excitation, and the 3-TLD has the best motion reduction effect, which is nearly
100% better than that of the 1-TLD.

Figure 27. Multiple TLDs on OWT motion reduction and harmonic ground excitation.

As mentioned by Jin et al. (2007) and the results obtained in this study, the TLD did have an
excellent motion reduction effect on OWT when it is under harmonic ground excitation. Meanwhile,
the environmental loads that OWT may experience include wind, waves, and real earthquakes. Then,
we further investigated the motion reduction effects of the multiple TLDs on OWT when it is under
real earthquake, wind, and wave loads. Figure 28 depicts the comparison of the damping effects of
various TLDs on an OWT under DLC 1.2 and DLC 6.2 load conditions. The motion reduction effects
of various TLDs are about the same when the OWT is under DLC 1.2 load conditions. Figure 28
even shows larger peak performance for the 3-TLD, whereas the narrower band can be found for
the 3-TLD, and the root mean square of the FFT spectrum of three cases (1-TLD, 2-TLD, and 3-TLD)
are about the same in the DLC1.2 condition. The response of OWT under DLC 1.2 is virtually small,
and the difference among various TLDs is also insignificant. The force of the DLC 6.2 condition is
much larger in the y-direction, and thus, the side-to-side displacements were shown in Figure 28 when
the OWT was under the DLC 6.2 condition. The much larger displacement occurred when the OWT
was under extreme loading condition (DLC 6.2), and the effect of TLD on motion reduction control
became more obvious; more TLDs also enhance the reduction effects. The corresponding comparison
of OWT under real earthquakes is shown in Figure 29, and 3-TLD also has the best motion reduction
effects among others.

Figure 28. Cont.
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Figure 28. (a) and (b): The fore-aft displacement and corresponding amplitude spectrum of OWT
with various TLDs under the DLC 1.2 condition; (c) and (d): The side-by-side displacement and
corresponding amplitude spectrum of OWT with various TLDs under the DLC 6.2 condition.

Figure 29. The side-to-side displacement of the OWT with various TLDs: (a) and (b), El-Centro
earthquake; (c) and (d), Chi-chi earthquake.

3.4. Fatigue Analysis

Figure 30 shows the location where the maximum stress occurs in the absence of TLD according
to ANSYS simulation. This position is the intersection of the tower and the pile. Then, we made the
fatigue analysis of the stress at the junction of the tower and the supported pile. Figure 31 shows the
time series of the maximum stress at the intersection of the tower and the pile.

Figure 30. The location of the maximum stress occurred in the OWT.
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Figure 31. The comparison of the history of the stress at the interaction of the tower and pile of the
OWT with various numbers of TLDs.

For a typical offshore structure, the fatigue load history spans a period of 20 years corresponding
to about 108 wave load cycles (an average wave load period of 6 s). We used the S-N curve to determine
the fatigue life at the interaction of tower and pile of the OWT (Ju et al. [23]). In this study, the S-N
curve (structural detail class E) of DNVGL-RP-C203 [18] was used to assess the fatigue damage at the
interaction of the tower and pile of the OWT. The S-N curve can be expressed as follows

log N = log a−m log Δσ (13)

where N = predicted number of cycles to failure for stress range; m = the negative inverse slope of
the S-N curve; and log a = the intercept of log N-axis by the S-N curve. Table 6 lists the details of the
parameters of the S-N curve.

Table 6. S-N curves for tower and pile (Structural detail class E).

Environment m1 log
¯
a1 m2 log

¯
a2

Air N ≤ 106 cycles N ≥106 cycles

3.0 11.61 5.0 15.35

The rainfall counting was used to obtain the stress counting. The Miner cumulative damage
theory was used to estimate the degree of damage to the structure. The Miner’s rule states that if there
are k different stress levels (with linear damage hypothesis) and the average number of cycles to failure
at the ith stress, Si, is Ni, then the damage fraction, C can be expressed as

k∑
i

ni
Ni

= C (14)

where ni is the number of cycles accumulated at stress Si and C is the fraction of life consumed by
exposure to the cycles at the different stress levels. Usually, fatigue damage occurs when C > 1.

Figure 32 shows the histogram of stress rainflow counting of the uncontrolled OWT and controlled
OWT with difference numbers of TLDs. Finally, we apply the Miner cumulative damage theory and
S-N curve to infer the fatigue damage value of the OWT. Table 7 lists the fatigue life evaluated based
on Miner’s rule of uncontrolled OWT and OWT with different numbers of TLDs, and an OWT with
3 TLDs may increase the fatigue life for 20 years. The OWT with a single TLD can also increase the
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fatigue life for 13 years. The 3-TLD can not only reduce the motion response but also increase the
fatigue life (37% more) of the OWT.

Figure 32. The histogram of stress rainflow counting of uncontrolled OWT and controlled OWT with
difference numbers of TLDs.

Table 7. Fatigue life of using various TLDs.

Number of TLD Fatigue (year)

NO TLD 54.03
1-TLD 67.21
2-TLD 71.25
3-TLD 74.47

4. Conclusions

This study used NREL developed FAST and Turbsim software to generate the environmental loads,
which were based on the regulation code IEC 61400-1 and 3. ANSYS-Fluent and ANSYS-Mechanical
modules were also used to perform the fluid–structure interaction between OWT and TLDs.
The convergence tests and numerical simulation validation were made to confirm the accuracy
of the simulation tools used in the study. Extensive simulation cases were made, and the following
conclusion were found.

(1). A sample simulation was made to valid the readiness of using FAST, and a simple experimental
model was set to perform the numerical validation of accuracy of the ANSYS simulation.

(2). The experimental measurements confirm the significant structural motion control effects of TLD
on OWT under a harmonic ground excitation.

(3). The motion reduction effect of a single TLD was studied first. The FFT of the displacement
responses of OWT under DLC 1.2 loads indicates that the TLD may reduce response peak intensity
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by 44% and 24% in fore-aft and side-to-side displacements, respectively. Similar damping effects
of TLD can be found in DLC 6.2 load conditions.

(4). The simulation of the multiple TLDs setting was also made. When the OWT is under harmonic
ground acceleration, the natural frequency is easily tuned to equal to the ground exciting frequency,
and the simulation results show that better motion reduction control (almost 100% better) can be
achieved when the number of the TLD is increased from 1 to 3. Meanwhile, for real earthquake
excitation, the frequency contents are various, and the motion reduction effects of multiple TLDs
on an OWT under real earthquake conditions are not as significant as those of an OWT under a
harmonic excitation.

(5). The motion reduction effects of various TLDs are about the same when an OWT is under DLC
1.2 load conditions, whereas the reduction effect of a 3-TLD is the best among others when the
OWT is under DLC 6.2 loading conditions. The corresponding comparison of an OWT under real
earthquakes also indicates that 3-TLD has the best motion reduction effects.

(6). The fatigue analysis shows that the fatigue life of an OWT may increase 37% when a 3-TLD was
installed. The multiple TLDs are recommended and may be applied on the structural motion
control of OWTs.

(7). As a result of the time-consuming nature of the calculation, the environmental conditions of this
study only picked DLC 1.2 and DLC 6.2 for simulations. In IEC 61400-3, there are many different
DLCs, of which DLC 6.2 also has many different wind and wave angles. More simulations
can be made, and the effectiveness of the proposed direction-free TLD application may be
further confirmed.
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Abstract: In this article, the interaction of solitary waves and a submerged slotted barrier is investigated
in which the slotted barrier consists of three impermeable elements and its porosity can be determined
by the distance between the two neighboring elements. A new experiment is conducted to measure
free surface elevation, velocity, and turbulent kinetic energy. Numerical simulation is performed
using a two-dimensional model based on the Reynolds-Averaged Navier-Stokes equations and
the non-linear k-ε turbulence model. A detailed flow pattern is illustrated by a flow visualization
technique. A laboratory observation indicates that flow separations occur at each element of the
slotted barrier and the vortex shedding process is then triggered due to the complicated interaction of
those induced vortices that further create a complex flow pattern. During the vortex shedding process,
seeding particles that are initially accumulated near the seafloor are suspended by an upward jet
formed by vortices interacting. Model-data comparisons are carried out to examine the accuracy of the
model. Overall model-data comparisons are in satisfactory agreement, but modeled results sometimes
fail to predict the positions of the induced vortices. Since the measured data is unique in terms of
velocity and turbulence, the dataset can be used for further improvement of numerical modeling.

Keywords: solitary wave; submerged breakwater; slotted barrier; experiment; PIV; RANS model

1. Introduction

Coastal structures are typically employed to reduce wave energy so as to mitigate coastal hazards
for protecting the local residence [1] and coastal species [2]. On designing the structure, not only
providing strong protection for the shore but also involving environmentally-friendly consideration
should be balanced. In recent years, submerged-type structures have been extensively considered
as alternative choices [3,4] to enhance water exchange and retain natural coastal landscape for a
recreational purpose. On the other hand, coastal structures may have permeable parts, which leads to
attenuate additional wave energy through viscous dissipation within the porous media [5,6]. A typical
permeable structure mostly consisted of rubble-mounted elements. However, permeable objects can
be built using several impermeable parts with slots to vary the porosity, which is known as screen-type
barriers [7,8]. The classic type of barrier feature is thin, rigid, vertical, perforated, and surface-piercing,
which is beneficial to account for economic and environmental concerns.

As reviewed in Huang et al. [9], most available studies in the literature have focused on evaluating
the hydraulic performance in terms of wave reflection (R), transmission (T), and dissipation (D)
coefficients, where surface-piercing-type barriers received more attention than those of submerged-type
ones. Wu and Hsiao [7] numerically investigated solitary waves over a submerged dual-slotted-barrier
system using a well-validated wave model based on the Reynolds-Averaged Navier-Stokes equations
(RANS) by providing a simple empirical formula for estimating RTD coefficients, where wave conditions
and porosities of each barrier are considered as the primary parameters for the estimations. However,
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the flow fields of wave interactions with slotted barriers were studied sparsely. Although several
numerical studies have provided simulated flow fields around slotted barriers [8,10], flow separation
is one of the complicated phenomena in fluid mechanics and may not be able to be resolved
accurately using numerical models unless the model has been rigorously validated through detailed
model-data comparisons [11]. Using the particle image velocimetry (PIV), Liu and Al-Banaa [12]
studied non-breaking solitary waves runup on a vertical surface-piercing barrier, and Wu et al. [13]
investigated breaking solitary waves over a submerged bottom-mounted barrier. However, the flow
fields due to the interaction of solitary waves and a submerged slotted barrier were not understood.

In practical applications, the elements of slotted barrier can be installed either horizontally or
vertically, and, thus, the problem to be solved results in two-dimensional and three-dimensional setup
for horizontal and vertical slotted barriers, respectively. Thomson [14] stated that the orientations of
slotted barriers had an influence on transmitted waves based on experimental observation, where the
horizontal slotted barrier appeared to be more effective in reducing wave transmission. In addition,
choosing the shape of slotted barriers is one of the factors affecting the hydraulic performance.
Krishnakumar et al. [15] stated that the slotted barrier with sharp edge elements such as square,
rectangle, and triangle result in lower wave transmission but higher wave reflection than those
consisting of circular shape elements. Additionally, Huang et al. [9] indicated that the rectangular
element of perforated barriers may help generate more energy dissipation due to flow separation
around the sharp edge elements of slotted barriers. Therefore, based on statements mentioned in
available literature, the horizontal slotted barrier with rectangular elements may be the optimized
setup as effective coastal structures, which can be considered a two-dimensional (2D) problem.

In this study, the primary aim is to investigate and understand the flow fields of solitary waves
interacting with a submerged slotted barrier experimentally and numerically. A new experiment is
performed in a laboratory-scale wave flume to measure the free surface displacement time series,
the ensemble-averaged flow velocities, and the turbulent kinetic energy. Numerical simulation is
carried out based on the RANS equations for the mean flow fields and the non-linear k-ε turbulence
closure model to approximate the Reynolds stresses [16,17]. Detailed flow fields are addressed based
on laboratory observations. Model-data comparisons in terms of the free surface elevation time series,
the mean velocities, and the turbulent kinetic energy are performed to examine the accuracy of the
numerical model and point out the limitation of numerical simulations.

2. Research Methods

2.1. Experiment

An experiment was conducted in a 2D glass-walled and glass-bottomed wave flume, which
allowed the use of optical-based and image-based measuring systems. The flume dimensions are 22.0 m
long, 0.50 m wide, and 0.76 m deep, located at Tainan Hydraulics Laboratory, National Cheng Kung
University, Taiwan. A computer-controlled piston-type wavemaker was installed at one end of the
flume and a sloping beach with a layer of concrete units was constructed at the other end to dissipate
the transmitted wave energy. The slotted barrier was designed with an overall dimension of 10 cm
high and 2 cm thick, which is identical to the study of a solid barrier under solitary waves [13], and was
consisted of three identical square elements with a dimension of 2 cm × 2 cm made by transparent
acrylic units. Therefore, the resulting porosity of the slotted barrier is 0.40. The slotted barrier was
suspended in the wave flume with 2 cm freely from the top of the structure to the free surface and
from the lower end of the barrier to the seafloor. The slotted barrier was installed around the middle of
the flume at the constant water depth region, where the water depth h is 14 cm. Two different wave
heights H were considered in the experiment for which H/h = 0.29 and 0.18.

Figure 1 shows the experimental layout, apparatus, definitions of variables used in this study
and flowchart for instrument synchronization. Four capacitance-type wave gauges were employed to
measure the free surface elevation time series in which two of them were positioned in front of the
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slotted barrier for recording incident and reflected waves, and the other two are instrumented behind
the barrier for measuring transmitted waves. All wave gauges were synchronized with the wavemaker
for 60-s recording with a sampling rate of 100 Hz. The first wave gauge (WG1) was used to define the
wave height and reference the time origin as the wave crest passing over this wave gauge. The origin
of the coordinate system (x, z) = (0, 0) was defined at the intersection of the seafloor and the leading
edge of the submerged slotted barrier.

Figure 1. Overview of experimental set-up, facilities (not to scale), and definitions of the variable
assigned for the submerged slotted barrier.

Flow velocities were measured by a time-resolved PIV system, which consisted of a high-speed
camera and a continuous laser [18]. Instantaneous particle images were captured by an 8-bit digital
CMOS camera (MS55K2, Canadian Photonic Labs Inc) with a resolution of 1280 × 1020 pixels and a
maximum 1,000 framing rate per second (fps). Images were captured by using an in-house software
of the camera, which was also used in Reference [19], and the camera was triggered by an external
signal from the wavemaker. A single field of view (FOV) that covered an area of 239.2 mm × 190.6 mm
in the vicinity of the slotted barrier (see Figure 1 for relative location) was used. A 2w continuous
laser was employed as a light source to illuminate the measuring region. The frame rate of the PIV
system was set to 200 fps and, thus, the temporal resolution of the velocity field was 199 fps while
a 50-fps recording was set for flow visualization, which provides the path line of the flow fields to
help identify the induced vortices qualitatively. Since the same PIV system with a similar setup has
been used, the estimation of uncertainty for velocity determination can be referred to Reference [20].
Raw PIV images were processed using a multi-pass algorithm [21]. The analyses were starting from
128 × 128 pixels and ending with 32 × 32 pixels with a 50% overlap. Spurious velocity vectors were
removed from the cross-correlated velocity fields using a dynamic mean value filter and a local median
filter (3 × 3 vectors) [22]. No attempt was made to smooth or interpolate the cross-correlated velocity
fields. The experiments were repeated under identical initial and boundary conditions up to 20 and
10 times for the cases of H/h = 0.29 and 0.18, respectively. The Reynolds-decomposition method was
used to obtain the ensemble-averaged free surface elevation and the flow velocity. Due to the limited
repeated runs, the turbulent kinetic energy could only be estimated for the case of H/h = 0.29.
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2.2. Numerical Model

In recent years, the RANS-type model has been extensively used in coastal and ocean engineering
applications, such as tsunami runup [23,24], wave-current interactions [25], and waves interacting
with structures [26,27]. In this study, a 2D depth-resolving and phase-resolving viscous numerical
wave model is used to simulate the interaction of a solitary wave and a submerged slotted barrier.
The physics behind the model is based on the RANS equations to describe the mean flow fields and
the non-linear k-ε closure model to approximate the Reynold stresses by means of the turbulent kinetic
energy (k) and the turbulent dissipation rate (ε). The model solves the RANS equations by using the
finite-difference two-step projection method [28]. The free surface displacement during wave-structure
interactions is traced by the volume of fluid method [29]. The no-slip condition is implemented at
the solid boundaries and the zero-stress condition is applied to the mean free surface for neglecting
the air-flow effect. The surface tension is not considered in this study. Solitary waves, where the
wave conditions are identical to those of experiments, are generated through the inflow boundary by
giving the theoretical solutions [30] in terms of free surface displacement along with the corresponding
horizontal and vertical velocities. The radiation boundary condition is utilized for allowing the wave
outgoing the computational domain to eliminate significant reflection. More detailed information
about the numerical implementation can refer to References [16,17]. The model used in this study has
been rigorously validated against experimental measurements in terms of velocity and turbulence
for coastal-related problems such as solitary wave interactions with a submerged impermeable
breakwater [31], submerged permeable structure [5], surface-piercing barrier [12], and submerged
bottom-mounted barrier [13]. However, the flow-field accuracy for solitary wave interactions with a
slotted barrier, especially focusing on flow separations, has not been investigated yet.

The numerical setup used herein can be very similar to the studies of solitary waves interacting
with a bottom-mounted barrier [13] and dual-solid-barrier [7]. However, the wave-induced flow fields
are much more complicated due to flow separation that occurs by each element of the slotted barrier.
Furthermore, those induced vortices are expected to interact with each other to further create a complex
flow pattern like the vortex shedding process [32]. As a result, such complicated phenomena are
very difficult to accurately simulate. The flow separation is closely linked and inseparable from the
development of the boundary layer flow, especially near the surfaces of the bottom boundary and
the object elements. Typically, to avoid tremendous computational efforts, the RANS model always
employed a log-law model to simplify the boundary layer flow using a logarithmic velocity profile
because the tiny thickness of the boundary layer may not be able to be directly resolved, especially for
the wave condition with a high Reynolds number. However, such simplification may lead to inaccurate
results in the vicinity of flow separation regions under wave actions [31]. The laminar boundary layer
characteristics under solitary waves can be estimated from the formula derived by Reference [33] and
later improved by Reference [34]. The estimated boundary layer thickness (BLT) is expressed as:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

BLT = 2
√
ν/(KC)

K =
√

3H
4h3

C =
√

g(H + h)

(1)

in which C is the wave celerity of a solitary wave, KC is to estimate the duration of a solitary wave, and
υ is the kinematic viscosity of the fluid. According to Equation (1) with h = 14 cm, the estimated BLT for
the case of H/h = 0.29 is around 1.0 mm whereas, for the case of H/h = 0.18, the estimated BLT is around
1.1 mm. The higher the H/h, the thinner the estimated BLT. Following Reference [34] for the treatment
of solid boundaries, the region within 0 ≤ z/BLT ≤ 5 is resolved by 20 grids whereas the region within
5 ≤ z/BLT ≤ 10 is resolved by 10 grids with uniform distributions of numerical meshes. By doing this,
for the case of H/h = 0.29, the minimum resolution is set to 0.25 mm. After performing sensitivity
analyses on the use of different grid resolutions, it is found that the modeled results for the region
within 0 ≤ z/BLT ≤ 10 resolved by 40 grids and more grids are almost the same, so that the results

156



J. Mar. Sci. Eng. 2020, 8, 419

presented in this study employ 40 numerical grids to resolve 10 times of the estimated BLT for all solid
boundaries, including the seafloor and the surfaces in the vicinity of each element of the slotted barrier.
The computational domain is designed as −2.5 m ≤ x ≤ 2.4 m and 0.0 m ≤ z ≤ 0.2 m, where the origin is
defined at the weather side of the slotted barrier like the definition used in the experiments.

3. Results and Discussion

3.1. Free Surface Elevation

To verify the initial force of solitary waves, comparisons between experimental measurements
and numerical simulations are performed for time histories of the free surface elevations at selected
locations. Figure 2 shows the model-data comparisons for four wave gauges (see Figure 1 for relative
locations) where the left and right columns demonstrate the results obtained from the cases of
H/h = 0.29 and 0.18, respectively. Since the numerical wave tank is shorter than that of the physical
experiment, numerical wave heights are decided by matching the measured wave heights at WG1,
where the time origin is also referenced. For experiments, all instantaneous measurement and mean
free surface elevations are plotted in the same figure for each position of wave gauges. All measured
data almost overlap with each other and show the high repeatability of experiments. Quantitatively,
the standard deviation for incident wave heights obtained from all 20 trials for the case of H/h = 0.29 is
around 0.2 mm while the standard deviation for the case of H/h = 0.18 obtained from 10 repetitions
is less than 0.1 mm. This, once again, indicates the high repeatability of the present experiments.
In addition, model-data comparisons reveal that numerical calculations for both wave conditions fit
the measurements well for the main waveforms in terms of incident and reflected waves recorded
by WG1 and WG2 and transmitted waves recorded by WG3 and WG4. Moreover, the theoretical
solutions of the solitary wave [30] are also plotted at WG1 of Figure 1 for both cases. It is evident that
comparisons show satisfactory agreements between theoretical, measured, and model waveforms of
solitary waves. Furthermore, the wave transmission coefficients (CT) can be simply calculated by the
wave height ratio, which is obtained from WG4 and WG1. The estimated CT was around 0.86 and 0.83
for the cases of H/h = 0.29 and 0.18, respectively.

η
η

η
η

η
η

η
η

Figure 2. Model-data comparison in terms of free surface elevation time series at four different locations,
i.e., WG1 to WG4, for the cases of H/h = 0.29 (left column) and H/h = 0.18 (right column), respectively.
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3.2. Flow Visualization

Resolving the generation and evolution of vortices at the initial stage of flow separation relies on
a very high-resolution PIV system, as the scale of those vortices are too small to be fully resolved and
the velocities there are also small compared to the velocities due to pure wave actions. Some previous
studies [35,36] have raised the same difficulty, so that further efforts on quantitating those tiny vortices
are necessary. To provide a better understanding of the flow separation induced flow fields, a flow
visualization technique was used to qualitatively define the flow characteristics. The particle tracking
technique was employed for flow visualization by carefully adjusting the camera exposure to generate
path lines of the induced flow pattern. The size of FOV for using the particle tracking technique is
identical to that used in the PIV measurement. However, the temporal resolution is reduced to 50 fps.
Although the induced flow fields for those of two wave conditions reveal different strengths and
movements of induced vortices, the overall phenomena in terms of the flow pattern are nearly the same.
Therefore, only the flow visualization for the case of H/h = 0.29 is presented herein and their differences
of varying wave conditions are provided by means of a model-data comparison for velocity fields.

Flow visualization images were re-sized in order to better demonstrate those tiny vortices due to
flow separation. Figure 3 shows a close view for the initial stage of flow separation while Figures 4
and 5 show the stage of the vortices’ interaction. Based on laboratory observations, the phenomena of
flow separation occurred at both sides of each element and, for all three elements of the slotted barrier,
the vortices in the lower end of the element are induced first and the vortices in the upper side of
the element are induced later. This may be partly due to the slight pressure difference between the
upper and lower parts of the element. The lower part has relatively large hydrostatic pressure whereas
the upper side suffers a relatively low pressure. The induced vortices are labelled in Figures 3–5 and
the rule for labelling vortices is followed. The upper, middle, and lower elements are, respectively,
named as A, B, and C, and the sequence of induced vortices are numbered. For example, the first
vortex induced by the first element is labelled as A1.

Figure 3. Flow visualization at the initial stage of flow separation at different time instants from
t = 1.28–1.56 s for the case of H/h = 0.29.
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Figure 4. Flow visualization at the stage of a vortices’ interaction at different time instants from
t = 1.66–2.06 s for the case of H/h = 0.29.

As shown in Figure 3 at t = 1.28 s, distinct vortices are visible at the lower end of the elements,
i.e., A1, B1, and C1. At t = 1.36 s, the size and its strength of the lower vortices gradually increase and
then the vortices induced by the upper sides of the elements, i.e., A2, B2, and C2, are generated slightly
later, where their sizes are smaller and strengths are weaker than those of A1, B1, and C1. At t = 1.46 s,
the vortices A1 and B1 convect downstream and its pathline is cut out by the vortices induced by the
upper end of the elements, i.e., A2 and B2, and new vortices are then generated from the edges of the
elements due to flow separation. Such phenomena of vortices’ interaction are like the vortex shedding
process of uniform flow passing through an obstacle [32]. Moreover, it is found that the time instant
of shedding out of the vortices induced by the lower end of the elements is different. As can be seen
at t = 1.56 s, the vortex A1 sheds out of the vortex street first. This is followed by B1. The vortices
induced by the lowest element form a pair of almost symmetric vortices, i.e., C1 and C2, with different
rotating directions.
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Figure 5. Flow visualization at the stage of vortices’ interaction at different time instants from
t = 2.16–2.46 s for the case of H/h = 0.29.

In Figure 4, before t = 1.56 s, the flow is dominated by the acceleration part of the solitary wave,
i.e., before the arrival of the wave crest. After t = 1.56 s, the deceleration part of the solitary wave then
passes over the slotted barrier. As t = 1.66 s to 1.72 s, the vortices A1 and B1 move downward due
to the decrease of the free surface. Then, until t = 2.06 s, those two vortices move downward to the
bottom and eventually merge together to form a distinct counterclockwise vortex due to the same
rotating direction, i.e., t ≥ 2.36 s in Figure 5. In between t = 1.66 s to 1.86 s, the vortices A2, B2, and C2
are then shed out of the vortex street to further induce vortices. Vortex A2 moves upward to reach
the free surface. Vortices B2 and C2 also slightly move upward and then eventually diffuse due to
the complicated vortices’ interaction. In addition, a distinct vortex A3 is later induced by the first
element with a clockwise rotation, i.e., at t = 1.86 s, and a counterclockwise-rotating vortex C3 occurs
by the lowest element. At t = 1.96 s, a clockwise-rotating vortex is generated due to the viscous effect
of the bottom boundary, i.e., S1. Then, a strong upward vertical velocity is visible at t = 2.06 s due to
the opposite rotating directions between C3 and S1, which indicates possible sediment suspension of
the seafloor. In Figure 5, a considerable amount of seeding particles originally accumulated near the
bottom is suspended upward due to the strong vertical velocity gradient at t = 2.16–2.26 s. Furthermore,
the vortex S2 merged from A1 and B1 may also lead to sediment suspension at t = 2.36–2.46 s.
In practical engineering using submerged breakwaters, the scour of seafloor is mostly found near the
toe of the breakwater. However, in this study, possible scour by means of seeding particle suspension
is found in the shoreward direction. It will be interesting and of great importance as an extended work
to conduct a mobile seabed experiment for the same obstacle setup.

3.3. Velocity Fields

Given that free surface deformations are clearly illuminated by a laser and imaged by the PIV
camera, the free surface displacements can be detected and used for model-data comparisons in spatial
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variations. Figures 6–10 present detailed model-data comparisons in terms of spatial distribution of free
surface elevation (top column), velocity fields (middle column), and corresponding velocity profiles in
both horizontal and vertical components (lower column) for the cases of H/h = 0.29 (Figures 6–9) and
H/h = 0.18 (Figure 10). For velocity profiles, seven cross-sections are uniformly selected from x = 0.06 m
to x = 0.18 m with an identical interval of 0.02 m. It is remarked in these cases that the selected locations
of velocity profiles may not be the same between experiments and numerical modeling because their
resolutions in space are essentially different. As such, the closest locations between measurements and
simulations are selected for comparisons, and no interpolation of the results is attempted. Since the
laser was illuminated from the bottom of the flume, those near each element of the slotted barrier
and free surface may not be well-illuminated, so that those data have been removed in order to avoid
providing inaccurate velocity information.

 

Figure 6. Comparison between measured (o) and modeled (–) results for the case of H/h = 0.29 at
t = 1.56 s in terms of free surface elevation (top panel), velocity fields (middle panel), and corresponding
velocity profiles (lower panel). For the lower panel, blue and red indicate horizontal and vertical
velocities, respectively.
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Figure 7. Comparison between measured (o) and modeled (–) results for the case of H/h = 0.29 at
t = 1.76 s in terms of free surface elevation (top panel), velocity fields (middle panel), and corresponding
velocity profiles (lower panel). For the lower panel, blue and red indicate horizontal and vertical
velocities, respectively.
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Figure 8. Comparison between measured (o) and modeled (–) results for the case of H/h = 0.29 at
t = 1.96 s in terms of free surface elevation (top panel), velocity fields (middle panel), and corresponding
velocity profiles (lower panel). For the lower panel, blue and red indicate horizontal and vertical
velocities, respectively.
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Figure 9. Comparison between measured (o) and modeled (–) results for the case of H/h = 0.29 at
t = 2.16 s in terms of free surface elevation (top panel), velocity fields (middle panel), and corresponding
velocity profiles (lower panel). For the lower panel, blue and red indicate horizontal and vertical
velocities, respectively.
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Figure 10. Comparison between measured (o) and modeled (–) results for the case of H/h = 0.18 at
t = 2.32 s in terms of free surface elevation (top panel), velocity fields (middle panel), and corresponding
velocity profiles (lower panel). For the lower panel, blue and red indicate horizontal and vertical
velocities, respectively.

Figure 6 shows the time instant that the solitary wave crest is at the leading edge of the slotted
barrier, belonging to the initial stage of flow separation. In Figure 7, the crest of the solitary wave has
entirely passed over the slotted barrier and the velocity fields reveal the start of the vortex shedding
process. The physical phase for the interaction of vortices is demonstrated in Figure 8. Distinct vortices
A1, A2, A3, B1, C2, C3, and S1 are clearly visible and resolved by PIV measurements and RANS
simulations. Figure 9 demonstrates the time instant of the strong upward velocity like a vertical jet shot
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from the bottom, which causes significant seeding particles suspended. These are initially accumulated
near the seafloor. Model-data comparisons show that the free surface deformation during the interaction
of a solitary wave and a submerged slotted barrier can be well-captured by the present RANS model,
where the wave heights and phases at different time instants show satisfactory agreements. However,
for the velocity fields, modeled results at some points fail to fit measured data. More specifically,
the modeled results fit the measurements very well at the initial stage of flow separation, as shown in
Figures 6 and 7. Significant discrepancies are observed during the vortex shedding process, which can
be seen in Figures 8 and 9, and can be summarized into three main reasons. First, the positions of
the induced vortices between the physical experiment and numerical model are not always the same,
which causes significant variations after complicated vortices interact. Second, the vortices A1 and B1
at t = 2.16 s are not yet merged into a distinct vortex S2 in the measurement whereas the numerical
results show those two vortices have been merged already at that time instant (see Figure 9). Third,
it seems that the modeled flow fields are affected by the deceleration part of the solitary wave more
than those of experiments, so that the entire flow fields are somewhat shifted to the opposite direction
of the propagating wave (see Figures 8 and 9). Except those discrepancies, model-data comparisons
are generally in satisfactory agreements. The main feature of the flow pattern can be simulated well by
the model, including the initial stage of flow separation, an overall vortex shedding process, and an
upward vertical velocity due to the interaction between vortices C3 and S1, which may further trigger
sediment suspension locally.

Another model-data comparison is made for the case of H/h = 0.18. Since the overall flow pattern
is mostly identical to the case of H/h = 0.29, only a few stages are slightly different from those of
H/h = 0.29. As such, only one time instant for a model-data comparison is provided. Experimentally,
one of the variations of varying wave conditions is that the time instant for merging vortices A1 and B1
into S1 is earlier than the case of H/h = 0.29. Figure 10 shows the time instant at t = 2.32 s, which is
0.6 s behind the wave crest arriving at the leading edge of the slotted barrier. The two vortices A1
and B1 have merged into a distinct vortex S1. In addition, the upward vertical jet is much closer to
the barrier than the case of H/h = 0.29, which is around 0.04 m and 0.06 m for the cases of H/h = 0.18
and H/h = 0.29, respectively. In addition, modeled results again fit the measured data well for overall
comparisons, but some detail flow fields cannot be simulated well, especially for the positions of
the induced vortices and their sequential interactions. One of the reasons may be due to the use
of a two-equation turbulence model, which may be oversimplified for representing the effects of
turbulent flow fields. RANS equations with a two-equation turbulence closure model is useful for
practical applications [37], as only mean flow fields are simulated. However, detailed flow fields due
to complicated wave-structure interactions may not be accurately simulated. Various efforts have
been made using different approaches prior to demonstrate the simulations presented herein, such as
employing very fine mesh to resolve the flow characteristics near the solid boundaries instead of
using the log-law approach. As one of the ongoing works, further attempts may be considered using
different two-equation turbulence models, such as those used in Reference [37], and various concepts
of turbulence representation, such as a LES (large-eddy-simulation) model [38].

3.4. Turbulent Kinetic Energy

According to References [39,40], meaningful turbulence characteristics can be estimated through
ensemble averaging over 16 or more repetitions of the same experiments under identical initial and
boundary conditions. As a result, only the case of H/h= 0.29 can be used to estimate the turbulent kinetic
energy based on measured velocity information. Detailed information on how to obtain turbulence
characteristics can be found in References [5,12,13,39,40]. Model-data comparison in terms of spatial
distribution of turbulent kinetic energy (TKE) and its corresponding cross-sections is presented,
where the profile locations of TKE are identical to those of velocity fields. Since TKE generation
and evolution at the initial stage of flow separation are surrounded by each element of the slotted
barrier also in order to reduce the number for figures, only the time instants showing significant TKE
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evolution, i.e., t = 1.96 s and 2.16 s, are demonstrated and the other physical phases are described
concisely. In Figures 11 and 12, the TKE fields are superimposed with velocity maps to help identify
the locations of induced vortices and TKE.

At the initial stage of flow separation, TKE is generated from the slots of two neighboring elements
with a local maximum TKE around 0.005 m2/s2 for both measured and modeled results. At t = 1.76 s,
the measured local maximum TKE induced by vortices A2 and B2 are around values of 0.006 m2/s2

and 0.005 m2/s2, respectively, whereas the modeled TKE induced by vortices A2 and B2 are around
values of 0.005 m2/s2 and 0.002 m2/s2, respectively. As shown in Figure 11, the local maximum TKE is
introduced by vortex A2 with a value of around 0.006 m2/s2 for measurement and around 0.005 m2/s2

for simulation. Another important phase of TKE is due to the upward vertical jet at t = 2.16 s, as shown
in Figure 12, where the measured and modeled local maximum TKE are around 0.005 m2/s2 and
0.006 m2/s2, respectively. As mentioned in the previous section, the locations of induced vortices
between measured and modeled results are not identical, which are also shown for the vortices
induced by TKE, so that it is more appropriate to find a local maximum value of a specific vortex for a
model-data comparison. Detailed comparisons are made for cross-section TKE. In general, the overall
trend of TKE profiles fits the measurements with reasonable agreement.

Figure 11. Comparison between measured (o) and modeled (–) results for the case of H/h = 0.29
at t = 1.96 s in terms of spatial distributions (top panel, unit: m2/s2) and corresponding vertical
cross–sections (lower panel) of turbulent kinetic energy.
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Figure 12. Comparison between measured (o) and modeled (–) results for the case of H/h = 0.29
at t = 2.16 s in terms of spatial distributions (top panel, unit: m2/s2) and corresponding vertical
cross–sections (lower panel) of turbulent kinetic energy.

4. Conclusions

In this study, the interaction of solitary waves and a submerged slotted barrier was investigated
experimentally and numerically. An experiment was conducted to measure free surface elevations using
wave gauges and velocity fields using a time-resolved PIV. A 2D depth-resolving and phase-resolving
wave model based on the 2D RANS equations and the non-linear k-ε turbulence closure model was
employed to reproduce the experiments.

Due to the highly complex nature of flow fields from wave-structure interactions, flow visualization
was also utilized to help identify the detailed flow characteristics of tiny vortices that may not be
measured using present PIV. Numerically, very fine meshes were used to resolve the velocities near all
solid boundaries instead of using a log-law approach. Model-data comparisons were performed in
terms of free surface elevation, velocity, and turbulence characteristics. Overall, the comparisons were
in satisfactory agreements. Expect few inaccurate predictions for the positions of induced vortices.
Since most of the existing literature paid attention to evaluating the hydraulic performance of slotted
barriers, to the best knowledge of the authors, no available study provides the detailed velocity and
turbulence information of a slotted barrier under a water wave. This is the first dataset providing
detailed measurements on solitary wave interactions with a submerged slotted barrier, which can be
used as a benchmark case for further development of the numerical model and for model validation.

According to laboratory observations, the flow separation of each element of the slotted barrier and
the vortex shedding process was triggered due to the interaction of those induced vortices to generate
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a complicated flow pattern. It was also found that, for this setup, an upward vertical velocity with a
significant strength of velocity and turbulence was qualitatively observed and quantitatively measured,
which showed a large number of suspended seeding particles. These were originally accumulated near
the seafloor. This indicates that there may be potential scouring near the submerged slotted barrier
and this may result in a local geometry change. Numerical simulation also confirmed those findings.
As part of ongoing work, it will be interesting to conduct a mobile seabed experiment for a submerged
slotted barrier under a solitary wave to investigate the possibility of scouring the seafloor. In addition,
only one obstacle setup was considered in the experiment. The gap of each element and the designed
water depth may also be critical factors affecting the formation of velocity fields as well as the vortex
shedding process, which should be worthy of investigation.
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Abstract: This study aims to investigate the influence of fishnet mesh size on a floating platform.
A self-developed, time-domain numerical model was used for the evaluation. This model is based
on potential flow theory, uses the boundary element method (BEM) to solve nonlinear wave-body
interactions, and applies the Morison equation to calculate the hydrodynamic forces exerted on
fishnets. The mooring system is treated as a linear and symmetric spring. The results near the resonant
frequency of the platform indicate that the smaller the fishnet mesh size, the lower the heave, pitch,
and sea-side tension response amplitude operators (RAOs), but the higher the reflection coefficient.
The results in the lower frequency region reveal that the smaller the fishnet mesh size, the lower the
surge and heave RAOs, but the higher the pitch and tension RAOs. Meanwhile, the time-domain
results at the resonant frequency of heave motion are shown to indicate the influences of a platform
with various fishnets mesh sizes on the rigid body motion, mooring line tension, and transmitted
wave heights. In addition, a comparison of nonlinear effects indicates that, after reducing the fishnet
mesh size, the second-order RAOs of heave, pitch, and sea-side tension decrease, but the changes are
minor against the first-order results.

Keywords: floating platform; fishnet mesh size; frequency-domain; time-domain; nonlinear
waves; BEM

1. Introduction

In recent years, owing to environmental impacts and spatial conflicts with other industries,
the development of marine cage aquaculture moved towards deep sea operations. For the better
utilization of ocean space, as well as reduced construction costs, the multi-purpose floating platform is
becoming a popular research topic around the world. For example, a European Union (EU) project
called “The Blue Growth Farm” was proposed to develop a multi-purpose floating platform that is
intended to combine blue energy (renewable energy) and fish farming and use renewable energy to
supply the power required for intelligent farming equipment. Nevertheless, the fishnet used has not
yet been addressed in current research ([1,2]).

In recent decades, many researchers adopted the Morison-type numerical model to study the
hydrodynamic characteristics of marine fish cages [3–10]. This net cage structure has been treated
as a so-called small-body in order to ignore the wave–body interaction. Conversely, many studies
considered the floating structure as a so-called large-body in order to analyze the nonlinear wave–body
interaction by means of potential flow theory [11–15]. However, studies of marine aquaculture structure
that include small-body and large-body structures remain few and far [16,17]. Therefore, a number
of issues that must be resolved still exist. For example, the influences of different fishnet mesh sizes
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on marine cage systems have been investigated [18,19]. Moreover, fishnet biofouling in the real
sea is inevitable and can result in the fishnet exhibiting a narrowed mesh size and significant mass
increment [20,21]. In the real world, replacing the fishnet with different mesh sizes according to the
size of fish during fish farming is also necessary. Therefore, studying the effect of fishnet mesh size on
floating platform dynamics is important.

In our previous study [16], a two-dimensional, nonlinear numerical wave tank incorporating
potential flow theory was developed to investigate the dynamic interaction between waves and a
floating platform with a fishnet. This model has been validated by physical model tests and shows
good agreement. The research [16] studied related conditions such as net depth, net width, and the
nonlinearity of dynamic response. In this study, we continue to explore the impact of fishnet mesh size
on the hydrodynamic characteristics of an aquaculture platform, with a view of providing a reference
for the development of a net-type aquaculture floating platform.

2. Description of the Numerical Model

An aquaculture-purposed floating platform (see Figure 1a) consisting of a pair of floating
rectangular pontoons and restrained by a linear symmetric mooring system is shown in Figure 1b,
where a is the width of each pontoon, b is the spacing between the two pontoons, d is the draught,
(xG, zG) is the position of the center of gravity, lG is the pitch moment arm, θ0 is the mooring line angle,
and l0 is the original length of the mooring line. The floating structure was deployed in a numerical
wave tank with a constant water depth, h. A numerical damping zone was used at each end of the wave
tank to dissipate the reflected and transmitted waves, where xd1 and xd2 are the entrance positions.

Figure 1. (a) The concept design and (b) definition sketch of the floating platform with a fishnet in a
numerical wave tank.

172



J. Mar. Sci. Eng. 2020, 8, 343

2.1. Governing Equation

The two-dimensional flow field is assumed to be incompressible, inviscid, and irrotational.
Thus, a velocity potential exists and satisfies the Laplace equation:

∇2φ =
∂2φ

∂x2 +
∂2φ

∂z2 = 0. (1)

Incorporating Equation (1) into the Green second identity, the velocity potential in the fluid
domain can be determined by solving the following boundary integral equation (BIE):

αφi =

∫
Γ j

(
∂Gij

∂n
φ j −Gij

∂φ j

∂n

)
dΓ j (2)

where Gij = ln rij/2π is the fundamental solution to the Laplace equation and represents a flow field
generated by a concentrated unit source acting at the ith source point, rij is the distance from source
point (xi, zi) to field point (xj, zj), and α is the internal solid angle between the two boundary elements.
In this model, the linear element scheme and six-point Gaussian quadrature integration method are
applied to solve the BIE.

2.2. Inflow Boundary Condition

On the basis of the continuity of velocity, a theoretical particle velocity profile can be used to
specify the boundary value along the inflow boundary. For nonlinear regular waves, the second-order
Stokes wave is used to prevent a mismatch between the input velocity profiles and real water particle
velocity, as described in [22,23] and expressed below:

∂φ
∂n = −

⎡⎢⎢⎢⎢⎢⎣ gAk
σ

cosh k(z+h)
cosh kh cos(kx− σt)

+ 3
4 A2kσ cosh 2k(z+h)

sinh4kh
cos 2(kx− σt)

⎤⎥⎥⎥⎥⎥⎦ fm on ΓI , (3)

where A, k, and σ are the amplitude, wave number, and angular frequency, respectively; g is the
gravitational acceleration; and t is the time. The modulation function fm is used to prevent impulse-like
behavior of a wave maker and is written as

fm(t) =

⎧⎪⎪⎨⎪⎪⎩ 1
2

[
1− cos( πt

Tm
)
]

f or t < Tm,
1 f or t ≥ Tm,

(4)

where Tm is the modulation duration that depends on wave steepness. For a steeper wave,
the modulation duration is usually twice as long as a regular wave period.

2.3. Free Surface Boundary Condition

One of the most popular and successful approaches to the fully nonlinear free surface simulation
is the mixed Eulerian and Lagrangian (MEL) method, which was first presented by Longuet–Higgins
and Cokelet [24]. In this method, the kinematic and dynamic free surface boundary conditions are
transformed into the Lagrangian framework. To obtain numerical solutions for wave propagation in a
wave tank, the scheme used numerical damping zones at both ends of the wave tank to absorb the
transmitted wave energy at the end of the tank, as well as to dissipate the reflected waves in front
of the input boundary. The numerical damping zones [25,26] are incorporated into the free surface
boundary conditions as ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

dx
dt =

∂φ
∂x

dz
dt =

∂φ
∂z − ν(x)(z− ze)

dφ
dt = −gz + 1

2

∣∣∣∇φ∣∣∣2 − ν(x)(φ−φe)

on Γ f , (5)
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where ν(x) is the damping coefficient of the numerical damping zone, given by

ν(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
αdσ[(xd1 − x)/L]2 x ≤ xd1,
αdσ[(x− xd2)/L]2 x ≥ xd2,
0

(6)

where αd is the dimensionless parameter for the strength of the damping zone; after several tests,
we found that αd set to 1 is adequate for obtaining accurate results. L is the wavelength of the
input wave, while xd1 and xd2 are the entrance positions of each damping zone shown in Figure 1b.
Meanwhile, ze and φe in Equation (5) are the entrance wave elevation and potential function in the
front damping zone, only existing in x ≤ xd1. Tanizawa [26] applied this damping zone technique to
dissipate the wave energy reflected from the structure, but without disturbing the outgoing incident
waves. For practical purposes, the nonlinear analytical solution of the second-order Stokes wave theory
was adopted in damping zone 1 to improve the computational process. In this model, the entrance
potential and wave elevation are written as follows:⎧⎪⎪⎨⎪⎪⎩ φe =

Ag
σ

cosh k(z+h)
cosh kh sin(kx− σt) + 3

8 A2σ
cosh 2k(z+h)

sinh4kh
sin 2(kx− σt),

ze = A cos(kx− σt) + kA2 cosh kh
4sinh3kh

(2 + cosh 2kh) cos 2(kx− σt). (7)

Additionally, the nodal velocities in Equation (5) are obtained by using the cubic spline scheme in
the curvilinear coordinate system, as described in Section 2.6. The corner problem between the free
surface and body surface is treated according to [27], as described in Section 2.7.

2.4. Body Surface Boundary Condition

In this model, the body surface (Γs) is impermeable. Therefore, the fluid velocity is equal to the
normal velocity on the body surface:

∂φ

∂n
= n1

.
xG + n2

.
zG + n3

.
θG on Γs, (8)

where (n1, n2, n3) = (nx, nz, rznx − rxnz) is the unit normal vector on the body boundary, and (rx, rz) =

(x− xG, z− zG) is the position vector from the body surface to the gravity center. Subscript G designates
the gravity center of the body; (

.
xG,

.
zG) are the translational velocities in the x and z axes (surge and

heave motions), respectively; and
.
θG is the angular velocity about the y axis (pitch motion).

2.5. Rigid Boundary Condition

At the end-wall (Γw) and bottom (Γb) of the wave tank, the boundary conditions are considered
impermeable. The normal velocities are then set to zero

∂φ

∂n
= 0 on Γb and Γw. (9)

2.6. Curvilinear Coordinate System

In this paper, a curvilinear coordinate system and the cubic spline scheme are adopted to solve the
spatial derivatives of velocity potential in Equation (5) on the free surface boundary. The relationship
between the velocity components in Cartesian and curvilinear coordinates is written as⎧⎪⎪⎨⎪⎪⎩

∂φ f
∂x =

∂φ f
∂s cos β f − ∂φ f

∂n sin β f ,
∂φ f
∂z =

∂φ f
∂s sin β f +

∂φ f
∂n cos β f ,

(10)
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where φ f represents the potential function on the free surface and β f is the angle between s, a section
of the free surface, and the x axis. The normal velocities of the free surface ∂φ f /∂n are obtained after
solving the BIE, while the angle β f is determined from the following equation:

tan β f =
sin β f

cos β f
=
∂z/∂s
∂x/∂s

, (11)

where, ∂φ f /∂s, ∂x/∂s, and ∂z/∂s are calculated by using cubic spline interpolation in curvilinear
coordinates along the free surface.

Once the values of the time derivative of the potential function on the right side of Equation (5)
are known, the substantial derivative equations on the left side can be used to predict the new nodal
position and its corresponding potential on the free surface boundary by employing the fourth-order
Runge–Kutta (RK4) method as a time marching scheme. This process was repeated until the simulation
reached a steady-state condition.

Note that the node-regridding and smoothing technique is also applied in the present model using
the cubic spline interpolation on the curvilinear coordinate system in order to prevent free surface
nodes from moving too close to one another and to prevent the occurrence of the saw-tooth condition,
which may lead to numerical instability.

2.7. Corner Problem between the Free Surface and Body Surface

At the intersection of the body surface and free surface, the discontinuity of the flux occurs as a
result of the discontinuity of the normal direction. Although the cubic spline scheme is accurate for
determining the tangential slope at the end-point with the natural condition (curvature equal to zero)
and the Lagrangian polynomial method, the requirement of continuity of flux at the corner is still
difficult to achieve. To deal with this discontinuity, the double collocation node technique is often used.
Grilli and Svendsen [27] proposed a treatment for the corner problem at the intersection based on the
continuity flux as follows:

∂φ f

∂s
=
∂φ f

∂n

cos
(
βb − β f

)
sin

(
βb − β f

) − ∂φb

∂n
1

sin
(
βb − β f

) , (12)

where the subscripts b and f denote the body and water free surface, respectively. ∂φb/∂n and ∂φ f /∂n
are the normal velocities on the free surface and body surface, respectively; and ∂φ f /∂s is the modified
tangential velocity on the free surface and will be used in Equation (10) when dealing with the corner
problem. In this model, the input boundary angle at the front of the tank is βb = π/2, while that of the
wall boundary at the end of the wave tank is βb = 3π/2.

2.8. Wave Forces on the Body

The hydrodynamic forces on the body can be calculated by integrating the pressure around the
wetted body surface as ⎧⎪⎪⎪⎨⎪⎪⎪⎩ F =

∫
Γs
−ρ

(
φt + gz + 1

2

∣∣∣∇φ∣∣∣2)nds,

M =
∫

Γs
−ρ

(
φt + gz + 1

2

∣∣∣∇φ∣∣∣2)r× nds,
(13)

where F and M are the hydrodynamic force and moment, respectively; ρ is the water density; n is the
normal unit vector on the body surface and points into the body; and r is the position vector from the
gravity center to body’s surface.

2.9. Acceleration Potential Method

In order to evaluate the hydrodynamic forces on the floating body using Equation (13),
both gradients of velocity potential (∇φ) and unsteady φt terms on the wetted body surface must be
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determined beforehand. ∇φ is evaluated by the regular boundary element method (BEM), while φt is
determined by an acceleration potential method proposed by [28], taking the advantage of the feature
that φt also satisfies the Laplace equation:

∇2φt =
∂2φt

∂x2 +
∂2φt

∂z2 = 0. (14)

In accordance with [27], the body surface–surface boundary condition in the acceleration field is
described as

∂φt

∂n
= n1

..
xG + n2

..
zG + n3

..
θG + q on Γs, (15)

where (
..
xG,

..
zG) are the translational accelerations in the x- and z-axes, and

..
θG is the angular acceleration

around the y−axis. In turn, q is defined as

q = n1
.
θG

(
rx

.
θG − 2

.
zG + 2∂φ∂z

)
+ n2

.
θG

(
rz

.
θG + 2

.
xG − 2∂φ∂x

)
+kn

[(
∂φ
∂x −

.
xG −

.
θGrz

)2
+

(
∂φ
∂z −

.
zG +

.
θGrx

)2
]

−kn

[(
∂φ
∂x

)2
+

(
∂φ
∂z

)2
]
− ∂φ∂s

∂2φ
∂n∂s +

∂φ
∂n
∂2φ
∂s2 ,

(16)

where kn = 1/ρ∗ is the normal curvature along the s direction of the body surface and ρ∗ is the
radius of the curvature. Note that ∂φ/∂s, ∂2φ/(∂s∂n), and ∂2φ/∂s2 are calculated using cubic spline
interpolation in the curvilinear coordinates along the body surface. The above variables at the corners
of the structure are considered the natural condition (curvature equal to zero), while those between the
structure and free surface are modified by the same method, as described in Section 2.7.

For solving φt in the acceleration field, four methods are available, which include (1) the iterative
method [29,30], (2) the modal decomposition method [31], (3) the implicit boundary condition
method [28], and (4) the indirect method [32]. Detailed descriptions of these can be found in [22,33,34].

2.10. Modal Decomposition Method

The modal decomposition method was first introduced in [31]. This approach solves the BIE for the
acceleration field. The acceleration potential function is decomposed into four modes corresponding to
three unit accelerations for surge-heave-pitch motions (radiation problem) and acceleration due to the
incident wave field (diffraction problem). Using these four modes in Equation (17) and the boundary
conditions listed in Equations (18)–(21), the unknown mode’s amplitude can be determined by solving
its respective BIE. The φt is given by

φt =
3∑

m=1

amϕm + ϕ4, (17)

where am is the mth mode component of generalized body acceleration (1 = surge, 2 = heave, 3 = pitch,
4 = diffraction mode).

The boundary conditions in the acceleration field for each mode are given as

∂ϕm

∂n
=

⎧⎪⎪⎨⎪⎪⎩nm m = 1, 2, 3

q m = 4
on Γs, (18)

ϕm =

⎧⎪⎪⎨⎪⎪⎩0 m = 1, 2, 3

−gz− 1
2

∣∣∣∇φ∣∣∣2 m = 4
on Γ f , (19)
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∂ϕm

∂n
= 0 (m = 1, 2, 3) on ΓI, (20)

∂ϕm

∂n
= 0(m = 1 ∼ 4) on Γb and Γw. (21)

The inflow boundary condition for mode 4 is obtained from the second-order Stokes wave theory:

∂ϕ4

∂n
= −

⎡⎢⎢⎢⎢⎢⎣ gAk cosh k(z+h)
cosh kh sin(kx− σt)

+ 3
2 A2kσ2 cosh 2k(z+h)

sinh4kh
sin 2(kx− σt)

⎤⎥⎥⎥⎥⎥⎦ on ΓI. (22)

After solving the BIE for each mode, the values of ϕm and ∂ϕm/∂n for all of the boundaries are
obtained, with the remaining unknown in Equation (17) being am.

Substituting Equation (17) into Equation (13), combined with Newton’s second law including
the wave hydrodynamic and other forces (with subscript e; for example, gravitational force, damping
force, restoring force, and force on net), the equation of motion becomes⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ma1 =
∫

Γs
−ρ

(
a1ϕ1 + a2ϕ2 + a3ϕ3 + ϕ4 + gz + 1

2

∣∣∣∇φ∣∣∣2)n1ds + Fex,

ma2 =
∫

Γs
−ρ

(
a1ϕ1 + a2ϕ2 + a3ϕ3 + ϕ4 + gz + 1

2

∣∣∣∇φ∣∣∣2)n2ds + Fez,

IGa3 =
∫

Γs
−ρ

(
a1ϕ1 + a2ϕ2 + a3ϕ3 + ϕ4 + gz + 1

2

∣∣∣∇φ∣∣∣2)n3ds + Mey.

(23)

After solving Equation (23), the generalized acceleration am can be obtained. The details of the
extra forces are described below.

2.11. Mooring Force

The mooring system is considered linear and symmetrical (see Figure 1b) with the spring
constant K, while the wave hydrodynamic forces on the mooring line are negligible in comparison
with the force exerted on the floating dual pontoon. The pre-tension force of this mooring system is
written as

FT0 =
2ρgadλ−mg

2 sinθ0
, (24)

where λ is the total length of the floating dual pontoon structure in the direction of y.

2.12. Wave Forces on Fishnet

In this model, a fishnet is set up between the pontoons and secured by a steel frame. The net is
assumed not to deform. By applying the lumped mass method discussed in [5], the fishnet panel is
divided into several elements and nodes, while a modified Morison equation [35] to calculate the drag
and inertia forces on the net elements is given as

Fnet =
1
2
ρCDAnetVR|VR|+ ρδnetCM

dV
dt
− ρδnetKM

d
.

R
dt

, (25)

where ρ is water density, CD is the drag coefficient, CM = 1 + KM is the inertia coefficient, and KM is
the added mass coefficient. In this model, CM = 2.0 is assumed, which is generally between 1.0 and
2.0. Anet is the projected area of the net element, δnet is the volume of the net element, and VR = V− .

R
the relative velocity between the flow field and net element. In turn, V is the flow velocity at the center
of a net element,

.
R is the central velocity of the net element, dV/dt is the fluid particle acceleration at

the center of the net element, and d
.

R/dt is the central acceleration of the net element. Details about
fluid particle velocity and acceleration are described in [16].
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According to Loland’s empirical formula [36], the drag force, which is parallel to the fluid motion,
and the lift force, which is perpendicular to the fluid motion, are as follows:{

FD = 1
2ρCD(α)Anet|VR|2,

FL = 1
2ρCL(α)Anet|VR|2,

(26)

where CD(α) and CL(α) are coefficients related to the angle of α between the fluid particle velocity
vector and the normal vector of the net element:{

CD(α) = 0.04 + (−0.04 + 0.33Sn + 6.54Sn
2 − 4.88Sn

3) cos(α),
CL(α) = (−0.05Sn + 2.3Sn

2 − 1.76Sn
3) sin(2α),

(27)

where Sn is the solidity ratio, which is defined as the ratio between the area covered by the threads and
the total area of the net panel.

2.13. Consideration of Damping Effects

Experimental testing in a physical wave tank revealed that dynamic responses near the resonant
frequency of body motions significantly dampen; similar phenomena were also identified by [37] and
may be attributed to the fluid viscous effect. The flow field is assumed to be inviscid in the present
model and, at present, determining the damping coefficients of a floating structure is nearly impossible.
To simplify this problem, an uncoupled damping coefficient matrix is incorporated into the equation of
motion of Equation (22) to represent the damping forces. The equation is then rewritten as⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

m
m

IG

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

..
xG
..
zG..
θG

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Cxx

Czz

Cθθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

.
xG
.
zG.
θG

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+ [K]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xG
zG
θG

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Fx

Fz

My

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, (28)

where [K] is the stiffness matrix, and the components are determined numerically at each time step
according to the mooring angle. Fx, Fz, and My are the resultant hydrodynamic forces acting on the
platform, respectively, while Cxx, Czz, and Cθθ are the damping coefficients of surge, heave, and pitch
motion, respectively. Furthermore, these damping coefficients are assumed to be equal and denoted by
C, and are obtained from the damping ratio [38]:

ζ =
C

2
√

Km
. (29)

In this study, the damping ratio is set to 0.1 in order to fit our experimental data, while K is the
spring constant and m the total mass of the floating structure.

3. Numerical Model Test

In our previous research [16], the numerical model under discussion here was verified by physical
model tests in a wave flume. Table 1 lists the physical model data of the aquaculture platform and
its corresponding materials. According to previous results [16], apart from the resonant frequency
region, the influence of the fishnet on the platform is small. The conclusion was that the mass and drag
force of the fishnet is too small to affect the motion of the platform. Thus, in this study, we decrease
the fishent mesh size to increase the total mass and drag force, but keep the twine diameter constant.
Table 2 shows the mesh size, the solidity ratio [36], the total mass of the fishnet (obtained according to
the solidity ratio), and the mass ratio between the fishnet and platform.
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Table 1. Characteristics of the floating platform with a fishnet.

Specifications Sizes

Wave amplitude (A) 0.02 m

Wave period (T) 0.73–2.54 s

Water depth (h) 0.80 m

Total mass of platform (m) 62.58 kg

Width of platform (a) 0.25 m

Spacing between pontoons (b) 0.50 m

Draft (d) 0.153 m

Pitch moment arm (lG) 0.50 m

Moment of inertia (IG) 8.93 kg·m2

Spring constant (K) 674.93 N/m

Mooring angle (θ0) 52◦

Gravity center (xG, zG) (0.0 m, −0.0861 m)

Net depth (dnet) 0.455 m

Twine diameter (Dline) 0.175 cm

Specific gravity of net (Nylon) 1.14

Table 2. Numerical model test conditions.

Half Mesh Size (cm) λ Solidity Ratio Sn Total Mass (kg) mnet Mass Ratio (%) mnet/m

2.0 0.179 1.645 2.6

1.0 0.365 3.361 5.4

0.5 0.761 7.003 11.2

In addition, the appropriate grid size and time step for the numerical model are obtained through
a preliminary convergence test. The grid size is L/30 (L is the wave length) on the free surface, the space
between each pontoon is 10 elements, h/20 on both sides of the NWT, L/10 on the bottom, and 40
elements are present on each pontoon surface. The appropriate marching time step of the RK4 is
T/32, while the total simulated time is 50T. The input wave periods are in the range of 0.73 s and
2.54 s, while the input wave heights are all 4 cm. The simulation was executed on a personal computer
(Intel i5 CPU, 16 GB RAM), with a calculation time for each simulation of about 30 min.

4. Results and Discussion

4.1. Frequency-Domain Results

In general, the response amplitude operator (RAO) is used to describe the first-order dynamic
response of body motions related to incident wave amplitudes through an FFT (Fast Fourier Transform)
analysis, as is shown in Table 3. The second-order dynamic responses can also be calculated using the
same analysis, as the dynamic responses of wave-body interactions are harmonic. Therefore, in this
study, the second-order RAOs are adopted to describe the nonlinear dynamic responses. The incident
and reflected waves are separated by Mansard and Funke’s method [39] using three wave gauges
installed in front of the structure (see Figure 1b).

179



J. Mar. Sci. Eng. 2020, 8, 343

Table 3. Definition of the response amplitude operators (RAOs) and frequency.

Normalized Parameters Definition

Normalized surge RAO xG/A

Normalized heave RAO zG/A

Normalized pitch RAO lGθG/A

Normalized tension RAO FT/KA

Normalized angular frequency σ2h/g

Figures 2–4 show a comparison of surge, heave, and pitch RAO for a platform with different
fishnet mesh sizes (λ). The results include previous measurements and simulations from [16] to ensure
that the present simulations fall within a reasonable area. Unsurprisingly, the results indicate that,
when the fishnet mesh sizes are different, the RAOs of platform motion will change significantly.
The surge RAO exhibits good reduction in the low-frequency region (σ2h/g < 2), as λ decreases from
2 cm to 0.5 cm. The low-frequency response is usually related to the restoring mooring force, except that
the differences in surge of the RAO among the simulated cases are small. As for the heave RAO,
in both the low-frequency region (σ2h/g < 2) and the resonant frequency region (near σ2h/g = 3.9),
the heave RAO results are greatly reduced with decreasing λ. Moreover, a slight phase difference of
heave RAO can be observed in the resonant frequency region. Finally, for the pitch RAO, the response
increases greatly near σ2h/g = 2, but decreases in the frequency region between σ2h/g = 3 and 6.
Overall, reducing the mesh size of the net is helpful for mitigating the dynamic response.

Figure 5 presents a comparison of sea-side tension RAO across different fishnet mesh sizes
(λ). Because the mooring system is deployed to limit the movement of the platform, the response
of the tension RAO should be closely related to the surge-heave-pitch motion. Around σ2h/g = 4,
the response of the tension RAO may be dominated by the heave RAO. In this region, the tension RAO
decreases with λ, but no phase difference occurs that can be observed in the heave RAO. In the region
of σ2h/g < 2, the response of the tension RAO relates to the combination of surge-heave-pitch motion,
but the pitch RAO seems to dominate the tension response. In this region, the tension RAO generally
increases as λ decreases.

Figure 2. Comparison of the surge response amplitude operator (RAO) for the platform with various
fishnet mesh sizes.
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Figure 3. Comparison of the heave RAO for the platform with various fishnet mesh sizes.

Figure 4. Comparison of the pitch RAO for the platform with various fishnet mesh sizes.
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Figure 5. Comparison of the sea-side tension RAO for the platform with various fishnet mesh sizes.

In some studies [40,41], the floating structure is used as the floating breakwater to protect the
facilities behind it. Similarly, this aquaculture-purposed platform may demonstrate good performance
as a breakwater. Furthermore, the drag force on the net and its mass may affect wave–platform
interactions, in spite of the fact that the wave–net interaction is ignored in this model. Figure 6 shows a
comparison of the reflection coefficient under different fishnet mesh sizes (λ). In addition, the result
includes previous data from [16] in order to compare with the present simulations. A remarkable
increment in the reflection coefficient is found in the range of σ2h/g from 3.7 to 6.0 when λ decreases
from 2 cm to 0.5 cm, especially in the resonant frequency region of heave motion (σ2h/g= 3.9). However,
a not to be ignored reduction in the reflection coefficient appears in the range of σ2h/g, from 2.0 to 3.7.
Overall, the platform with a fishnet with a smaller mesh size exhibits better performance in terms of
the reflection coefficient.

Figure 6. Comparison of the reflection coefficient for the platform with various fishnet mesh sizes.
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4.2. Time-Domain Results

In this section, the time-domain results at the resonant frequency of heave motion (σ2h/g = 3.9) are
chosen for discussion. This is because the main difference in the frequency-domain results occurs here.

Figures 7–9 show variations in the surge, heave, and pitch motions of the platform with different
fishnet mesh sizes (λ) during the last 10 waves. All of the results reach steady-state conditions,
which means that the simulation results are convergent. In the comparison of surge motion, the results
show that both the response amplitude and mean value increase as λ decreases. In addition, a short
time delay appears as λ decreases. In the comparison with the heave motion, the results indicate that
the peak value of the vibration decreases greatly with λ, while the valley value does not. This causes
the response amplitude of the heave motion to decrease as λ decreases. In the comparison of the pitch
motion, the results show that both the peak value and valley value of the vibration decrease as λ
decreases, but the peak value demonstrates a larger reduction. Thus, the response amplitude of the
pitch motion decreases with λ. In addition, as λ decreases, an obvious time delay observed in the
pitch motion.

Figure 7. Variations in the surge motion for the platform with various fishnet mesh sizes (H = 4 cm,
T = 0.91 s, and σ2h/g = 3.9).

Figure 8. Variations in the heave motion for the platform with various fishnet mesh sizes (H = 4 cm,
T = 0.91 s, and σ2h/g = 3.9).
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Figure 9. Variations in the pitch motion for the platform with various fishnet mesh sizes (H = 4 cm,
T = 0.91 s, and σ2h/g = 3.9.

Figure 10 displays a comparison of sea-side tension for different fishnet mesh sizes (λ). The results
show that as λ decreases, the peak value of the tension increases, while the change in the valley value
is not obvious. In addition, as λ decreases, a slight time delay occurs. Comparing the results to the
surge-heave-pitch motions, the phase of peak and valley values of tension are consistent with the phase
of heave and pitch motion, but inconsistent with the phase of surge motion. This may be because of the
surge motion being associated with restoring mooring force (wave drift forces) rather than wave forces.

Figure 10. Variations in the sea-side tension for the platform with various fishnet mesh sizes (H = 4 cm,
T = 0.91 s, and σ2h/g = 3.9).

Figure 11 illustrates a comparison of wave elevation at gauge P4 (see Figure 1b) for different
fishnet mesh sizes (λ). The results show that as λ decreases, the wave amplitude is greatly reduced,
which means many incident waves do not pass through the platform as λ decreases. Instead, they reflect
why the reflection coefficient increases greatly at σ2h/g = 3.9 in Figure 6.
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Figure 11. Variations in the wave elevation at gauge P4 for the platform with various fishnet mesh
sizes (H = 4 cm, T = 0.91 s, and σ2h/g = 3.9).

4.3. Nonlinear Dynamic Properties

In this study, the input wave height is 4 cm, and the wave steepness (wave height/wavelength)
is in the range of 0.006 to 0.048. In fact, in this situation, the nonlinearity of waves is not significant.
However, in our previous study [16], the second-order RAOs are still easy to observe at the resonant
frequencies of the mooring system and platform. Thus, in this section, the second-order RAO of the
platform motion and mooring system under different mesh size will be discussed.

Figures 12–14 show the second-order RAO of the surge, heave, and pitch motions of the platform
with different fishnet mesh sizes (λ). In general, the second-order RAO is much smaller than the
first-order RAO. However, it can still be observed, especially near the resonant frequencies of the
platform and mooring system. Firstly, in the comparison of second-order surge RAO, as λ decreases,
the RAO increases near the resonance frequency of the mooring system (between σ2h/g = 1.0 and 2.0),
but no significant change near the resonance frequency of the surge motion (σ2h/g = 4.1) occurs. Next,
compared with the second-order heave RAO, as λ decreases, the RAO is greatly reduced near the
resonance frequency of the heave motion (σ2h/g = 3.9). However, near the resonance frequency of
the mooring system (σ2h/g = 1), the changes between RAO and λ are irregular. As λ decreases from
2.0 cm to 1.0 cm, the RAO greatly decreases and the peak value shifts to a higher frequency. In contrast,
as λ decreases from 1.0 cm to 0.5 cm, the RAO increases, and the peak value shifts to a lower frequency.
Finally, in comparison with the second-order pitch RAO, as λ decreases, the peaks around the resonant
frequency of the pitch motion (σ2h/g = 4.1) hardly differ, but the frequency band is wider. Around the
resonance frequency of the mooring system (between σ2h/g = 1.0 and 2.0), it seems that the smaller
the mesh size, the lower the RAO.

Figure 15 displays the second-order sea-side tension RAO of the platform with different fishnet
mesh sizes (λ). In fact, the second-order tension RAO is very small by comparison with the first-order
tension RAO. The results show that, near the frequency of σ2h/g = 4.0, the RAO decreases with λ.
Apart from that, the relationship between RAO and λ is irregular.

185



J. Mar. Sci. Eng. 2020, 8, 343

Figure 12. Comparison of the second-order surge RAO of the floating platform with different fishnet
mesh sizes.

Figure 13. Comparison of the second-order heave RAO of the floating platform with different fishnet
mesh sizes.
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Figure 14. Comparison of the second-order pitch RAO of the floating platform with different fishnet
mesh sizes.

Figure 15. Comparison of the second-order sea-side tension RAO of the floating platform with different
fishnet mesh sizes.

5. Conclusions

In this study, a fully nonlinear numerical wave tank was developed to investigate the dynamic
response of a floating platform with three different fishnet mesh sizes. The mooring system was
considered to be linearly elongated and symmetrically installed. This model is solved by the BEM,
while the free surface nodes were tracked by the MEL approach with a cubic spline scheme and the
RK4 method. Damping zones were arranged at both ends of the tank to absorb reflected wave energy
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and dissipate the transmitted wave energy. The instantaneous floating body motion was calculated by
means of an acceleration potential method and a modal decomposition method.

The frequency-domain results show that as the fishnet mesh size decreases, all of the surge, heave,
pitch, and sea-side tension RAO reduce, apart from the pitch and tension RAOs in the lower frequency
region. In addition, the most significant reduction is observed at the resonant frequency of heave
motion. At this frequency, the time-domain results indicate that major reductions in platform motions,
tension forces, and transmitted wave heights will appear when decreasing the fishnet mesh size and
may even occur with a slight time delay. Moreover, the second-order RAOs for the platform motion
and mooring tension are observed in the simulation. However, these are very small compared with the
first-order RAO. Essentially, most of them are decreased with the fishnet mesh size.

In the future, attaching fishnets to any kind of floating platform is not necessarily for aquaculture
purposes only. It can also be a damper or breakwater because it can not only stabilize the movement of
the structure, but also reduce the impact of waves.
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Abstract: In contrast to either considering structures with full degrees of freedom but with wave
force on mooring lines neglected or with wave scattering and radiation neglected, in this paper, a new
analytic solution is presented for wave interaction with moored structures of full degrees of freedom
and with wave forces acting on mooring lines considered. The linear potential wave theory is applied
to solve the wave problem. The wave fields are expressed as superposition of scattering and radiation
waves. Wave forces acting on the mooring lines are calculated using the Morison equation with
relative motions. A coupling formulation among water waves, underwater floating structure, and
mooring lines are presented. The principle of energy conservation, as well as numerical results, are
used to verify the present solution. With complete considerations of interactions among waves and
moored structures, the characteristics of motions of the structure, the wave fields, and the wave forces
acting on the mooring lines are investigated.

Keywords: analytic solution; water waves; underwater floating structure; mooring forces; interaction

1. Introduction

With increasing development of ocean wave energy extraction, various types of underwater
ocean structures were used in these aspects [1]. As incident waves acting on underwater floating
structures, the wave forces in fact act on both main floating objects as well as the mooring deployments.
The reactive motions of the structure systems then feedback into the surrounding wave fields, thus
forming wave and structure interaction systems. The floating structures offer scattering and radiation
phenomena on water waves, whereas wave forces on mooring lines induce motions of the mooring
lines and cause motions of the floating structures and surrounding wave fields. In literature, most
studies on interactions of floating structures and incident waves consider either problems neglecting
wave forces on mooring lines [2] or problems with wave forces on mooring lines but without scattering
and radiation structural effects [3].

Numerical simulations are commonly used to calculate problems of ocean structures subjected
to incident waves. A three-dimensional finite element method was developed by Huang et al. [4]
to calculate wave diffraction, wave radiation, and body responses of multiple bodies of arbitrary
shape. Sannasiraj et al. [5] applied both experimental and finite element methods to study behaviors of
pontoon-type floating structures in waves. The slack mooring lines were idealized as spring coefficients
calculated from the catenary equation of cables. Chen et al. [6] used a boundary integral and Green’s
function to investigate floating breakwaters consisting of rectangular pontoon and horizontal plates.
The mooring lines were calculated using the static catenary equation. Mohapatra and Sahoo [7] used
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a Green’s integral to study the interaction problem of oblique surface gravity waves with a floating
flexible plate. In Cao and Zhao [8], a Computational fluid dynamics (CFD) numerical method was
used to study nonlinear dynamic behaviors of a two-dimensional box-shaped floating structure in
focused waves. Mohapatra and Soares [9] used linearized Boussinesq equations to study the wave
forces acting on a floating structure over a flat bottom. Kao et al. [10] used a boundary element
method to solve the problem of floating structures subjected to incident waves. Rivera-Arreba [11]
studied the dynamic response of the floating wind turbine subjected to wind and waves. On the other
hand, Guo et al. [12] used a linear wave theory to calculate the wave forces acting on the structure.
In numerical simulations for waves acting on floating structures with moorings, mostly the mooring
mechanisms were included and wave interferences were considered. However, wave forces acting on
mooring lines were not considered. The reason was that the calculation of wave forces on mooring lines
includes wave kinematics and motions of mooring lines, which complicated mathematical formulation
in the problem.

As for the analytic approach solving for interaction problems of wave and mooring floating
structures, in the analysis of waves interacting with moored floating structures, most researches
neglected wave forces acting on the mooring lines [2]. Lee [13] first considered a tension-leg floating
structure subjected to wave actions, in which the floating structure was assumed to have surge motion
only. The wave force acting on the tension leg was calculated by a linearized Morison equation,
and an analytic solution was proposed for the entire interacted problem. Lee et al. [14] applied
the interaction methodology of large and small structures, extending to tethered mooring tension
leg floating structures. Lee and Wang [15] extended the same technique to problems of tension leg
platforms with net cages. In the articles mentioned above, the floating structures allow only surge
motion; therefore, analytic solutions could be obtained without any difficulty.

If the structures are allowed to include heave and surge motions, one would then encounter the
typical heave radiation problem. Lee [16] proposed an easy-to-follow derivation to obtain an analytic
solution. Other than that, a particular solution approach has to be applied that was not convenient
to use in obtaining the solution. It could be said that, using Lee’s method, the radiation problem
of the two-dimensional structure can be obtained completely. Chen et al. [17] then investigated the
problem of wave interaction with a floating structure with moorings, and wave forces acting on the
mooring lines were included. In the two-dimensional problem, the floating structure had complete
three degrees of freedom, namely, surge, heave, and pitch.

In this study, an underwater floating structure with moorings subjected to incident waves is
considered. Zheng et al. [18] presented an analytic solution for oblique waves passing an underwater
floating rectangular structure. A particular solution was used to satisfy the nonhomogeneous boundary
value problem. However, the analytic solution could not be simplified to the case of normal incident
wave, as in the two-dimensional problem. The intention of this paper is to present a new analytic
solution to the problem. The significance of this paper is that the wave forces acting on the mooring
lines are considered in the coupling problems of waves and floating structures and the problems solved
analytically. The floating structure has motions with three degrees of freedom. The effects of the
mooring lines subjected to wave forces on the hydrodynamics of the wave and structure interaction
system are investigated.

2. Problem Description and Solution

The problem considered is an underwater floating structure moored to the sea bottom and
subjected to the action of incident waves, as shown in Figure 1. A Cartesian coordinate system is
adopted with the positive x pointed to the right and positive z pointed upward. The constant water
depth is h, the width of the structure is 2�, the structural submergence is d1, and the distance from
the structural bottom to the sea bottom is d2. The incident wave ηI is propagating from −x to the +x
direction. With the action of incident waves, the structure system does respond accordingly and also
interferes with the surrounding wave field. In this two-dimensional problem, the floating structure has,
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in general, three degrees of freedom, namely, surge, heave, and pitch motions. With the prerequisite
periodic motion, the displacement functions of the structure can be expressed as

ξ j = sj · e−iωt, j = 1, 2, 3 (1)

where the subscripts 1, 2, and 3 represent surge, heave, and pitch, respectively. sj represents amplitudes
of the structural motions. Since an analytic solution is pursued, and with a rectangular shape of the
structure, the method of separation of variables is used to solve the problem, and the domain is divided
into four regions, as indicated in Figure 1. Region 1 is in front of the structure, regions 2 and 4 are
above and beneath the structure, and region 3 is behind the structure.

Figure 1. Definition sketch of waves incidents on an underwater floating structure with moorings.

The interference wave field surrounding the floating structure needs to be solved, in addition to
the known incident wave, so that wave forces acting on the floating structure and the moorings can be
calculated, and so, to calculate structural motions.

A linear potential wave theory is used to describe the wave problem. The definition of the velocity
⇀
V related to the wave potential function Φ is written as

⇀
V = −∇Φ (2)

where ∇ is the gradient operator. Since steady and periodic problems are considered, the periodic time
function can be factored out and wave potential be expressed as

Φ(x, z, t) = φ(x, z) · e−iωt (3)

where ω = 2π/T, T is the wave period, and i =
√−1. The incident wave potential is given as

ΦI(x, z, t) =
igAI

ω
· cosh K(z + h)

cosh Kh
· ei (Kx−ωt) (4)

where g is the gravitational constant, AI is the wave amplitude, and K is the wave number that is
calculated by the dispersion equation

ω2 = gKtanhKh (5)
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The entire problem is decomposed into a scattering problem and radiation problems in the three
degrees of freedom [2]; i.e., the interference wave potential is expressed as

Φ(x, z, t) = ΦD +
3∑

j=1

sj ·Φ j (6)

where ΦD is the scattering wave produced by the incident wave acting on the structure with the
structure held fixed. On the other hand, Φ j corresponds to the radiation wave for the structure having
motion in the j-direction and with unit amplitude. For the problem here, surge, heave, and pitch
motions.

Now, the task becomes to obtain analytical solutions for the scattering wave and the radiation
waves and, particularly, the solution expression for each individual region. Since analytic solutions for
the problem of a surface-floating structure have been presented by Chen et al. [17], the solutions for
divided regions can be followed, except the region 2 for heave and pitch radiation problems. Further,
solutions for the pitch radiation problem are an application of heave and surge problems; therefore,
only derivation details of the region 2 in the heave problem will be shown here.

The boundary value problem for region 2 in the heave radiation problem can be written as:
The governing equation:

∇2φ2
2 = 0, −d1 < z < 0, −� < x < � (7)

The upper free surface condition:

∂φ2
2

∂z
=
ω2

g
φ2

2, z = 0 (8)

The lower boundary condition:

∂φ2
2

∂z
= iωs2, z = −d1 (9)

The left boundary condition:
φ2

2 = φ2
1, x = −� (10)

The right boundary condition:
φ2

2 = φ2
3, x = � (11)

Note that it is the nonhomogeneous form shown in Equation (1) that poses the difficulty in
obtaining the solution. In this study, a method proposed by Lee [6] is used to derive the solution.
In Equations (7)–(11), the wave potential is divided into two parts:

φ2
2 = φ̃2

2 + φ̂
2
2 (12)

where φ̃2
2 and φ̂2

2 satisfy vertically and horizontally homogeneous conditions, respectively, as shown in
Figure 2.

Following the standard method of separation of variables, one can obtain the solutions

φ2
2 = φ̃2

2 + φ̂
2
2

=
∞∑

n=0

[
A2

2ne−k2n(x+�) + B2
2nek2n(x−�)

]
cos[k2n(z + d1)]

+
∞∑

n=1
D2

2n

(
μn1eγn(z−h) + μn2e−γn(z+h)

)
sinγn(x + �)

(13)
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in which the coefficients k2n, γn, μn1, μn2, and D2
2n are given in Appendix A. The way of obtaining the

solution for region 2 in the heave radiation problem can also be applied to obtain the solution for the
same region 2 in the pitch radiation problem.
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Figure 2. Decomposition of nonhomogeneous boundary conditions.

As for the rest of the scattering and the radiation problems, one can easily obtain the solutions.
For completeness, they are also listed here. For the wave scattering problem, solutions for the four
regions can be written as:

φD
1 =

∞∑
n=0

BD
1n cos[kn(z + h)]ekn(x+�) (14)

φD
2 =

∞∑
n=0

[
AD

2ne−k2n(x+�) + BD
2nek2n(x−�)] cos[k2n(z + d1)] (15)

φD
3 =

∞∑
n=0

AD
3n cos[kn(z + h)]e−kn(x−�) (16)

φD
4 =

(
AD

40x + BD
40

)
+
∞∑

n=1

[
AD

4ne−k4n(x+�) + BD
4nek4n(x−�)] cos[k4n(z + h)] (17)

For the radiation wave problems, the three radiations surge, heave, and pitch are expressed,
respectively, as:

Surge radiation:

φ1
1 =

∞∑
n=0

B1
1n cos[kn(z + h)]ekn(x+�) (18)

φ1
2 =

∞∑
n=0

[
A1

2ne−k2n(x+�) + B1
2nek2n(x−�)] cos[k2n(z + d1)] (19)

φ1
3 =

∞∑
n=0

A1
3n cos[kn(z + h)]e−kn(x−�) (20)

φ1
4 =

(
A1

40x + B1
40

)
+
∞∑

n=1

[
A1

4ne−k4n(x+�) + B1
4nek4n(x−�)] cos[k4n(z + h)] (21)
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Heave radiation:

φ2
1 =

∞∑
n=0

B2
1n cos[kn(z + h)]ekn(x+�) (22)

φ2
2 =

∞∑
n=0

[
A2

2ne−k2n(x+�) + B2
2nek2n(x−�)

]
cos[k2n(z + d1)]

+
∞∑

n=1
D2

2n

(
μn1eγn(z−h) + μn2e−γn(z+h)

)
sinγn(x + �)

(23)

φ2
3 =

∞∑
n=0

A2
3n cos[kn(z + h)]e−kn(x−�) (24)

φ2
4 =

(
A2

40x + B2
40

)
+
∞∑

n=1

[
A2

4ne−k4n(x+�) + B2
4nek4n(x−�)

]
cos[k4n(z + h)]

+
∞∑

n=1
F2

4n coshγn(z + h) sinγn(x + �)
(25)

Pitch radiation:

φ3
1 =

∞∑
n=0

B3
1n cos[kn(z + h)]ekn(x+�) (26)

φ3
2 =

∞∑
n=0

[
A3

2ne−k2n(x+�) + B2
2nek2n(x−�)

]
cos[k2n(z + d1)]

+
∞∑

n=1
D3

2n

(
μn1eγn(z−h) + μn2e−γn(z+h)

)
sinγn(x + �)

(27)

φ3
3 =

∞∑
n=0

A3
3n cos[kn(z + h)]e−kn(x−�) (28)

φ3
4 =

(
A3

40x + B3
40

)
+
∞∑

n=1

[
A3

4ne−k4n(x+�) + B3
4nek4n(x−�)

]
cos[k4n(z + h)]

+
∞∑

n=1
F3

4n coshγn(z + h) sinγn(x + �)
(29)

where kn, k4n, F2
4n, D3

2n, and F3
4n are listed in Appendix A. The undetermined coefficient shown in

Equations (18)–(29) are then obtained by solving simultaneous equations obtained from matching the
velocity and pressure conditions at the interfacial boundary of two neighboring regions and integration
of associated water depth multiplied by the orthogonal functions.

Once the decomposed wave scattering problem and the wave radiation problem of unit
amplitude are obtained, the unknown variables shown in the interference wave potential, Equation (6),
are amplitudes of the structural motion, which can then be solved by the equations of motion of
the structure.

The equations of motion of the underwater floating structure can be written as [19]:

[M]

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
..
ξ1..
ξ2..
ξ3

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
F1

F2

F3

⎫⎪⎪⎪⎬⎪⎪⎪⎭−
⎧⎪⎪⎪⎨⎪⎪⎪⎩

T1

T2

T3

⎫⎪⎪⎪⎬⎪⎪⎪⎭+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
FM

1
FM

2
FM

3

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (30)

where [M] is the mass matrix, {F} is the wave forces acting on the floating structure, {T} represents
the restoring force of the mooring springs, and

{
FM

}
is the wave forces acting on the mooring lines.

The mass matrix can be expressed as:

[M] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
m 0 0
0 m 0
0 0 I0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (31)
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in which m is mass of the structure and I0 is moment of inertia.
Wave forces acting on the floating structure can be calculated using wave potentials surrounding

the structure, and be expressed as:⎧⎪⎪⎪⎨⎪⎪⎪⎩
F1

F2

F3

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =
[

f R
]⎧⎪⎪⎪⎨⎪⎪⎪⎩

s1

s2

s3

⎫⎪⎪⎪⎬⎪⎪⎪⎭+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f D
1

f D
3

f D
3

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (32)

where
[

f R
]

and
{

f D
}

are calculated from radiated potentials of unit amplitudes and diffracted potentials,
respectively. Detailed expressions are given in Appendix B.

The restoring forces produced by the mooring springs can be calculated according to orientations
of the springs AB and CD, and be expressed as:

TAB =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
KAB

11 KAB
12 KAB

13
KAB

21 KAB
22 KAB

23
KAB

31 KAB
32 KAB

33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ξ1

ξ2

ξ3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (33)

TCD =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
KCD

11 KCD
12 KCD

13
KCD

21 KCD
22 KCD

23
KCD

31 KCD
32 KCD

33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ξ1

ξ2

ξ3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (34)

in which the expressions of the stiffness matrices are given in Appendix C.
The wave forces acting on the mooring lines are calculated using a linearized Morison [3]. Using

the present analytic solutions for the wave fields and the associated geometrical deployments of the
mooring lines, the wave forces can be calculated. Detailed derivations are given in Appendix D.
The induced forces acting on the floating structure can then be written as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

FM
1

FM
2

FM
3

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ =
[

f MR
]⎧⎪⎪⎪⎨⎪⎪⎪⎩

s1

s2

s3

⎫⎪⎪⎪⎬⎪⎪⎪⎭+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f MD
1

f MD
3

f MD
3

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (35)

in which
[

f MR
]

is the radiation wave generated coefficient matrix.
Having the required expressions of all forces acting on the floating structure, including scattering

and radiation waves, mooring restoring forces, and effects of wave forces on mooring lines, the equations
of motion of the structure, Equation (30), can be solved and expressed as:⎧⎪⎪⎪⎨⎪⎪⎪⎩

s1

s2

s3

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =
[
K̃
]−1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝−iωρ

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f D
1

f D
3

f D
3

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f MD
1

f MD
2

f MD
3

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (36)

where the general stiffness matrix is

[K̃] =
(
−ω2[M] + iωρ

[
f R

]
+ [K] −

[
f MR

])
(37)

Once amplitudes of the structural motion can be calculated, then the wave potentials of the entire
problem domain can then be determined via Equation (6). The reflected wave in front of the structure
ηR and the transmitted wave behind the structure ηT can then be calculated using the Bernoulli’s
equation. So far, the entire coupling problem is solved. A consideration of wave forces calculated
from incident wave, scattering wave, radiation wave, and wave forces on the mooring lines, then the
motions of the structure with moorings, are solved.
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3. Results and Discussion

In this paper, the problem of moored underwater floating structures with motions of full degrees of
freedom subjected to incident waves is investigated, and an analytic solution is presented. The present
analytic solution is first validated by conservation of wave energy with no energy dissipation. In the
present theory, the only energy loss in the problem is the drag forces acting on the mooring lines;
therefore, if the drag coefficient is specified zero, CD = 0, then the energy conservation of the system
should satisfy. Figure 3 shows reflection and transmission coefficients and total wave energy, K2

r + K2
t ,

versus relative water depth, Kh, and as is expected, the wave energy conserved to unity. The conditions
used are water depth, h = 10 m, and incident wave amplitude, AI = 0.5 m; other parameters used are
d1/h = 0.2, �/h = 0.5, a/h = 0.3, and the virtual coefficient CM = 2.0. The corresponding result for the
case considering the drag coefficient, CD = 2.0, is shown in Figure 4. It is reasonable to identify that,
with the drag effect, the total energy indicates dissipation. With energy dissipation, the total energy
curve decreases about 10% at resonant frequency, the reflection coefficient decreases from 1.0 to 0.94,
and the transmission coefficient increases from zero to 0.13. The present analytic solution is further
applied to calculate a wave scattering problem of an underwater plate, and the results compared
with that calculated using a numerical finite element method (Cheong et al. [20]). The conditions
used are water depth, h = 10 m, and incident wave amplitude, AI = 0.5 m; other parameters used are
d1/h = 0.3, �/h = 0.5, and a/h = 0.025. The comparisons of the reflection and transmission coefficients
versus dimensionless water depth are shown in Figure 5, in which good agreements are indicated.

K r
&

K t

Kh

rK

tK

tr KK +

Figure 3. Reflection coefficient; transmission coefficient; and total energy versus relative water depth,
Kh (CD = 0.0, d1/h = 0.2, �/h = 0.5, a/h = 0.3, and CM = 2.0).

K
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K
t

Kh

rK

tK

tr KK +

Figure 4. Reflection coefficient; transmission coefficient; and total energy versus relative water depth,
Kh (CD = 2.0, d1/h = 0.2, �/h = 0.5, a/h = 0.3, and CM = 2.0).
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Figure 5. Reflection coefficient versus dimensionless water depth, h/λ, for a fixed underwater plate
(h = 10 m, d1/h = 0.3, �/h = 0.5, and a/h = 0.025).

In the present theory, the wave forces acting on the mooring lines are considered. To comply
with motions of the mooring lines, in the wave force calculation, a relative flow velocity is used in
the Morison equation. Since the motions of the mooring lines are not known a priori, an iteration
algorithm is used in the calculation. Figure 6 shows the iteration times versus relative water depth,
Kh. The conditions used are water depth, h = 10 m, and incident wave amplitude, AI = 0.5 m; other
parameters used are d1/h = 0.25, �/h = 0.2, and a/h = 0.3, and the drag coefficient and the virtual
mass coefficient, CD = 2.0 and CM = 2.0, respectively. The iteration number can be as high as 14 times
at the resonant frequency and only one time at other frequencies. Additionally, with a higher drag
coefficient, a higher iteration number is required.

Kh

=DC
=DC
=DC

Figure 6. Iteration number versus relative water depth for different drag coefficients (d1/h = 0.25,
�/h = 0.2, a/h = 0.3, CD = 2.0, and CM = 2.0).

Using the same conditions as those in Figure 6, effects of the drag coefficient on wave reflection
and wave transmission are shown in Figures 7 and 8, respectively. With the increase of the drag
coefficient from zero to 2.0, the reflection coefficient at the first resonant peak at a lower frequency drops
from 1.0 to 0.94, while the second peak at a higher frequency drops from 1.0 to 0.48. It is reasonable
that the drag force acting on mooring lines can dampen only high-frequency short waves; rather, it is
not sufficient in reducing wave energy of long waves. Therefore, high-frequency waves at resonant
peaks are damped and decrease the reflection coefficient. The results also indicate that the increase of
the drag coefficient from zero to 2.0 can dampen out 50% of the reflected waves. The tendency reverses
for the transmission coefficient. The effects of the drag coefficient on structural motions are shown
in Figures 9–11 for surge, heave, and pitch motions, respectively. Similar trends can be observed.
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The increase of the drag coefficient reduces amplitudes of surge and pitch motions at high-frequency
peaks, whereas it is not obvious at low-frequency resonant peaks. In this study, since it is difficult to
obtain experimental results for comparison, numerical results using a boundary element method [21]
for the case of CD = 2.0 are also plotted for comparison. The comparisons also validate the present
analytic solution for the problem.

K
r

Kh

=DC
=DC
=DC
=DC

Figure 7. Reflection coefficient versus relative water depth for various drag coefficients (d1/h = 0.25,
�/h = 0.2, a/h = 0.3, and CM = 2.0).
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Figure 8. Transmission coefficient versus relative water depth for various drag coefficients (d1/h = 0.25,
�/h = 0.2, a/h = 0.3, and CM = 2.0).
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Figure 9. Surge motion amplitude versus relative water depth for various drag coefficients (d1/h = 0.25,
�/h = 0.2, a/h = 0.3, and CM = 2.0).
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Figure 10. Heave motion amplitude versus relative water depth for various drag coefficients
(d1/h = 0.25, �/h = 0.2, a/h = 0.3, and CM = 2.0).
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Figure 11. Pitch motion amplitude versus relative water depth for various drag coefficients (d1/h = 0.25,
�/h = 0.2, a/h = 0.3, and CM = 2.0).

Figure 12 shows dimensionless horizontal and vertical forces versus relative water depth, that
the horizontal force is divided by ρgAIa and the vertical force is divided by 2ρgAI�. FM

AB,1
represents

the horizontal force, while FM
AB,2

represents the vertical force on the spring AB. FM
CD,1

represents the

horizontal force, while FM
CD,2

represents the vertical force on the spring CD. For the given conditions

d1/h = 0.25, �/h = 0.2, a/h = 0.3, CD = 2.0, and CM = 2.0, wave forces acting on the upwind mooring
lines, AB, are obviously smaller than the mooring line, CD, on the lee side. Additionally, the horizontal
component of the forces are bigger than vertical ones. The maximum wave forces can reach up to 12%
of the incident wave forces.

The present analytic solution is used to study the submerged depth of the structure on reflection
and transmission coefficients and motions of the structure. The conditions used are water depth,
h = 10 m, incident wave amplitude, AI = 0.5 m, and width and height of the structure, �/h = 0.4 and
a/h = 0.3. The submerged depths considered are near the water surface; one-fourth the water depth;
and one-half the water depth (d1/h = 0.10, d1/h = 0.25, and d1/h = 0.50). The dimensionless water
depth related to the wave length covers the range from shallow water, Kh < π/10, up to the deep water,
Kh < π. Variations of the reflection coefficient and the transmission coefficient versus Kh for various
structural submergences d1/h = 0.10, 0.25, and 0.50 are shown in Figures 13 and 14, respectively.
It can be expected that, since the underwater structure is blocking the incident wave while located
under the water surface, the nearer the structure is close to the water surface, the structure can block
more surface waves, except the longer waves can have less effect from the structure. Figure 13 also
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shows the structure can have a total reflection for short waves and near the free surface. Furthermore,
at the resonant frequency, there exists a total reflection. Figure 14 indicates a reverse tendency for the
transmission coefficient versus dimensionless water depth.

Kh

M
CD

FM
AB

F
M

CD
FM

AB
F

Figure 12. Wave forces on the mooring lines versus relative water depth (d1/h = 0.25, �/h = 0.2,
a/h = 0.3, CD = 2.0, and CM = 2.0).
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Figure 13. Reflection coefficient versus relative water depth for various submerged depths of the
structure (d1/h = 0.10, 0.25, and 0.50).
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Figure 14. Transmission coefficient versus relative water depth for various submerged depths of the
structure (d1/h = 0.10, 0.25, and 0.50).

Effects of various submerged depths of the structure on the motions of the structure, namely,
surge, heave, and pitch, are shown in Figures 15–17, respectively. The surge and pitch amplitudes
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decrease with the increasing relative water depth (the shorter waves), as the shorter waves induce
less structural motions. In general, the structure located near the free surface can get bigger motions.
The same tendency applies to the heave motion, but there exists a resonant frequency due to the
hydrostatic restoring force of the water buoyancy. The resonant frequency shifted for different structural
submergence due to different hydrodynamic forces acting on the structure.

s 1
 / 

AI 

Kh

=hd
=hd
=hd

Figure 15. Dimensionless surge amplitude versus relative water depth for various submerged depths
of the structure (d1/h = 0.10, 0.25, and 0.50).
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Figure 16. Heave amplitude versus relative water depth for various submerged depths of the structure
(d1/h = 0.10, 0.25, and 0.50).
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Figure 17. Pitch amplitude versus relative water depth for various submerged depths of the structure
(d1/h = 0.10, 0.25, and 0.50).
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In this study, we emphasize that the moored underwater structures with motions of full degrees of
freedom subjected to actions of incident waves and present an analytic solution. However, the solution
is restricted to geometrical deployment and a linear assumption. Nevertheless, the methodology can
be expanded to nonlinear problems via a higher-order solution; the linear solution can be applied as
a preliminary identification of the characteristics of the practical problems.

4. Conclusions

With considerations of wave forces acting on mooring lines, a new analytic solution is presented
for the problem of an underwater moored floating structure with motions of full degrees of freedom
subjected to incident waves. A coupling formulation among water waves, underwater floating
structure, and mooring lines is presented. Iterations for the drag coefficients, energy conservation
without drag loss, reflection and transmission coefficients, and comparisons of wave scatterings with
a finite elements result, as well as motion amplitudes in comparison with a numerical boundary element
model, provide valid validation of the present solution. With additional considerations of wave forces
acting on the mooring lines, the drag dampening significantly decreases wave reflections and the
motions of the structure at the high-frequency resonance. The magnitudes of the wave forces acting on
the mooring lines can reach up to 12% of the incident wave forces. The study of the submerged depth
of the structure indicates that the structure deployed nearer the free surface can induce bigger motions.
The analytic solution is very much dependent on the geometry of the structure; however, the interaction
formulation in this paper can be applied to practical problems for more complete considerations.
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Appendix A. Definitions of Coefficients

Definitions of coefficients kn, k2n, k4n, γn, μn1, μn2, D2
2n, F2

4n, D3
2n, and F3

4n.

ω2 = −gkn tan knh, n = 1, 2, · · ·∞, k0 = −iK (A1)

ω2 = −gk2n tan k2nd1, n = 1, 2, · · ·∞ (A2)

k4n = nπ/d2, n = 1, 2, · · ·∞ (A3)

γn = nπ/2�, n = 1, 2, · · ·∞ (A4)

μn1 = γn +ω
2/g, n = 1, 2, · · ·∞ (A5)

μn2 = γn −ω2/g, n = 1, 2, · · ·∞ (A6)

D2
2n =

iωs2(1− cos 2γn�)

�γn2
(
μn1eγn(−d1−h) − μn2e−γn(−d1+h)

) , n = 1, 2, · · ·∞ (A7)

F2
4n =

iωs2(1− cos 2γn�)

�γn2sinhγnd2
, n = 1, 2, · · ·∞ (A8)

D2
3n =

−iωs3(1 + cos 2γn�)

γn2
(
μn1eγn(−d1−h) − μn2e−γn(−d1+h)

) , n = 1, 2, · · ·∞ (A9)
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F3
4n =

−iωs3(1 + cos 2γn�)

γn2sinhγnd2
, n = 1, 2, · · ·∞ (A10)

Appendix B. Wave Forces Acting on the Floating Structure

Wave forces acting on the floating structure in the direction of each degree of freedom can be
calculated as:

f1 = −iωρ · e−iωt
{∫ −d1
−h+d2

[ (
φI + φD

1

)∣∣∣∣
x=−� − φ

D
3

∣∣∣
x=�

]
dz

+s1 ·
∫ −d1
−h+d2

[
φ1

1

∣∣∣
x=−� − φ1

3

∣∣∣
x=�

]
dz + s3 ·

∫ −d1
−h+d2

[
φ3

1

∣∣∣
x=−� − φ3

3

∣∣∣
x=�

]
dz

} (A11)

f2 = −iωρ · e−iωt
[∫ �
−�

(
φD

4

∣∣∣
z=−h+d2

− φD
2

∣∣∣
x=−d1

)
dx

+s2 ·
∫ �
−�

(
φ2

4

∣∣∣
z=−h+d2

− φ2
2

∣∣∣
z=−d1

)
dx

] (A12)

f3 = −iωρ · e−iωt
{ ∫ −d1
−h+d2

(z− z0)
[ (
φI + φD

1

)∣∣∣∣
x=−� − φ

D
3

∣∣∣
x=�

]
dz

−∫ �−� x
[
φD

4

∣∣∣
z=−h+d2

− φD
2

∣∣∣
z=−d1

]
dx + s1 ·

∫ −d1
−h+d2

(z− z0)
[
φ1

1

∣∣∣
x=−� − φ1

3

∣∣∣
x=�

]
dz

−s1 ·
∫ �
−� x

[
φ1

4

∣∣∣
z=−h+d2

− φ1
2

∣∣∣
z=−d1

]
dx + s3 ·

∫ −d1
−h+d2

(z− z0)
[
φ3

1

∣∣∣
x=−� − φ3

3

∣∣∣
x=�

]
dz

−s3 ·
∫ �
−� x

[
φ3

4

∣∣∣
z=−h+d2

− φ3
2

∣∣∣
z=−d1

]
dx

} (A13)

Integrations shown in Equations (A11)–(A13) can be calculated, and the equations be rewritten, as:⎧⎪⎪⎪⎨⎪⎪⎪⎩
f1
f2
f3

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =
[

f R
]⎧⎪⎪⎪⎨⎪⎪⎪⎩

s1

s2

s3

⎫⎪⎪⎪⎬⎪⎪⎪⎭+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f D
1

f D
3

f D
3

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (A14)

where
[

f R
]

and
{

f D
}

can be expressed as:

[
f R

]
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
f R
11 0 f R

13
0 f R

22 0
f R
31 0 f R

33

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A15)

with the components expressed as:

f R
11 =

∞∑
n=0

(
B1

1n −A1
3n

)sin kn(h− d1) − sin knd2

kn
(A16)

f R
13 =

∞∑
n=0

(
B3

1n −A3
3n

)sin kn(h− d1) − sin knd2

kn
(A17)

f R
22 =

(
2�B2

40

)
+
∞∑

n=1

(
A2

4n + B2
4n

)
cos k4nd2

(1−e−2k4n�)
k4n

+
∞∑

n=1
F2

4n coshκ4nd2
(1−cos 2κ4n�)

κ4n
− ∞∑

n=0

(
A2

2n + B2
2n

) (1−e−2k2n�)
k2n

− ∞∑
n=1

D2
2n

(
μn1e−κ2n(d1+h) + μn2e−κ2n(−d1+h)

)
(1−cos 2κ2n�)

κ2n

(A18)

f R
31 =

∞∑
n=0

(
B1

1n −A1
3n

)
C16

n − 2
3�

3A1
40

− ∞∑
n=1

(
A1

4n − B1
4n

)
cos k4nd2 ·C17

4n +
∞∑

n=0

(
A1

2n − B1
2n

)
C17

2n

(A19)
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f R
33 =

∞∑
n=0

(
B3

1n −A3
3n

)
C16

n − 2
3�

3A3
40

− ∞∑
n=1

(
A3

4n − B3
4n

)
cos k4nd2 ·C17

4n −
∞∑

n=1
F3

4n coshκnd2 ·C18
n

+
∞∑

n=0

(
A3

2n − B3
2n

)
C17

2n −
∞∑

n=1
D3

2n

(
μn1e−κ2n(d1+h) + μn2e−κ2n(−d1+h)

)
C18

n

(A20)

f D
1 =

igAIe−iK�

ω cosh Kh
sinhK(h−d1)−sinhKd2

K

+
∞∑

n=0

(
BD

1n −AD
3n

)
· sin kn(h−d1)−sin knd2

kn

(A21)

f D
2 = 2�BD

40 +
∞∑

n=1

(
AD

4n + BD
4n

)
cos k4nd2

(1−e−2k4n�)
k4n

− ∞∑
n=0

(
AD

2n + BD
2n

) (1−e−2k2n�)
k2n

(A22)

f D
3 =

igAIe−iK�

ω cosh Kh C16
0 +

∞∑
n=0

(
BD

1n −AD
3n

)
C16

n − 2
3�

3AD
30

+
∞∑

n=1

(
AD

4n − BD
4n

)
cosk4nd2 ·C17

4n +
(
A3

2n − B3
2n

)
C17

2n

(A23)

And the constants C16
n , C17

2n, C17
4n, and C18

n are:

C16
n =

∫ 0
−d1

(z− z0) cos[kn(z + h)]dz

=
(h−d2−z0) sin knd2−(d1+z0) sin kn(h−d1)

kn

+
cos kn(h−d1)−cos knd2

k2
n

(A24)

C17
2n,4n =

∫ �
−� xe−k2n,4n(x+�)dx = −∫ �−� xek2n,4n(x−�)dx

= 1−e−2k2n,4n�

k2n,4n2 − �
(
1+e−2k2n,4n�

)
k2n,4n

(A25)

C18
n =

∫ �
−� x sinγn(x + �)dx

=
sin 2γn�
γn2 − �(1+cos 2γn�)

γn2

(A26)

Appendix C. Stiffness Matrix of the Mooring Springs

The components of the stiffness matrices for the springs AB and CD are calculated according to
the geometrical orientations of the springs and can be expressed as:

KAB
11 = KCD

11 = Ks cos2 θ (A27)

KAB
12 = KAB

21 = −KCD
12 = −KCD

21 = Ks cosθ sinθ (A28)

KAB
13 = KAB

31 = KCD
13 = KCD

31 = Ks
[
0.5(h− d1 − d2) cos2 θ− � cosθ sinθ

]
(A29)

KAB
22 = KCD

22 = Ks sin2 θ (A30)

KAB
33 = KCD

33 = Ks[0.5(h− d1 − d2) cosθ− � sinθ]2 (A31)

Appendix D. Wave Forces Acting on Mooring Lines

Wave forces acting on the mooring springs are calculated using the linearized Morison equation
(Lee, 1994):

dFM =
ρCD�DS

2

(
U − .
ς
)
dS +

ρπCMD2
S

4

( .
U − ..
ς
)
dS (A32)
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where ρ is fluid density, DS is the diameter of the spring, U and
.

U are the flow velocity and acceleration
in the direction normal to the mooring line, CM is the added mass coefficient,

.
ς and

..
ς are the velocity

and acceleration of the mooring line, and the linear drag coefficient is expressed as:

CD� =
4CD

3πω

∫ −h+d2

−h

∣∣∣U − .
ς
∣∣∣3dz∫ −h+d2

−h

∣∣∣U − .
ς
∣∣∣2dz

(A33)

Note that motions of the mooring lines are not known in priori until the problem solved: therefore,
a complete solution will contain an iteration procedure until a 0.5% convergent criteria is reached.
Furthermore, the springs are not subjected to forces in a transverse direction; therefore, the wave forces
calculated are transferred to the attached points A and C. Thus,

FM
A =

cscθ
d2

∫ −h+d2

−h

⎡⎢⎢⎢⎢⎣ρCD�DS

2

(
U1 − .

ςAB

)
+
ρπCMD2

S
4

( .
U1 − ..

ςAB

)⎤⎥⎥⎥⎥⎦dz (A34)

FM
C =

cscθ
d2

∫ −h+d2

−h

⎡⎢⎢⎢⎢⎣ρCD�DS

2

(
U3 − .

ςCD

)
+
ρπCMD2

S
4

( .
U3 − ..

ςCD

)⎤⎥⎥⎥⎥⎦dz (A35)

where the subscripts 1 and 3 stand for regions 1 and 3, while subscripts AB and CD stand for the spring
AB and CD. The corresponding expressions are:

U1 = −
(
ΦI

x + ΦD
1x + s1 ·Φ1

1x + s2 ·Φ2
1x + s3 ·Φ3

1x

)
sinθ

−
(
ΦI

z + ΦD
1z + s1 ·Φ1

1z + s2 ·Φ2
1z + s3 ·Φ3

1z

)
cosθ

(A36)

U3 = −
(
ΦD

3x + s1 ·Φ1
3x + s2 ·Φ2

3x + s3 ·Φ3
3x

)
sinθ

−
(
ΦD

3z + s1 ·Φ1
1z + s2 ·Φ2

3z + s3 ·Φ3
3z

)
cosθ

(A37)

With substitutions of Equations (A36) and (A37) into Equation (A33) and Equation (A35), one
can obtain

FM
A = FMw

A + FMs
A (A38)

FM
C = FMw

C + FMs
C (A39)

in which
FMw

A = cscθ
d2

(
ρCD�DS

2 − iωρπD2
SCM

4

){(
KgAIe−iK� sinθ
ω cosh Kh

)(Kd2sinhKd2−cosh Kd2+1
K2

)
+

(
iKgAIe−iK� cosθ
ω cosh Kh

)(Kd2 cosh Kd2−sinhKd2
K2

)
+ sinθ

[ ∞∑
n=0

(
BD

1n + s1B1
1n + s2B2

1n + s3B3
1n

)(−knd2 sin knd2−cos knd2−1
kn

)]
+ cosθ

[ ∞∑
n=0

(
BD

1n + s1B1
1n + s2B2

1n + s3B3
1n

)(− sin knd2+knd2 cos knd2
kn

)]}
(A40)

FMs
A = cscθ

d2

(
iωρCD�D2

S
2 +

πρCMω
2D2

S
4

)
{

s1
(

sinθ
d2

) d2
3

3 − s2
d2

2

2 cosθ− s3

[
(h−d1−d2) sinθ

2d2

d2
3

3 + � d2
2

2 cosθ
]} (A41)

FMw
C = cscθ

d2

(
ρCD�DS

2 − iωρπD2
SCM

4

)
·
{

sinθ
[ ∞∑

n=0

(
AD

3n + s1A1
3n + s2A2

3n + s3A3
3n

)( knd2 sin knd2+cos knd2−1
kn

)]
+ cosθ

[ ∞∑
n=0

(
AD

3n + s1A1
3n + s2A2

3n + s3A3
3n

)(
sin knd2−knd2 cos knd2

kn

)]} (A42)
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FMs
C = cscθ

d2

(
iωρCD�DS

2 +
πρCMω

2D2
S

4

)
{

s1
(

sinθ
d2

) d2
3

3 + s2
d2

2

2 cosθ− s3

[
(h−d1−d2) sinθ

2d2

d2
3

3 + � d2
2

2 cosθ
]} (A43)

Note that the spring CD is located at the lee side of the structure; therefore, there is no incident
wave in the expression.
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Abstract: In this study, the methods and results of numerical simulations to estimate the motion
performance of a newly developed lightweight light buoy in waves and to check the effect of
conceptually developed appendages on that performance were introduced. The results from a
potential-based motion analysis with viscous damping coefficients obtained from free decay tests
using computational fluid dynamics (CFD) and those obtained from wave motion simulation using
CFD were compared. From these results, it was confirmed that viscous damping should be considered
when the frequency of an incoming wave is close to the natural frequency of the buoy. It was estimated
that the pitch and heave motions of the light buoy became smaller when the developed appendages
were adopted. Although the quantitative superiority of the appendages was different, the qualitative
superiority was similar between both results.

Keywords: light buoy; motion performance in waves; potential-based simulations; viscous damping
coefficients; free decay tests; computational fluid dynamics

1. Introduction

Light buoys are equipped with a lighting function and navigation sign (Figure 1). The buoy
guides vessels sailing nearby in the daytime with its shape and color, and at night with its light. It also
plays a role in notifying vessels about the presence of obstacles such as reefs and shallows.

Figure 1. Light buoys.

Because conventional large buoys are mainly made of steel, they are heavy and vulnerable to
corrosion and erosion by seawater. This makes the installation and maintenance of the buoys difficult.
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Moreover, vessel collision accidents with buoys and damage to vessels due to the light buoys’ material
(e.g., steel) are reported every year in Korea. Recently, light buoys adopting eco-friendly and lightweight
materials have come into the spotlight to solve the previously mentioned problems. In Korea, a new
lightweight light buoy with a 7-nautical-mile lantern, adopting an expanded polypropylene (EPP)
and aluminum buoyant body and tower structure was developed by Jeong et al. [1]. Figure 2 shows
the comparison of the conventional light buoy with the newly developed one. The total weight and
manufacturing cost of the new buoys are approximately 40% and 27% lower than the conventional
ones, respectively.

Figure 2. Comparison between a conventional light buoy and the lightweight one developed by
Jeong et al. [1].

When the light buoy operates on the ocean, the visibility and angle of light from its lantern changes,
which may cause it to function improperly. From this point of view, the pitch and roll motions of a
light buoy are important. Moreover, large heave motions may cause structural damage to the mooring
system. The motion of a floating body is greatly affected by external environmental loads, especially
waves. To ensure motion stability and structural reliability, the natural frequency of the floating body
needs to be very different from that of the dominant waves at the installation site. Because the mass
distribution and center of gravity of the lightweight buoy are different from those of conventional one,
the motion performance of the new type of buoy in waves should be assessed.

Therefore, after checking the static stability, Son et al. [2] carried out a motion analysis of a newly
developed lightweight light buoy under various environmental conditions using potential-based
commercial software ANSYS AQWA(Ansys, In., Canonsburg, PA, U.S.) that considers wind and
current loads estimated by numerical simulations using the commercial computational fluid dynamics
(CFD) software Siemens STAR-CCM+ (Siemens Industry Software Ltd., Plano, TX, U.S.) to increase the
accuracy of the motion analysis. As a result, it was predicted that the pitch and roll motion were large
and did not meet the design targets in specific conditions. As mentioned in several studies [3–7], one
of the reasons might be that the viscous damping effect is ignored in the potential-based simulations
commonly performed for the motion analysis.

A widely used way to consider the viscous effect in potential-based motion analyses is to evaluate
and apply a viscous damping coefficient using the free decay test or force harmonic oscillation test [8,9].
These tests can also be conducted through CFD simulations. Wassermann et al. [10] estimated the roll
damping of ships using CFD simulations of free decay and harmonic excited roll motion tests. They
compared the advantages and disadvantages of both techniques. Wilson et al. [11] performed free roll
decay tests on a surface combatant ship using CFD and compared the estimated damping coefficients
with experimental results. Irkal et al. [12] carried out experiments and CFD simulations of free roll
decay tests with different dimensions of a bilge keel. Song et al. [13] and Kianejad et al. [14] estimated
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the roll damping coefficient of a 2D section of a floating body and container ships through harmonic
excited roll motion tests using CFD simulations.

Some studies based on CFD simulations were conducted to determine the resonance condition of
a floating body as an energy harvesting device. Zhang et al. [15] investigated the influences of selected
parameters such as incident wave condition, submerged depth, and power take off damping on the
hydrodynamic performances of 2-D sections of rectangular heaving buoys. Luan et al. [16] estimated the
hydrodynamic performance of a wave energy converter under various wave conditions and confirmed
the relationship between optimal linear damping and incident wave conditions. Mohapatra et al. [17]
formulated the mathematical modelling of wave diffraction by a floating fixed truncated vertical
cylinder based on Boussinesq-type equations in the application range of weakly dispersive Boussinesq
model, and showed the fidelity of the model by comparing the results from the developed analytical
model with those from experiments and their CFD simulations using OpenFOAM.

The adoption of a proper appendage, such as a (bilge) keel or a heave (damping) plate, is one
of the options for improving the motion performance of a floating body in waves. Although it is
difficult to find motion reduction devices specifically designed for a light buoy, a heave damping plate
for a vertical circular cylinder or a spar platform would be effective for a light buoy because of its
geometrical similarity. Research on the effect of heave damping plates can be found in the following
papers. Koh and Cho [18] carried out analytical and experimental studies to investigate the heave
motion response of a circular cylinder according to the characteristics of dual damping plates as
heave motion reduction appendages. Tao and Cai [19] investigated the vortex shedding pattern and
hydrodynamics forces arising from the flow separation and vortex shedding around a damping plate of
a circular cylinder. Through a series of experiments, some approximation equations were developed to
calculate the added mass of the floating cylinder with a separate heave plate, and the motion response
of a vertical circular cylinder with a heave plate to a series of regular waves was examined by Zhu and
Lim [20]. Sudhakar and Nallayarasu [21,22] investigated the influence of single and double damping
plates on the hydrodynamic response of a spar in regular and irregular waves by experimental studies.
Koh et al. [23] performed free decay tests by experiments to obtain the viscous damping coefficients
of a circular cylinder with a heave damping plate changing the porosity of the damping plate. From
their experiments for regular and irregular waves, the pronounced motion reduction was observed by
applying a porous plate.

In this study, motion analyses of a newly developed lightweight light buoy in waves were
performed to predict the motion performance and to check the effects of the conceptually developed
appendages intended for improving the motion performance. First, free decay tests including
benchmark cases using CFD were carried out to estimate the viscous damping coefficients that cannot
be obtained by potential-based simulations. Then, the results from potential-based simulations
considering the viscous damping coefficients estimated by CFD were compared with the results of
motion simulations in regular waves using CFD simulations (Figure 3).
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Figure 3. Scope and process of present study.

2. Problem Formulation

2.1. Governing Equation

For incompressible turbulent flows, the governing equations are the continuity and
Reynolds-averaged Navier-Stokes equations, as shown in Equations (1) and (2), respectively.

∂ui
∂xi

= 0 (1)

∂ui
∂t

+
∂
(
uiuj

)
∂xj

= − 1
ρ

∂p
∂xi

+
∂
∂xj

{
(ν+ νt)

∂ui
∂xj

}
+ fi, (2)

where ui and xi are the velocity component and coordinate in the i-direction; ρ is the density; p is the
pressure; ν is the kinematic viscosity; νt is the eddy viscosity; and fi is the external force per unit mass.

2.2. Estimation Procedure of Viscous Damping Coefficients from a Free Decay Test

The 1-degree of freedom (DOF) motion equations of pitch and heave of a floating body are
as follows.

(I + Ia)
..
θ+ b55

.
θ+ c55θ = M(t) (3)

(m + ma)
..
z + b33

.
z + c33z = F(t), (4)

where I and Ia are the moment of inertia and added moment of inertia, respectively; θ is the angular
displacement; b and c are the total damping and restoring coefficients, respectively; and M(t) is the
pitch wave excitation moment. In Equation (4), m and ma are the mass and added mass, respectively; z
is the vertical displacement; and F(t) is the heave wave excitation force.

The total damping coefficients of pitch and heave were calculated from the free decay test using
Equations (5) and (6), respectively.

b55 = 2ζ55

√
(I + Ia)c55 (5)

b33 = 2ζ33

√
(m + ma)c33, (6)

212



J. Mar. Sci. Eng. 2020, 8, 139

where ζ is a non-dimensional total damping coefficient estimated by the method of Journée and
Massie [9], for which four peaks of motion from the free decay test, as shown in Figure 4, were chosen
to evaluate ζ through Equation (7).

ζ =
1

2π
·ln

(
za1 − za2

za3 − za4

)
(7)

Figure 4. Free decay curve.

The viscous damping coefficients were derived from Equations (8) and (9) proposed by Koh and
Cho [18].

b55, vis = b55 − ν55(ωo, 55) (8)

b33, vis = b33 − ν33(ωo,33) (9)

where ν55(ωo, 55) and ν33(ωo,33) are the radiation damping coefficients, which were evaluated by the
ANSYS-AQWA software in this study, at the undamped natural frequencies of pitch and heave motions
defined as ωo, 55 =

√
c55/(I + Ia) and ωo, 33 =

√
c33/(m + ma), respectively.

3. Numerical Simulations

3.1. Simulation Method

STAR-CCM+ 11.04 was used to simulate the free decay test and for the motion simulations in
regular waves. To capture the free surface, the volume of fluid (VOF) method was used. The realizable
k-ε model was applied as a turbulent model. In addition, the overset grid and dynamic fluid body
interaction techniques were used to handle the motion of the floating body. 3-DOF (surge, heave,
and pitch) and 6-DOF simulations were performed for the free decay tests and motion simulations in
regular waves, respectively.

With the application of the viscous damping coefficients, which were estimated by CFD simulations,
the motion analyses were performed using ANSYS-AQWA, which is based on panel methods.

3.2. Modeling of Lightweight Light Buoys

To improve the motion performance of the recently developed lightweight light buoy, named
“Base,” two kinds of appendages were conceptually designed and assumed to be installed on the
light buoy, as illustrated in Figure 5. The first addition is similar to a heave damping plate for an
offshore structure; it is named “Plate” hereafter. The other addition is a conical shape similar to a ship’s
bilge keel, which is marked as “Cone” in the present paper. From the research of Koh et al. [23], the
damping coefficient of a vertical circular cylinder with a porous damping plate is larger than that with
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a non-porous damping plate. Therefore, the effect of the porosity of the appendage was also evaluated
in this study. The models considering the porosity are named “Porous Plate” and “Porous Cone.”

Figure 5. Cross-section views of target lightweight light buoys.

The simplified geometries of the lightweight light buoys with and without the developed
appendages for the numerical analysis are shown in Figure 6, where only the major parts affecting the
motion of the buoy were modeled considering the total mass and mass moment of inertia of the tower
structure. The particulars and hydrostatic properties of the buoys are listed in Table 1. The mass of the
light buoy with the appendages is approximately 7% higher than that of the Base model.

Base Plate Porous Plate Cone Porous Cone

Figure 6. Geometries of lightweight light buoy with and without developed appendages.

Table 1. Main particulars and hydrostatic properties of the lightweight light buoys.

Models Mass [kg]
Diameter

of Buoyant
Body [m]

Draft [m]
Center of

Gravity [m]
Metacentric
Height [m]

Mass Moment
of Inertia
[kg·m2]

Base 2423

2.400

3.036 2.136 1.052 10,902
Plate 2596 3.073 2.009 1.144 11,490

Porous Plate 2579 3.069 2.021 1.137 11,435
Cone 2617 3.078 2.150 1.018 10,965

Porous
Cone

2597 3.073 2.149 1.021 10,958
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3.3. Estimation of Viscous Damping Coefficient Using CFD Simulation

3.3.1. Validation

To confirm the accuracy of the present numerical schemes and methods, CFD simulations of the
free pitch and heave decay tests of a circular cylinder were performed under the same conditions as
Palm et al. [24], who carried out experimental and numerical tests. A vertically truncated cylinder was
tested in a wave tank with a water depth of 0.9m. The mass and diameter of the cylinder were 35.85kg
and 0.515m, respectively. The moment of inertia around the center of gravity was 0.9kgm2 and the
center of gravity was placed 0.0758m above the bottom of the buoy along the symmetry z-axis.

Figure 7 shows the comparisons of the pitch and heave time histories obtained from the present
CFD simulations with the results of the reference. The results of the present study are in good agreement
with those of the reference. The reason for the discrepancy in pitch motion between the numerical and
experimental results is thought to be the limitation of a small-scale experiment, in which generally
allowable errors in the controlling and measured variables, such as the draft and center of gravity,
may result in considerable differences in the motion response, as pointed out by Palm et al. in their
work [24].

(a) (b)

Figure 7. A comparison of the time histories of (a) free pitch and (b) heave decay curves of a circular
cylinder between the present results and those of the reference.

3.3.2. Computational Domain, Boundary Conditions, and Grid System

Figure 8 shows the computational domain and boundary conditions of the free decay test for the
light buoys using CFD. The size of the computational domain was set to 25 m in the depth direction
below the free surface. The length and width are 30.0 D based on the diameter D (2.40 m) of the light
buoy. To suppress the radiated waves from the light buoys, a numerical wave damping scheme is
applied at the ends of the side boundaries to approximately one third of the computational domain.
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Figure 8. Computational domain and boundary conditions of the free decay test of lightweight light
buoys using CFD.

Figure 9 shows the grid system of the free decay test using CFD. The grid system was generated
using surface remesher, trimmer mesh, and prism layer mesh in STAR-CCM+. Near the light buoy and
free surface, grids are refined to accurately capture the complicated flow around the buoy including
the appendage and free surface.

Figure 9. Grid system for the free decay test of lightweight light buoys using CFD.

3.3.3. Results

The free pitch and heave decay curves of the light buoys are shown in Figure 10. As seen in the
figure, the decay of the motions becomes faster when the appendages are adopted. The plate-type
appendages are more effective than the conical-type ones for the reduction of pitch motions, while
the effect of the porous cone appendage is almost the same as that of the plate-type one in reducing
heave motions.

216



J. Mar. Sci. Eng. 2020, 8, 139

(a) (b)

Figure 10. Free pitch (a) and (b) heave decay curves of the lightweight light buoys.

Table 2 shows the estimated non-dimensional damping coefficient and natural frequencies of the
light buoys from the free decay tests. With the adopted appendages, the pitch natural frequencies of
the buoys became higher than those of the Base model, resulting from the increase in the restoring
moment due to the increments in metacentric height (GM) and draft. The reason the heave natural
frequencies of the models with appendages become 10%–15% smaller might be related to the change
in mass and added mass, and the viscous and radiation damping.

Table 2. Non-dimensional damping coefficients and natural frequencies of lightweight light buoys
from free decay tests.

Pitch Heave

ζ[-] ωo [rad/s] ζ[-] ωo [rad/s]

Base 0.0135 1.397 0.1107 3.107
Plate 0.0209 1.452 0.1550 2.748

Porous Plate 0.0219 1.447 0.1660 2.813
Cone 0.0167 1.425 0.1344 2.649

Porous Cone 0.0172 1.418 0.1587 2.795

Figure 11 shows the vorticity distributions at the first and second peaks of motion, which were
observed during the free decay simulations. Around the appendages, complicated flows and strong
vortexes were observed, which led to high energy dissipations and strong viscous effects.
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Figure 11. Comparisons of vorticity (j) distributions around the lightweight light buoys during (a) free
pitch and (b) heave decay tests when the first and second peaks of motion occur.

3.4. Potential-Based Motion Analysis

3.4.1. Computational Conditions

Figure 12 shows the computational domain and the panels on the surfaces of the light buoys.
Heading waves with frequencies of 0.1 to 6.0 rad/s were considered. The maximum panel size was
approximately 1/7 times that of the shortest wavelength. The minimum and maximum numbers
of the generated panels were approximately 4000 and 18,300 for the Base and Porous Cone models,
respectively. The motion analyses of the light buoys were performed using ANSYS-AQWA with
and without the application of the viscous damping coefficients, which were estimated using CFD
simulations, as discussed in the previous section.
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Figure 12. Computational domain and panels of the lightweight light buoys for
potential-based simulations.

3.4.2. Results

Table 3 lists the estimated coefficients of the added and total mass moment of inertia, the viscous
and radiation damping, and the ratio of viscous damping to total damping for the pitch motion at
the natural frequencies of each model from the potential-based motion analysis. As seen in the table,
the added mass moment of inertia and viscous damping, which is much larger than the radiation
damping, becomes larger with the adopted appendages, which may result in the reduction of motion.

Table 3. Added mass moment of inertia, total mass moment of inertia, coefficients of viscous and
radiation damping, and ratio of viscous damping to total damping for a pitch motion at natural
frequencies of the models from the potential-based motion analysis.

Ia [kgm2] I+Ia [kgm2] b55, vis [kgm2/s] ν(ωo) [kgm2/s] b55, vis
b55

[-]

Base 1968 12,876 63.359 0.488 0.9924
Plate 2435 13,936 109.952 0.884 0.9920

Porous Plate 2556 14,002 114.261 0.842 0.9927
Cone 2145 13,121 80.067 0.656 0.9919

Porous Cone 2116 13,084 82.690 0.610 0.9927

Figure 13 shows the pitch response amplitude operators (RAOs) of the buoys. Near the natural
frequencies of the buoys, the RAOs of all models become very small when the viscous damping is
considered. The maximum pitch motions are expected to be reduced by approximately 20%–40% with
the adoption of the appendages. Because the radiation damping is small, and the viscous damping
was estimated and applied from the CFD simulations of free decay tests, plate-type appendages are
more effective than the conical-type ones.
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(a) (b)

Figure 13. Pitch pitch response amplitude operators (RAOs) estimated from the potential-based motion
analysis of the light buoys (a) without and (b) with the consideration of viscous damping.

Table 4 shows the estimated added mass, total mass, coefficients of viscous and radiation damping,
and ratio of viscous damping to total damping for heave motion at the natural frequencies of each
model from the potential-based motion analysis. Unlike for pitch motion, radiation damping is greater
than viscous damping except for that of the Cone model. The reason for this can be easily deduced, as
the vertical translation motion of a cylinder generates more waves than the rotation motion.

Table 4. Added mass, total mass, coefficients of viscous and radiation damping, and ratio of viscous
damping to total damping of a lightweight light buoy from the potential-based motion analysis.

ma [kg] m+ma [kg] b33, vis [kg/s] ν(ωo) [kg/s] b33, vis
b33

[-]

Base 2254 4677 136 3107 0.0419
Plate 2874 5470 2243 2890 0.4368

Porous Plate 3166 5745 2387 2987 0.4441
Cone 2549 5166 2907 1710 0.6295

Porous Cone 2609 5206 2570 2600 0.4970

The heave RAOs of the light buoys without and with considering the viscous damping coefficients
are shown in Figure 14. Near the natural frequencies of the buoys, the RAOs of the models with
appendages become small when viscous damping is considered, while there is not much difference
with the Base model. In the comparison of the maximum heave motions of each model, porous
appendages are expected to be more effective than non-porous ones for all frequencies in reducing the
heave motion even if the differences are not large.
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(a) (b)

Figure 14. Heave RAOs estimated from the potential-based motion analysis of the light buoys
(a) without and (b) with the consideration of viscous damping.

3.5. Motion Simulation in Regular Waves Using CFD

3.5.1. Computational Domain and Grid System

Figure 15 shows the computational domain and boundary conditions for the motion simulation in
regular waves using CFD. To enhance the accuracy of CFD simulations including waves, it is important
to minimize the artificial diffusion of generated waves and wave reflections at boundaries. One of the
methods to reduce wave reflection and computational cost while maintaining accuracy is the wave
forcing method. As an inflow boundary condition, second-order Stokes wave theory was applied as
the “velocity inlet” to express waves with the Euler-overlay method (EOM), which is a built-in forcing
method of STAR-CCM+ [25,26]. In the overlay zone located from the inlet boundary to 2.4 m ahead of
the buoy in the x-direction, analytic solutions and CFD solutions are gradually blended by applying
source terms to VOF and momentum equations. No-slip conditions were imposed on the buoy surface
and bottom boundary. For outflow boundary, the “pressure outlet” boundary condition was used
while adopting grid damping technique [27] to minimize the wave reflection at the boundary. For the
side boundaries, the “symmetry plane” boundary condition was used [25,26].

Figure 15. Computational domain and boundary conditions for motion simulations of lightweight
light buoys in regular waves using CFD.
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Figure 16 shows the grid system for the CFD simulations. The numbers of cells per wavelength
and height were 140 and 30, respectively. The minimum and maximum numbers of the total generated
cells were approximately 3.0 and 3.74 million for the Base and Porous Cone models, respectively.

Figure 16. Grid system for motion simulations of lightweight light buoys in regular waves using CFD.

3.5.2. Regular Wave Conditions for Motion Analysis Using CFD

Table 5 shows the wave conditions (i.e., simulation cases) for the CFD motion analysis. Eight
waves of different wave frequencies, including the pitch and heave natural frequencies of the Base
model, were selected. The amplitude of each wave was determined under the assumption that the
wave steepness was 1/40.

Table 5. Regular wave conditions.

Wave
Steepness H/ λ

[-]

Wave
Frequency,
ω

Wave Period,
T [s]

Wave Length,
λ [m]

Wave Height,
H [m]

Remark

1/40

1.247 5.039 39.638 0.996

1.397 4.498 31.583 0.794
Pitch natural

frequency (Base)
1.843 3.409 18.147 0.456
2.039 3.082 14.826 0.373
2.395 2.623 10.746 0.270
2.751 2.284 8.145 0.205

3.107 2.022 6.385 0.160
Heave natural

frequency (Base)
3.500 1.795 5.032 0.126

3.5.3. Results

Figure 17 shows the time histories of the pitch and heave motions of a light buoy with and without
appendages when the frequency of the heading wave was 1.397 rad/s, which is the same as that of the
pitch natural frequency of the Base model. The corresponding wave height and length were 0.794 m
and 31.583 m, respectively. The effectiveness of the appendages in terms of reducing both motions was
confirmed, as shown in the potential-based simulations considering viscous damping. This can also be
seen in Figure 18, which shows the snapshots of the free surface and the buoys when the 5th plus peak
of the motion was observed. However, unlike the potential-based simulation results, the superiority of
the effectiveness of each appendage is difficult to distinguish for the pitch motion, while the plate-type
appendages seem to work better for heave motion.
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(a) (b)

Figure 17. Time histories of (a) pitch and (b) heave motions of the buoys in regular waves, for which the
frequency is the same as the pitch natural frequency of the Base model, estimated by CFD simulation.

(a)

(b)

(c)

(d)

Figure 18. Cont.
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(e)

Figure 18. Snapshots of CFD simulations of (a) Base, (b) Plate, (c) Porous Plate, (d) Cone and (e) Porous
Plate models when the 5th plus peak of motion occurs in regular waves, for which the frequency is the
same as the pitch natural frequency of the Base model.

Figure 19 shows the time histories of the pitch and heave motion of a light buoy with and without
appendages when the frequency of the heading wave was 3.107 rad/s, which is the same as that of the
heave natural frequency of the Base model. The corresponding wave height and length were 0.160 m
and 6.385 m, respectively. The effectiveness of the appendages in reducing heave motions is clearly
seen, while that of the cone-type appendages is trivial for the reduction of pitch motion.

(a) (b)

Figure 19. Time histories of (a) pitch and (b) heave motions of the buoys in regular waves, for which the
frequency is the same as the heave natural frequency of the Base model, estimated by CFD simulation.

3.6. Comparison of RAOs between the Potential-Based Motion Analysis and CFD Simulations

The comparison of pitch and heave RAOs, and the maximums of each motion between the
potential-based motion analysis and CFD simulations are shown and listed in Figure 20 and Table 6,
respectively. The pitch RAOs of both results near the natural frequencies of the buoys are expected to
be reduced by adopting the appendages. Although the quantitative superiority of the appendages
is different, the qualitative superiority is similar between the results of the potential-based and CFD
simulations. In addition, if the frequency of the wave is far from that of the natural frequency of
the buoys, there is not a large discrepancy in the RAO by both simulations. In the case of heave
RAO, discrepancies exit in the low-frequency region, although the effectiveness of the appendages is
confirmed near the heave natural frequencies of each model. There may be some reasons for these
differences. First, the viscous damping coefficient was evaluated by subtracting the radiation damping
coefficient at the natural frequency of the buoy from the total damping coefficient. Second, the wave
heights in the low-frequency region are relatively high because the wave steepness is fixed, which may
enhance the non-linearity of the motion. The complex interactions among the incoming wave, flows,
and vortex around the buoy, and flows near the buoy, may also be causing these differences.
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(a) (b)

Figure 20. Comparison of (a) pitch and (b) RAOs between the CFD simulation and potential-based
motion analysis.

Table 6. Comparison of maximum RAOs estimated from the potential-based simulation with those
from the CFD simulation.

Models
Maximum of pitch RAO [deg/m] Maximum of Heave RAO [m/m]

Potential CFD Remark Potential CFD Remark

Base 54.841 69.743
pitch

natural
frequency

of Base model

1.357 1.327
heave natural
frequency of
Base model

Plate 35.366 53.441 0.760 0.746
Porous
Plate

33.736 55.230 0.790 0.793

Cone 45.211 54.222 0.920 0.549
Porous
Cone

43.381 57.069 0.815 0.688

4. Conclusions

In this study, motion analyses for a newly developed lightweight light buoy in waves were
performed to predict the buoy’s motion performance and check the effect of the developed appendages
on the performance. First, free decay tests using CFD including benchmark cases for the validation were
carried out to estimate the viscous damping coefficients, which cannot be obtained by potential-based
simulations. The results for the validation were in good agreement with those of the reference. Second,
potential-based simulations with and without considering the viscous damping coefficients were
performed, and the results were compared. From the results, it was confirmed that viscous damping
should be considered when the frequency of an incoming wave is close to the natural frequency of the
buoy. Finally, motion simulations in regular waves using CFD were carried out to compare the RAOs
and maximums of motions with those obtained from a potential-based simulation considering viscous
damping. The RAOs of both results near the natural frequencies of the buoys were expected to be
reduced by adopting the appendages. Although the quantitative superiority of the appendages was
different, the qualitative superiority was similar for both results. The present methods and results
would be useful not only for a buoy but for other cylindrical floating structures, such as spars and wave
energy converters. Motion simulations in irregular waves using CFD will be carried out to compare its
RAO and motion response with those by potential-based simulation.
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Abstract: With the increase of water depth, the design and use of the top-tensioned risers (TTR)
are facing more and more challenges. This research presents the effect of top tension on dynamic
behavior of deep-sea risers by means of numerical simulations and experiments. First, the governing
equation of vortex-induced vibration (VIV) of TTR based on Euler-Bernoulli theory and Van der
Pol wake-oscillator model was established, and the effect of top tension on natural vibration of TTR
was discussed. Then, the dynamic response of TTR in shear current was calculated numerically by
finite difference method. The displacement, bending stress and vibration frequency of TTR with
the variation of top tension were investigated. Finally, a VIV experiment of a 5 m long flexible
top-tensioned model was carried out at the towing tank of Tianjin University. The results show that
the vibration displacement of TTR increases and the bending stress decreases as the top tension
increases. The dominant frequency of VIV of TTR is controlled by the current velocity and is barely
influenced by the top tension. With the increase of top tension, the natural frequency of TTR increases,
the lower order modes are excited in the same current.

Keywords: deep-sea riser; top tension; vortex-induced vibration; numerical simulation; experiment

1. Introduction

In recent years, owing to the large demand of crude oil, offshore oil and gas explorations have
been shifted to deeper water regions. Risers are one of the basic elements of offshore installations that
are usually used for drilling and production. The riser is installed between wellhead at the sea bed and
floating platform. Actually, the riser has suffered the strong influences of environmental conditions
in unshielded deep-water region, hence it has complicated dynamic behavior under the influence
of platform’s motions, wind, waves and sea current, as shown in Figure 1. One of the most famous
phenomena is vortex-induced vibration (VIV). When the riser moves under the action of sea current,
vortices are shed along its surface, resulting in the formation of an unstable wake region behind
it. Vortex shedding normally takes place with different frequencies and amplitudes, thus induces a
periodically varying transverse force on the riser (i.e., perpendicular to the direction of the current),
resulting in a periodically transverse vibration known as the VIV [1–4].
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Figure 1. Schematic of a top-tensioned riser in ocean environment.

Drilling and production risers are mostly affected by VIV, which leads to increases in their
hydrodynamic loading and reduction in their service life due to fatigue. In the past, to ensure the
safety and to enhance the productivity of riser systems, many investigations on VIV of marine risers
have been reported. Srinil [5] studied dynamic behavior of a variable tension vertical riser placed in a
linearly sheared current by using numerical methods and experiments. He concluded that the current
velocity and the variable tension had great influence on VIV response of a deep-sea riser. The prediction
of VIV of a deep-sea riser was a challenging task since the incident current was practically non-uniform
and the associated fluid-structure interaction (FSI) phenomena was highly complex. Wang and Xiao [6]
presented an investigation on the VIV of the riser in uniform and linearly sheared current by means
of a fully 3D FSI simulation. They pointed out that the dominating modes of the riser in uniform
and linearly sheared current with the same surface velocity had no great difference. However, the
lock-in frequency range of the riser was wider in the sheared current, and the maximum stress was
smaller than in the uniform current. The contribution from in-line vibration has been noticed by many
researchers [7–11]. The coupled model of In-Line (IL) and Cross-Flow (CF) VIV was established, and
the results showed that IL VIV would affect the mode of the vortex and the amplitude of the CF
VIV. As the water depth increases, the IL-VIV was more easily excited than CF VIV, and IL VIV had
a significant contribution to fatigue on the deep-sea riser for the low-order modes. Duan et al. [12]
presented a numerical study on VIV of a riser with internal flow. Guo and Lou [13] performed an
experiment in water with a pipe made of rubber to investigate the effect of internal flow on VIV. The
results indicated that the internal flow would reduce the natural frequency of the riser system, and
the response amplitude increases while the vibration frequency decreases. Chen et al. [14] studied
the dynamic response of the riser suffering both the floating top-end and VIV. An integrated system
with both platform and riser was established by means of finite element numerical simulations. The
result showed that the displacement of the riser was multiple times larger than that of the case without
moving top-end. Wang et al. and Yin et al. [15,16] performed experiments in towing tank for the riser
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which was excited at the top by platform surge motion, and the results showed that the platform surge
had a great influence on VIV of the riser.

The top-tensioned risers (TTR) are widely deployed by FPSOs, Semi-submersible platforms, Spar
or Tensioned-leg platforms for drilling and production. The bottom end of TTR is connected with
the wellhead by ball joint, and the top end is connected with the platform by heave compensator (or
tensioner, see Figure 1). The compensator provides a large static tensile tension at the top end of TTR
(known as “top tension” for short in this paper), which can keep TTR vertical and avoid buckling due
to its large length. TTR is very sensitive to heave movements due to waves and to VIV caused by sea
current, since the rotation at the top and bottom connections is limited. The heave movement also
requires top tension equipment to compensate for the lack of tension. Therefore, the compensator
has the buffering function as a spring on the riser to reduce the heave motion effect [17,18]. The top
tension is generally 1.1~1.6 times of the submerged weight of TTR. Insufficient top tension might cause
buckling failure of the riser, while excessive top tension might result in stress concentration at the
top or bring about failure of the lower flexible joint. Yang et al. [19] pointed out that the stress and
displacement of TTR was controlled by the tensioners which provided constant axial tension to the
riser. Moghiseh et al. [20] concluded that increasing the pretension in the middle of the riser could
effectively reduce the displacement of the riser. Fujiwara et al. [21] performed a large-scale experiment
in deep-sea basin with a Teflon tube of 28.5 m long that was tensioned at the top end, and they found
out that the displacement of VIV of TTR was increased as the top tension increased.

Unlike the shallow sea risers, the deep-sea riser has a large slenderness ratio (around 104). In
order to study how VIV response of TTR changes with the change of top tension, this research presents
the effect of top tension on VIV of deep-sea risers by means of numerical simulations and experiments.

2. Governing Equations

In this research, TTR is modeled as simply-supported beam, as shown in Figure 2. The sea current
is in y direction and simplified as shear current. The influence of IL VIV is neglected, since the IL VIV
is an order of magnitude smaller than the CF VIV [22].

Figure 2. Simply supported TTR.

231



J. Mar. Sci. Eng. 2020, 8, 121

The Euler-Bernoulli theory is applicable for description of TTR dynamic bending. The motion
equation governing the transverse displacement x(z, t) of TTR from its straight vertical equilibrium as
a function of depth z and time t can be written as:

EI
∂4x(z, t)
∂z4

− ∂
∂z

[
(Tt −wz)

∂x(z, t)
∂z

]
+ m
∂2x(z, t)
∂t2 = fx(z, t) (1)

where EI is the bending stiffness. m is the mass per unit length of the system (riser with internal fluid
and added mass). w is the submerged weight of TTR per unit length. Tt is the top tension of TTR.

Tt = ftop ·w · L (2)

where ftop is a dimensionless pretension factor which generally varies between 1.1 and 1.6. L is the
length of TTR.

fx(z, t) is the hydrodynamic force per unit length of the riser. Generally, fx(z, t) is calculated by
Morison’s Equation:

fx(z, t) =
1
2
ρwDCLU2 − 1

2
ρwDCd

∣∣∣ .
x
∣∣∣ .
x (3)

where ρw is the density of seawater, D is the outer diameter of the riser, CL is the lift force coefficient. U
is the current velocity in any depth, U = (1− z

L )U0, U0 is the current velocity at sea level. Cd is the
drag coefficient.

A forced Van der Pol oscillator equation is used to describe the dynamics of the riser’s wake [23]:

..
q + εΩ f (q2 − 1)

.
q + Ω2

f q = F (4)

where the variable q is defined as the local fluctuating lift coefficient, q = 2CL/CL0, the reference
lift coefficient CL0 is that observed on a fixed structure subjected to vortex shedding. Ω f is the
vortex-shedding frequency, which is related to the non-dimensional Strouhal number St, Ω f =

2πStU/D. It is common practice to assume St = 0.2 in the sub-critical range, 300 ≺ Re ≺ 1.5× 105. The
reference lift coefficient CL0 being usually taken as CL0 = 0.3 in the large range of Re. The right-hand
side forcing term F models the effect of the cylinder motion on the near wake, F = A

..
x/D. ε and A are

given parameters, and the values are estimated through experimental data on free and forced vortex
shedding behind cylinders, ε = 0.3, A = 12 [23].

The boundary conditions at the ends of the riser are given as

x(z, t) = 0,
∂2x(z, t)
∂z2 = 0 (z = 0, z = L) (5)

The bending stress is dependent on the second derivative of displacement of TTR:

σb(z) =
EDx′′ (z, t)

2
(6)

3. Effect of Top Tension on Natural Vibration of TTR

3.1. Natural Frequencies and Mode Shapes

The natural vibration characteristics of TTR mainly include natural frequencies and mode shapes,
which are the basis of complex vibration analysis. The natural frequency directly affects the excitation
of vortex-induced resonance for deep-sea risers, and the mode shape can be used to analyze the
vibration response.
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For the deep-sea riser, an accepted conclusion is that the low order natural frequencies and mode
shapes can be expressed by simplified formulas which depend on the tension in the riser [24,25].

ωn =
nπ

2L
√

m
(
√

Tt +
√

Tb) (7)

φn(z) =
( Tb

Tt −wz

)1/4
sin

⎛⎜⎜⎜⎜⎜⎜⎝nπ
(√

Tt −wz− √Tb
)

√
Tt − √Tb

⎞⎟⎟⎟⎟⎟⎟⎠ (8)

where ωn is the nth natural frequency of TTR. φn(z) is the nth mode function. Tb is the tension at the
bottom end of TTR, Tb = ( ftop − 1)wL.

It shows that the deep-sea riser is like a cable owing to the large slenderness ratio, the lower order
modes are mainly affected by tension and unrelated to the bending stiffness. The natural frequency of
TTR will increase with the increase of top tension, it is equivalent to increasing the stiffness of TTR. The
nth natural frequency is about n times of the first frequency (i.e., ωn = nω1), this is typical phenomenon
of deep-sea risers. Meanwhile, the axial tension in riser gradually decreases with the increase of water
depth due to the self-weight; the mode shape is no longer a standard sine function.

The mode curvature is obtained by finding the second derivative of the variable z in Equation (8):

ϕn(z) = φ
′′
n (z) (9)

3.2. System Parameters and Basic Calculations

The adopted values of the system parameters are shown in Table 1. It should be pointed out that
the data in Table 1 are from the Truss Spar (named Horn Mountain) servicing in the Gulf of Mexico [26].

The natural frequencies of TTR are shown in Table 2. It shows that the low order natural
frequencies of TTR are small. The current velocity at sea level generally varies between 0.1 m/s and 1
m/s without considering influence of waves in South China Sea [27], and the range of vortex-shedding
frequencies will be concentrated in the low order mode frequencies of TTR.

Table 1. Base set of system parameters.

No. Property Symbol Value Unit

1 Riser length L 1500 m
2 Outer diameter D 0.3048 m
3 Wall thickness t 0.0136 m
4 Young’s modulus E 2.1E11 Pa
5 Density of steel ρs 7850 kg/m3

6 Density of seawater ρw 1025 kg/m3

7 Density of internal fluid ρ f 800 kg/m3

8 Added mass coefficient Ca 1.0 -
9 Drag coefficient Cd 1.0 -

Table 2. Natural frequencies of TTR (rad/s).

ω1 ω2 ω3 ω4 ω5

ftop = 1.1 0.1075 0.2149 0.3224 0.4298 0.5373
ftop = 1.3 0.1329 0.2658 0.3986 0.5315 0.6644
ftop = 1.5 0.1521 0.3042 0.4563 0.6083 0.7604

The 4th mode shape and mode curvature of TTR are shown in Figures 3 and 4. Under the same
condition, with the increase of top tension, the nodes and anti-nodes of the mode shape move up, and
the mode shape more conforms to the standard sine function. The amplitude of mode shape decreases
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as the top tension decreases. However, the smaller the top tension, the larger amplitude of mode
curvature at the bottom of TTR.

Figure 3. The 4th mode shape of TTR.

Figure 4. The 4th mode shape curvature of TTR.

4. Effect of Top Tension on VIV of TTR

The VIV response of TTR can be calculated numerically by finite difference method (FDM)
according to Equations (1)–(6). The time history of VIV of TTR at each depth are obtained. Figure 5
shows the displacement and bending stress of TTR at midpoint (z = 750 m). It can be seen that the
change trend of displacement is not obvious under different top tensions, while the bending stress
decreases significantly with the increase of top tension.
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(a) (b) 

Figure 5. Dynamic response of TTR (U0 = 0.5 m/s, z = 750 m). (a) Time history of displacement. (b)
Time history of bending stress.

The frequency spectrum of TTR is shown in Figure 6. The dominant frequency of TTR decreases
slightly with the increase of top tension. It indicates that the dominant frequency is mainly controlled
by vortex-shedding frequency, which is related to the current velocity and the riser’s outer diameter.

Figure 6. Frequency spectrum of TTR (U0 = 0.5 m/s).

According to the time history of displacement and bending stress of each depth, the maximum
displacement and the maximum bending stress of TTR are obtained, as shown in Figures 7 and 8.
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Figure 7. The maximum displacement of TTR(U0 = 0.5 m/s).

Figure 8. The maximum bending stress of TTR (U0 = 0.5 m/s).

It shows that, with the increase of top tension, the maximum displacement increases slightly and
the bending stress decreases significantly. This phenomenon is especially apparent at the bottom of
TTR, since the axial tension in a riser decreases with the increase of water depth, the effective tension at
the bottom of TTR is small, and the top pretension has a greater influence on the effective tension at the
bottom of TTR.

This is a typical phenomenon of deep-sea risers, which is different from the conventional beam or
shallow sea riser. The reason for this phenomenon is that: increasing the top tension is equivalent
to increasing the stiffness of TTR, leading to the increase of the riser’s natural frequency. However,
the vortex-shedding frequency does not change under the same conditions, resulting in the lower
modes of TTR becoming excited (or it can be equivalent to the stiffness staying the same but the current
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velocity decreasing). When the low-order modes of TTR are excited, the displacement is generally
large but the stress is small.

5. VIV Experiment

5.1. Test Introduction

This experiment was carried out at the towing tank of Tianjin University (137 × 7 × 3 m). The TTR
model was placed horizontally due to the limitation of the depth of tank, and the riser was hung at the
bottom and moved at a constant speed in the towing tank. The top tension is presented by hanging
weights at the top end of TTR, as shown in Figure 9. The stress of TTR at the midpoint was monitored
by use of strain gauges.

 

Figure 9. VIV test of TTR.

The TTR model was made of Teflon. The parameters of the model are shown in Table 3. The test
conditions are shown in Table 4.

Table 3. Specifications of riser model.

No. Property Value Unit

1 Length 5 m
2 Outer diameter 0.016 m
3 Wall thickness 0.001 m
4 Young’s modulus 7.38 × 108 Pa
5 Material Teflon -
6 Density of Teflon 2178 kg/m3

7 Density of seawater 1000 kg/m3

8 Density of internal fluid 1000 kg/m3

Table 4. Test conditions.

No. Current Velocity (U) Pretension (Tt)

1 0.3 m/s 80 N
2 0.3 m/s 100 N
3 0.3 m/s 120 N
4 0.5 m/s 80 N
5 0.5 m/s 100 N
6 0.5 m/s 120 N
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The first five natural frequencies of the riser model under different pretension are shown in Table 5.

Table 5. Natural frequencies of TTR test model (Hz).

ω1 ω2 ω3 ω4 ω5

T = 80 N 1.3273 2.6738 4.0579 5.4976 7.0093
T = 100 N 1.4858 2.9887 4.5253 6.1119 7.7637
T = 120 N 1.6198 3.2552 4.9217 6.6342 8.4069

5.2. Verification for Numerical Simulation

The bending stress, frequency and displacement of VIV of TTR are obtained by means of numerical
simulations and tests. The comparisons are shown in Figures 10–12. It should be pointed out that the
displacement data of TTR were from Fujiwara et al. [21], since the displacement was not measured in
this experiment.

After a lot of comparisons between the numerical simulations and experiments, it is proved that
the prediction model of VIV of TTR in this paper is reasonable, and the calculating program is reliable.

 

(a) 

 

(b) 

Figure 10. Bending stress time history of riser at midpoint. (a) U = 0.3 m/s, Tt = 100 N. (b) U = 0.5 m/s,
Tt = 100 N.

 

(a) (b) 

Figure 11. Frequency spectrum of TTR (U = 0.5 m/s). (a) numerical simulation. (b) experiment.
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(a) (b) 

Figure 12. The maximum displacement of TTR (test data were from [21]). (a) Self-weight balanced in
water. (b) Add-tens./Self-weight = 0.58.

5.3. Effect of Top Tension on VIV of TTR

The bending stress time history of TTR at midpoint and the frequency spectrum are shown in
Figures 13 and 14. It can be found that the larger the top tension, the smaller the bending stress.
However, increasing the top tension has little influence on the dominant frequency of VIV of TTR. This
indicates that the VIV frequency of TTR is controlled by the current velocity, but it is also related to the
natural frequency of TTR. In general, the low order modes of TTR are more easily excited than the high
order modes.

 

(a) (b) 

Figure 13. Bending stress time history of TTR at midpoint. (a) U = 0.3 m/s. (b) U = 0.5 m/s.
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(a) (b) 

Figure 14. Frequency spectrum of TTR. (a) U = 0.3 m/s. (b) U = 0.5 m/s.

The maximum displacement of VIV of TTR is shown in Figure 15. The higher the top tension,
the larger the displacement of TTR. It indicates that the natural frequency of TTR increases with the
increase of the top tension, and the lower order modes of TTR are excited at the same current velocity.
Therefore, the displacement is larger but the stress is smaller when the top tension is increasing.

Figure 15. The maximum displacement of TTR (test data were from [21]).
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6. Conclusions

Unlike the shallow sea risers, there will be some new dynamic phenomena of deep-sea risers
under the complex ocean environment. In order to study the effect of top tension on VIV of TTR,
the governing equation of VIV of TTR is established, and the dynamic response of TTR is calculated
numerically by FDM based on Van der Pol wake-oscillator model. In addition, a validation experiment
in the towing tank of Tianjin University is presented. The following conclusions can be drawn:

The natural frequency of TTR increases as the top tension increases, and it is equivalent to
increasing the stiffness of TTR.

With the increase of top tension, the lower order modes are excited in the same current, and the
vibration displacement of TTR increases and the bending stress decreases.

The dominant frequency of VIV of TTR is controlled by the current velocity and is barely influenced
by the top tension.
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Abstract: Flexible plates or membranes located on the sea surface can be effective for attenuation
waves approaching the beach. The most efficient structures should be found through comprehensive
research using developed experiments and theory. Our experimental work was focused on the
wave propagation and attenuation passing through floating elastic structures. The experiments were
conducted at the wave flume of Tainan Hydraulics Laboratory, National Cheng Kung University,
Taiwan. The experiment mainly analyzes the reflection coefficient, transmission coefficient and
energy loss of the regular wave of intermediate water depth after passing through the elastic structure
under different wave steepness and other different wave conditions. Our experiments also explore
the comparison of energy dissipation effects and the differences in motion characteristics between
different elastic plates and different plate fixing methods. Three elastic materials were tested in the
experiments: Latex, cool cotton and polyvinyl chloride (PVC). A model of a thin elastic plate covering
the sea surface was used to evaluate the effectiveness of the structure of the wave barrier. The results
of experiments carried out in the wave flume were compared with theoretical predictions in a wide
range of generated waves.

Keywords: surface waves; wave breaker; elastic plate

1. Introduction

Taiwan is densely populated and surrounded by the sea. Not only the continuous development of
inland lands, but also the development of areas around the coast is quite frequent. Therefore, how to
protect yourself from coastal erosion and other natural disasters has always been the subject of the
efforts of scientists and experts in coastal engineering. However, traditional protection methods mainly
use rigid structures such as breakwaters, sea embankments and jetty to protect the coast, block water
flow, prevent seawater intrusion and land loss.

However, such rigid construction methods can cause problems such as increased reflection and
premature erosion or structural damage, and can even cut off sand downstream drift and cause loss on
the beach.

Consequently, the use of coastal space and coastal hydrophilicity has also become one of
development considerations. Widely proposed new methods and concepts, mainly based on the
idea of not harming the beach area. Even in addition to protecting the coast, they can also serve as
ecological services to the landscape while relaxing. Therefore, in recent years, flexible construction
methods have gradually replaced rigid construction methods and become a tendency to protect the
coast. In flexible construction methods, various construction methods have their own characteristics

J. Mar. Sci. Eng. 2020, 8, 571; doi:10.3390/jmse8080571 www.mdpi.com/journal/jmse243



J. Mar. Sci. Eng. 2020, 8, 571

and effects. Among them, the design of highly adaptable floating breakwater is widely used in marine
engineering, because various types of breakwaters may have different interactions with waves to
achieve the effect of energy dissipation. Therefore, various floating structures are constantly being
proposed and discussed.

There are many relevant literatures about different floating structures. Theoretical analysis of
the transmission coefficient of incoming waves after passing through a fixed plate and a floating
plate is performed in [1]. The main result is that the value of the transmission coefficient is mainly
affected by the obtained wavelength. The transition and reflection of waves interacting with floating or
submerging objects causing radiation problems in two or three directions of fluctuation was under
discussion in [2,3].

A π-type floating breakwater was first introduced in [4]. An extremely simple formula is proposed
for the transmittance, which depends only on the length of the incoming wave, the geometry of the
breakwater, and the depth of the water. The model underestimates the transmission of short waves and
overestimates the transmission of long waves, but at the same time, the model was a good starting point
for further research and improvement. A number of works are devoted to the further development of
a π-type floating breakwater—a review and new approaches are presented in [5]. There are still many
problems for analysis: Complex hydrodynamics with vortices and turbulence, a variety of mooring
systems, scaling issues, etc.

The reflection and transmission of waves by submerged horizontal rigid plate was studied in [6,7].
It was shown, that plate can reflect significant amount of wave energy for specific wavelengths.

The transmittance of water waves passing through a floating plate was experimentally investigated
in [8]. The authors concluded that when the length of the floating horizontal plane is several times the
length of the incoming wave, the attenuation of the waves is stronger.

Experimental study of the transmission and reflection coefficient of waves of intermediate water
depth through a lattice-shaped perforated horizontal plate was presented in [9]. The experimental
results suggest that as the length and wavelength ratio of the structure and the steepness of the wave
increase, the transmission coefficient decreases. It was also found that when the depth of the structure
is increased, the reflection coefficient increases.

The effect of immersed or surface-mounted horizontal flexible membranes on the dynamics
of waves was studied by the methods of linear hydro elastic theory in [10]. The numerical results
for the reflection and attenuation of the incident waves were reasonably consistent with existing
laboratory experiments.

A freely floating porous box was theoretically investigated in [11]. The small drift forces of the
porous bodies gave the box an advantage for use as a floating breakwater.

The spar buoy floating breakwater is presented in [12]. An investigation into the wave reflection
and transmission properties was carried out with a study on mooring tension induced by the waves.

A hydraulic model was used in [13] to study the transmission coefficient of waves after passing
through floating structures with different properties and forms. It was found that the effect of installing
a grid under the flat panel was the best, and showed that the steepness of the waves increased, and the
transmission coefficient also decreased.

A new structure of a floating breakwater, consisting of several connected perforated
diamond-shaped blocks, was proposed in [14]. It is experimentally shown that the proposed wave
breaking system can dissipate the energy of the incoming wave more efficiently than already known.
Possible mooring forces are discussed.

The interaction between the floating thin elastic plate and water surface waves was investigated
in [15]. Authors suggested different oscillation modes of a two-phase structure in dependence of the
elasticity properties and geometrical scales of the cover, characteristics of incoming waves and depth
of fluid.

In this paper, the performance of an elastic thin plate floating breakwater is experimentally
and theoretically examined. Wave transmission and attenuation in dependence of its steepness,
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elastic properties of the membrane, its length, and water depth are investigated. The theoretical
model is constructed in the long wave approximation which is usually applicable in the beach zone
of the Ocean for the relatively long and energetic incoming swell. We consider the case of fix edges
of the elastic plate boundary conditions as the most effective configuration for transmitted wave
suppression [7].

The structure of the article is as follows.
Section 2 describes the experimental setup. We present laboratory equipment and a detailed test

configuration. There is a full and detailed description of the laboratory tank, measuring instruments,
the characteristics of a set of elastic plates and the organization of the experiment itself.

Section 3 of this article presents experimental results. The reflection, transmittance and energy
loss corresponding to different generated wave steepness, the ratios of the wave length and length
of the plate are discussed. Corresponding reflections, transmittance and energy loss under different
elastic plates are also analyzed.

The theoretical model of the surface wave’s interaction with the surface-mounted elastic
plate is presented in Section 4. Theoretical predictions of the model are presented in Section 5.
Some particularities of the theoretical solution are discussed. Conclusions are made in Section 6.

2. Experimental Setup

The experiments were carried out in a laboratory wave flume (Figure 1) located in the Tainan
Hydraulics Laboratory (THL), National Cheng Kung University (NCKU), Taiwan. The dimensions of
the flume are 0.5 m wide, 0.7 m deep and 20 m long.

 

Figure 1. Laboratory tank.

It is mainly used to measure the attenuation height of the wave in the water tank after passing
through the elastic membrane covering the water surface. Therefore, the equipment used is a test
tank, wave maker, wave elimination section, elastic plate, CCD camera, wave gauges, power supply
and signal amplifier. Both sides of the tank are laid with reinforced transparent glass to observe
the movement in the flume. A flat push wave maker is set at the left end of the tank. A schematic
representation of the experimental setup is shown in Figure 2. A piston-type wave maker was used,
controlled by software developed in the Hydraulic Research Institute. This wave-making system can
produce periodic regular waves, irregular waves and solitary waves. The regular wave range created
by the experimental wave maker has period 0.65–1.45 s wave height 0–6 cm.

A sloping beach was constructed at the end of the wave flume, which can reduce the wave
reflection to 5%. The wave-cutting section was a 1:11.7 acrylic slope, located at the other end of the
tank. It is 0.48m high and 5.65m long. The bottom is supported by a steel frame to avoid deformation
of the acrylic plate caused by wave water pressure and wave energy.

This experiment uses the capacitive wave gauges developed by the National Cheng Kung
University Hydraulic Engineering Institute. The output signal is 0–5 V, the acquisition frequency can
reach 50 Hz, and the wave height measurement accuracy is ±0.5 mm.
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Figure 2. Schematic view of the experimental setup.

A total of eight capacitive wave gauges were used in this test. The first wave gauge was placed
at a distance of 3.5 m from the wave generator to check the incident wave height. The second,
third, and fourth wave gauges are placed at the front of the plate used to measure and analyze the
height of incoming and reflected waves. The height of the fifth wave probe is 1.3 m behind the
plate, used to measure transmission wave height and attenuation after passing through the cover.
The sixth, seventh and eighth wave gauges are in front of the wave-elimination band, and are used
to observe the wave height after the transmission wave is stabilized, and the wave reflectivity of the
wave-elimination band.

The shooting range of CCD camera is 25 cm × 25 cm. 1.2 m away from the tank. Shooting at
30 frames per second for 30 s. It is used to observe the movement of the plate and fluid.

Anchor has the four points on the front and rear ends of the membrane are provided with 10 kg
iron pieces for fixing the components according to different fixing methods.

Three different elastic plates where tested. They are the latex membrane with better elasticity
(Figure 3), the foam component with the second best elasticity (Figure 4) and a flat rigid plastic
component—Figure 5 (Table 1).

 

Figure 3. Latex component (Latex): length 1.9 m and 5.1 m; density 147.37 (kg/m3); weight 7 kg,
thickness 0.02 m.

 

Figure 4. Foam component (Steep cotton): length 1.9 m; density 63.18 (kg/m3); weight 3 kg, thickness
0.02 m.
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Figure 5. Rigid member (PVC): length 1.9 m; density 181.05 (kg/m3); weight 8.6 kg, thickness 0.02 m.

Table 1. Properties of elastic plates and generated waves.

Materials Length L (m) Density (kg/m3) Elastic Modulus (GPa) Depth of Fluid a (m) Period of Waves (s) Height of Waves H (cm)

Latex 1.9 and 5.1 147.37 0.01
0.25
0.3

0.35

0.65
0.73
0.81

1
1.45

2
4
6

Steep
cotton 1.9 63.18 0.07

0.25
0.3

0.35

0.65
0.73
0.81

1
1.45

2
4
6

PVC 1.9 181.05 3.5
0.25
0.3

0.35

0.65
0.73
0.81

1
1.45

2
4
6

In order to compare their efficiencies on attenuating surface waves under different wave and
water depth conditions, monochromatic waves were generated in the range: the wave height is 2–6 cm,
and the period is 0.65–1.45 s. The test conditions are as follows (see Table 1):

The characteristics of the generated waves with different time periods were determined from the
dispersion relation for the intermediate water depth and are presented in Tables 2–4.

Table 2. Characteristics of generating waves (depth of water a = 0.25 m).

H (m) T (s) λ (m) (H/λ) k ka a/λ

0.020 0.650 0.649 0.031 9.686 2.422 0.385
0.020 0.730 0.799 0.025 7.862 1.966 0.313
0.020 0.810 0.951 0.021 6.608 1.652 0.263
0.020 1.000 1.303 0.015 4.822 1.206 0.192
0.020 1.450 2.088 0.010 3.010 0.753 0.120
0.040 0.650 0.649 0.062 9.686 2.422 0.385
0.040 0.730 0.799 0.050 7.862 1.966 0.313
0.040 0.810 0.951 0.042 6.608 1.652 0.263
0.040 1.000 1.303 0.031 4.822 1.206 0.192
0.040 1.450 2.088 0.019 3.010 0.753 0.120
0.060 0.650 0.649 0.092 9.686 2.422 0.385
0.060 0.730 0.799 0.075 7.862 1.966 0.313
0.060 0.810 0.951 0.063 6.608 1.652 0.263
0.060 1.000 1.303 0.046 4.822 1.206 0.192
0.060 1.450 2.088 0.029 3.010 0.753 0.120

The test preparation was based on the following plan. The wave maker and signal amplifier was
fully warmed up before the experiment to ensure the stability of the wave maker operation, and then
the wave making and data collection can be performed according to the test conditions. The wave
making time of each set of data is 45 s, the wave gauge records at 60 Hz per second for 60 s and the
CCD camera shoots at 30 frames per second for 30 s. The interval of each test group is 10 min to ensure
that the disturbance of the previous group of tests tends to be stable. After completing the entire set of
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tests to be carried out, the fixing method and the elastic plate can be replaced, and the above steps are
repeated until all tests are complete.

Table 3. Characteristics of generating waves (depth of water a = 0.3 m).

H (m) T (s) λ (m) (H/λ) k ka a/λ

0.020 0.650 0.655 0.031 9.595 2.879 0.458
0.020 0.730 0.815 0.025 7.709 2.313 0.368
0.020 0.810 0.980 0.020 6.408 1.922 0.306
0.020 1.000 1.372 0.015 4.580 1.374 0.219
0.020 1.450 2.247 0.009 2.796 0.839 0.134
0.040 0.650 0.655 0.061 9.595 2.879 0.458
0.040 0.730 0.815 0.049 7.709 2.313 0.368
0.040 0.810 0.980 0.041 6.408 1.922 0.306
0.040 1.000 1.372 0.029 4.580 1.374 0.219
0.040 1.450 2.247 0.018 2.796 0.839 0.134
0.060 0.650 0.655 0.092 9.595 2.879 0.458
0.060 0.730 0.815 0.074 7.709 2.313 0.368
0.060 0.810 0.980 0.061 6.408 1.922 0.306
0.060 1.000 1.372 0.044 4.580 1.374 0.219
0.060 1.450 2.247 0.027 2.796 0. 839 0.134

Table 4. Characteristics of generating waves (depth of water a = 0.35 m).

H (m) T (s) λ (m) (H/λ) k ka a/λ

0.020 0.650 0.657 0.030 9.558 3.345 0.533
0.020 0.730 0.823 0.024 7.632 2.671 0.425
0.020 0.810 0.999 0.020 6.292 2.202 0.350
0.020 1.000 1.424 0.014 4.413 1.545 0.246
0.020 1.450 2.384 0.008 2.635 0.922 0.147
0.040 0.650 0.657 0.061 9.558 3.345 0.533
0.040 0.730 0.823 0.049 7.632 2.671 0.425
0.040 0.810 0.999 0.040 6.292 2.202 0.350
0.040 1.000 1.424 0.028 4.413 1.545 0.246
0.040 1.450 2.384 0.017 2.635 0.922 0.147
0.060 0.650 0.657 0.091 9.558 3.345 0.533
0.060 0.730 0.823 0.073 7.632 2.671 0.425
0.060 0.810 0.999 0.060 6.292 2.202 0.350
0.060 1.000 1.424 0.042 4.413 1.545 0.246
0.060 1.450 2.384 0.025 2.635 0.922 0.147

Several methods of separation for incident and reflected waves exist [16–18]. The most common
procedure is to install a number of wave gauges at relatively short distances from each other and to
make the simultaneous measurements of the waves at all wave gauges. We used three wave gauges
and the least squares method for separating incident and reflected waves [17]. The second, third and
fourth wave gauges are placed at the front of the plate used to measure and analyze the height of
incoming and reflected waves. The wave reflection coefficient and incident amplitude are estimated
from wave heights measured at three fixed wave gauges with unequal spacing. The spacings between
wave gauges must not be an integer that is a multiple of a half wave length. The optimal spacing
between wave gauges is still under discussion [18].

The distance between the wave gauges on both sides of the structure must be at least three times
the water depth to reduce the impact of dissipated waves. In this paper, the mature wave height after
15 s is taken as the analysis; and the blank test shows that the reflectivity of the elimination band is less
than 0.1.
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According to the theory of potential current, without energy loss, the ratio of the sum of the square
of the transmitted wave height and the reflected wave height is 1, that is, the square of reflectance plus
the square of transmittance:

E =
H2

R + H2
T

H2
I

Then the wave energy loss coefficient can be expressed as:

Eloss =
√

1−K2
r −K2

t (1)

Then the wave energy loss coefficient can be regarded as the energy coefficient reduced by the
action of the elastic plate body.

3. Experimental Results and Discussion

When the membrane is not fixed and the front end is fixed, the movement of the plate’s surge, sway,
and heave is more intense than when the two ends are fixed, and the disturbance of the dissipation
wave may have a greater impact on the test. Therefore, we were concentrated on the effect of wave
steepness on reflection and transmission coefficients, energy loss coefficient and attenuation of the
wave height when different elastic plates are used and both ends of the floating cover are fixed.

Figure 6 shows the transmission coefficient Kt for latex plate and different steepness of the
incoming wave, when the wave height is 2 cm, 4 cm and 6 cm. The graph clearly shows that for any
wave height, the greater the steepness of the wave, the lower the transmission coefficient. From this
figure, it can be seen that the elastic plate has a certain effect of reducing waves. However, when the
wave steepness is very small, the transmission coefficient is close to 1 (that is, the wave is almost
completely transmitted). Reflection coefficients of the latex plate are presented in Figure 7.

 
Figure 6. The relationship between the steepness of the wave and the transmittance of the latex plate
fixed at both edges, water depth a = 0.3 m.

The graph shows that at different wave heights, the reflection coefficient has 1–2 peaks in the
middle. The trend line is closer to the quadratic curve. It is speculated that this phenomenon is related
to the period (wavelength) of the wave. That is, under different periods or wavelengths, the wave
reflections caused by its components have different characteristics.

Figure 8 shows the energy loss (energy reduction) coefficients corresponding to different wave
steepness when the wave height is 2 cm, 4 cm and 6 cm. First, it can be observed from the figure that
when the steepness of the wave is very small (when the wavelength is longer), the trend of loss caused
by the steepness change is not obvious. When the loss coefficient is greater than 0.5, the greater the
steepness of the wave corresponds to a larger energy loss coefficient. Secondly, from this figure it can
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also be found that the energy dissipation effect of the elastic plate is significant, and the energy loss
coefficient can reach about 0.9.

Figure 7. The ratio between the steepness of the incoming wave and the reflection coefficients of the
latex plate at a wave height of 2 cm, 4 cm and 6 cm, water depth a = 0.3 m.

 

Figure 8. Relationship between wave steepness and energy loss coefficient, water depth a = 0.3 m.

It can be seen from the above test results that the steepness of the wave has a significant effect on
the interaction between the elastic plate and the wave, and it is also seen that the damping effect of the
elastic membrane is strong. The period and wavelength should be the main parameters that affect the
motion characteristics.

Next, we analyzed the properties of transmission and reflection of waves depending on the depth
of water a, which are presented in Figures 9 and 10.

It can be found that at different steepness of the waves, the transmission and reflection coefficients
corresponding to different water depths do not differ much. The reason should be that all test conditions
relate to the intermediate water depth, and the range of water depth changes has a smaller effect on
this component than other parameters.

Figure 11 shows the relationship between the ratio of the plate length and the wavelength of the
incident wave (L/λ) and the corresponding transmission coefficient. It can be seen that the greater the
ratio (L/λ), the smaller the transmission coefficient, that is, the effect of energy dissipation is stronger.
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Figure 9. The relationship between wave steepness and transmission coefficient at different water depths.

Figure 10. The relationship between wave steepness and reflection coefficient at different water depths.

Figure 11. Relationship between wave steepness and transmission coefficient at different plate lengths.

When the wavelength of the incident wave is greater than the length of the plate, that is, the ratio
(L/λ) is less than 1, the transmission coefficient is about 0.9, and the wave elimination effect is
not effective.

Figure 12 shows the transmittances corresponding to the steepness of the waves at different plate
lengths. It can be clearly seen that under each wave condition, the transmission coefficient of the long
plate is smaller than that of the short plate.
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Figure 12. Relationship between wave steepness and transmission coefficient at different plate lengths.

Different elastic plates may have different oscillation modes and different interactions with waves.
Therefore, we analyzed the motion characteristics of regular waves acting on different elastic membrans
(latex E = 0.01 gpa, foam E = 0.07 gpa and rigid member E = 3.5 gpa) when both ends are fixed.

Figure 13 shows the relationship between the wave steepness and transmission coefficient of
different elastic plates when the wave height is 2, 4 and 6 cm at a fixed water depth 0.3 m. It shows
that the transmission coefficient of the rigid plate is slightly lower than that of the other two more soft
plates. The transmission coefficient of the foam pate is the largest.

Figure 13. The relationship between the wave steepness and transmission coefficient of different elastic
plates when the wave height is 2, 4 and 6 cm at a fixed water depth 0.3 m.
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4. Analytical Model

We consider two-dimensional interaction (2D) of a surface-mounted elastic plate of length L and
a thickness Hw = 2 cm with a monochromatic incident surface wave of height HI and wavelength
λ. Orthogonal system of coordinate is chosen with X-axis directed horizontally and Z-axis directed
upward (see Figure 2). We assume also an ideal incompressible fluid. Taking in mind that breakwaters
should be located in coastal areas and effective ones should have a length comparable to the length of
incoming waves, we consider the long wave approximation model: the characteristic wave length λ
and the scale of the wave breaker L are much larger than the water depth a: L� a;λ� a.

That is why we will use the linearized standard shallow water model for the open sea water
(X < 0, X > L):

∂H
∂T =

∂(aU)
∂X ;

∂U
∂T = − 1

ρ f

∂(P)
∂X ;

P− PA = −ρ f g(Z−H),

(2)

where H = H(X,T) is the sea surface elevation, U—depth integrated velocity of fluid, P, PA are pressure
in fluid and atmospheric pressure, respectively, g is the gravity acceleration, ρ f —density of fluid.

The dynamics of the elastic membrane on the sea surface (0 < X < L) can be described within the
thin elastic plate approximation model [19,20]:

P− PA = 2Hwρw
∂2H
∂T2 +

2H3
wE0

3(1− ν2
w)

∂4H
∂X4

(3)

where the terms in the left side of the equation express the external load acting on the surface of the
plate in the transverse direction, P is the pressure in fluid on the internal plate surface Z = H(X, T)(−),
constant atmospheric pressure PA is assumed on the external plate surface Z = H(X, T)(+); E0 is these
Young modulus, (νw = 0.3) is the Poisson coefficient and ρw is the density of the plate material.

The fluid motion under the elastic membrane (0 < X < L) in the long wave approximation can be
also described by the shallow water model:

∂2H
∂T2 = a

ρ f

∂2(P0)

∂X2 ;

P = −ρ f gZ + P0(X, T).
(4)

The solutions of the Equations (3)–(5) in the regions X < 0, 0 < X < L, X > L should be connected
by the mass and momentum conservation laws at the boundaries:

lim(U
∣∣∣X=0+) = lim(U

∣∣∣X=0−) ;
limP

∣∣∣X=0+ = limP|X=0− ;
limU

∣∣∣X=L+ = limU|X=L− ;
limP

∣∣∣X=L+ = limP|X=L− ,

(5)

where superscripts (+) and (−) correspond to the limiting values of functions at the different sides of
the boundary cross sections.

Boundary conditions for the elastic membrane oscillations include zero displacements and
transverse forces at the edges of plate [19,20]:

H(X = 0) − a = H(X = L) − a = 0,
∂2H
∂X2 (X = 0) = ∂2H

∂X2 (X = L) = 0
(6)
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We introduce dimensionless variables in the following form:

t =
√

ga
L T, x = X

L , z = Z
a ,

u = U√
ga , p = P

ρ f ga , h = H
a .

(7)

Then, the equations of the two-phase motion and corresponding boundary conditions (1)–(5) can
be written in the dimensionless form

For (x < 0, x > 1)
∂h
∂t =

∂(u)
∂x ; ∂u∂t = −∂(p)∂x ;

p− pA = −(z− 1),
(8)

For (0 < x < 1)
∂2h
∂t2 =

∂2(p0)

∂x2 ; p = −z + p0(x, t); (9)

− h + p0(x, t) − pA = γ
∂2h
∂t2 + β

∂4h
∂x4

(10)

where γ = 2ρwHw
ρ f a

(
a
L

)2
; β = 2

3
E0

(1−νw2)Hwρw g

(
ρw
ρ f

)(
Hw
L

)4
.

Boundary conditions for fluid (x = 0, x = 1)

limu|x=0, = limu|x=0− ;
limp

∣∣∣x=0+ = limp|x=0− ;
limu

∣∣∣x=1+ = limu|x=1− ;
limp

∣∣∣x=1+ = limp|x=1− ,

(11)

Boundary conditions for elastic plate (x = 0, x = 1)

h(x = 0) − 1 = h(x = 1) − 1 = 0,
∂2h
∂x2 (x = 0) = ∂2h

∂x2 (x = 1) = 0.
(12)

We will investigate solutions for transmitting and scattering by the flexible membrane of the
initially monochromatic wave in the open water:

h = 1 + Re
(
hIe−ikx+iωt

)
, x < 0. (13)

Dispersion relation for the elastic membrane oscillations can be found from the system of Equations
(10) and (11):

ω2 + k2(1− γω2) + βk6 = 0 (14)

Different modes of oscillations of the membrane around a constant level have the form:

h = Re
(
hiekix+iωt

)
. (15)

Solution of Equation (15) defines six own modes of membrane oscillations hi on the water surface
with frequency ω:

k1.2 = ±√
(A + B),

k3,4 = ±
√
−(A + B)/2 + i

√
3/2(A− B);

k5,6 = ±
√
−(A + B)/2− i

√
3/2(A− B);

(16)
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where

A =

(
−ω2

2β
+

√
(1− γω2)/(27β

3
) +ω4/(4β

2
)

)1/3

;

B =

(
−ω2

2β
−

√
(1− γω2)/(27β

3
) +ω4/(4β

2
)

)1/3

.

(17)

Boundary conditions (13) for the plate oscillations define four relationships for six wave amplitudes:

6∑
i=1

hi =
6∑

i=1
k2

i hi = 0;

6∑
i=1

eki hi =
6∑

i=1
k2

i eki hi = 0.
(18)

The other four relations for hi together with amplitudes for reflected hreikx+iωt(x < 0) and
transmitted hte−ikx+iωt(x > 1) waves are followed from the boundary conditions (12):

hI − hr = −ik
6∑

i=1
hi/ki;

hI + hr = −k2
6∑

i=1
hi/k2

i ;

ht = −ik
6∑

i=1
ekihi/ki = −k2

6∑
i=1

eki hi/ki
2.

(19)

5. Theoretical Results and Discussion

Floating plate wave barriers have been known and analyzed for decades [5]. Their basic properties
are also well known: the length of the plate should be at least comparable to the length of the incoming
waves in order to have some chance of suppressing their amplitude and, accordingly, be effective.
Too long plates, several times longer than typical energy waves coming to the beach, are not practical
and are not very suitable for use. The idea of this study is to consider floating elastic plates with
lengths of the same order as the incoming waves. The elastic plate interacts with the surrounding
water and has its own life—a set of natural modes of oscillation, depending on the bending stiffness,
geometric dimensions, mooring, etc. Our modeling analysis of the coupled fluid-elastic plate system
gives the dispersion relation (15) of oscillations of the coating plate, which is characterized by pair of
dimensionless parameters β and γ. The parameter β determines the elasticity property of the plate and
also depends on the length of the plate and its thickness. Another parameter γ defines the relative role
of the depth of fluid on oscillation of the plate.

The main problem that we first analyzed was the following: can bending plate stiffness significantly
affect the transmission characteristics of waves. We consider the most intriguing case when the length
of incoming wave λ is not far away from length of the plate L = 1.9 m. The results of our numeral
simulations are presented in Figure 14a. We fix all other parameters and so only the Young modulus
E0 was widely changed.

Results were quite surprising: dependence of wave transmittance is not monotonic—it has the
same minimum for all considered range of waves: β ∼ 10−3. Results of simulations for another length
of plate L = 5.1 m are presented in Figure 14b. As one can see transmitting coefficient has the same
minimum β ∼ 10−3. Our experimental results qualitatively correspond to numerical simulations, but all
they are in the region of high transmittance and so, not so interesting. The conclusion we made from
our two simulations that probably not just specific elasticity itself provides the essential attenuation of
waves, but the specific region of the parameter β ∼ 10−3. Such a hypothesis needs a further research.

The coefficient of transmission is almost independent from the value of parameter γ which
expresses the influence of water depth. This conclusion is confirmed by experiments.
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(a) (b) 

Figure 14. Wave transmission coefficient KT in dependence of plate elasticity coefficient β for different
ratios (L/λ) (a) length of plate L = 1.9 m, (b) length of plate L = 5.1 m. For all cases depth of water
a = 0.3 m, thickness of plate Hw = 0.02 m.

Three elastic materials were tested in the experiments: latex, cool cotton and polyvinyl chloride
(PVC) with a very different stiffness and two lengths of plates: 1.9 m and 5.1 m. The results of
experiments and numerical calculations of transmission coefficient KT = HT/HI in dependence of the
relative length of incoming waves for all cases are presented in Figure 15a–d. Red lines and triangles
(experimental points) correspond to experiments, blue lines—to results of numerical simulations of
the model.

One can see in Figure 15a,b,d some spikes where transmittance suddenly jumps to unit-absolute
transmittance. This fact has the following physical explanation: elastic plate with fixed edges (zero
boundary conditions) has its own system of eigenvalue modes for discrete set of frequencies. If one of
these frequencies coincides with the frequency of incoming wave we will have the situation of total
transparency and coefficient of transmittance jumps to unit. This fact was fully confirmed by our
numerical simulations. This is a local effect just in one point of frequency spectrum and seems to be
more formal than practically observable.

As can be seen from the experiments, a very common property of wave propagation is that its
amplitude decreases with increasing plate length. Wave attenuation is ineffective for short elastic plates
whose length is much less than the length λ of the incoming wave. Coefficient of wave transmission
sharply decreases only when the length of the plate is comparable or more than λ.

The wave transfer coefficient decreases sharply only when the plate length is comparable or
greater than λ.

Plate rigidity increases the damping of transmitted waves (see Figure 15a–c) and relative water
depth (parameter γ) has no essential influence on wave propagation. Wave attenuation increases with
rigidity of the elastic plate (see Figure 16).

  
(a) (b) 

Figure 15. Cont.
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(c) (d) 

Figure 15. Wave transmission coefficient KT = HT/HI in dependence of (2πL/λ) ratio for different
plate materials (a) latex, length of plate L = 1.9 m, β ∼ 5.6× 10−6. (b) polyvinyl chloride (PVC), length of
plate L = 1.9 m, β ∼ 0.02 (c) steep cotton, length of plate L = 1.9 m, β ∼ 5× 10−3. (d) latex, length of plate
L = 5.1 m. For all cases depth of water a = 0.3 m, thickness of plate Hw = 0.02 m. Red lines and triangles
(experimental points) correspond to experiments, blue lines–to results of numerical simulations of
the model.

 

Figure 16. Wave transmission coefficient KT = HT/HI in dependence of incoming wave steepness
kH/2. Curve (I)—latex, curve (II)—polyvinyl chloride (PVC).

6. Conclusions

From the results of the experiments, it is clear that the elastic membrane covering the surface of
the water can have a significant effect of suppressing and reducing waves.

The transmission coefficient is mainly related to the steepness of waves, and the reflection is
related to the fixing method and the elastic material of the plate.

The steepness of incoming waves has an essential effect on the transmission, reflection and
energy loss.

Different water depths have a relatively small effect on the transmission coefficient. (Intermediate
water depth)—the greater the relative water depth generates a slightly more energy loss.

Long plates have a large reflection coefficient and a small transmission coefficient. The longer
plate gives a less transmission compared to the short plate. The energy absorption of the whole plate is
still higher than that of the short plate.

When both ends are fixed, the transmission coefficient is smaller than other methods, and the
reflection coefficient is larger.

The reflection coefficient of rigid components is significantly greater than the other two components,
while the transmission coefficients are similar. And the characteristics of the reflection coefficient
corresponding to the wave steepness of each plate are also different.

The main difference between elastic and rigid components is reflecting in front of the structure.
Since the incident wave energy of the rigid plate is converted into reflection, it may cause the structure
to be washed in advance.
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Various mounting methods: when both ends are fixed, the transmission coefficient is less than
other methods, and the reflection coefficient is greater, the influence caused by the cable force or angle
can be further explored.

Our theoretical analysis revealed the region of minimum transmission of waves defined by the
value of parameter β ∼ 10−3 depending from the elasticity, length and other properties of elastic plate.
The region of applicability of such a hypothesis needs further experimental and theoretical efforts.

The simulation showed the existence of a discrete set of frequencies of incoming waves with a full
transmittance depending on the characteristics of the elastic plate.

Our theoretical estimates are somewhat inconsistent with the experimental results, perhaps for
several reasons:

(1) The model is idealized, does not take into account viscosity, nonlinearity, wave overlap, etc.
(2) On the other hand, the experimental conditions are also not fully realized, for example,

the conditions of the fixed edges of the plate, overlapping was observed, and drift and rocking, etc.

Nevertheless, on the basis of the conducted studies, it can be argued that a properly designed
wave barrier in the form of a horizontal elastic membrane on the water surface can become an effective
shore protection structure.
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Abstract: Typhoons, such as Soudelor, which caused the collapse of several onshore wind turbines in
2015, pose a considerable challenge to Taiwan’s wind energy industry. In this study the characteristics
of the aerodynamic loads acting on a wind turbine due to wind gusts in a typhoon are studied with
a view to providing a proper definition of the S-Class wind turbine proposed in International
Electrotechnical Commission (IEC) 61400-1. Furthermore, based on analysis of wind data during
typhoons, as obtained from the meteorological mast in the Zhangbin coastal area, an extreme wind
speed and gust model corresponding to the typhoon wind conditions in Taiwan are herein proposed.
Finally, the flow fields around a parked wind turbine experiencing both an unsteady gust and a
steady extreme wind were simulated by a numerical approach. Numerical results show that the
aerodynamic shear force and overturning moment acting on the target wind turbine in a steady wind
are significantly lower than those under an unsteady gust. The gust-induced amplification factors for
aerodynamic loadings are then deduced from numerical simulations of extreme wind conditions.

Keywords: typhoon; gust; extreme wind; aerodynamic load; numerical simulation

1. Introduction

Taiwan, benefitted by its unique geographical location, has rich wind resources par-
ticularly in the region of the Taiwan Strait. This geographical advantage clearly favors
large-scale wind farm development, but the frequent incidence of typhoons in Taiwan is
a real threat to wind farm safety, having already caused significant damage to installed
wind turbines in recent years. For example, Typhoon Soudelor in 2015 collapsed six wind
turbines and seriously damaged the blades of a seventh wind turbine in the Taichung wind
farm. The maximum wind speed at a nearby meteorological mast was reported as 62.6 m/s
by Liu and Chen [1]. This event indicates that a wind turbine may not intactly survive the
extreme winds of a typhoon if this scenario is not well-defined. Although both steady and
turbulent wind conditions are considered in the Extreme Wind Speed Model (EWM) of
the International Electrotechnical Commission (IEC) 61400-1 [2] standard, the correspond-
ing wind characteristics and induced aerodynamic loads on wind turbines under such
extreme conditions still require further investigations and inspired this study to address
the dynamic effect of gusts during extreme typhoons.

In order to define the proper design requirements for wind turbines operating in
typhoon-prone areas, several studies have, in recent decades, investigated the characteristic
wind conditions of typhoons, such as wind profile, turbulence intensity, and gust factor,
based on measured data. Ishizaki [3] proposed relationships between turbulence intensity,
mean wind speed, ground height, and gust factor from a statistical analysis of typhoon
measurements. Cao et al. [4] analyzed the wind conditions of Typhoon Maemi through the
wind speed samples measured by nine vane-type and seven sonic-type anemometers at a
height of 15 m. They found that the turbulence intensity decreases with increasing wind
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speed and remains almost constant at high wind speeds, with a reported gust factor of 1.6.
Clausen et al. [5] proposed a method to characterize tropical cyclones and to derive the
structural design wind speed at a given site based on the existing and publicly available
cyclone data. Garciano and Koike [6] employed an extreme wind speed delivered by
generalized extreme value distribution to estimate the buckling strength by a buckling
capacity model recommended by the ISO. They further assessed the probability of buckling
failure of a wind turbine considering extreme wind speed distributions from both typhoon-
prone and non-typhoon-prone areas, as well as the buckling resistance of a tower as a
function of wind speed. They proposed a reference wind speed for wind turbines in
typhoon-prone areas based on the annual extreme wind speeds measured at fifty weather
stations around the Philippines. Their reference wind speed is about 16% higher than that
suggested for wind turbines of Class I.

Several studies have focused on the damage inflicted to wind turbines by typhoon-
induced wind loads, with a specific focus on the fluid-structure interactions. Ishihara
et al. [7] analyzed the damage to the wind turbines on Miyakojima Island after the onslaught
of typhoon Maemi, where the estimated maximum gusts were over 70 m/s. They employed
a finite element method (FEM) to forecast the displacement at the tower top together with
the bending moment at the turbine foundation. Uchida et al. [8] investigated the cause of
blade damage to wind turbines in southern Honshu when Typhoon Melor struck Japan
in 2009. The WRF-ARW meteorological model was employed to predict the mesoscale
flow behavior, followed by a large eddy simulation (LES) model, i.e., RIAM-COMPACT,
to describe the near-field flow features, and, finally, a Reynolds-Averaged Navier–Stokes
(RANS) model was coupled with an FEM model to determine the flow field around the
blades and the resulting stress on the blades. In a recent study [9], the aerodynamic loads
on a 5-MW wind turbine during an extreme gust, modelled in accordance with the IEC
61400-1 standard, were assessed via an unsteady RANS method, and the increase of blade
loading was quantified and verified. The dynamic response of this 5-MW wind turbine on
a floating platform in irregular seas was investigated via an aero-servo-elastic modeling
approach [10]. From the perspective of dynamic analysis, Amaechi et al. [11] analyzed
submarine hoses attached to a mooring buoy and suggested a dynamic amplification factor
(DAF) of 2 on the environmental loads. Haddadin et al. [12] defined the DAF of a lattice
structure as the ratio between the peak total response and the peak quasi-static response,
which is the definition adopted in the present study for the aerodynamic response of
a wind turbine.

Unfortunately, no local wind characteristics during typhoons in Taiwan are explicitly
disclosed in the aforementioned references. For this reason, the present study first applied
a generalized extreme value analysis to local wind measurements during typhoons to
propose an extreme wind speed and a gust model for the Taiwan region. Figure 1 illustrates
the framework of this paper. A measurement-based approach to describe the extreme wind
conditions of typhoons is given in Section 2. Then, Section 3 uses this extreme condition to
conduct steady and transient RANS simulations, and examines the aerodynamic loads on
a parked wind turbine. Because of a lack of in-situ load measurements of a wind turbine
in such an extreme typhoon in Taiwan, a benchmark study of the target wind turbine
under its rated condition was performed to ensure the reliability of the RANS results.
Finally, Section 4 discusses the load amplification factors due to gust effects based on the
comparison of the steady and unsteady simulation results. Note that the amplification
induced by the turbulent wind in EWM is not performed in the present study, so only the
partial dynamic behaviour of this wind turbine is resolved by the simulations.
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Figure 1. Framework of this study.

2. Typhoon Wind Condition

2.1. Wind Speed Measurement

Wind speed data measured by a meteorological mast located in the Zhangbin coastal
area (24◦06′ N 120◦23′ E), from 2007 to 2015, were analyzed to determine the wind charac-
teristics on the Taiwanese west coast. Vane-type anemometers, with sampling rates of 10 Hz
and data logging intervals of one minute, were installed at heights of 10 m, 30 m, 50 m,
and 70 m above ground, as shown in Figure 2. The accessible wind speed data consisted of
ten-minute average V600, one-minute average V60, the maximum of 3-s averages taken over
a minute Vmax, and the 10-min standard deviation.

  

Figure 2. Meteorological mast on the Zhangbin coastal area.

In this study, the turbulence, wind shear, and gust during typhoons were considered.
Turbulence is the phenomenon of random fluctuations of flow. The turbulence intensity
describes the strength of the turbulence and is defined as the ratio of the wind speed
standard deviation to the corresponding average wind speed. In IEC 61400-1, the wind
shear is defined as the variation of wind speed with height above ground and is modelled
by the power law. Equation (1) [2] and Figure 3 give the mathematical and graphical
description of wind shear, respectively, where V is the wind speed, z is the height above
the ground, zref is the reference height, and Vref is the velocity at the reference height.
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The power law exponent of the meteorological mast α is deduced as 0.3, according to the
regression fit to the anemometers at different heights [13].

V(z) = Vref

(
z

zref

)α

(1)

Figure 3. Wind shear profile.

A gust is meteorologically defined as the wind condition where the instantaneous
wind speed is at least 5 m/s faster than the corresponding average wind speed. The World
Meteorological Organization (WMO) [14] describes gust magnitude in terms of the gust
factor GF, which is defined as the ratio of the peak τ-second average wind speed Vτ to the
corresponding T0-second average wind speed VT0 , as shown in Equation (2), where T0 is a
base reference observation period. To comply with the specifications of the data logger in
the device, τ was set as 3 s and T0 was taken as 60 s to compute GF.

GF(τ, T0) ≡ Vτ

VT0

(2)

Following from the local wind measurements, the gust factor GF and the turbulence
intensity I of the recorded data from the meteorological mast in the Zhangbin area during
typhoons from 2007 to 2014 are shown in Figure 4a,b. According to Equation (2), the gust
factors were calculated from the maximum 3-s average wind speeds and 1-min average
wind speeds, and the turbulence intensities were calculated from the wind speed 10-min
standard deviations and the 10-min average wind speeds. Since GF and I refer to different
averaging durations of wind speed, a correlation between V60 and V600, Figure 4c, is further
required so that we can convert I into terms of V60, so as to have the same argument as GF.

  
(a) (b) (c) 

Figure 4. Wind measurements. (a) Gust factor; (b) turbulence intensity; (c) wind speed correlation.
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2.2. Extreme Wind Condition

In order to find the extreme condition of the gust factor and turbulence intensity,
the gust factor and the turbulence intensity of the recorded data during typhoons were
processed by the following steps, as shown in the flowchart of Figure 5:

1. Filter 1: The raw data were firstly filtered by removing zeros and empty fields.
High-frequency noise was trimmed and low gusts that did not meet this definition
were removed.

2. Grouping: The recorded data were divided into 1 m/s bins, employing the 1-min
average wind speeds for gust factors and 10-min average wind speeds for turbu-
lence intensities.

3. Filter 2: The data in each interval were assumed to fit a normal distribution. Unreason-
able values and outliers of each interval were filtered by box-whisker plot. This filter
performed the calculation of the first (Q1) and third (Q3) quartiles of the gust factor
and turbulence intensity, and then the interquartile range (IQR) was computed. Data
values that exceeded Q3 by three times IQR or were less than Q1 by three times IQR
were identified as outliers and removed.

4. Chi-squared test: The maximum cumulative probability of all the intervals filtered
by chi-squared test was applied to estimate the extreme value of each interval by the
assumption of normal distribution with a confidence interval of 95%.

5. Fitting: The fitting curve of the estimated extreme values of each wind speed group
was calculated by an exponential function with a least-squares fitting algorithm.

 
Figure 5. Data processing procedure for wind measurements.

The extreme values of the gust factor and the turbulence intensity during typhoons
are shown in Figure 6. The fitting curve for the gust factor at 99.999% extreme values is
given by Equation (3), while Equation (4) expresses the fitting curve for 99.99999% extreme
values of turbulence intensity.

GF = 1 + 8.4177·V60
−0.9702 (3)

I = 1.0231·V600
−0.5715 (4)
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(a) (b) 

Figure 6. Extreme value analysis during typhoons. (a) Gust factor; (b) turbulence intensity.

Equations (3) and (4) are the calibrated curves based on local measurement in the
Zhangbin area, and the corresponding comparison to the IEC 61400-1 design standards
for gust factor and turbulence intensity are shown in Figure 7. One can easily see that
the maximum wind speeds during typhoons in the Zhangbin area clearly exceed those
suggested in the IEC standards. The present gust model predicts about 20 m/s higher
maximum wind speeds. The stronger gust fluctuations might impose higher wind loads on
the turbine, and this is the main reason we proceeded further with numerical simulations
based on Equation (3), instead of the value defined in IEC standards. Additionally, the tur-
bulence intensities at hub height also differ from values adopted in IEC standards. During
typhoons, the turbulence intensity is found higher than any of the design turbulence types
at low wind speeds below 30 m/s, but it decreases quickly with increasing wind speed.
Taking a wind speed of 36 m/s, for example, the corresponding turbulence intensity is 0.13,
which is close to the type B defined in the IEC standards.

  
(a) (b) 

Figure 7. Wind condition comparison between local statistics and design standard. (a) Gust factor; (b) turbulence intensity.

2.3. Reconstruction of Transient Gust

In the IEC standards, the extreme wind speed is defined as the maximum value of
3-s averages taken over a minute, which was 45.36 m/s as obtained from the typhoon
wind measurements in the Zhangbin area. The local gust duration time T, suggested by
a related study [15], was 6 s. By utilizing the extreme wind conditions, i.e., Equations (2)
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and (3), V60 was iteratively solved and the corresponding gust factor GF was subsequently
determined as 1.26.

There is a difficulty in reconstructing this extreme GF to a transient gust time series,
which is explicitly indicated by the extreme wind speed model (EWM) in the IEC 61400-1
standard that unsteadiness should be considered. The anemometer data logger did not
record the short transient state of a gust. Furthermore, the extreme operating gust model
(EOG) in IEC 61400-1 [2] is only applied to describe the gust for a wind turbine in operating
condition, but not in the parked condition, such as during typhoons. To overcome the
mismatch, the transient profile of the EOG model, g(t), was adopted, and the model
constant K was calibrated by the local measurements of GF obtained in the Zhangbin
area, as per Equation (5), where t is time, T is the duration of gust, and V0 is the initial
wind speed.

V(t) =
{

V0[1 − K·g(t)], 0 ≤ t < T
V0 , t ≥ T

, where g(t) = sin
3π

T
t
(

1 − cos
2π

T
t
)

(5)

Then, in order to express K in terms of GF, the peak average wind speed Vτ , and the
average wind speed over gust duration, VT , are subsequently expressed by Equations (6)
and (7). Additionally, VT has to be transformed into the base reference observation period
time VT0 , such that it is the same as in the definition of GF, as per Equation (8). Substituting
Vτ and VT0 (Equations (6) and (8)) into Equation (2), and expressing the model constant
K explicitly yields Equation (9). Finally, using the extreme GF in the Zhangbin area as
calculated in the previous section, 1.26, K was calculated by Equation (9) as 0.4.

Vτ = 1
τ

∫ T+τ
2

T−τ
2

V(t)dt = V0

(
1 − K G(τ)

τ

)
, where

G(τ) =
∫ T+τ

2
T−τ

2
g(t)dt = − T

π

(
sin π

2
τ
T + 2

3 sin 3π
2

τ
T + 1

5 sin 5π
2

τ
T

) (6)
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(
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8
15π

T
T0

)
(8)

K = − GF(τ, T0)− 1
G(τ)

τ + 8
15π

T
T0

GF(τ, T0)
(9)

After all the required parameters for Equation (5) were determined, the extreme gust
transient profile during typhoons in the Zhangbin area was illustrated, as in Figure 8.
The related wind speeds following this extreme gust profile are summarized in Table 1,
where Vmax was used in the steady simulation, i.e., the extreme wind condition. The mea-
sured maximum 1-s average wind speed of the Soudelor typhoon in 2015 was reported as
59.4 m/s [1], which agrees well with the present gust model with an error of 3%. With the
help of Equation (1), the wind speeds from the meteorological mast height of 70 m were
able to be extrapolated to the hub height of 90 m. So, the spatial and temporal distribu-
tions of wind speed were known for computing aerodynamic loads on a wind turbine.
The turbulence intensity during a typhoon in the Zhangbin area was estimated as 0.13 from
Equation (4) as input to the following simulations.
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Figure 8. Time history of wind speed in a gust period.

Table 1. Wind speed parameters.

Wind Speed
(m/s)

z = 70 m
(Met. Height)

z = 90 m
(Hub Height)

V0 35.75 38.55
V60 36.00 38.82
V3 45.36 48.91
V1 61.41 66.22

Vmax 64.85 69.93

3. Wind Load Assessment

3.1. Wind Turbine Model

The target wind turbine is a 5-MW horizontal-axis wind turbine proposed by the
National Renewable Energy Laboratory (NREL) [16], and its geometric and operational
parameters are given in Table 2. The tilt angle is defined as the angle between the rotor’s
rotation axis and the ground level (Figure 9a) and the pitch angle is defined as the angle be-
tween the rotor’s rotation plane and the chord line of the blade tip (Figure 9b). The detailed
section profiles for each radial position of the blade are given in [16]. According to the blade
geometry and operating conditions of the target wind turbine, the Mach number is smaller
than 0.3 and the Reynolds number ranges between 5 × 106 and 1.6 × 107, which justifies
the turbulent flow simulation employed in this study.

During typhoons, the wind turbine is designated as “parked”. The rotor is then
stationary with a blade pitch angle of 90◦ and the yaw system keeps the wind turbine facing
into the wind to reduce the induced aerodynamic loads. The investigated aerodynamic
loads acting on the wind turbine are given in Figure 9c, where (Fx,Fy,Fz) denote the resultant
forces acting on the wind turbine along three coordinate directions, (Qx,Qy,Qz) denote the
resultant moments with respect to three coordinate axes, QA denotes the rotor moment
with respect to the rotor axis, and (Qp1,Qp2,Qp3) denote three blade pitch moments with
respect to the blade axis.

Owing to a nontrivial tilt angle, the rotor axis is principally not parallel to the incoming
wind, so that the angle of attack at each blade section is not constant about the rotor axis.
Figure 10 illustrates the section profile in the A-A plane, together with the relative velocity
vector triangle, of a blade with azimuthal position θa. The change of the angle of attack
due to the tilt angle is described by Equation (10) that indicates the change of the angle of
attack of the blade section decreasing with an azimuthal angle between 0◦ and 180◦ (on the
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right-hand side of sweeping disk), and increasing with an azimuthal angle between 180◦
and 360◦. Therefore, the distribution of the rotor moment QA and pitch moment of the
blade (Qp1,Qp2,Qp3) are expected to be similar to a sine function. The peak loads at certain
azimuthal angles are then obtained in the steady simulations.

Δα = tan−1
(

sin θt sin θa

cos θt

)
(10)

Table 2. Main particulars of the target wind turbine.

Rotor type Upwind, 3 blades
Diameter (D) 126 m

Hub height (Hhub) 90 m
Hub diameter (Dhub) 3 m

Tilt angle (θt) 5◦
Pitch angle (θp) Operating: 0◦~23.5◦; Parked: 90◦

Rated wind speed 11.4 m/s
Rated rotor speed 12.1 rpm

 
(a) (b) (c) 

Figure 9. National Renewable Energy Laboratory (NREL) 5-MW wind turbine. (a) Tilt angle; (b) blade pitch angle; (c)
aerodynamic loads.

 
(a) (b) 

Figure 10. Change of angle of attack due to tilt in a blade rotation. (a) Rotor view; (b) section view.

269



J. Mar. Sci. Eng. 2021, 9, 352

3.2. Numerical Method

The characteristics of the aerodynamic loads acting on a wind turbine during typhoons
were studied by numerical simulations. The flow solver ANSYS Fluent [17], a general-
purpose finite volume and RANS code, was applied to simulate the flow field around the
target wind turbine. The wind conditions during a typhoon were described by the results
of the statistical analysis of the recorded data from the meteorological mast in the Zhangbin
area. The flow around wind turbines is considered an incompressible and turbulent flow.
The corresponding governing equations for conservation of mass and momentum are,
respectively, as per Equations (11) and (12), where ui is the mean velocity component in
the xi direction, p is the pressure, ρ and μ are the density and viscosity of air, respectively,
ρu′

iu
′
j is the Reynolds stress, and ρbi is the gravitational force component in the xi direction.

The SST k-ω model, as per Equations (13) and (14), has been widely accepted for simulating
flow past airfoils [9] and was applied in this study to compute the Reynolds stress term
in Equation (12), where k is the turbulent kinetic energy, ω is the dissipation rate of k,
τij is the shear stress, μt is the turbulent viscosity, and (β∗, σk, γ, β, σω, δ, σω2) are the
equation constants.

∂ui
∂xi

= 0 (11)
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]
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ω
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∂xj

∂ω
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(14)

The computational domain of the numerical model is shown in Figure 11a. There is a
distance of two times the rotor diameter between the upstream boundary and the wind
turbine, six times the rotor diameter between the wind turbine and the downstream bound-
ary, 1.5 times the rotor diameter between the wind turbine and each of the side boundaries,
and 3 times the rotor diameter between the bottom and top boundaries, as listed in Table 3.
Figure 11b illustrates the locations for the adopted boundary conditions. The bottom
boundary and the wind turbine surface are defined as no-slip walls. The upstream, top,
and side faces are defined as inlet, where the inflow condition is specified according to
the calibrated gust condition. Assuming that the distance between the wind turbine and
the downstream boundary is far enough, a vanishing velocity gradient is employed at the
outlet. The boundary conditions for velocity are summarized in Table 4.

 
(a) (b) 

Figure 11. (a) Computational domain; (b) boundary conditions.
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Table 3. Geometrical parameters of computational domain.

Lh Lw L1 L2 DII HII

3D 3D 2D 6D 1.27D 1.31D

Table 4. Boundary conditions.

Boundary Type Velocity Condition

abcd (upstream) Inlet Velocity specified
abfe, aehd, bcgf (far field) Inlet Velocity specified

ghef (downstream) Outlet Zero velocity gradient
cdhg (ground) No-slip wall Zero velocity

Wind Turbine Surface No-slip wall Zero velocity

3.3. Verification and Validation

As the study utilizes a computational model, the verification process is essential to
mitigate modelling errors within tolerance. For the purpose of verification, a steady wind
speed of 60 m/s at hub height with the exponential profile α = 0.3 was used. The second-
order upwind scheme was used for spatial discretization. Since the real geometry of the
wind turbine is considered, a multi-block unstructured body-fitted grid arrangement was
employed. The grid distribution is shown in Figure 12, where a refined cylindrical region
was generated around the turbine. Several prismatic layers were fit around the body
surfaces, and the thickness of the first layer was tuned to achieve y+ less than 10 for the
requirement of the selected SST turbulence model. A grid dependence test, consisting of
five levels of systematic grid refinement, was conducted to verify that the solution is
numerically convergent. The aerodynamic moment Qy about the tower base was selected
as the target function in terms of grid number. Figure 13a displays the dependence of Qy
on grid number, where Qy approached a constant value with an increasing grid number.
The discretization error E for a method of second-order accuracy is estimated through
Richardson’s extrapolation, where dx denotes the dimensionless grid size. Figure 13b indi-
cates that the model with grid number over 10 million is capable of reaching a discretization
error less than 2%.

 
(a) (b) 

Figure 12. Body-fitted grid for steady wind case. (a) Refined cylindrical region; (b) surface grid.
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(a) (b) 

Figure 13. (a) Dependence of aerodynamic load on grid number; (b) discretization error.

The proposed numerical model is then validated for the rotor torque QA at rated
condition, namely wind speed 11.4 m/s, rotor speed 12.1 rpm, and zero blade pitch angle
where an unsteady simulation was performed. The time step was 5 ms and it corresponded
to 1000 steps per revolution or a blade rotation of 0.36◦ per time step. The time step was
small enough to accurately resolve the temporal variation of wind turbine aerodynamics.
A sliding mesh approach was applied to model the rotating rotor disk to cope with the
relative motion between the rotor and tower in the unsteady flow simulation. Figure 14a
depicts the evolution of QA with respect to time. After a simulation time of 40 s, i.e.,
10 turns of the rotor, the rotor torque converges. The mean value of QA over the 11th
revolution of the rotor was 4.09 MN-m, which was about 2% less than the benchmark
value of 4.18 MN-m. Figure 14b shows the velocity contours and vectors on the midplane
between the rotor plane and the tower as well as the pressure contours on the blades for
the blade configuration of 0◦–120◦–240◦. The axial wake region induced by the rotor is
clearly seen and a radial wake expansion is implied by outward vectors across the rotor
disk boundary.

  
(a) (b) 

Figure 14. (a) Rotor torque at rated condition; (b) axial velocity contour and in-plane vector on the midplane between the
rotor plane and the tower, and pressure contour on the blade surface for the blade configuration of 0◦–120◦–240◦.
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4. Results and Discussion

To investigate the characteristics of the aerodynamic loads acting on the wind turbine,
several cases with different wind conditions were simulated. The predicted cases were
separated into two categories: in the first category, the flow field around the parked
wind turbine was simulated with constant extreme wind speed. These simulations were
conducted in steady mode since the rotor was not moving and a mean wake was of main
interest. Flow separation may occur behind the tower, but it is expected to be insignificant,
especially in high wind conditions. In the other category, the flow field around the parked
target wind turbine was simulated with a gust in transient mode. To enhance the numerical
stability of the transient simulations, a precursor calculation of constant wind speed was
first conducted. Then, one gust period with a varying wind speed was simulated using
the precursor flow field as an initial condition. Four blade configurations were studied
in the steady simulation, while only one blade configuration was investigated in the
gust simulation.

4.1. Steady Aerodynamic Loadings

The simulation results of steady extreme wind speed are summarized in Table 5.
The drag force Fx acting on the tower as well as rotor is insignificantly impacted by the
blade configuration, except the case of 60◦–180◦–300◦ when the tower is directly shadowed
by a blade. In this case the rotor shows a lower aerodynamic loading because of a small
mean blade height implying a low incoming wind speed along with zero angle of attack,
whereas the tower loading slightly grows due to a local flow acceleration due to the
blockage effect of the blade. However, the total drag of the tower and rotor delivers a
similar magnitude. The rotor torque QA is relatively sensitive to the blade configuration
and fluctuates in the range between 1.2 MN-m and 5.0 MN-m where the blade configuration
of 60◦–180◦–300◦ clearly shows the smallest value benefitted from its advantage in mean
blade height and effective angle of attack. The blade pitch moment Qp is approximately
−0.167 MN-m in average, where the minus sign indicates aerodynamic loading tending
to decrease the blade pitch angle, i.e., to lead to an unfavorable blade position to acquire
higher blade pitch moment. In the range of 0◦ ≤ θa ≤ 180◦ the blade pitch moment
generally declines with the blade azimuthal angle, while the blade pitch moment grows
with the blade azimuthal angle for 180◦ ≤ θa ≤ 360◦. As expected, the blade pitch moment
at θa = 180◦ is the smallest among all studied blade positions due to a small local wind
speed as well as angle of attack. The wind turbine suffers from a higher overturning risk
along the y axis than along the x axis because Qy is much higher than its counterpart Qx
that constantly changes its direction in a rotor rotation period. Additionally, Qy varies little
among different blade configurations and has a mean value of 32.3 MN-m. The overturning
moment along the y axis is mainly contributed by the rotor and tower where they deliver a
comparative importance in Qy. The twisting moment Qz is mostly governed by the rotor
but its magnitude is about one-order of magnitude smaller than Qx and approximately
two-order of magnitude less than Qy.

4.2. Dynamic Amplification

The gust simulation results for the blade configuration of 0◦–120◦–240◦ are shown in
Table 6, which lists the aerodynamic loading at the time of peak wind speed, i.e., t = 3 s,
as well as the time instance of the maximum loading during the unsteady gust. Wind profile
is depicted in Figure 15, which also shows the low speed wake behind the blades and tower.
The pressure contour at t = 2 s is plotted on the right-hand side of Figure 15 to illustrate
a positive pressure gradient along the wind direction during the acceleration phase of
the gust.
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Table 5. Wind loads under steady extreme wind.

Load (kN/MN-m) Part
Blade Configuration

0◦–120◦–240◦ 30◦–150◦–270◦ 60◦–180◦–300◦ 90◦–210◦–330◦

Fx

Tower 276.0 280.3 306.0 284.3
Rotor 172.5 175.7 146.6 177.3
Total 451.6 458.9 454.5 465.5

QA Rotor 3.80 5.00 1.20 2.50

Qp

Blade 1 −0.20 −0.23 −0.23 −0.21
Blade 2 −0.17 −0.17 −0.10 −0.12
Blade 3 −0.13 −0.12 −0.13 −0.17

Qx

Tower −3.7 −1.6 −10.8 −1.2
Rotor −1.0 5.2 1.8 4.0
Total −5.0 3.7 −9.1 3.1

Qy

Rotor 18.1 18.2 15.8 17.8
Tower 13.8 13.9 15.9 14.2
Total 32.3 32.5 31.9 32.5

Qz

Rotor 0.60 1.30 −0.09 0.50
Tower <0.001
Total 0.60 1.30 −0.06 0.60

Table 6. Wind loads under unsteady extreme gust for the blade configuration of 0◦–120◦–240◦.

Load
(kN/MN-m)

Part At t = 3 s Maximum tmax (s)

Fx

Tower 400.3 458.5 2.70
Rotor 209.8 223.0 2.86
Total 621.3 693.8 2.74

QA Rotor 5.11 5.31 2.87

Qp

Blade 1 −0.19 −0.19 3.01
Blade 2 −0.19 −0.19 3.00
Blade 3 −0.16 −0.16 2.93

Qx Total 0.76 −1.78 2.28

Qy Total 39.16 42.04 2.80

Qz Total 0.80 0.84 3.06

 
Figure 15. Velocity and pressure contours on the centerplane of wind field at t = 2.0 s.

In order to investigate the correlation between the aerodynamic loads and wind speed
in the gust cases, the amplification factor, DAF, is defined as follows [12]:

DAF =
φ

|φ|max
(15)
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where φ denotes any physical quantity, and |φ|max is the maximum absolute value of the
physical quantity φ. Both the rotor and tower drags reach their peak values somewhat in
advance of the 3-s peak. Figure 16a compares the time history of different drag components
in a gust period where top represents the contribution of rotor-nacelle assembly. The aero-
dynamic loading is found to principally mimic the wind speed variation. The tower drag
force plays a major role in the total drag while the contribution of nacelle is relatively trivial.
The rotor torque QA behaves similar to the rotor drag force and QA precedes the gust peak
by 0.13 s. Different from the rotor torque, the peak blade pitch moments echo the arrival of
the top wind speed. Figure 16b displays the blade pitch moment of the blade configuration
of 0◦–120◦–240◦. The wind unsteadiness interestingly leads to a more uniform peak blade
pitch moment among the three blades accompanied by a slight increase in the mean value.
The overturning moment Qy and Qx show a leading phase of the gust peak while the
phase of Qz lags the gust peak by 0.16 s. The phase inconsistency between the maximum
aerodynamic loadings and the gust peak is a contribution of time terms in the momentum
equations. In the unsteady flow the flow velocity as well as its time derivative contributes
to the stagnation pressure whereas the contribution of time derivative vanishes in the
steady case. Figure 17 depicts the normalized profiles of wind velocity, the time derivative
of wind velocity and the drag force experienced by the wind turbine in a gust period where
the superscript * represents the physical quantity normalized by its maximum value in
a gust period. Figure 17 indicates that the wind velocity just experiences a sharp decel-
eration process as the flow velocity slowly reaches the gust peak. The combining effect
of a gradually rising wind velocity and a steep velocity gradient in time clearly leads to
a peak-load offset away from the time instance of gust peak, especially the aerodynamic
load is governed by the stagnation pressure. For the aerodynamic load mainly stemming
from viscous shear, such as the blade pitch moment and the twisting moment, this offset
behavior is less unnoticeable.

Table 7 summarizes the amplification factor of aerodynamic loads given in Tables 5
and 6. The ratio of the peak tower drag in gust to the steady tower drag is approximately
proportional to the square of the gust factor, GF, but the corresponding ratio for rotor drag
varies quite linearly with the gust factor. This is explained by the blunt shape of the tower
and the streamlined geometry of the rotor blade where the former is governed by stagnation
pressure characterized by the square of flow velocity and the latter is dominated by viscous
shear governed by the velocity gradient. The rotor torque QA is mainly contributed by the
lateral force exerted on the blades where pressure and shear components are both important
in the head wind condition. This accounts for an amplification factor of 1.4 falling between
GF (shear dominant) and GF2 (pressure dominant). The unsteady amplification of blade
pitch moment is not very significant where only 10% increase is found for this blade
configuration (0◦–120◦–240◦ or λ-shaped). The gust exhibits a positive impact on Qx with
a peak reduction by 64% in a λ-shaped blade configuration. Contrary to Qx, the extreme
moments along other two axes, i.e., Qy and Qz, are governed by the shear effect where the
corresponding amplification factor is close to the gust factor.

  
(a) (b) (c) 

Figure 16. Time history of wind load for the blade configuration of 0◦–120◦–240◦: (a) Fx; (b) Qp; (c) Qy.
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Figure 17. Time history of amplification factor for Fx.

Table 7. Dynamic amplification factor for the wind turbine with a blade configuration of
0◦–120◦–240◦.

Load
(kN/MN-m) Gust Steady Wind DAF

Fx 693.8 451.6 1.54
QA 5.31 3.80 1.40
Qp 0.18 0.167 1.10
Qx 1.78 5.00 0.36
Qy 42.04 32.27 1.30
Qz 0.84 0.62 1.35

5. Conclusions

Taiwan, due to its geographical location, has an excellent wind conditions and high
potential for wind power production as well as strong typhoons which have damaged
several wind turbines in recent years. The aerodynamic loads during typhoons were
investigated by using the extreme wind conditions prescribed in IEC 61400-1 together
with a measurement-calibrated gust factor. The extreme wind conditions proposed in the
present study were based on meteorological measurements from the Zhangbin area during
typhoon invasions from 2007 to 2014. A statistical approach was employed to convert the
raw data into a fitting formula to quantitatively describe the extreme wind conditions for
typhoons. Our study shows that the 1-min average wind speed was 36 m/s, the maximum
3-s average wind speed was 45.36 m/s, and the maximum instantaneous wind speed was
64.85 m/s, where the maximum instantaneous wind speed in Taiwan was about 20 m/s
higher than the values suggested in the IEC standards. Additionally, the gust factor for
typhoons was estimated at 1.26 with a gust period of 6 s. This local gust factor was used to
calibrate the EOG model constant, such that a transient gust time series was reconstructed
for the unsteady simulation. The turbulence intensity during typhoons was found to be
higher than those of turbulence types defined in the IEC standards at low wind speeds
below 30 m/s, but it declines quickly with the growth of wind speed.

The aerodynamic loads acting on the NREL 5-MW wind turbine in a steady extreme
wind condition as well as an unsteady extreme gust were studied by RANS simulations.
The simulation results show that the extreme aerodynamic loads acting on the wind turbine
are obviously underestimated when the extreme wind condition only adopts a constant
wind speed. The amplification factor of aerodynamic loads is predicted as follows: 1.54 for
the drag force, 1.4 for the rotor torque, 1.3 for the overturning moment along the y direction,
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1.1 for the blade pitch moment, and the yawing moment by 1.35 times. The amplification
factor is governed by the nature of aerodynamic loading. It is close to the square of the
gust factor in a stagnation-pressure dominant case while it approximates to the gust factor
when viscous shear plays a major role. The quantitative amplification factors may not
be universal for different wind turbines in different areas because the present study is
limited to the Taiwan local wind conditions and this specific wind turbine. With a concern
of lacking validation under extreme typhoons in this study, more load measurements of
in-situ wind turbines are expected in the future. Lastly, it is suggested to conduct future
studies on the dynamic amplification of this reference turbine by adopting the proposed
extreme turbulence intensity in EWM, such that the full aerodynamics can be resolved
and compared.
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