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Preface to ”Sea Surface Temperature: From

Observation to Applications”

In a global and accelerated climate change environment, the sea surface temperature (SST)

was defined by the World Meteorological Organization as one of the essential climate variables

that contribute to the characterization of the Earth’s climate. Recent studies have confirmed that a

huge amount of energy is being stored in the oceans; therefore, the SST has emerged as a proxy of

this energy reservoir, especially to derive future trends in climate change and the impacts on the

frequency of weather extremes and their growing impact on human societies. This energy storage

has a considerable impact on the atmosphere–ocean system through heat exchange.

In recent years, more attention has been paid to SST monitoring and analysis and, as a result,

notable advances have been recorded in these fields. This book looks at these recent advances in SST

studies regarding issues such as the SST–hurricane relationship, regional warming trends and future

climate scenarios.

As Guest Editor, I would like to thank the authors of the manuscripts in this book, and I would

also like to thank the effort and work of the MDPI team who have made editing this book such an

easy and enriching experience.

Francisco Pastor

Editor
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Sea surface temperature (SST) has been defined by World Meteorological Organization
(WMO) as one of the essential climate variables (ECVs) contributing to the characterization
of Earth’s climate. As one of the ECVs, SST study and analysis have been receiving
growing interest in the last two decades, especially as new databases from satellites have
become increasingly available with higher spatial and temporal resolution. In a global and
accelerated climate change environment, SST can be understood as a proxy of the ocean’s
role as an energy storage facility. This role is especially important to derive future trends in
climate change and their impacts on climate, weather extremes, marine ecosystems, and on
human societies.

The main mechanism by which the ocean interacts with the atmosphere is through
heat and moisture exchanges. Those processes exert a major influence on the development
of extreme weather events, such as hurricanes or torrential rains, which are projected to
increase in frequency and intensity in the Sixth Assessment Report of the Intergovernmental
Panel on Climate Change (IPCC) [1]. Hence, good knowledge of SST patterns and trends is
crucial to investigate interactions/feedback with the atmosphere, climate drivers such as
El Niño, and marine biodiversity, but especially to understand predicted future climate
scenarios. Some of these issues have been addressed in this Special Issue, such as marine
heat waves (MHW), SST, and hurricanes interaction or SST trends and projections. This
assessment has been mainly done by analyzing data measured from satellites, but proper
validation with in-situ data is necessary to test and validate satellite sensors. This has
also been addressed in this Special Issue in one of the most biologically diverse and under
menace ecosystems on Earth, the coral reefs.

Satellites measure skin and subskin temperature at the very surface of the sea in
a thin layer at 10 μm and 1 mm depth. Other science branches, such as marine biology,
may need to know temperature at different depths, so the feasibility of using SST in
those studies needs to be investigated. In [2], Gómez et al. investigate the correlation
between different satellite SST databases and in-situ data at the coral reef depth. They
found a good correlation between satellite and in-situ measurements, expected as coral
reefs lie under shallow waters in coastal subtidal areas, but with some seasonal bias that
can be used to correct satellite data for its use in coral reef surveillance. In a somewhat
similar work [3], Colin et al. look for a correlation between a temporally long and spatially
extensive temperature monitoring network, at different sea depths and going deeper than
the previous reference, and satellite SST and sea surface height (SSH) data. The authors
were able to create a regression model with SST and SSH capable of predicting depth-
varying thermal stress from satellite measurements. These two studies highlight the need
for and complementarity of both types of SST measurement, in situ and satellite. This
highlights the importance of promoting both technological development of measurement
methodologies and calibration and validation studies.

Regarding extreme weather events, [4] investigates the relationship between a highly
active hurricane season in the Pacific and the SST and upper ocean heat content (UOHC).
They found good relationship between both SST and UOHC anomalies and intensity of
three major hurricanes, and with the spatial extent of hurricane tracks. These results
reinforce the interest of the deepening of knowledge in such ocean–atmosphere energy
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exchanges that trigger extreme weather phenomena that are expected to increase in the
coming decades.

In addition, it is important to analyze SST actual trends and projected scenarios in the
framework of climate change. For the Adriatic Sea, [5] detect a positive trend for both SST
and air temperature, but with a lag between them. The authors also point to the impact
that the long-term SST warming trend in the Adriatic has already had in marine fauna and
the implications of climate change in the Adriatic islands population and development. At
a greater scale, climate shaping phenomena like El Niño events can also be studied through
SST analysis, among other variables, as shown in [6]. Once actual and past phenomena
and trends are increasingly well known, the focus should be on analysing future climate
scenarios, among which the evolution of the SST is of particular interest in this Special
Issue. Indeed, [7] studied decadal and seasonal SST variation in the East China Shelf seas
using Couple Model Intercomparison Project (CMIP) models under RCP4.5, demonstrating
an expected 1.5 ◦C increase by 2100. This SST increase, especially the seasonal one, can
play an important role in future climate and marine ecology changes in the area.

In recent years, a poorly studied phenomenon has been gaining insight in ocean
science literature—marine heat waves (MHWs). MHWs are defined as a prolonged discrete
anomalously warm water event that can be described by its duration, intensity, rate of
evolution, and spatial coverage. MHWs impact on marine biodiversity is and will be
a major topic of study in the coming years. Refs. [8,9] study the recent evolution of MHWs
in the Mediterranean and Red Seas, where their frequency and intensity have clearly
increased in the last four decades. Finally, [10] analyzes the main characteristics of MHWs
in the Red Sea.

As is evident from the variety of topics covered in the articles of this Special Issue,
sea surface temperature is involved in a wide range of fields and topics of great relevance
to marine and climate science. SST can be used as a tool for analysis in many fields,
from extreme weather events to marine biology, so it is of great interest both to deepen
our understanding of it, and to improve the way we approach it and how we measure it.
Although a high level of excellence has been achieved in the measurement of SST, especially
in its measurement from satellites, there is undoubtedly much progress to be made in
this field.

Advancing knowledge about SST will certainly be of great help in analysing, un-
derstanding, and trying to cope with the already observed and expected future climate
change on Earth, and we encourage and request all researchers in this field to maintain
and redouble their efforts, in the interest of science and humankind.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Sea surface temperature, determined remotely by satellite (SSST), measures only the thin
“skin” of the ocean but is widely used to quantify the thermal regimes on coral reefs across the globe.
In situ measurements of temperature complements global satellite sea surface temperature with more
accurate measurements at specific locations/depths on reefs and more detailed data. In 1999, an in situ
temperature-monitoring network was started in the Republic of Palau after the 1998 coral bleaching
event. Over two decades the network has grown to 70+ stations and 150+ instruments covering
a 700 km wide geographic swath of the western Pacific dominated by multiple oceanic currents.
The specific instruments used, depths, sampling intervals, precision, and accuracy are considered
with two goals: to provide comprehensive general coverage to inform global considerations of
temperature patterns/changes and to document the thermal dynamics of many specific habitats found
within a highly diverse tropical marine location. Short-term in situ temperature monitoring may
not capture broad patterns, particularly with regard to El Niño/La Niña cycles that produce extreme
differences. Sampling over two decades has documented large T signals often invisible to SSST
from (1) internal waves on time scales of minutes to hours, (2) El Niño on time scales of weeks to
years, and (3) decadal-scale trends of +0.2 ◦C per decade. Network data have been used to create
a regression model with SSST and sea surface height (SSH) capable of predicting depth-varying
thermal stress. The large temporal, horizontal, and vertical variability noted by the network has
further implications for thermal stress on the reef. There is a dearth of definitive thermal information
for most coral reef habitats, which undermines the ability to interpret biological events from the most
basic physical perspective.

Keywords: water temperature; coral reefs; internal waves; upwelling; advection; climate change;
coral bleaching

1. Introduction

Water temperature is the most easily quantified physical parameter for shallow-water tropical
marine environments. Satellite-derived sea surface temperature (SSST) is used by coral reef scientists
for global perspectives on temperature (hereafter abbreviated as “T”) patterns/trends and coral
bleaching status/predictions [1–5]. There is an “implicit assumption” [6] regarding SSST data that
“surface temperature metrics provide useful environmental information with respect to corals that
typically live meters to tens of meters below the surface”. Satellite data have been thoroughly accepted
to document patterns of sea surface T (SST) [3,4,7] to such an extent that some studies concerning
coral bleaching do not employ any in situ data, relying solely on SSST [8–12]. The 1998 La Niña
warmed the waters around Palau and the western Pacific, which caused coral bleaching, high mortality,
and the degradation of reefs [13]. In response to this event, a network of in situ T measurements was

J. Mar. Sci. Eng. 2020, 8, 680; doi:10.3390/jmse8090680 www.mdpi.com/journal/jmse5
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initiated in Palau to understand SST variability and its effects on reefs (Figure 1). While SSST describes
the broad spatial and temporal patterns, this network reveals large amplitude changes, on periods
of minutes to years on the outer reef slopes, some of which are invisible to SSST. The overall Palau
network presently comprises over 70 stations and 150 compact T loggers (TL), which are deployed
by divers [14]. This paper mainly offers guidance from experience on how to set up and maintain an
extensive “value-added” T monitoring network in a coral reef area.

Figure 1. (a) General map of the western North Pacific with the location of Palau indicated. The areas
shown in (b) and (c) are indicated by purple and yellow boxes respectively. (b) Locations of main
temperature monitoring arrays and stations (Ulong Rock, Short Drop Off, GC-2 German Channel,
Western Channel) on the outer slope and lagoon regions of Palau. (c) Locations of temperature
logger stations in outlying areas of Palau, including the Southwest Islands group (SWI) and northern
Ngeruangel/Velasco Reef area.

Three concerns about SSST versus in situ data belies uncritical acceptance of the implicit assumption:
(1) accuracy compared to shallow (less than 5 to 10 m depth) in situ conditions; (2) diurnal T changes
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occurring in the upper few meters of the water column; (3) vertical and horizontal variation in thermal
conditions. SSST is determined via emitted infrared radiation from the uppermost 20 μm of the water
column (“SSTskin”) with a 1 to 4 km horizontal resolution and microwave radiation from the upper
1 mm sub-skin (“SSTsubskin”) with a circa 25 km resolution [15]. T immediately below these thin
layers (“near-surface SST”) is not measured by satellite but comes principally from drifting buoys
(Global Drifter Program, 20 cm probe depth) and shipboard measurements (various shallow depths
of 1 m or more) and are then used to validate SSST data [2]. Oceanic moorings with T probes along
their length, such as TAO/TRITON (the nearest to Palau is 260 km away) and ARGO profiling floats
(which do not regularly measure T above 5 to 10 m depth) do provide some data at coral reef depths,
but almost always in the open ocean far distant from reefs [16]).

The diurnal daytime T changes in the upper few meters of the water column are “visible” to
satellites, but not captured as SSST. Solar heating warms water over very shallow reefs [14] with
minimum daily SSST measured near dawn [17]. Diurnal patterns expose reefs to higher potential
heat stress during the day and important heat content information is lost using only nighttime data.
Very shallow stratification can occur, particularly with low wind speeds and calm seas, while wind,
waves, and tidal currents can increase shallow mixing and advection of heat at other times. At some
depth below the surface, usually a few to several meters, the diurnal heating signal is largely lost, and T
remains diurnally stable [14], often to depths of tens of meters. In summary, [15] provide a similar
framework for discussing SST defining SSTskin (upper 20 μm), SSTsubskin (upper 1 mm), SSTdepth
(about 10 m), and SSTfoundation > 10 m). For our purposes, we refer to SSTskin and SST subskin
as SSST. SSTdepth has diurnal variation and SSTfoundation has none. To make sense of these data,
environmental conditions at the time of acquisition must be taken into account. On and near reefs,
these conditions show extreme variability in periods ranging from minutes to decades, as we show
below, some of which cannot be detected in SSST. We focus mainly on SSTdepth and SSTfoundation.

Photophilic reefs occur from the shallows (upward limits determined by sea level) to over 100 m
depth in clear tropical waters [18]. Detailed measurement/analysis of thermal patterns over depth
ranges and time across a reef tract indicate SSST has a limited capacity to capture the dynamics in
the environment [19–21]. On outer slopes once below the diurnally variable depths (usually a few to
several meters), “foundation” T in most tropical-subtropical reefs is relatively stable for a few tens
of meters. Descending further, however, T (and light levels) decreases in the deepest areas of reefs
experiencing consistently lower T, all invisible to satellites. Moving horizontally from ocean slope to
inner lagoon or channel areas T patterns vary, but inshore areas are generally warmer. Tidal currents
advect water from the ocean to a lagoon (or the reverse) moving shallow water masses of different
T/salinity across environments. Adjacent landmasses may influence T in lagoons or over fringing reefs.
Even the 5 km pixel size of thermal remote sensing [22] still limits the ability to measure skin T in many
areas due to their geography.

The vertical distribution of T over different time scales (decades to minutes) can differ considerably
from SSST. During La Niña, Palau’s reef waters are warmest. In addition, SSST and 2 m depth in situ
values are relatively close, but correlations decrease for in situ data at 15 and 35 m [14]. During ENSO
neutral conditions, SSST correlations with in situ T decrease at all depths compared to La Niña. During
El Niño, the thermocline shoals and cool water is brought closer to the surface. Surface waters remain
relatively warm but the correlation of SSTdepth and deeper in situ data are low, while SSST can be
several degrees warmer. Near the lower depth limits of photophilic reefs in Palau (roughly 60 to 70 m)
differences between SSST and in situ data are even larger (as much as 12 to 15 ◦C), with high daily
variation in T over both short (min to hours) and long periods (weeks to years, ENSO related).

Accepting that SSST is not a panacea for all consideration of T on coral reefs and that the
“implicit assumption” may not be universally applicable, increased in situ measurements are needed
to understand the scale of differences in thermal conditions on broad reef areas over depth and time.
Only accurate in situ reef T data, the “gold standard” [14], can inform researchers and managers
regarding how representative are SSST data and to move beyond generalized SSST values to understand
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that each locality and habitat is different. For most reef areas, a broad reach of monitoring efforts
(temporal, vertical, horizontal) is needed to document representative conditions.

2. Materials and Methods

2.1. Palau and It’s Monitoring Network

The Republic of Palau is a western Pacific country with extensive and diverse reef systems located
at 3◦ to 8◦ N (Figure 1). An extensive barrier/fringing reef (300 km in length) surrounds the main
island group. Several lagoons total nearly 1000 km2 in area with many reefs [23] inside the barrier
reef. Reefs are found along or close to the shores of islands, producing close interactions between
reefs and land masses. Within 50 km of the main Palau reef tract, an oceanic island (Angaur), a small
atoll (Kayangel) and a large sunken atoll (Ngeruangel/Velasco Reef-area 400 km2) occur. Five oceanic
islands and one atoll, collectively called the Southwest Islands (SWI) occur 300 to 500 km southwest
from the main reef/island complex (Figure 1c). Found at 3◦ to 5◦ N, the SWI are usually within the flow
of the eastward North Equatorial Counter Current (NECC). The main group, centered on 7◦ N, lies at
the southern edge of the westward North Equatorial Current (NEC) but is impacted by the NECC as it
shifts northward seasonally and during ENSO.

Palau is ideal for examining tropical upper ocean T variability over broad to fine spatial and
temporal scales. It has a narrow annual shallow-water T range (1.5 to 2.5 ◦C), but high variation
(over 15 ◦C) in daily/weekly means in the deeper photic zone. It experienced a major coral bleaching
event in 1998 [13], a lesser event in 2010 [12], and a series of small localized events in other years [23].
In 1998, excessively warm water caused loss of zooxanthellae (bleaching) in reef corals resulting in
high mortality and degradation throughout the depth range of reefs [13]. At that time there was no
accurate T data for Palau’s reefs, but in the wake of that event efforts to document Palau’s ocean T were
started. In 1999, an outer reef vertical array of 5 TLs at depths of 2, 15, 35, 57, and 90 m was set up at
Short Drop Off (SDO) on the eastern barrier reef (Figure 1b). Concurrently, a few TLs were installed on
shallow inshore/lagoon reefs. Initial array results indicated rapid and extreme variations at the 57 and
90 m stations on the profile. In 2000, a second equivalent array was established at “Ulong Rock” (ULR)
on the western barrier reef [24], which recorded some of the largest isothermal vertical displacements
ever. Since then the network has expanded to over 70 stations with 150 TLs, ranging from all of Palau’s
SWI to the north reefs (Ngerunagel/Velasco Reef) with broad coverage of habitats and depths within
lagoon areas.

To look at deep reef internal waves, a new initiative deployed TLs in 2014 at 57 m depth at 27
stations, which were widely distributed on the outer slopes of the main Palau reef tract, Kayangel Atoll,
Angaur Island, and Velasco Reef. Called the “deep network”, they record T once a min, each recording
525,600 measurements every regular year. The depth of 57 m was selected due to the high variability
during both El Niño and La Niña periods seen in vertical array data and was a depth from which
reasonably easy recoveries/deployments were possible by experienced divers. The deeper stations
of the four 90 m depth vertical arrays along Palau’s main reefs (Figure 1b) also switched to one-min
interval data collection in 2013. In 2015, the deep network was extended to the SWI with five 57 m
stations (now six), along with shallower loggers at each location. The deep network, as of January 2020,
has recorded 110 million high-resolution T measurements while the remainder of the Palau network
accounts for about 10 million more.

Do outer reef slope TL data accurately represent T profiles found in adjacent deep ocean? During
2009 to 2019, Spray autonomous glider missions for Office of Naval Research initiatives [25–27]
gathered data on T. At the start and end of wide-ranging missions, data were collected within a few
km of the reefs (surface to 200 to 500 m depth) for several days. There was close agreement between
open ocean glider and outer slope TL data [28,29].

8
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2.2. Selection of Stations

Care in selecting monitoring station sites is important, particularly where geomorphology or
oceanographic conditions may influence thermal conditions. The initial outer reef (SDO and ULR)
array sites simply added temperature monitoring to ongoing ecological work, but additional outer
reefs stations were subsequently positioned to provide geographic/habitat diversity, such as adding
stations on the North and South slope to supplement those on East and West. At some level station
selection is “logical” but as a network develops, specific sites may be selected solely on the basis of
having an interest in knowing of a detailed area, without knowing in advance whether that station
will prove interesting (or not). Lagoon and island stations can be located in what are considered
“typical” sites where results may be representative of similar habitats. If a truly distinctive habitat is
present, stations can be located to delineate the specific conditions found there, which may differ from
nearby areas.

Accessibility during most weather conditions and ease in locating them via distinctive
surface/shallow features are advantageous. Each site, even with distinctive features, needs its
position established by GPS to a resolution of 0.001′ (circa 1.8 m) and recorded, allowing the site to be
located if weather is poor and visibility limited. Sites can also be selected based on additional scientific
interest, with other long-term studies being undertaken concurrently (e.g., photo transects) without the
need for a separate field trip. T records from such study sites are useful when events (coral bleaching,
storms) occur and thermal data are relevant. Stations located in broad shallow areas such as barrier
reef tops, that may be accessible only at spring high tides, are often disturbed by storm events and
may have few distinctive features (i.e., large coral heads) making relocation of TL instruments difficult.
Hence, the need for greater care in choosing sites in these areas is implied and using all available
methods to ensure that they can be located later for TL exchange.

2.3. TLs and Their Mounting: Considerations Regarding Installation and Deployment of Instruments

Four types of T loggers have been used: (1) Onset Hobo Pro-8; (2) Onset U22 loggers; (3) Seabird
Electronics (SBE) 56; (4) RBR Solo loggers, all relatively small and lightweight. Four factors determined
the preferred unit for a station: resolution/accuracy, sampling interval, memory capacity, and response
time. In the present effort, target accuracy was 0.1 ◦C, with a higher precision of up to 0.01 ◦C with
the SBE and RBR loggers. The target accuracy was probably a reasonable compromise compared to
SSST data, which is also presented as 0.1 ◦C. Given the many aspects of variation at individual stations
for bleaching indices, the existing accuracy is satisfactory especially considering some of the large
amplitude signals.

For all TLs it is important to have a weight attached so it has extra negative buoyancy. The Onset
U22 is positively buoyant, the RBR Solo near neutral, and the SBE 56 slightly negative. Instruments
and attached weights were deployed, either fixed to the bottom or placed unattached (free) onto the
bottom. Mounting instruments on a mooring with float and anchor is risky, as the unit may drift away
if the mooring anchor fails, and not advised.

2.4. Characteristics of Instruments

1. Onset Hobo-Pro-8 (Onset Computer Corp., Bourne, MA, USA), units (used 1999 to 2006)
recorded to 0.01 ◦C precision but had to be installed in water/pressure proof housings with only their
cabled thermistor probe exposed. Other disadvantages were: limited memory (11 months at a 30 min
sampling interval); limited battery capacity; the need to disassemble the housing to replace batteries
and download data; continuous problems with leaking in the complicated housing/probe system.
This caused some unacceptable loss of data in the early years of the program.

2. The Onset Water Temp Pro 2 (U22)(Onset Computer Corp., Bourne, MA, USA), is (2004 to present)
pressure-proof to 120 m depth, has easy deployment, recovery, and download with batteries lasting
several years over multiple deployments. With a 30-min sampling interval, the memory records for
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two and a half years. Disadvantages are positive buoyancy (requires attachment to a weight),
slow response time, a special adapter needed for deployment/download, and difficult battery
replacement (return to manufacturer). Details are described subsequently. Cost: US $129.

3. The SBE 56 (Seabird Electronics, Bellevue, WA, USA) (2010 to present) has been reliable,
but expensive (four to five times the cost of the Onset U22). Advantages are high resolution,
quick response time (exposed probe), long battery life, large memory, and simple set-up and download.
It has been used for deep-water stations where rapid thermal changes occur, as well as areas with one
to three-year recovery/deployment intervals.

4. The RBR Solo (RBR Ltd., Ottawa, ON, Canada) is similar to the SBE 56 in capabilities/cost and
is slightly shorter in length. Advantages are comparable to the SBE 56, but some data have been lost
due to power (battery) glitches while deployed. This is presently used in “low priority” locations,
where loss of data is not as dire, needing short sampling intervals.

5. Other oceanographic instruments (Onset pressure loggers (Onset Computer Corp., Bourne,
MA, USA), Acoustic Doppler Current Profilers, wave gauges, conductivity T loggers) have provided
additional T data to the program and their data are considered supplementary, not primary. In a few
cases, fast logging dedicated T loggers were attached to longer interval sampling ADCPs or others.
Direct data comparisons indicate they can be acceptable substitutes for dedicated TLs.

There are other brands and models of TLs available, but none were used in this project.

2.5. Calibration of TLs

New TLs were calibrated in a water bath at 20 to 31 ◦C before deployment to establish baseline
accuracy against a NIST traceable mercury thermometer, as well as cross calibrating each with other
new TLs and older units between deployments. Later re-calibration (between deployments) used
similar methods. The target accuracy for all measurements was 0.1 ◦C.

For calibration, all TLs were set to start simultaneously with a 1-min interval. They were bundled
together using rubber bands or similar, placed with probes down while immersed in a circulating
water bath and equilibrated for 5 min or more prior to measurements. The mercury thermometer,
its bulb situated at the level with the thermistors, was read using a magnifier to 0.02–0.03 ◦C resolution
on the minute when TLs logged values. Calibration runs lasted 30 to 120 min at various T in the water
bath. After downloading, data were entered into a spreadsheet comparing each TL against all others in
the run and the mercury thermometer. A correction factor was calculated for each logger and applied
if needed.

2.6. Sampling Intervals

The measurement interval is a compromise between memory size, battery life, and desired
temporal resolution. For most stations with depths less than 35 m, a 30 min interval was used.
An Onset U22 with a new battery would have adequate battery life for five to six years at that interval,
thus although memory-limited, a new unit could be deployed for two successive periods of 2+ years.
In a few instances where Onset U-22 TLs needed to be deployed for over two and a half years, a 1-hr
interval was selected to extend memory duration [30].

For thermally active stations SBE 56 or RBR TLs sampled at 1-min intervals. An Onset U-22
sampling at this interval would fill its memory in only 30 days, thus such short sampling intervals
were only practical with the more expensive SBE and RBR loggers. At stations where only minor
variation in T is anticipated, deployment of high-resolution SBE and RBR TLs may be appropriate if
there is a need to verify low variation.

Software for TLs (Hoboware 3.7.18, Onset Computer Corp., Bourne, MA, USA; Seaterm V2,
Seabird Electronics, Bellevue, WA, USA; Ruskin 2.10.4, RBR Ltd., Ottawa, ON, Canada) allowed for
delayed starts and if several TLs are prepared for array deployment, they should be set to start logging
at the same time. Data logged prior to deployment or after recovery should eventually be deleted after
download and carefully noting times of first/last good samples (the time the unit is at the proper depth,
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not just in the water) will allow data to be deleted. Often shallow TLs were recovered while descending
to retrieve deeper units, and logged low Ts on such excursions, which needed to be deleted afterward.

2.7. Preparation of Instruments for Deployment

Onset U22. If deployed/recovered by a diver they are best mounted on individual 1 to 2 kg
weights, such as the lead weights used for SCUBA diving (Figure 2a). A vinyl plastic cap is placed
over the wide “download” end of the TL, to protect the clear plastic window, and the remainder of the
TL wrapped in plastic or electrical tape to reduce biofouling. The thermistor is inside the housing near
the mounting lug of the housing and this area should be exposed to the water to retain response time.

 

Figure 2. Various TL deployment methods. (a) Onset U22 mounted on dive weight with cable ties.
(b) Deep network (57 m) mount with a tube for SBE or RBR TL, cable tie lock shown. The line shown
used was only for lowering the mount to the bottom, then cut and removed. (c) Location of U22
temperature logger (TL) on a very shallow reef positioned in a crevice for protection from direct sunlight,
and its location indicated by a large cable tie. (d) U22 TL on a reef, rarely (if ever) visited by divers,
attached by cable tie and openly visible to aid in locating it for recovery. (e) Deep network station (T05)
on a steep slope at 57 m depth with marker float to assist in locating the instrument. (f) T05 station
after five years on the bottom, TL mounting tube attached to two concrete blocks. The logger was
exchanged each year for a fresh unit. A marker float is on a line with separate weight (a 15 kg shackle)
and not attached to the TL mounting.
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One way to install the TL on a weight is to drill a 1/4 to 3/8-inch diameter hole in one margin of the
weight. The TL, wrapped in tape with plastic cap in place, is then attached using three plastic cable ties
(also known as “zip ties”); one going through both the hole drilled in the weight and the mounting lug
of the TL, while two others overlapping diagonally are used to secure the TL at the opposite corners of
the weight (Figure 2a). If drilling a hole is inconvenient, additional cable ties help to secure the TL
to the weight. Cable ties are readily available, inexpensive, and easily cut if needed. It is tempting
to simply attach Onset U-22 loggers to the bottom using a cable tie or similar through the mounting
lug and then attaching that to something solid on the bottom. The Onset U22, however, is positively
buoyant and if the cable tie fails (which occurs surprisingly often with upward force on the latching
mechanism), the unit will drift away. If secured to a weight by at least three cable ties, it is improbable
for all to fail and the unit to drift away.

SBE 56 and RBR Solo. These cylindrical TLs have a 25 mm outside diameter, fitting inside a
12 inch (30 cm) long piece of 1-inch (25 mm) inside diameter PVC plastic pipe. The bore of the pipe is
usually slightly oversized inside (26 mm), a close fit for the TL but still with some clearance. The TLs,
a mounting lug with a 5/16” (8 mm) diameter hole on one end and exposed probe on the other, can be
inserted inside the pipe to a level so only the probe end of the TL is exposed (Figure 2b). Holes of 3/8 to
1/2” diameter (10 to 13 mm) pre-drilled through the PVC pipe at the correct distance allowed a single
cable tie to be inserted through the tube walls and mounting lug, then secured back on itself, to lock
the TL into the tube. If holes in the tube for the cable tie “lock” are too small (1/4” or 6 mm diameter),
this can make inserting the cable tie at depth difficult. The TL can be exchanged at depth by a diver
cutting and removing the single cable tie, pulling the TL out of the tube, inserting a new unit to the
correct level, then inserting new cable tie and locking in place. The SBE and RBR TLs are of different
lengths and require holes at different distances along the tube (19/26 cm) to have just the probe exposed.
When preparing mounting tubes, it is convenient to drill holes at the correct distance for either type of
TLs, so tubes are interchangeable.

A completed mounting tube (with or without the TL already installed) can be attached to a
1 to 2 kg weight or another object for securing on the bottom. For the “deep network”, standard
mountings were made from two concrete blocks tied securely together and with the mounting tube
permanently installed on one surface (Figure 2b,f). The blocks and tube are not recovered, instead the
diver exchanges the TL by cutting the retaining cable tie, pulling out the TL, inserting a new TL to the
proper level in the tube, and then inserting and locking in place with a new cable tie. With practice,
this can be accomplished on the bottom in less than 1 min. The recovered TL is placed in a mesh bag
carried by the diver and brought up. The time of recovery to the minute should be noted to establish
“last good” and “first good” values for the deployment. Mounting instruments on moorings consisting
of an anchor weight (or line tied to the reef), line and float is not recommended. They can easily
drift away if the mooring fails. In some cases, marker floats are helpful in finding TLs, particularly if
diving from a shot line (Figure 2e), but if marker floats are desired, they should be installed separate
(unattached) from the TL itself (Figure 2f).

2.8. Divers and Diving Deployments

Nearly all TL deployments were done by free-swimming divers. To depths of 35 m, TLs were
readily deployed by recreational-level trained divers. Using nitrox (oxygen-enriched air), instead of
compressed air, allows extended bottom times at or quicker repetitive dives to 30 to 35 m depth. Deeper
deployments and exchanges were accomplished using deep-air diving (to 60 m) or trimix (helium/air)
gases (60 to 95 m depth), requiring specialized training and equipment. Such “technical diving” has
become increasingly common, and given the proper equipment, training, and planning, it is feasible to
diver deploy/recover TLs to depths of 100 m [31]. In Palau, there were numerous individuals, usually
working in the tourism dive industry, who were capable of doing this type of diving; not an unusual
situation considering the worldwide development of diving tourism.
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2.8.1. Shallow Deployments

“Shallow” TL deployments are considered to range from the surface layer to the depths of 30
to 40 m with no decompression diving. Across this range, different conditions are encountered,
and deployments optimized for the conditions expected. A primary consideration when deploying is
the ease with which a TL can be located and recovered months to years later. Over time it may become
covered in marine growth or the structure to which it was attached crumbled or gone.

TLs secured to a small weight may be put out on the reef, either free on the bottom (not secured,
but in a location where their weight makes it unlikely to be moved by currents or waves) or attached to
the bottom. The use of SCUBA weights for TLs has the advantage that the belt loops designed into
them are convenient openings through which to run cable ties to secure them to the bottom (Figure 2a).
Cable ties come in various lengths, making it easy to go around large objects or to thread through small
openings for securing TLs (Figure 2d). Often an area of rocky reef will have small rock arches where
the TL can be secured by a long cable tie.

In some cases, it is easier not to attach a weight/logger to the bottom. If the unit is located in a
slight depression where being moved is unlikely, it can just be dropped off without further attachment.
Nevertheless, ideally all TLs should be attached to the bottom, even if only loosely, since if left
unattached and it disappears, it is necessary to search around the site (often difficult at depth) and if
not found, no reason can truly be ascribed to its loss. The trade-off is that it takes longer to deploy and
recover the unit and in deep water seconds are important in this process.

2.8.2. Special Considerations for Very Shallow Sites

Sites less than 5 m deep should be considered “very shallow” and in areas exposed to waves and
swell, the TL must be mounted in a manner capable of surviving very rough conditions. TLs securely
attached to weights, still need to be attached as a unit to a strong point (rock) on the reef itself. Use of
heavy-duty cable ties (strap width 3/8 inches or more, with a breaking strength of 100 kg or more) is
the easiest method for securing units in rough areas. Multiple cable ties should be used, and efforts
made to ensure the unit once secured cannot be moved, otherwise, over time the unit may work loose
and be potentially lost.

2.8.3. Shelter for Loggers

In very shallow water, direct sunlight may heat a logger resulting in values in excess of in situ
water Ts with an observed an increase of 1 to 3 ◦C for loggers (depending on model) submerged in a
flow-through mesocosm, but openly exposed to the sun [32]. It is recommended to either place the
logger in a location sheltered from direct sunlight or install a reflective shade over the unit.

2.8.4. Marking Sites

Whether or not to hide TLs on the reef is an important consideration. For shallow water
deployments in areas frequented by divers or fishers using SCUBA/snorkeling equipment, it is critical
to hide loggers so that they are not seen and picked up inadvertently. Once coated in biofouling,
a TL often looks like something that has been lost, perhaps dropped from a boat; not something that
has been put in place for scientific research. When TLs are hidden, tucked into crevices or beneath
overhangs, it is important to be able to find them again. Marking the general site where a TL is located
(but not the TL itself) is helpful, with cable ties attached to a rock or projection nearby as an easy
solution (Figure 2c). Photographs of the area (Figure 2d) are also very helpful, covering the area nearby,
showing marking cable ties or showing locations of features, which are distinctive to help identify
locations of TLs.

In areas where someone finding and picking up a TL is unlikely, efforts can be directed instead at
making the TLs more visible underwater and easier to find. Attaching a number of long cable ties
(30 to 60 cm), either to the weight or in the areas of the TL, so they stick out in various directions are
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occasionally helpful in relocating TLs that have been deployed for some time (Figure 2c). The straight
tails of the cable ties sticking out are distinctive, even if covered in algae. At times, cable tie tails
sticking out of sediment from a buried TL has been the only portion of a TL visible and allowed
recovery, otherwise the TL would have been lost.

Covering the TL in colored tape reduces biofouling and helps locate it (yellow is particularly
distinctive; Figure 2a). Marking shallow sites with small floats aids visibility at some distance
underwater. Careful notes should be taken on the nature of sites, times of deployment, exact depths
(using a digital dive computer), and any other features that would help in recovery later.

2.8.5. Photos of Sites

Underwater photos of the sites, particularly showing the exact location where TLs are deployed,
are important. Ideally, the TL should be visible in some photos (Figure 2d), to provide clues as to its
location after it might be hidden in the reef. Underwater photo trails have proven particularly useful
for locating sites on steep reef faces, with a shallow water (5 to 15 m depth) marker (sub-surface float,
long cable ties) as a start point. A GoPro or similar camera taking time-lapse photos at 2-sec intervals
helps document the routes swum when deploying the unit and can often be retraced if needed all the
way to the location of the TL. This technique is especially helpful if the diver recovering the TL did not
do the deployment.

2.8.6. Diving for Shallow Reef Deployments

If deployments are needed at depths of 30 to 40 m (the lower limits for “sport diving”), nitrox diving
is advantageous as it allows increased bottom time (15 to 20 min) without decompression. If TLs are to
be deployed/recovered at various depths moving along transects up a reef slope, the deepest should be
done first, then move into shallower water. If doing a number of “swap-outs” of TLs, recovering old
ones and setting out new ones, divers should have two mesh “dive bags”; one for recovered TLs and
the second for ones to be deployed. The ones being deployed should be labeled indicating depth for
each one to avoid confusion while diving. This prevents mistaking a just recovered TL for one that
needs to be deployed, which is easy to do in the rush of a working dive.

2.8.7. Deeper Deployments

A number of countries, such as Australia and the United States, have regulations for the workplace
and scientific diving which prevent (or make onerous) accessing depths below sport diving limits.
Some offer dispensation to undertake advanced diving for research purposes [18]. In Palau, there were
no regulations restricting experienced/trained individuals from undertaking the necessary dives to
service the TL networks.

Careful selection of areas for deep deployments can simplify the diving involved, particularly
for vertical arrays of several instruments. Near-vertical reef profiles are preferred, as this avoids
divers having to make time-consuming horizontal or sloping swims between different depth stations.
Reef markers, such as very long cable ties or subsurface floats, can be used to mark the route down
the slope and individual stations to simplify finding TLs at depth. At the four vertical array sites to
90 m depth (Figure 1b), an experienced diver can exchange all TLs with only a short decompression.
Obviously, extra decompression should be done for safety, but the decompression obligation with an
efficient dive is not great. It is still incumbent on all persons using these techniques to understand the
risks and difficulties involved, prior to attempting what are still very serious dives with risks from
decompression sickness (bends), gas toxicity, and drowning. In many cases, scientists may prefer to
have diving professionals do deep TL deployments. There is no operational need that would prevent
such well-trained competent divers from doing so. As technical diving has become more common,
in many locations advanced divers using mixed gas rebreathers can deploy and recover deep TLs.
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2.8.8. Shot Line Diving

In some locations, the bottom will be sloping to such an extent that descending and ascending
along that slope is not practical as it would require excessive bottom time at depth. In such a situation,
the preferred technique is to dive using a “shot-line”, an anchor weight (5 to 15 kg) with a line
sufficiently long enough to reach the surface from the water depth and a large surface buoy as a
position reference. The anchor weight is connected to the line by a clip, which can easily detach the
line from the weight, so divers can potentially use the line for ascent leaving the weight on the bottom.
When diving on a “shot line” the boat is not anchored (“live boat”) but would hold station near the
surface float during the dive. Assuming an accurate GPS position is known for the site, the boat slowly
approaches the position and once directly over it, the shot line anchor is dropped, and the line is
allowed to run free as the weight descends vertically to the bottom. Once on the bottom the remainder
of the line and the float(s) are thrown overboard, so the shot line is free of the boat. Ideally, this should
be done in conjunction with a depth sounder in the boat, to verify that the sounder depth agrees with
the known depth of the TL. Once established on the bottom, the shot line float will indicate if there
are currents by leaving a wake behind it, and if excessive, they may drag the anchor over the bottom.
The location of the buoy should be monitored for several mins to make sure it is not being dragged
over the bottom by currents (which would mean it is no longer at the location of the TL), then the
divers prepare and dive.

The divers enter the water at the surface float and swim downward in constant sight of the line.
Once near the bottom, they look for the TL location, which should be no more than a few meters away.
If a subsurface buoy marking the TL location has been installed earlier (Figure 2e), it may be visible
some distance above the bottom and quickly guide the divers to the TL. If not immediately visible,
divers search along the correct depth for the TL (assuming a slope).

After locating the TL and exchanging instruments, the divers ascend along the shot line. The weight
is detached and either abandoned or sent to the surface with a lift bag. The divers then use the shot
line for the ascent. The boat remains close by and once the shot line weight with lift bag comes to the
surface, it is picked up and then the boat follows the divers via the surface float. Bubbles should be
visible on the surface as well. Divers complete any decompression hanging on the line in mid-water
and after surfacing, are picked up by the boat. This technique is efficient when properly used, but like
all deep-diving methods, divers need to be carefully trained and completely comfortable with the
techniques involved.

In situations where diving cannot be used for deep TL deployment and recovery, remotely
operated vehicles [33] or submersibles [34] could be used. These represent a major escalation in costs
with uncertain recovery prospects, making extremely difficult what is often a relatively easy process if
done by properly trained divers using advanced diving techniques [31].

2.8.9. Deep Moorings

It is tempting to deploy a heavy anchor weight, with a TL near the bottom on a long float line
(20 to 30 m for a 57 m deployment). Often such floats are lost and if attached to the anchor weight
create extra drag via the mooring line that may pull the entire mooring some distance. Such losses
occurred with a few of the original deep network deployments.

One exception to this generality was an extremely deep difficult deployment at Ngaraard
Pinnacle [30]. Due to the depth (95 m) over a 100 m deep bottom, currents, and the need to ascend in
open water, the TL had been installed on a short mooring line with a weight and depth resistant plastic
float and dropped from a boat. To recover the instrument two years later the mooring line was cut
by a diver below the TL, allowing the float to carry the TL to the surface (where it was recovered by
a boat) abandoning the weight on the bottom. A replacement TL mooring was dropped at the same
spot, again by boat, with eventual plans to recover it in the same manner.
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2.8.10. Data Management and Availability

Loggers were downloaded using the relevant software and raw data files archived on multiple
computers. The raw data, which covered variable periods of time, were saved as Ascii text
(i.e., as comma-separated values) or Excel files for further use. The variable deployment length
data were put into discrete annual spreadsheets for each station/depth at the appropriate time
resolution. The spreadsheet calculated daily/weekly means, range, and standard deviation.

Data are not presently in an open-access database, as they are actively being worked upon prior
to publication. Selected data are made available to researchers on request via the CRRF website,
which has a catalog of data files (https://wtc.coralreefpalau.org/).

3. Results

Data from TL networks can be used to address general questions (T regime of a reef area) or focus
on specific patterns or dynamics within a larger reef tract (e.g., coral bleaching and ENSO changes).
Here we provide (1) analysis of thermal patterns and variance on the Palau reef tract; (2) examples of
why such a network is useful; (3) how it can be focused on obtaining information on poorly known
aspects of reef science. Some examples shown use data from the 2015 to 2016 El Niño, as it was an
exceptionally dynamic period, but other years (such as 2010 with coral bleaching) would have been
equally informative.

3.1. Outer Reef Temperatures Over Time and Depth of “Coral Reef Conditions”

A vertical array of TLs (i.e., at several depths along the outer reef slope; Figure 3a) shows that
the vertical profile of T is an important determinant of maximum reef depth. All TLs recorded at
the same interval with an appropriate temporal resolution to document change over time periods
ranging from minutes to years (Figure 3b) [14]. The initial array deployments (Figure 1b) on the East
and West reef slopes (Short Drop Off in 1999 and Ulong Rock in 2000, Figure 3c) quickly identified two
variable temporal patterns on the lower slope. Long-term (month/years) patterns of T varied by about
13 ◦C, while short term variability (min/hours) was almost as large at about 8 ◦C (Figure 3d). Initially,
a 30-min sampling interval was used due to memory and battery limitations. After 2014 with new TLs,
intervals were shortened to 1-min providing evidence of significant variation beyond that measured
with a 30-min interval. The deepest depth of the array at 90 m (due to reef slope morphology and
diving limitations) proved definitive because T values at 90 m were often well below the accepted
limits for coral reefs. Based on data from all depths, 60 to 70 m was established as the approximate
lower depth limit of coral reefs is Palau [29].

If full 30-min or 1-min data (respectively 17,560 and 525,600 data points per regular year) for
multiple depth TLs at a single station are plotted together, patterns of short and long-term changes
over that year are often evident (Figure 3c). The 1-min interval, in particular, reveals new dynamic
patterns, such as during the El Niño of 2015 to 2016 [35]. Early in 2016, Ts at 57 m depth were much
cooler than at 15 m depth, with a difference of roughly 10 to 12 ◦C, indicating a highly stratified water
column. In March 2016, Ts at 57 and 90 m depth started increasing, along with a lesser increase at 11 m
depth, rapidly hitting peaks from June to July 2016 (Figure 3b). The shift over 10 weeks away from
strong El Niño conditions produced a “quasi” coral bleaching event [14], which reversed in July with
shifts in oceanic conditions [35].
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Figure 3. (a) Outer slope profile showing locations of TLs along the slope at Short Drop Off (SDO).
The location of SDO is shown in Figure 1b. (b) Aerial view of Ulong Rock (ULR) station with general
locations of TLs indicated, showing the horizontal displacement sometimes necessary to position TLs
at certain depths. The location of ULR is shown in Figure 1b. (c) Weekly mean temperatures on outer
reef slopes 1999 to 2020 in Palau. Only three nominal depths (15, 57, and 90 m) are shown; data also
collected at additional depths. Nominal coral bleaching threshold of 30 ◦C is shown by the red line.
Dashed lines are straight line regressions of all data at the three depths. (d) Year pattern for 2016
showing all 30-min interval data at the same depths as (c). Nominal 30 ◦C bleaching threshold is shown
by the red line.

During La Niña, the deep reefs of Palau become extremely warm, with bleaching level T throughout
the water column where reefs occur [14]. Mesophotic reef bleaching is largely unknown due to a lack
of deep reef T data and surveys of bleaching at depth during times when bleaching conditions are
present [18]. SSST provides no information to estimate deep bleaching. The linking of sea surface height
(SSH) and SSST has the potential to estimate thermal conditions on deeper reefs [36,37], although this
has not yet been incorporated into global bleaching estimations.

3.2. Impact of Internal Waves on Temperature Dynamics

Preliminary work documented the variable nature of deep T in Palau caused by internal waves/tides,
suggesting 60 m depths were near the lower limits of photophilic reefs [24]. In 2014, the enhanced
“deep network” was set up with 27 TLs recording at 1 min intervals at 57 m depth (Figure 1b), a depth
with high thermal variation (Figures 1b and 3c,d). While this number of stations may seem excessive,
preliminary data revealed that each station has a distinct short-term pattern of T variation but when all
stations are considered together general patterns are apparent (e.g., a coherent diurnal internal wave in
Figure 4). While a complete analysis has not been done, preliminary results indicate island-trapped
internal waves can circulate part of the way around the outer slope [38].
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Figure 4. The “deep network” TLs at 57 m depth all around Palau measure once per min providing a
wealth of data. This example shows over five days in July 2017, with the hourly mean values of 18
stations (those on the outer slope of the main group) (black line), the mean value each min for those
stations (gray area), and examples of raw minute-by-minute data from three stations (T01-black, T02-red,
T03-green) in the northern part of Palau indicating the high short-term variation at individual stations.

While most deep network stations are along steep (45◦ or more) slopes, a few are in areas with
lower and more consistent slopes from deep water, where shoaling internal tides (internal waves
forced by the semidiurnal or diurnal surface tides) are transformed into internal bores. A station at
the South end of Angaur Island (Figure 5) had a remarkable T drop of 12.25 ◦C in one min (14.4 ◦C in
3 min). The generation and propagation of these waves are sensitive to stratification [39], which shifted
dramatically during the end of the 2015 to 2016 El Niño [35].

Figure 5. Extreme temperature changes at the southern end of Angaur Island, Station T10 at 57 m
depth over three hours. The temperature dropped over 14 ◦C in three mins, although before and after
this event, relatively normal variation in temperature at the station occurred. The gentle slope offshore
of the South Angaur station is unusual for Palau’s outer reefs (insert-lower right).
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3.3. Mixing of Ocean and Lagoon Water while Advecting through Barrier Reef Channels

The deep channels bisecting the barrier reef between ocean and lagoon are likely sufficiently deep
(35 to 75 m) to ingress water from ocean to lagoon that is vertically stratified, particularly during El
Niño periods (Figure 6). Does this occur and how quickly would thermal stratification dissipate as
water is mixed and moves into the lagoon? In 2010 a series of six stations with vertical TL arrays at 15,
30, 45, and 57 m (stations five to six without 57 m) depth were set up along the sides of the west/inner
channel corridor west of Babeldaob Island (Figure 6a). At times thermally stratified water brought
into the channel mouth penetrated several km into the lagoon on a diurnal cycle, but stratification
vanished farther into the lagoon (Figure 6c) and water exiting the lagoon on falling tides was well
mixed. In August 2010, a La Niña period, coral bleaching was occurring [12] and to a limited extent
channels intermittently brought some cooler water into lagoons possibly due to a shoaling diurnal
internal tide, which turns into a bore with steep/shallow isothermal slopes on the leading/trailing edge
(Figure 6c). The potential effects of these processes on reefs are uncertain.

 

Figure 6. West Channel TL array. (a) Locations of stations with vertical arrays of TLs (indicated by
numbers) along the sides of the West and Inner Channel into the lagoon. Minutes of latitude (7◦ N) and
longitude (134◦ E) are indicated on the y- and x- axes. (b) Schematic of relative locations of numbered
sampling stations along channel axis with the bottom depth of the channel shown. Black dots indicate
depths of TLs. (c) Vertical structure of water temperature over nine days at stations along the West and
Inner channels. Downward spikes in temperature are seen from 15 to 16 August 2010, with stations
nearest the channel showing the largest decreases.

Different ENSO conditions change the nature of the offshore water column [28] and are reflected
in the water brought into channels on rising tides. During the 2015 to 2016 El Niño water at 35 m depth
on the slope of “German Channel” (GC-2 in Figure 1b) had quite variable Ts (Figure 7a). One year later,
when the El Niño had dissipated, there was almost no variation in the Ts of incoming and outgoing
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water (Figure 7b) and again the impacts of this variable T on channel reefs are unknown. Substantial
variability is noted around Palau in observations from this network and elsewhere [40]. Furthermore,
since these bores are turbulent [41] they can suspend and transport sediment, nutrients, or other
properties into shallower water [42,43], which we have noted at this site or nearby.

Figure 7. Temperatures at 35 m depth over four days on the slope of the German Channel station 2
(GC-2 location shown in Figure 1b) during (a) an El Niño period (7 to 10 November 2015) and (b) a
period after the end of the El Niño (1 to 4 November 2016), one year later.

3.4. Temperature Patterns across Broad Regions and Current Patterns

With TL stations distributed over a wide geographic range (100 s of km), the network may
capture differences attributable to broad oceanographic conditions. The SWI (Figure 1c) are within
the eastward NECC, while the main island/reef group is normally dominated by the westward NEC,
with occasional intrusions of the NECC. The main Palau group underwent a dramatic shift in currents,
sea level, and T in 2016, while the SWI had a lesser shift in thermocline structure at the same time [35].
During the peak of the 2015 to 2016 El Niño in early 2016, shallow (11 to 15 m) daily mean T was
very similar between Tobi and the main Palau group (Ulong Rock), separated by 600 km (Figure 8).
However, at 57 m depth conditions were very different with Tobi near 25 ◦C while Ulong Rock was
much cooler at 19 to 23 ◦C. As the El Niño ended in spring 2016, Ulong Rock had a major increase in T
over 10 weeks. However, at Tobi T did not spike similarly, but started rising two months later (May)
and more gradually; these large differences explained in terms of the dynamics of equatorial currents
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and equatorial waves [35]. The result is that as the El Niño terminated, water moved back into the
western Pacific, and forced the NECC northward towards the main Palau group.

Figure 8. Daily mean temperatures at Tobi, Southwest Islands, and Ulong Rock, main Palau group at
15 and 57 m depths during 2016.

3.5. Climate Change Values from Long-Term Data

To identify climate change (decadal or longer-scale trends) long records are needed, which also
resolve considerable variability from internal waves (minutes to hours). ENSO T shifts add another
complication, with deeper areas having extreme variation. Periods of months to a few years clearly do
not provide a sufficient length to observe whether a climate change signal is present.

With two decades of data from consistent locations, it is now possible to begin examining whether
the data show trends potentially related to global climate change. The 11 m weekly mean data
(30 min interval) from Ulong Rock ranges from below 27 to over 30 ◦C (Figure 9) while the 2 m data
has a slightly greater range, reflective of diurnal variability in shallower depths. A nominal 30 ◦C
“bleaching threshold” line (Figure 9, red line) [14] indicates this high T level has occurred during several
years since 2007, but not between 1999 and 2007. Severe bleaching occurred in 1998, prior to the start
of the T network, and temperatures were certainly above the “bleaching threshold”. A straight-line
regression from the data shows an upward trend of 0.4 ◦C over twenty years, or 0.2 ◦C per decade
(Figure 9, green line). The rate of increase changes slightly as new data are added each successive year.
The trend is about 0.1 ◦C per decade around Palau from 1971 to 2010 averaged from 0 to 700 m [44],
while SST shows a trend of about 0.2 ◦C per decade from 1900 to 2008 [45]. If our measured trend of
0.2 ◦C per decade extends to 90 m, it still explains only a fraction (up to 30 mm per decade based on the
thermal expansion of seawater) of the 1990s decade long change in sea level in Palau, which appears
mainly due to trade wind intensification during that time [46].
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Figure 9. Weekly mean temperatures, 2 and 11 m, at Ulong Rock 2000 to 2019. The red line indicates
a nominal 30 ◦C bleaching threshold above which a few weeks of exposure is associated with coral
bleaching. The green is a straight-line regression of the 15 m data indicating a rise of about 0.2 ◦C per
decade since 2000.

4. Discussion

4.1. SSST Versus in Situ Data

Both SSST and in situ data sets have their strengths. SSST provides the global perspective, but in
situ data supplies most detail and serves as a ground truth for SSST. In terms of the calculation of
heat stress and other T related parameters on reefs, accurate in situ are superior (and essential) when
looking at a specific reef or site because of considerable horizontal, vertical, and temporal variability,
some of which is invisible to SSST. Monthly mean climatology (MMC) based on SSST is used to define
threshold Ts for coral bleaching and calculation of Degree Heating Weeks (DHW), an index of heat
stress in a reef area to predict bleaching. If MMC and DHW are calculated from in situ data, the values
are different, and one of the strengths of in situ data is that these indices can be determined for locations
and depths, not just for single generalized location at the skin surface.

Detailed examination of T and coral bleaching has not been included here, although work has
revealed without question the presence of thermal conditions inducing bleaching to 90 m depth
in Palau. Deep (mesophotic) reef T conditions and subsequent coral bleaching has been largely
ignored in the Indo-West Pacific [18]. Some areas, such as Australia, have experienced severe shallow
bleaching events, particularly related to the 2015 to 16 El Niño, and are beginning to examine deep reef
Ts/bleaching below 20 to 25 m [33]. While SSST alone cannot indicate Ts at the lower depths where reefs
occur, the merging of sea surface height (SSH) data, either from satellites or tide gauges, with SSST
provides a new way to assess heat stress in reef environments [36,38] and opens a remote sensing
window into events at the lower limits of reefs. While this method required in situ data for validation,
it can be expanded to other locations in the tropical Pacific where we expect the relation between Ts
and SSH holds.

4.2. Why Is a Network with Many Instruments Needed in Coral Reef Areas?

The Palau network in the main island group provides about 54,000 discrete location–depth–time
measurements per day while the NOAA Reef Watch virtual station data for Palau, https://coralreefwatch.
noaa.gov/product/vs/data/palau, provides one daily set of SSST measurements (mean, maximum,
and minimum), thus cannot capture the thermal dynamics within a reef area, particularly where
ENSO related changes are large, internal wave variability is considerable, and diverse types of habitats
are present. Without a network appropriately sized for the area to be covered, unknown aspects
of the physical environment, along with the biological implications, will be invisible. Each of the
vertical TL arrays (four at 2 to 90 m depth, several others at 2 to 57 m), plus the dozens of the
widely distributed single 57 m TLs, have shown different patterns. It is not yet clear what is driving
these differences, but the ocean current dynamics, documented recently [27,47] and others in the
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same volume, as well as smaller-scale effects [29], produce a complex physical environment which
continues to reveal new layers of complexity. The passages between island groups, such as between
Peleliu/Angaur (Lukes Passage) and Kayangel/Ngeruangel (Velasco Reef) and the northern reef tract
of the main group (Euchelel Ngeruangel, Kekerel Euchel) are exceptionally dynamic and influence
the reefs in those areas greatly. Wake eddies and internal lee waves at 1-km scales are noted at points
and over submarine ridges [48–50]. The seasonal shifts of the NEC and NECC, as well as with ENSO,
are exceptionally important, changing the nature of the oceanic environment throughout Palau [35].
The same applies to ENSO cycles in the open ocean directly impacting reefs through impressive shifts
in the conditions in the photic zone, poorly documented for western tropical Pacific waters [14,25].

The examples presented are largely concerned with outer reef vertical and temporal changes,
but examples from back reefs, lagoon patches, and reefs near island shores could alternately have been
used. All have different thermal environments and should be within the full scope of T monitoring.
Stations inside lagoon areas should provide broad geographic distributions, moving from offshore
to inshore habitats and, where water depths are sufficient, established at different depths to capture
vertical stratification. The arrays forming the transect of the West Channel (Figure 6) are one extreme
of such lagoon arrays. The Rock Island areas of Palau [23], a series of basins separated by sills,
have instruments from very shallow to the maximum depths in basins that have minimal water
exchange. These inner reef arrays have been important in documenting small scale bleaching events in
2007, 2016, and 2018 [23] for which T information would otherwise have not been available.

4.3. Will a More Modest Network Suffice?

A network of 100 or more TLs may not be feasible (or necessary) for many reef locations. The Palau
network developed gradually, and early results indicated the benefits of expanding the network.
A more limited suite of TLs can focus on areas where data are most needed. If knowing outer slope
conditions relative to reefs is desirable, depth coverage is more important than geographic coverage.
Ideally, the deepest levels of reefs in a given area are instrumented. Once the outer slopes of fringing
or barrier reefs are covered, inshore areas are then important to determine whether such areas are
thermally distinct and if there is any depth stratification of T.

Atolls provide a simpler system (than Palau) to document, usually having a broad scale lagoon
circulation. T regimes might differ on opposite outer slopes of an atoll, and vertical arrays in two
areas might be informative. Patch reefs within lagoons are convenient locations to establish vertical
arrays from near-surface to maximal lagoon depths. Reef flats would also be important to instrument,
as they may have significantly higher T. Channels through the reef rim are also important locations for
monitoring, as they are the only connections between ocean and lagoon of sufficient depth to ingress
stratified water from offshore.

Lagoon areas with islands, such as those that occur in Palau, are more complex and often tidal
currents course through shallow channels advecting water to new areas that may have warmed over
shallow bottoms. Fresh or brackish water may enter lagoons from streams, springs or groundwater
flows, and are another area where documentation would be important. In special cases, such as caves,
caverns, siphons, and other areas where groundwater intrudes, different T conditions are expected to
occur and should be documented.

4.4. Need for Long-Term Measurements

Short-term in situ T monitoring may not accurately capture broad patterns, particularly with
regard to El Niño/La Niña cycles that produce extreme differences [51]. Furthermore, measurement
intervals must be short enough to resolve energetic internal waves, although, with sufficient averaging,
their effects on a record with long sampling intervals can be reduced. Monitoring networks can take
advantage of geography while small oceanic islands can serve as “mooring” equivalents for some
global climate considerations. Present-day technical diving capability has expanded the depth range
accessible for diver deployment of instruments.
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5. Conclusions

We have focused on the techniques for developing and maintaining a network of diver-deployed
compact, research-quality T loggers for measuring T from a few meters depth on the reef crest to
90 m on the reef slope. This T network targets a wide variety of environments (reef crest, reef slope,
reef channel, atolls, lagoons, pinnacles, and headlands), covers an area from 3◦ N to 8◦30′ N impacted
by the NEC and NECC, and for periods over 20 years for some stations.

In terms of ocean physics, the network offers a sometimes astounding view of an energetic
environment. With sampling over two decades, we have documented large T signals often invisible to
SSST from (1) internal waves on time scales of minutes to hours, (2) El Niño on time scales of weeks
to years, and (3) decadal-scale trends of +0.2 ◦C per decade. The latter is a component of variable
sea-level rise in the western Pacific, while the other two signals show 14 ◦C changes over minutes due
to internal bores and over weeks during the termination of El Niño and a dramatic blockage of the
NECC’s usual path. The T network data have been used to create a regression model with SST and
SSH capable of predicting depth-varying thermal stress from satellite measurements, which can be
tested now at other locations in the tropics. The large temporal, horizontal, and vertical variability
noted by the network has further implications for thermal stress on the reef.

In terms of biology, the data points to numerous areas of investigation, although the program was
focused initially on obtaining definitive data on the physical environment that could be correlated
with events such as coral bleaching. In general, the program has pointed out a dearth of definitive
thermal information for most coral reef habitats within Palau and elsewhere, which undermines the
ability to interpret biological events from the most basic physical perspective.
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Abstract: Coral reefs are among the most biologically diverse ecosystems on Earth. In the last few decades,
a combination of stressors has produced significant declines in reef expanse, with declining reef health
attributed largely to thermal stresses. We investigated the correspondence between time-series satellite
remote sensing-based sea surface temperature (SST) datasets and ocean temperature monitored in
situ at depth in coral reefs near La Parguera, Puerto Rico. In situ temperature data were collected
for Cayo Enrique and Cayo Mario, San Cristobal, and Margarita Reef. The three satellite-based SST
datasets evaluated were NOAA’s Coral Reef Watch (CoralTemp), the UK Meteorological Office’s
Operational SST and Sea Ice Analysis (OSTIA), and NASA’s Jet Propulsion Laboratory (G1SST).
All three satellite-based SST datasets assessed displayed a strong positive correlation (>0.91) with
the in situ temperature measurements. However, all SST datasets underestimated the temperature,
compared with the in situ measurements. A linear regression model using the SST datasets as
the predictor for the in situ measurements produced an overall offset of ~1 ◦C for all three SST
datasets. These results support the use of all three SST datasets, after offset correction, to represent
the temperature regime at the depth of the corals in La Parguera, Puerto Rico.

Keywords: satellite SST; in situ; coral reefs

1. Introduction

In the last few decades, a combination of biotic and abiotic stressors has resulted in significant
declines in reef expanse and diversity. Climate change and associated increasing ocean temperatures
have resulted in heat stress being identified as one of the greatest threats to coral reef health [1–3]. Tropical
shallow water reef building corals live near the upper limit of their thermal tolerance, and a temperature
change of as little as 1–2 ◦C can be detrimental to their health [4]. Further, zooxanthellae experience
photoinibition as a result of elevated temperature and light exposure, which damage their photosynthetic
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systems [5]. Coral bleaching by heat stress involves the production of excess reactive toxic oxygen
species, which contribute to oxidative damage and lead to metabolic dysfunction, and sometimes the
expulsion of the symbiotic zooxanthellae (i.e., bleaching). Depending on the duration of the event,
heat stress can ultimately cause coral death [6–8]. In October 2015, the US National Oceanic and
Atmospheric Administration (NOAA) declared the third global coral bleaching event was underway.
That global event ended in May 2017, but not before affecting more coral reefs worldwide than
previously documented bleaching events, and causing record thermal stress in some areas that had
never experienced mass bleaching [9]. Unusually warm sea surface temperatures in the Atlantic were
also one of the driving factors for the active 2017 Atlantic hurricane season [10], with some of Puerto
Rico’s coral reefs being extensively physically damaged by the transit of multiple major hurricanes
during the season [11].

The local monitoring of coral reefs by snorkeling or scuba diving provides important detailed
information regarding reef health at local scales, but resource limitations restrict the coverage and
repeatability of such monitoring to a small proportion of coral reefs globally. The ability to utilize remote
sensing techniques to survey corals on broader geographic scales is therefore critical for assessing
the effects of anthropogenic climate change in remote or inaccessible areas. Efforts to monitor coral
reef environmental conditions in near-real-time on broader (e.g., regional or global) scales currently
rely on satellites, because extensive in situ surveys can be cost and time-prohibitive [12]. However,
in situ observations at the surface of the ocean, as well at the depth of the corals, are needed to
evaluate and improve the accuracy of remote sensing datasets, especially in the shallow, near-shore
reef zone, where adjacent land and highly variable benthic albedo can introduce bias in satellite-based
measurements [13]. With current technology, the health of coral reef ecosystems cannot be directly
observed by satellites in Earth orbit, however, satellite-derived sea surface temperature (SST) data can
serve as a proxy for predicting where and when heat stress events can lead to coral bleaching [14].

NOAA’s Coral Reef Watch (CRW) program has developed a suite of near real-time satellite
SST-based products to monitor heat stress on coral reefs worldwide. CRW SST-based products
(Versions 2.0 and 3.0) were used extensively to monitor and document the third global coral bleaching
event [9]. CRW calculates the thermal stress for each reef location that can lead to coral bleaching,
by comparing near real-time SST values with a long-term SST climatology. The SST climatology
supporting CRW’s current version 3.1 daily global 5 km product suite is derived from a combination
of NOAA/National Environmental Satellite, Data, and Information Service (NESDIS) 2002–2012
reprocessed daily global 5 km Geo-Polar Blended Night-only SST Analysis, and the 1985–2002 daily
global 5 km nighttime SST reanalysis, produced by the United Kingdom (UK) Metrological Office, on the
Operational SST and Sea Ice Analysis (OSTIA) system. CRW’s suite of 5 km products includes SST,
SST Anomaly, Coral Bleaching HotSpot, Degree Heating Week (DHW), a 7-day maximum Bleaching
Alert Area, and a 7-day SST trend [15]. CRW satellite SST datasets consist of night-only temperature
measurements, because this helps to reduce the diurnal temperature fluctuation biases that would
occur if both day and night measurements were used [16]. Previous research has also found that in
the tropics, night-only temperature measurements agreed more favorably with in situ buoys at 1 m
depths [17].

While gridded SST satellite products are usually adequate for monitoring offshore and large spatial
areas, the same measurements may not be representative for coral reef ecosystems found in shallow
coastal waters [18–20]. A number of previous studies comparing other remote sensing SST datasets
and in situ temperature measurements at different geographical locations have found significant
differences between these measurements [21–23]. Such discrepancies are caused by a combination
of factors, including coarse satellite spatial and temporal resolutions, contamination of the satellite
footprint by land areas, and the complexity of the environment in coastal zones (e.g., ocean mixing,
increased turbidity, dissolved organic compounds from land [24,25]).

Since coral reef ecosystems are found along coastlines and many coral reef managers use CRW’s
SST-based products to monitor reefs, it is important to understand the accuracy of these CRW SST
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products in specific locations, as well as to establish that the SST datasets are optimal [26,27]. Currently,
there are no case studies examining the applicability of CRW’s (Version 3.1) daily global 5 km satellite
SST product of in situ temperature measurements at the depth of the corals in La Parguera, Puerto Rico.
To help address this challenge and ensure that CRW’s SST products are optimally suited for assessing
the temperature at the depth of coral reefs, we deployed a network of in situ temperature sensors
at varying depths across four coral reefs at La Parguera, Puerto Rico. Data collected from this
network were used as a case study to assess correspondence between CRW’s 5 km satellite-based SST
product [15], the Jet Propulsion Laboratory’s (JPL) 1 km SST dataset [28], and the UK Metrological
Office’s (OSTIA) 5 km SST product [29]. The CRW satellite dataset is daily, global, and nighttime-only
at 5 km (0.05◦ latitude/longitude) resolution. The OSTIA SST and G1SST are both global daily datasets
and support comparison with the CRW SST.

The goals of this case study were to:

1. Assess temperature representation at different coral depths and locations in La Parguera, Puerto
Rico, by the three satellite-based remote sensing SST datasets.

2. Identify a statistical model that predicts coral depth temperature from the remote sensing
SST datasets.

2. Materials and Methods

2.1. Study Area

La Parguera, located in southwestern Puerto Rico, was selected for the in situ temperature logger
deployment (Figure 1), in part because these reefs are extensively environmentally and biologically
monitored [30–32], and because NOAA CRW’s satellite SST products lack validation datasets in this
region. According to paleoclimate data obtained from a coral core, this area has experienced a 2 ◦C increase
between 1751 and 2004 [33]. The local average SST is 27.9 ◦C, with an annual variability of 3.2 ◦C (derived
from daily measurements between 1966 and 2002 [34]). SST near southwest Puerto Rico are influenced
by continental freshwater runoff from the Orinoco and Amazon rivers [35]. This area was affected
by the third global bleaching event and the active 2017 Atlantic hurricane season [36,37]. However,
the damage from bleaching and hurricanes was non-uniform, and minimal in certain locations.

Figure 1. Map of study location, La Parguera, Puerto Rico. During June 2017, six temperature sensors
were deployed at Cayo Enrique, and six temperature sensors at Cayo Mario (n = 12 total). The depths
ranged from 1–13 m. In March 2019, eight temperature sensors were deployed at San Cristobal between
depths of 5–6 m, and another eight were deployed at Margarita Reef at depths between 3–4 m (n = 16).
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The reef system in La Parguera consists of both nearshore and offshore reefs, and is mostly
composed of fringing, bank barrier reefs, and submerged patch reefs. The reefs here are experiencing
stress from increasing ocean temperatures, rapid coastal development producing an influx of sediments
and nutrients, and physical impacts from transitory tropical storms [38].

2.2. In Situ Temperature Loggers

During June 2017, we deployed a total of 12 temperature data loggers in situ within the coral
reefs using SCUBA. Six data loggers were installed at varying depths (ranging from 1 m–13 m) at
Cayo Enrique (17.95554 N, −67.05312 W), and six loggers at Cayo Mario (17.95283 N, −67.05648 W).
The loggers used were HOBO Pendant 64 K Temperature and Light pendant loggers (Onset Computer
Corporation, Massachusetts, U.S.A.; ±0.53 ◦C accuracy at 27.6 ◦C), and were chosen because HOBO
loggers are widely used in coral studies [19,39–44]. These loggers were set to record water temperature
at 15-min sampling intervals. Before deployment, the loggers were calibrated against a HOBO Water
Temperature Pro v2 Data logger (±.21 ◦C accuracy at 27.6 ◦C) for 20 h, to establish relative baseline
accuracy and ensure comparability.

The CRW satellite SST dataset was the primary focus of comparison, since it is used by coral
mangers to monitor corals. Therefore, in March 2019, an additional 16 in situ temperature loggers were
deployed at two new reef locations. This allowed comparison of three, CRW 5 km pixel cells, rather
than one; Cayo Enrique and Cayo Mario are situated in one, 5 km pixel. Eight temperature loggers were
deployed at San Cristobal (17.94302 N, −67.07834 W) at depths between 5–6 m, and eight temperature
loggers at Margarita Reef (17.92422 N, −67.10377 W) at depths around 3–4 m. The temperature loggers
used were the same ones deployed at Cayo Enrique and Cayo Mario, with the identical settings.
They were calibrated in an ice bath before deployment, to ensure they were functioning within their
manufactured accuracy (±0.53 ◦C accuracy). Table 1 lists information for the depth and location of
each logger deployed at all the reef sites.

Table 1. Deployment depth of loggers and associated temperature offset from the calibration.

Location Logger # Depth (m) Offset (◦C)

Cayo Enrique 1 10 −0.00759
2 6 0.081311
3 5 0.223544
4 10 0.189653
5 10 0.151872
6 6 0.191875

Cayo Mario 7 13 0.195092
8 11 0.160089
9 3 0.173979

10 11 0.137865
11 3 0.020634
12 1 0.083416

San Cristobal 1 5 0.343
2 5 0.232
3 5 0.343
4 5 0.232
5 5 0.232
6 6 0.232
7 6 0.232
8 6 0.343

Margarita Reef 1 3 0.232
2 3 0.232
3 3 0.232
4 4 0.232
5 4 0.232
6 4 0.343
7 4 0.343
8 4 0.232
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The loggers were placed on or near the coral reef framework and secured with zip ties, to minimize
movement in the water. Data retrieval was performed in situ, using an optical data shuttle to minimize
the potential for observational interruptions, data loss, and instrument disturbances. Night-time
observations were extracted for analysis from the time series logger data to compare to CRW’s
night-time only SST. We evaluated the in situ time series and determined that, owing to the short
duration of the study and the use of night-time only observations, drift corrections were unnecessary.

2.3. Satellite Sea Surface Temperature Datasets

The three different gridded, global, daily remote sensing SST datasets listed in Table 2 were
assessed in this study. The NOAA CRW program’s Version 3.1 products are based on CRW’s CoralTemp
Version 1.0 SST dataset and are derived from NOAA/NESDIS’ operational near-real-time daily global
5 km Geostationary-Polar-orbiting Blended Night-only SST Analysis from late 2016 onwards. OSTIA
is also generated globally, and daily, at 5 km resolution, and has been found to be the most suitable SST
dataset for aquaculture studies [23]. The SST measurements used in OSTIA are provided by the Group
for High Resolution SST, which uses a combination of in situ and satellite data from both infrared
and microwave radiometers to generate the SST [29]. The Group for High Resolution Sea Surface
Temperature (GHRSST) daily, global 1 km SST (G1SST) dataset is produced by the JPL Regional Ocean
Modeling System group. This product is created by using a multi-scale two-dimensional variational
blending algorithm on a global 0.0009 degree grid, and is also a combination of data from multiple
satellites and in situ data [28]. Remote sensing SST values nearest to the in situ sites were extracted
from netCDF4 files by means of a spherical nearest neighbor approach, limited to open water vectors.

Table 2. Remote sensing datasets evaluated in this study.

SST Datasets Source
Resolution

Spatial
Resolution
Temporal

Day/Night References

CoralTemp NOAA/NESDIS CRW 5 km Daily Night [15]

OSTIA UKMO 5 km Daily Day + Night [28]

G1SST JPL ROMS 1 km Daily Day + Night [29]

2.4. In Situ and Satellite SST Statistical Comparisons

To facilitate comparison with the three remote sensing SST datasets, in situ temperature
observations between 19:00 and 06:00 (local time sunset/sunrise) were extracted and averaged to
produce a daily nighttime-only in situ data series. A Spearman Correlation was performed on the in
situ temperature data at each reef site to compare the data from the different logger sites and depths.
No statistical difference was found among sites or depth (p < 0.05; r > 0.83 for all logger sites), indicating
a strong correlation between loggers at each site. Therefore, for the statistical computations with the
remote sensing SST datasets, the in situ loggers were averaged, to yield one daily, in situ measurement
time series. Another reason we decided to average the in situ loggers to produce one daily in situ
measurement for each site (n = 3), was because some temperature loggers were lost during the course of
the study due to hurricanes, earthquakes, and the harsh ocean environment, and of the remaining data
loggers, not all were able to capture data by 1 March 2020, when the study ended. On the conclusion of
the study in early March 2020, only two loggers were recovered from Cayo Enrique, three from Cayo
Mario, three from Margarita Reef, and five from San Cristobal.

For the duration of the study, the daily minimum, maximum, and mean temperatures were computed,
along with their standard deviations for Cayo Enrique and Cayo Mario (30 June 2017–1 March 2020),
San Cristobal (1 March 2019–1 March 2020), and Margarita Reef (1 March 2019–24 December 2019).
The bias (satellite—in situ data) was also calculated for each satellite-based SST dataset, to relate the
daily differences between the satellite and in situ temperature logger measurements. A mean bias
value above zero corresponds to cooler SST data than the in situ data, and a bias below zero stands for
warmer SST data [45]. From the biases, the mean, standard deviation, and root mean square error were
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calculated. Next, a Spearman’s correlation was performed to evaluate the strength of the relationship
between the SST datasets and in situ temperature measurements. The correlation coefficient from the
test varies between +1 and −1, with values closer to +1, indicating a stronger degree of association
between the measurements [46].

Scatter plots of the in situ temperature measurements against the satellite SST were also produced
to evaluate the relationship. Finally, a linear regression model was fit to adjust for differences between
the remote sensing SST datasets and in situ measurements, with the satellite SST datasets as the
predictor for the averaged in situ temperature recorded by the loggers. Given the close, linear agreement
between the two variables as observed in the scatter plots, the linear regression model, while not
accounting for serial correlation in the residuals, satisfies the goals of this work to fit a model that can
effectively estimate reef-depth water temperature from SST estimated by satellite remote sensing.

3. Results

For Cayo Enrique and Cayo Mario, San Cristobal, and Margarita Reef, summaries of the minimum,
maximum, mean, and standard deviation (SD) for the averaged in situ temperature and three remote
sensing SST datasets for the duration of the study are evaluated, and summarized in Tables 3–5.
The mean bias (◦C), its SD, and the root mean square error (RMSE) for each remote sensing SST
dataset, along with the Spearman correlation coefficient, are summarized for all locations in Tables 6–8
For JPL’s Level 4, daily, G1SST dataset, after 9 December 2019 to the present, the SST dataset has
been reported to produce poor quality SST data, and this poor data was removed from the analysis
(https://podaac.jpl.nasa.gov/announcements/2020-01-29_G1SST_Data_Outage_Alert).

Table 3. Summary of the sea surface temperature (SST) data (◦C) for Cayo Enrique and Cayo Mario
from 30 June 2017–1 March 2020 (~two years and eight months; n = 975 days) for the averaged in situ
loggers (data gap between 11 September 2019–1 October 2019), CoralTemp, and Operational SST and
Sea Ice Analysis (OSTIA). The G1SST dataset is from 30 June 2017–8 December 2019 (n = 891 days).

SST Source Min Max Mean SD

In situ 26.23 30.47 28.41 1.13
CoralTemp 26.21 30.24 28.09 1.02

OSTIA 26.21 30.15 28.15 1.01
G1SST 25.44 30.31 28.21 1.08

Table 4. Summary of the SST data (◦C) for San Cristobal from 1 March 2019–1 March 2020 (one year)
for the averaged in situ loggers, CoralTemp, and OSTIA. The G1SST dataset is only from 1 March
2019–8 December 2019.

SST Source Min Max Mean SD

In situ 26.13 30.24 28.37 1.09
CoralTemp 26.28 30.20 28.22 1.03

OSTIA 26.25 30.17 28.25 1.03
G1SST 26.14 30.35 28.57 0.97

Table 5. Summary of the SST data (◦C) for Margarita Reef from 1 March 2019–24 December 2019
(~10 months) for the averaged in situ loggers, CoralTemp, and OSTIA. The G1SST dataset is only from
1 March 2019–8 December 2019.

SST Source Min Max Mean SD

In situ 26.27 30.23 28.55 1.02
CoralTemp 26.27 30.19 28.43 1.02

OSTIA 26.27 30.14 28.48 1.02
G1SST 26.23 30.82 28.55 0.96
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Table 6. Mean bias (satellite—in situ), standard deviation of the bias, root mean square error (RMSE)
of the bias, and Spearman correlations between satellite-based SST datasets and averaged in situ
temperature for Cayo Enrique and Cayo Mario from 30 June 2017–8 December 2019 (about two years
and five months; n = 891 days).

SST Dataset Mean Bias (◦C) SD of the Bias RMSE Spearman

CoralTemp −0.35 0.38 0.52 0.94
OSTIA −0.29 0.37 0.47 0.93
G1SST −0.33 0.40 0.52 0.92

Table 7. Mean bias (satellite—in situ), standard deviation of the bias, root mean square error (RMSE)
of the bias, and Spearman correlations between satellite-based SST datasets and averaged in situ
temperature for San Cristobal from 1 March 2019–1 March 2020 (one year) for CoralTemp, and OSTIA
datasets. The G1SST dataset is only from 1 March 2019–8 December 2019.

SST Dataset Mean Bias (◦C) SD of the Bias RMSE Spearman

CoralTemp −0.16 0.33 0.36 0.95
OSTIA −0.12 0.30 0.33 0.96
G1SST −0.11 0.31 0.33 0.91

Table 8. Mean bias (satellite—in situ), standard deviation of the bias, root mean square error (RMSE)
of the bias, and Spearman correlations between satellite-based SST datasets and averaged in situ
temperature for Margarita Reef from 1 March 2019–24 December 2019 (~10 months) for CoralTemp,
and OSTIA datasets. The G1SST dataset is only from 1 March 2019–8 December 2019.

SST Dataset Mean Bias (◦C) SD of the Bias RMSE Spearman

CoralTemp −0.12 0.30 0.32 0.95
OSTIA −0.07 0.29 0.30 0.95
G1SST −0.05 0.35 0.36 0.91

All the remote sensing SST datasets evaluated yielded similar temperature patterns, and
correspondingly high correlations with the in situ temperature measurements (correlation coefficients
>0.91), and the seasonal trends can be observed in the time series (Figures 2–4). A strong seasonal
trend is observed, with the three remote sensing datasets consistently underestimating the temperature
at the depth of the corals during warmer months (June to September).

 

Figure 2. Time series of temperature data from 30 June 2017–1 March 2020 of the three remote sensing
datasets (CoralTemp, G1SST, OSTIA) and the averaged in situ loggers for Cayo Enrique and Cayo Mario.
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Figure 3. Time series of temperature data from 1 March 2019–1 March 2020 of the three remote sensing
datasets (CoralTemp, G1SST, OSTIA), and the averaged in situ loggers for San Cristobal.

 

Figure 4. Time series of temperature data from 1 March 2019–24 December 2019 of the three remote
sensing datasets (CoralTemp, G1SST, and OSTIA), and the averaged in situ loggers for Margarita Reef.

Ocean temperature seasonality was also explored for Cayo Enrique and Cayo Mario for only
two years of the study (30 June 2017–30 June 2019), and it was found that correlation coefficients
decreased marginally, but not significantly, when split into the dry and wet seasons. The first dry
season (December 2017 to March 2018) had correlation coefficients of 0.90, 0.89, and 0.87 for CoralTemp,
G1SST, and OSTIA, respectively. The wet season (April 2018 to November 2018) had slightly higher
coefficients of 0.92, 0.89, and 0.95 for CoralTemp, G1SST, and OSTIA, respectively. Overall, all remote
sensing SST datasets displayed negative (cool) biases for the majority of the study, and this can be
observed in Figures 5–7.
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Figure 5. Time series of the bias (satellite—in situ) temperatures from 30 June 2017–1 March 2020 for
Cayo Enrique and Cayo Mario.
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Figure 6. Time series of the bias (satellite—in situ) temperatures from 1 March 2019–1 March 2020 for
San Cristobal.
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Figure 7. Time series of the bias (satellite—in situ) temperatures from 1 March 2019–24 December 2019
for CoralTemp and OSTIA, and from 1 March 2019–8 December 2019 for G1SST for Margarita Reef.

The scatter plots indicated a strong linear relationship between all remote sensing SST datasets
and in situ temperature measurements Figures 8–10. Table 9 contains statistical information from the
linear regression models.
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Figure 8. Scatter plots with linear regression of the averaged in situ temperature against the different
three different remote sensing SST datasets for Cayo Enrique and Cayo Mario.

 

Figure 9. Scatter plots with linear regression of the averaged in situ temperature against the different
three different remote sensing SST datasets for San Cristobal.

40



J. Mar. Sci. Eng. 2020, 8, 453

 

Figure 10. Scatter plots with linear regression of the averaged in situ temperature against the different
three different remote sensing SST datasets for Margarita Reef.

Table 9. Test statistics (root mean square error (RMSE); R2; p-value) from the linear regression
models, with the three satellite-based SST datasets (CoralTemp = CT; OSTIA; G1SST) as the predictor
for the in situ temperature at the three different sites (Cayo E Enrique and Cayo Mario = CE/CM;
San Cristobal = SC; Margarita Reef =MR).

Site CE/CM SC MR

Statistic CT OSTIA G1SST CT OSTIA G1SST CT OSTIA G1SST
RMSE 0.38 0.37 0.40 0.33 0.30 0.31 0.30 0.29 0.35

R2 0.89 0.89 0.87 0.91 0.92 0.91 0.92 0.92 0.88
p-value <0.05 <0.05 <0.05 0.57 0.33 0.27 0.00 0.02 0.95

All remote sensing datasets were negatively biased throughout most of the study period. All scatter
plots indicated a strong linear relationship between the satellite-based SST datasets and in situ
temperature measurements, suggesting that a linear regression model would be appropriate to estimate
coral depth temperatures from the remote sensing data. A linear regression model with CoralTemp,
OSTIA, and the G1SST, as the predictor for the in situ temperature measurements yielded an average
offset of ~1 ◦C for all study sites.

4. Discussion

The main goal of this research was to assess the suitability of three remote sensing satellite SST
datasets, NOAA’s CRW CoralTemp, the UK Met Office’s OSTIA, and JPL’s G1SST dataset, to capture
the temperature at the depth of multiple coral reef ecosystems in La Parguera, Puerto Rico. This study
discovered that all three of the remote sensing SST datasets evaluated were acceptable surrogates, after
offset correction (~1 ◦C), of the temperature at the depth in the coral reefs at Cayo Enrique, Cayo Mario,
San Cristobal, and Margarita Reef.

Overall, all three remote sensing SST products produced a cool bias (satellite—in situ) within
their timeframe of data collection, indicating that the satellite SST was underpredicting the actual
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temperature at the depth of the corals. For Cayo Enrique and Cayo Mario, the OSTIA SST dataset
exhibited the least bias (−0.29 ◦C, compared to −0.33 ◦C for G1SST, and −0.35 ◦C for CoralTemp) for
the duration of the study. The G1SST and OSTIA dataset both possessed similar small biases for
San Cristobal, at −0.11 ◦C and −0.12 ◦C respectively, with CoralTemp yielding −0.16 ◦C bias for the
one-year study. The biases were even smaller for Margarita Reef, with the G1SST bias only −0.05 ◦C,
and the OSTIA SST dataset with a −0.07 ◦C bias. CoralTemp was found to have a slightly higher
cool bias, at −0.12 ◦C for the ~ten-month study at Margarita Reef. The differences in the satellite SST
biases could be attributed to two factors. The first possible explanation is that the study sites were
all different depths. The first study sites, Cayo Enrique and Cayo Mario, were overall the deepest
sites for the temperature logger deployment (six of the loggers were placed deeper than 6 m, which
was the max depth for San Cristobal). San Cristobal was the middle site in terms of depth (5–6 m),
with Margarita Reef being the shallowest (3–4 m). The results suggest that the satellite-based SST have
a closer temperature matchup with the shallower reefs. This makes sense, because deeper down the
water column, the temperature profile drops after the mixed layer (temperature decreases with depth,
as it loses availability to sunlight). Another explanation for the bias conflictions between sites is the
different time durations of the study for each site. Cayo Enrique and Cayo Mario were the sites with
the longest temperature time series (~2 years and 9 months), and they had the relative highest cooler
bias offsets for all three satellite SST datasets. Whereas Margarita Reef had the shortest time series
(~10 months), and also the smallest biases between the in situ and satellite SST datasets. Longer time
series data for all the sites are required to further investigate the biases between the sites and remote
sensing SST datasets.

Seasonal patterns were also observed when assessing how representative the satellite-based SST
datasets were to the in situ temperature loggers. During the warmer, wet season (June to September),
the satellite SSTs often underestimated the temperature at depth recorded by the in situ temperature
loggers. This pattern suggests that the satellite SST datasets do not measure the actual temperature at
depth when the water is warmer and possibly more stratified [47]. For Cayo Enrique and Cayo Mario,
in mid-late August 2017, which is considered to be part of the warm, wet season, a cool bias can be
seen in all three remote sensing products. According to NOAA’s Climate Review for Puerto Rico 2017,
on August 17th and again on the 20th, there was tropical wave activity that created above normal
precipitation levels caused by heavy showers and thunderstorms. Then, in September, Hurricanes
Irma and Maria caused significant rainfall, destruction, and mixing in the ocean waters. Hurricane
Maria was a Category 4 hurricane when it transited directly over the island, passing through on
19–20 September. This hurricane caused the satellite SST data to switch from negative (cool) biases on
the 19th (−0.60 ◦C = CoralTemp; −0.07 ◦C = G1SST; and −0.05 ◦C = OSTIA) to positive (warm) biases
on the 20th (0.67 ◦C = CoralTemp; 1.20 ◦C = G1SST; and 0.78 ◦C = OSTIA; Figure 11).

According to the in situ data, the ocean temperature dropped ~1.5 ◦C from the 19th to the 20th,
when the hurricane was passing. The warm bias continued until late February 2018, when ocean
temperatures began to rise again, and the satellite SST biases returned to a negative (cool) state. The SST
data warm biases seen after Hurricane Maria through late February could be attributed to increased
water column mixing and seasonal cooler temperatures. Typically, La Parguera experiences low wave
and tidal energy, and southeasterly winds from 3.1 to 7.7 m s−1 [39,48]. The reversal of the cool bias
can be attributed to Hurricane Maria inducing higher seawater mixing for two weeks [49], and then
the seasons transitioning to winter, causing temperatures to continue to decrease. From March 2018 to
June 2019, SST data have a consistent negative (cool) bias. The lack of intense hurricanes in 2018 and
the presence of a La Niña signal (e.g., MEI < −0.5 [50]) could be responsible for the more consistent
pattern. NOAA reported lower than average rainfall for Puerto Rico over all of 2018. A weaker El Niño
was also present near the end of 2018, continuing into spring 2019. NOAA reported less rainfall than
usual for February 2019.
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Figure 11. Time series of the bias (satellite—in situ) of the three remote sensing datasets for September
2017. All of the remote sensing datasets displayed a cooler bias, until Hurricane Maria transited the
area on 19 September 2017, after which the biases became warm.

For San Cristobal, the JPL G1SST dataset yielded the smallest overall bias (−0.11 ◦C), but all
three remote sensing products have high correlations with the in situ temperature measurements
(CoralTemp = 0.95, OSTIA = 0.96, G1SST = 0.91). The same is true for Margarita Reef, where all the
satellite SST datasets contained high correlations with the in situ data (CoralTemp = 0.95, OSTIA = 0.95,
G1SST = 0.91). Observing the time series for all the study sites, there are two surprising temperature
dips around December 2019, and January 2020, where the SST datasets are actually over predicting
the temperature compared to the in situ loggers, and this was not seen in the previous years for the
Cayo Enrique and Cayo Mario sites during these months. Generally, in winter, there was a closer match
up observed between the SST data and in situ measurements. A possible explanation for these cool dips
in the in situ temperature record that caused the satellites to have a warm bias, could be the magnitude
6.4 earthquake that occurred in southwestern Puerto Rico on 7 January 2020. This region hadn’t
experienced an earthquake of this magnitude since 1918 (USGS 2020). Scientists believe that the energy
released during an earthquake could cause an increase in cold water anomalies, but further research is
required to understand how local ocean temperatures change in response to earthquakes [51].

Inevitably, there will be some mismatch between the satellite SST and in situ measurements,
because of the spatial scale, as the remote sensing modeled products combine data over a larger
area (1–5 km pixel size), and the in situ data are point-based observations. Even though the satellite
SST datasets underestimate the actual temperature at the depth of the coral for the majority of this
study, the linear regression models with the satellite SST datasets as the predictor for the averaged
in situ temperature logger measurements yielded an offset of ~1 ◦C. Cooler biases were also found
in observations between satellite and in situ temperature measurements in previous studies [19,23],
suggesting some consistency in bias across geographies. The occurrence of a cooler bias could be due
to the ocean surface losing more heat at night to the atmosphere, which the temperature loggers at
depth do not experience. Future studies could focus on heat budget analysis in corals in La Parguera,
to assess if the coral tissues and reef framework contribute to the observed cool bias.

5. Conclusions

We sought to understand correspondence between temperatures observed at coral depth and
those estimated for the sea surface by satellite-based remote sensing techniques, and to identify a
statistical model capable of correcting bias in the remote sensing data, such that they may more
accurately estimate temperatures at coral depths in the near shore zone. Since tropical corals live in
coastal, subtidal areas that expose them to a wide range of temperature regimes, it is important to assess
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the satellite SST using in situ measurements to gain an accurate understanding of the temperature
surrounding each coral reef ecosystem. It is also essential to explore the biases between satellite SST
and in situ measurements, because NOAA’s CRW uses satellite SST to produce their products, which
are used by coral managers to inform them when their reefs might experience bleaching. Overall,
a strong positive correlation was observed between all the satellite products and in situ measurements,
with no real differences found between logger sites and depth, and this would be expected in such
shallow, well-mixed waters. However, a consistent negative (cool) bias was found between the in situ
temperature data and satellite SST datasets during the warmer months with a closer match between
them during the colder months. The warm season biases for the satellite SST datasets were all around
1 ◦C, providing a good overall agreement between the satellite SST and the in situ loggers. While other
studies have suggested similar biases in different locations, the spatial coherence of systematic biases
between surface and reef-depth temperatures has not been fully explored. Expanding this study with
a broader network of in situ sensors to simultaneously evaluate more SST pixels is needed, especially
around Puerto Rico, and a longer time series is required.
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Abstract: The Adriatic Sea and its coastal region have experienced significant environmental changes
in recent decades, aggravated by climate change. The most prominent effects of climate change
(namely, an increase in sea surface and air temperature together with changes in the precipitation
regime) could have an adverse effect on social and environmental processes. In this study, we
analyzed the time series of sea surface temperature and air temperature measured at three mete-
orological stations in the Croatian part of the Adriatic Sea. To assess the trends and variations in
the time series of sea surface and air temperature, different statistical methods were employed, i.e.,
linear and quadratic regressions, Mann–Kendall test, Rescaled Adjusted Partial Sums method, and
autocorrelation. The results evidenced increasing trends in the mean annual sea surface temperature
and air temperature; furthermore, sudden variations in values were observed in 1998 and 1992,
respectively. Increasing trends in the mean monthly sea surface temperature and air temperature
occurred in the warmer parts of the year (from March to August). The results of this study could
provide a foundation for stakeholders, decision–makers, and other scientists for developing effective
measures to mitigate the negative effects of climate change in the scattered environment of the
Adriatic islands and coastal region.

Keywords: sea surface temperature; air temperature; Mann–Kendall test; Split; Hvar; Komiža

1. Introduction

The Adriatic Sea is the northernmost part of the Mediterranean Sea and represents
a vast bay that is indented far into the European mainland. The surface of the Adriatic
Sea is 138,595 km2, which constitutes 4.6% of the total surface of the Mediterranean Sea.
The Adriatic Sea stretches in NW–SE direction for 870 km, with an average width of
approximately 200 km. It is connected to the Mediterranean Sea by the 70 km–wide Strait
of Otranto. The Adriatic Sea is heterogeneous in terms of physical, chemical, and biological
properties [1]. Based on the average depth, the Adriatic is divided into (i) very shallow
Northern Adriatic (<35 m), (ii) Central Adriatic Sea (~140 m), and (iii) Southern Adriatic
with an average depth of >200 m and maximum depth up to 1228 m [2]. The majority of
the islands in the Adriatic Sea are within the Croatian territory. The total length of the
Croatian coast is 5835 km, i.e., the lengths of the island and mainland coast are 4058 km
and 1777 km, respectively.

One of the key environmental questions is how climate change, particularly global
warming, will affect the environmental and social processes in different regions of the
planet. The investigation of the effects of climate change in the coastal environment is a
particularly complex task because of the simultaneous influence of vast land and water
masses, which react differently to climate change. Since climate change continues to
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intensify, both the Adriatic and the Mediterranean regions are considered hot spots of
climate change. In particular, the Adriatic ecosystems suffer the combined effect of climate
change in the Northern hemisphere and local climate variations [3]. Regional atmospheric
oscillations, as a result of the air pressure variations in the Northern hemisphere, and the
intensification of water inflow from the Eastern Mediterranean affected the Adriatic Sea
temperature and salinity. Further local factors impacting the Adriatic marine ecosystems
are: (i) increasing sea surface temperature, (ii) negative trends in the precipitation patterns,
particularly in the winter season, and (iii) reduced inflow of fresh water and nutrients as a
result of the decreasing inflow from the Po river [4]. This complex situation is fostered by the
variable geometry and topography of the Adriatic region where each bay, island, or channel
in the Adriatic Sea is site–specific in terms of oceanographic properties [5] and reactions to
climate change [6,7]. The devastation of the environment, the increasing demand for fresh
water for potable and irrigation purposes, and the changes in the already unfavorable water
balances of the Mediterranean semi–arid climate could lead to adverse environmental and
social consequences in the near future. Commonly, the karst environments are scarce
in surface hydrography and groundwater is the main freshwater resource. Hence, the
Mediterranean water resources are under significant stress due to over–abstraction, climate
change, and the high possibility of seawater intrusions into karst aquifers in the coastal
areas or the islands.

To understand the trends and the behavior of the air temperature on small islands
and in the coastal areas, it is necessary to understand the interaction between the sea
surface temperature and the air temperature. Vlahakis and Pollatou [8] emphasized that
the sea surface temperature is the key factor in the assessment of the climate and climate–
related processes on all scales, especially on the islands and in the coastal areas. Sea
surface temperature has a direct influence on global energy transfer, atmospheric processes,
precipitation, evapotranspiration, moisture in air and soil, wind development, hydrological
cycle, and other ecological or social processes [9]. However, sea surface temperature is not
considered a standard meteorological parameter even though its effect on the atmosphere
is immense. Furthermore, the time series of the sea surface temperature are considerably
shorter when compared to the air temperature. The sea has a higher thermal capacity than
the land, resulting in slower heating and cooling. During winter and summer, the sea acts
as a buffer that moderates the air temperature, resulting in a lower range of the sea surface
temperature than the range of air temperature over land [10]. The flow of the seawater and
other turbulent processes cause the deeper layers of the sea to mix with the surficial ones,
influencing the air temperature. The air temperature reacts differently to changes in the sea
surface temperature, and this is particularly pronounced on the small islands and in the
coastal areas. Therefore, it is necessary to analyze each location based on a detailed and
reliable time series of measured data.

Time series of the sea surface temperature and the air temperature measured at three
meteorological stations located on Central Adriatic islands (Hvar and Vis) and on the
mainland (Split) were analyzed in this study. Firstly, we will describe the study area and
the available dataset. The dataset will be analyzed using different statistical approaches and
the obtained results will be used to assess the occurrence of trends within the time series of
the sea surface temperature and the air temperature. These data will provide a foundation
for stakeholders, decision–makers, and other scientists for developing effective measures
to mitigate the negative effects of climate change in the Adriatic region and beyond.

2. Study Area

The study area is located in the central part of the Adriatic Sea and consists of the
two meteorological stations on the islands of Hvar and Vis, and the meteorological station
in the city of Split on the mainland. The map of the study area showing the analyzed
meteorological stations is in Figure 1.
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Figure 1. Map of the study area showing the locations of the three meteorological stations whose data were analyzed in
this study.

The main characteristics of the analyzed stations used in this study are summarized
in Table 1.

Table 1. Characteristics of the investigated meteorological stations.

Split Hvar Komiža

Latitude 43◦30′30′′ 43◦10′16′′ 43◦02′54′′
Longitude 16◦25′35′′ 16◦26′13′′ 16◦05′07′′
H (m a.s.l.) 122 20 20

Investigated period (SST) 1960–2019 1964–2019 1991–2019
Investigated period (TA) 1960–2019 1960–2019 1960–2019

L (m) 3100 100 190
Ls (m) 515 80 175

Note: H—the altitude of the meteorological station; SST—sea surface temperature; TA—air temperature; L—the
distance between the SST and the air temperature measuring point; Ls—minimum distance between meteorologi-
cal stations and the seashore.

The meteorological station Split is located in the eastern part of Split, on the Marjan
peninsula. Marjan is a forest park used for recreational purposes. The meteorological
station is in the vicinity of the second tallest peak on Marjan (178 m a.s.l.). In 2011, the
population of Split was 178,192. Despite rapid urbanization of the Split agglomeration,
the meteorological station Split is not affected by urbanization due to its position within
a protected forest area. The sea surface temperature (SST hereafter) is measured at the
endpoint of the pier at the easternmost point of the Marjan peninsula.

The small island of Hvar belongs to the Middle–Dalmatian island group. With a
surface area of 297.32 km2 and a coastline of 270 km, Hvar is the fourth biggest island in
the Croatian part of the Adriatic Sea [11]. In 2011, the city of Hvar had a population of
4251. The meteorological station Hvar is situated in a small forest grove, away from the
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urbanized city center. The SST is measured at the endpoint of a small pier 100 m from the
meteorological station.

Vis is a small remote island in the Adriatic Sea. Its distance from the mainland is
43 km and the island is exposed to very strong winds. With a surface area of 89.72 km2

and coastline of 85 km, Vis is the ninth biggest island in the Croatian part of the Adriatic
Sea [11]. The meteorological station is located in the city of Komiža, on the northern edge
of the urbanized area. In 2011, Komiža had a population of 1526. The SST is measured at
the endpoint of a pier in Komiža, 190 m from the meteorological station. Vis Island has
favorable geological and hydrogeological conditions that have enabled the formation of
high–quality karst aquifers from which the fresh water is abstracted. Hence, Vis Island and
its groundwater resources are considered highly vulnerable to climate change [7].

According to Köppen–Geiger climate classification, the study area is characterized
by the Csa climate type [12], sometimes called the “olive” climate. It is a semiarid va-
riety of Mediterranean climate characterized by mild and humid winters, and dry and
hot summers.

3. Materials and Methods

3.1. Data Collection

The SST and the air temperature data used in this study were provided by the Croatian
Meteorological and Hydrological Service (DHMZ). The conventional method of measuring
the SST is performed using a thermometer immersed in the sea at a depth of 30 cm, given
that the sea is not shallower than 180 cm at the measuring point. The thermometer is
immersed for three minutes, and after that, it is taken out and read quickly [13]. The SST
is measured three times a day at 7, 14, and 21 h local time. The measurement of the SST
is performed by personnel from the nearby meteorological station. Values of the mean
monthly and the mean annual SST were analyzed in this study.

Furthermore, the time series of air temperature were measured at main meteorological
stations. An interesting fact is that the meteorological station Hvar started to operate in 1858,
followed by the Split station a year after, and Komiža in 1959. The World Meteorological
Organization (WMO) recognized the quality of the station in Hvar and awarded it a
Centennial Observing Station title. The air temperature is measured hourly at a standard
height of 2 m above the ground. In this study, the mean monthly and the mean annual
air temperature for the period 1960–2019 were analyzed. Despite several approaches
(e.g., [14–16]), the method employed by the DHMZ [13], which is the most common in
Europe, defines the mean daily air temperature as:

t mean,daily =
t7 + t14 + 2t21

4
, (1)

where t7, t14, and t21 are the air temperature values measured at 7, 14, and 21 h (local time),
respectively. The same procedure is applied for the SST.

3.2. Statistical Methods

Linear and quadratic regressions were performed on the time series of mean monthly
and mean annual SST and air temperature from three stations analyzed in this study. The
linear regression equation is given as:

T = (a × t) + b, (2)

and the quadratic regression equation as:

T = (c × t2) + (d × t) + e, (3)

where T is the mean monthly or mean annual SST or air temperature in year t, a and b
are linear regression coefficients, and c, d, and e are quadratic regression coefficients. All
five coefficients are calculated by the least–squares method. The coefficient a represents
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the slope of the regression line whose dimension is ◦C/year, and it is the indicator of the
average intensity of the increasing or decreasing trends in the values of the analyzed time
series. The correlation coefficients r2 and R2 were calculated for the linear and the quadratic
regressions, respectively. Both coefficients show the strength and the direction of linear
and quadratic correlation between variables x (time) and y (the mean monthly or the mean
annual SST or air temperature).

To assess whether the time series have monotonic increasing or decreasing trends, the
Mann–Kendall (M–K hereafter) non–parametric test was used [17]. The null hypothesis
for this test is that there is no monotonic trend within the analyzed time series, while the
alternate hypothesis is that the trend exists. As a criterion to accept the alternate hypothesis
(i.e., the presence of an increasing or decreasing trend), p–values < 0.05 were used in
this study.

Furthermore, the Rescaled Adjusted Partial Sums method (RAPS hereafter) was used
to detect statistically significant peaks or declines in values (i.e., the trends variations)
within the analyzed time series [18,19]. This method allows overcoming random and
irregular fluctuations as well as rough errors in values within the time series, which may
be hidden from the common plots of values of the time series. Based on the RAPS results,
sub–periods with similar characteristics or a larger number of trends within the time series
could be distinguished. The formula for the calculation of RAPS is:

RAPSk =
k

∑
t=1

Yt − Ym

Sy
, (4)

where Yt is the value of the observed parameter at time t, Ym is the mean value of observed
time series, Sy is the standard deviation of the observed time series, and k is the number of
observations. The breakpoints between the sub–periods were established when the trend
of RAPS results showed a significant variation.

The differences in statistical parameters of the two neighboring sub–periods defined
by the RAPS were evaluated by the F–test and the t–test [20]. In particular, the F–test was
used to assess the equality of variances between the two normally distributed populations
(i.e., sub–periods). The t–test was used to determine whether there is a statistical difference
between the mean values of the two sub–periods. In this study, both tests accept the null
hypothesis for p–values < 0.05.

Furthermore, the autocorrelation of the time series was determined. Autocorrelation
is a mathematical function representing the degree of similarity between the specific time
series and a lagged version of the same time series over successive time intervals. Auto-
correlation coefficient r ranges from −1 to 1 and it measures the strength of a relationship
between the current value of the variable with its shifted value. In this study, the interval
of the shifting variable was set to 1 year. For r < 0.2, the time series is not autocorrelated
meaning that the behavior of the values does not depend on the previous values [21].

4. Results and Discussion

In this chapter, temporal changes in the mean annual and the mean monthly SST and
air temperature were analyzed. The analyzed time series are not identical in duration,
which will affect the reliable comparison of the results obtained at three analyzed stations
to a minor extent. Despite the differences in the duration of the analyzed time series,
contemporaneous time series were available for the last 29–year period (i.e., 1991–2019),
when the most significant increases in the SST and the air temperature were observed. This
fact will allow a more reliable conclusion about the recent and future behavior of the SST
and the air temperature in the study area.
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4.1. Analyses of the Mean Annual Sea Surface Temperature and Air Temperature

Table 2 shows a summary of the exploratory statistical analysis (minimum, average,
maximum, and range) of the mean annual SST, the air temperature (TA), and their difference
(ΔT = SST–TA) at the analyzed stations. The longest time series analyzed in this study were
recorded in Split (from 1960 to 2019), followed by Hvar (from 1964 to 2019), and Komiža
with the shortest time series (from 1991 to 2019).

Table 2. Statistics (minimum, average, maximum) of the mean annual SST, air temperature (TA), and
their difference (ΔT = SST-TA).

T (◦C)
SPLIT HVAR KOMIŽA

1960−2019 1964−2019 1991−2019

SST

Minimum 16.3 17.0 17.9
Average 17.4 18.1 18.9

Maximum 18.7 19.3 19.5
Range 2.4 2.3 1.6

TA

Minimum 15.1 15.5 16.2
Average 16.4 16.7 17.2

Maximum 17.8 18.2 18.0
Range 2.7 2.7 1.8

ΔT

Minimum 1.2 1.5 1.7
Average 1.1 1.4 1.7

Maximum 0.9 1.1 1.5
Range -0.3 -0.4 -0.2

The minimum, average, and maximum values of the mean annual SST measured in
Split were 16.3 ◦C, 17.4 ◦C, and 18.7 ◦C, respectively. The values measured at Hvar were
slightly higher being 17 ◦C, 18.1 ◦C, and 19.3 ◦C, respectively. Komiža had the highest
values of SST, with the minimum, average, and maximum mean annual SST being 17.9 ◦C,
18.9 ◦C, and 19.5 ◦C, respectively. The range of the mean annual SST was 2.4 ◦C, 2.3 ◦C,
and 1.6 ◦C in Split, Hvar, and Komiža, respectively. The lowest range of the mean annual
SST in Komiža reflects its furthest position in the open sea among the analyzed stations.

The distribution of the air temperature (TA) values was similar to the SST in terms
of Split having the lowest values and Komiža the highest. The minimum, average, and
maximum values of the mean annual air temperature measured in Split were 15.1 ◦C,
16.4 ◦C, and 17.8 ◦C, respectively; slightly higher values were measured in Hvar as 15.5 ◦C,
16.7 ◦C, and 18.2 ◦C, respectively. In Komiža, the minimum, average, and maximum values
of the mean annual air temperature were 16.2 ◦C, 17.2 ◦C, and 18 ◦C. Hvar and Split had
an identical range of the mean annual air temperature, 2.7 ◦C, while the range in Komiža
was 1.8 ◦C.

The ΔT values (SST-TA) showed the same distribution as the SST and the TA. The
ΔT of the minimum values were 1.2 ◦C, 1.5 ◦C, and 1.7 ◦C, in Split, Hvar, and Komiža,
respectively. The ΔT average values were 1.1 ◦C, 1.4 ◦C, and 1.7 ◦C, while the ΔT maximum
values were 0.9 ◦C, 1.1 ◦C, and 1.5 ◦C at the same stations, respectively. The positive values
of ΔT indicated that the mean annual SST was always higher than the mean annual air
temperature. It should be noted that ΔT of the minimum values were higher than the ΔT
of the maximum values due to the smaller amplitude of the SST than the air temperature.

Figure 2 shows the time series of the mean annual SST measured at Split (shown in
blue), Hvar (shown in green), and Komiža (shown in red) stations.
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Figure 2. Time series of the mean annual SST measured at Split, Hvar, and Komiža stations. The r2 and R2 represent the
r–squared values of the correlation coefficients of the linear and quadratic regressions, respectively, and p represents the
Mann–Kendall (M–K) test values.

The linear regressions evidenced increasing trends in the SST at all analyzed stations,
which were corroborated by the results of the M–K test (i.e., p < 0.01). However, to achieve
better fitting to the data, quadratic regressions were performed on the time series of Split
and Hvar stations. The results showed slightly higher R2 values than the coefficient of
linear regressions r2. Quadratic regression was not performed on the time series from
Komiža due to the missing data before 1991.

The RAPS method has been used on the time series of SST from all analyzed stations.
The results are in the Supplementary Material (S1) and they evidenced the presence of two
sub–periods: (i) from the beginning of the respective time series until 1997, and (ii) from
1998 to 2019 (Figure 3).

Despite the differences in the duration of the time series, increasing (Hvar and Komiža)
or decreasing (Split) trends in SST were not statistically significant in the first sub–period
defined by the RAPS (p–values > 0.05; Figure 3). Statistically significant increasing trends
in the SST occurred in the second sub–period at stations in Hvar and Split (p–values < 0.05),
and in Komiža there was not a statistically significant trend in the second sub–period
(p–values > 0.05).

The average values of the mean annual SST within the sub–periods defined by the
RAPS method are shown in Figure 3 and Table 3. The statistical analyses evidenced
statistically significant differences between the average values of the mean annual SST in
the two sub–periods, with the rejection of the null hypothesis of the t–test (low p–values,
i.e., p < 0.01), and similar variances of the sub–periods reflecting the failure to reject the
null hypothesis of the F–test (high p–value).
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Figure 3. Time series of the mean annual SST measured at Split, Hvar, and Komiža stations. SSTavg is an average value of
the mean annual SST, and p represents M–K test values, calculated for two sub–periods defined by the results of Rescaled
Adjusted Partial Sums (RAPS) method.

Table 3. The average values of the mean annual SST time series within a sub–period defined by the
RAPS method at the analyzed stations and the results of the F–test and the t-test.

Station Sub–Period SSTavg (◦C) p (F–test) p (t-test)

SPLIT
1960–1997 17.19

0.565 2.8 × 10−7

1998–2019 17.85

HVAR
1964–1997 17.77

0.788 7.7 × 10−13

1998–2019 18.58

KOMIŽA
1991–1997 18.35

0.478 2.0 × 10−5

1998–2019 19.02

Figure 4 shows the time series of the mean annual air temperatures measured at Split,
Hvar, and Komiža stations. The average values of the mean annual air temperature during
the analyzed periods were identical at Hvar and Komiža (16.7 ◦C), while in Split they were
slightly lower (16.4 ◦C). All three stations showed statistically significant increasing trends
in the mean annual air temperature (i.e., low p–values < 0.01). To achieve better fitting to
the data, quadratic regressions were preferred over simple linear regression for the time
series from all analyzed stations.
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Figure 4. Time series of the mean annual air temperature measured at Split, Hvar, and Komiža stations. The r2 and
R2 represent the square values of the correlation coefficients of the linear and quadratic regressions, respectively, and p
represents M–K test values. TA, avg is the average value of the mean annual air temperature in the investigated period.

The RAPS method evidenced the presence of two sub–periods in the mean an-
nual air temperature time series: (i) 1960–1991, and (ii) 1992–2019 (Figure 5). The M–K
test evidenced that the trends within the first sub–period were statistically insignificant
(p–values > 0.05) at all analyzed stations. However, within the second sub–period statisti-
cally significant increasing trends were observed at Hvar and Split stations (p < 0.01).

The average values of the mean annual air temperature within a sub–period defined
by the RAPS method are shown in Figure 5 and Table 4. The statistical analyses evidenced
statistically significant differences between the average values the mean annual air tem-
perature in the two sub–periods, with the rejection of the null hypothesis of the t–test
(low p–values, i.e., p < 0.01), and similar variances of the sub–periods reflecting the failure
to reject the null hypothesis of the F–test (high p–value). The results indicated that the
air temperature had started to increase considerably at the beginning of the 1990s at all
analyzed stations. These results fit the regional warming patterns observed in Croatia and
the western Balkans [22–25]. Furthermore, it can be concluded that the rapid increase in air
temperature had occurred 6 years before the increase in SST at all analyzed stations.

The correlation between the mean annual SST and the mean annual air temperature
time series was the highest in Hvar, with the values of r2 = 0.796 in the period from 1964 to
2019, followed by Split with r2 = 0.688 in the period from 1960 to 2019, and the lowest was
in Komiža with r2 = 0.6183 in the period from 1991 to 2019.

Table 5 shows the r–squared values of the linear correlation coefficients (i) between
the pairs of the time series of the mean annual SST during periods of contemporaneous
measurements at all three stations (from 1991 to 2019), and (ii) between the pairs of the
time series of the mean annual air temperature (from 1960 to 2019).
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Figure 5. Time series of the mean annual air temperature measured at Split, Hvar, and Komiža stations. TA, avg is an average
value of the mean annual air temperature, and p represents M–K test values, calculated for two sub–periods defined by the
results of RAPS.

Table 4. The average values of the mean annual air temperature time series within a sub–period
defined by the RAPS method at the analyzed stations and the results of the F–test and the t–test.

Station Sub–Period TA,avg(◦C) p (F–Test) p (t–Test)

SPLIT
1960–1991 15.98

0.664 3.4 × 10−11

1992–2019 17.03

HVAR
1960–1991 16.40

0.415 1.6 × 10−10

1992–2019 17.26

KOMIŽA
1960–1991 16.45

0.331 7.8 × 10−9

1992–2019 17.26

Table 5. Matrix table of the r–squared values of the linear correlation coefficients, r2, calculated from
the time series of the mean annual SST and the mean annual air temperature.

Sea Surface Temperature (1991–2019)

r2 SPLIT HVAR KOMIŽA

SPLIT 1 0.869 0.751
HVAR 1 0.872

KOMIŽA 1

Air Temperature (1960–2019)

r2 SPLIT HVAR KOMIŽA

SPLIT 1 0.957 0.816
HVAR 1 0.806

KOMIŽA 1
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The high values of r2 indicated the similarity of the SST and the air temperature
regimes at analyzed stations. The highest r2 from the SST time series was observed between
the closest stations, Komiža and Hvar, r2 = 0.87, and the lowest between Komiža and Split,
r2 = 0.75. The highest r2 value from the time series of the mean annual air temperature
was observed between Split and Hvar stations, r2 = 0.95, and the lowest between Hvar and
Komiža, r2 = 0.80.

Furthermore, the autocorrelation method was performed on the time series of the
mean annual SST and air temperature measured at Split and Hvar stations, for the period
from 1960 to 2019, and from 1964 to 2019, respectively. The time series from Komiža did not
qualify for autocorrelation due to the insufficient duration of the time series of SST (from
1991 to 2019). The results indicated the similar behavior of the SST and the air temperature
in Hvar and the air temperature in Split having a long–term autocorrelation (Figure 6).
However, the autocorrelogram of the SST from the Split station is significantly different.
The values of r were steady at approximately 0.5 until 6 years when a significant drop
occurred. After 8 years, the values of the autocorrelation coefficient were lower than the
significance threshold (0.2) meaning that the “memory of the system” was lost. Plausible
causes that decreased the correlation of the time series of the mean annual SST include
higher variability of SST in Split, pronounced coastal effect and local variability of climate,
and bay–like topography. Considering spatially and temporally limited data measured
at the station in Split, a more detailed study should be conducted to evaluate the driving
force of this different behavior.

 
Figure 6. Autocorrelogram of the mean annual SST and the air temperature (TA) time series measured
at stations in Split (blue) and Hvar (green). Δt refers to the year in a sequence.

4.2. Analyses of the Mean Monthly Sea Surface Temperature and Air Temperature

The summary of the statistical analysis (minimum, average, maximum, and range) of
the mean monthly SST and air temperature (TA) time series, as well as their differences
(ΔT = SST–TA), is shown in Table S2 of the supplementary material. The statistical analyses
evidenced that the ΔT of the minimum values coincided at all three stations during the
warmer period of the year (i.e., from May to August), and ranged from −1.8 to 6.4 ◦C
in Split, from −2.6 to 7 ◦C in Hvar, and from −1.8 to 7 ◦C in Komiža. The amplitude
was slightly higher at island stations (i.e., Hvar and Komiža) than at the Split station.
The ΔT of the maximum values were the lowest during the warmer period of the year
(from April to September) and the highest during December at all three stations, and
ranged from −4.6 to 5.3 ◦C in Split, from −3.1 to 5 ◦C in Hvar, and from −2.8 to 4.7 ◦C in
Komiža. The distribution of the ΔT of the average values showed a similar pattern as the
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ΔT of minimum and maximum, and the values were the lowest in July and the highest in
December at all analyzed stations. The ΔT of the average values ranged from −2.6 to 5 ◦C
in Split, from −2.2 to 5.2 ◦C in Hvar, and from −1.6 to 5.1 ◦C in Komiža. The ranges of the
mean monthly ΔT values were the lowest (i.e., highest negative values) during the winter
period (from January to March), and the highest during warmer periods of the year at all
analyzed stations. The ranges of the ΔT values were from −4.4 to −0.8 ◦C in Split, from
−4.1 to –0.2 ◦C in Hvar, and from −3.7 to −0.8 ◦C in Komiža. At all analyzed stations, the
ranges of the mean monthly air temperature were significantly higher than the ranges of
the SST in each month of the year.

The average values of the mean monthly SST, air temperature, as well as their differ-
ence (ΔT = SST–TA), are shown in Figure 7.

Figure 7 shows the comparison of the average values of the mean monthly SST and
air temperatures at Split, Hvar, and Komiža stations. In the warmer part of the year (from
May to August), the air temperature was higher than the SST at all analyzed stations.
Furthermore, the air temperature and the SST were nearly identical in April at stations in
Split and Hvar. The most significant difference occurred in July when their difference was
2.64 ◦C in Split, 2.25 ◦C in Hvar, and 1.63 ◦C in Komiža. In the colder parts of the year, the
SST was higher than the air temperature at all analyzed stations, with the highest difference
in December, when the mean monthly SST was on average 5 ◦C higher than the mean
monthly air temperature. The results evidenced a very similar behavior of temperature at
all analyzed stations, despite the differences in the duration of the time series. The smallest
ΔT values were observed at the station in Komiža, and the highest at the Split station. This
fact could be partly explained by the differences in the duration of the time series, but also
by the local effect of the position of the meteorological station and its distance from the SST
measuring point. Furthermore, the position of the meteorological station in terms of the
distance from the landmass also plays an important role.

Table 6 shows the slope of the linear equation, a, squared values of the linear correlation
coefficient, r2, and M–K probability values, p, for the analyzed time series of the mean
monthly SST. The results indicated that the statistically significant increasing trends in
SST were observed in the warmer parts of the year (March–August) in Split, throughout
the year in Hvar, while the statistically more complex situation was observed in Komiža,
where increasing trends occurred in March, June, July, September, and December.

Table 6. The slope of the linear equation, a, squared values of the linear correlation coefficient, r2, and M–K probability
values, p, calculated from the time series of the mean monthly SST. M–K p values 0.01 < p < 0.05 are highlighted in blue, and
p < 0.01 in red.

Month
Split Hvar Komiža

a r2 p a r2 p a r2 p

1 0.007 0.021 0.458 0.018 0.195 0.002 0.023 0.092 0.137
2 0.010 0.068 0.173 0.015 0.161 0.004 0.019 0.098 0.220
3 0.017 0.129 0.010 0.021 0.222 0.000 0.025 0.150 0.061
4 0.016 0.121 0.002 0.023 0.276 7.5 × 10−5 0.053 0.468 7.5 × 10−5

5 0.023 0.109 0.030 0.030 0.216 0.001 0.030 0.069 0.309
6 0.024 0.163 0.002 0.035 0.295 4.5 × 10−5 0.037 0.114 0.036

7 0.024 0.217 1 ×
10−4 0.034 0.361 7.4 × 10−6 0.040 0.220 0.016

8 0.019 0.115 0.009 0.028 0.272 0.000 0.018 0.032 0.347
9 0.014 0.047 0.071 0.021 0.114 0.009 0.035 0.080 0.034

10 0.010 0.029 0.113 0.018 0.087 0.036 0.001 2 × 10−4 0.820
11 0.011 0.033 0.140 0.020 0.127 0.006 0.031 0.098 0.067
12 0.008 0.023 0.136 0.022 0.192 0.001 0.051 0.243 0.008
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Figure 7. The average values of the monthly mean SST (blue), air temperature (brown), as well as
their difference ΔT = SST-TA (black) from the time series measured at Split (a), Hvar (b), and Komiža
(c) stations.
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Table 7 shows the slope of the linear equation, a, squared values of the linear correlation
coefficient, r2, and M–K probability values, p, calculated from the time series of the mean
monthly air temperature. The results indicated the nearly identical behavior of the air
temperature at all analyzed stations. Statistically significant increasing trends in the mean
monthly air temperature occurred from March to August at all analyzed stations, but also
in December at the Split and Komiža stations.

Table 7. The r–squared values of the linear correlation coefficient, r2, slope of the linear equation, a, and M–K probability
values, p, calculated from the time series of mean monthly air temperature. M–K p values 0.01 < p < 0.05 are highlighted in
blue, and p < 0.01 in red.

Month
Split Hvar Komiža

a r2 p a r2 p a r2 p

1 0.019 0.044 0.147 0.011 0.018 0.378 0.019 0.056 0.100
2 0.015 0.020 0.304 0.010 0.011 0.463 0.014 0.026 0.277
3 0.028 0.086 0.038 0.022 0.079 0.039 0.022 0.086 0.037
4 0.032 0.152 0.001 0.022 0.120 0.001 0.023 0.131 0.002
5 0.027 0.089 0.014 0.025 0.115 0.003 0.024 0.103 0.011

6 0.048 0.320 1.2 ×
10−5 0.042 0.329 8.6 ×

10−8 0.040 0.317 3.9 ×
10−6

7 0.049 0.402 9.4 ×
10−7 0.046 0.470 6.9 ×

10−8 0.043 0.395 4.1 ×
10−7

8 0.050 0.266 5.3 ×
10−5 0.044 0.336 3.1 ×

10−6 0.046 0.308 5.2 ×
10−6

9 0.012 0.020 0.255 0.016 0.046 0.097 0.015 0.042 0.109
10 0.014 0.040 0.169 0.009 0.018 0.392 0.014 0.041 0.203
11 0.019 0.053 0.103 0.014 0.031 0.184 0.021 0.075 0.050
12 0.017 0.055 0.045 0.006 0.007 0.350 0.017 0.063 0.039

Statistical analyses performed on the time series of the mean monthly SST and air
temperature undoubtedly evidenced that the most significant increasing trends in the SST
and the air temperature occurred during warmer parts of the year, i.e., during spring and
summer. Similar warming trends could be present over the entire Adriatic Sea and its
coast, but further detailed studies on the time series from the other meteorological stations,
coupled with studies using gridded datasets from remote sensing or numerical simulation,
are needed to assess whether these trends are present on a regional scale. Furthermore,
the results of this study are in concordance with findings from Bartolini et al. [23], who
conducted a regional climatological study where they analyzed air temperatures at 21
stations in the Mediterranean region, i.e., in Tuscany, Italy, and they have concluded that
the most rapid and intensive warming trends occurred from March to August.

Figure 8 shows the ratio of the average values of the mean monthly SST and air
temperature in the period of contemporaneous measurements at all three stations (from
1991 to 2019). The data loops from all three stations are similar in shape but are slightly
shifted in values. The analyses of the time series from the period of contemporaneous
measurements confirmed the previous conclusion which was based on the divergent
time series.

62



J. Mar. Sci. Eng. 2021, 9, 358

 

Figure 8. The ratio of the mean monthly SST and air temperature from the period of contemporaneous measurements at all
three analyzed stations.

5. Conclusions

In the past 40 years, the Adriatic Sea and adjacent coastal areas have faced an increase
in sea surface temperature, air temperature, and changes in the precipitation regime.
Statistical analyses conducted within this study evidenced increasing trends in both the
investigated temperature time series (i.e., SST and TA). The results of RAPS indicated that
the increase has been sharper since the 1990s but it occurred with a significant temporal
shift (6 years) between the mean annual air temperature and SST. The observed lag in the
warming of the Adriatic Sea is most likely a result of the slower response of the sea to the
warming process, due to the inherent ability of the sea to absorb vast amounts of energy.
Furthermore, the most significant increasing trends in the mean monthly air temperature
and SST occurred during warmer parts of the year, i.e., during spring and summer. These
results are in accordance with regional climate models [25,26] for the Adriatic Sea.

The climate changes described in this and other works (e.g., [22–24]) have a strong
impact on the environment, the marine species, and the population living in the Adriatic
region. For example, the habitats of many thermophilic species had migrated horizontally
and vertically towards the deeper and the colder parts of the sea. If the sea surface temper-
ature will continue to increase, the geographical distribution of these species will continue
to decrease and will eventually cause extirpation and possibly even extinction. In addition,
changes in the composition and quantity of zooplankton were observed, particularly in
coastal areas of the Adriatic. Moreover, frequent blooms of marine phytoplankton and the
spread of bacteria and thermophilic species of tropical algae were also observed [4].

Regional climate models for the Mediterranean region showed the continuation or
even an increase in warming trends, and therefore, it is realistic to assume that the nega-
tive changes in the Adriatic Sea and its coast will be even more pronounced in the near
future. In conjunction with increasing anthropogenic pressures, such as overfishing, ur-
ban and industrial pollution, the devastation of habitats, seasonal tourism pressures, and
hydrocarbon exploitation, the negative consequences could be even more drastic. The
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lack of reliable indicators of climate change or variability, i.e., the sea surface and the air
temperature, measured over a dense network of meteorological stations, has a significant
influence on the development of effective measures for mitigation of negative effects of
climate change [27].

Furthermore, as a result of the variable distance from the mainland, and local or
regional topography, the effects of climate change manifest differently in specific islands
or coastal regions. Limited and vulnerable groundwater resources along the coast of
the Croatian part of the Adriatic Sea and in the related islands, in combination with
unsustainable anthropic activities (e.g., mass tourism, land–use changes, groundwater
over–abstraction, and urbanization), significantly reduce the options for adaption to current
and future climate change. Due to the vast cultural, historical, social, geographical, and
biological diversity, the Mediterranean region requires urgent and effective measures that
will foster its sustainable development. The fundamental problem is that the Croatian part
of the Adriatic Sea, similar to the other countries in the Mediterranean region, does not
have a sufficiently dense network of meteorological stations and sufficiently long time
series of measured data, especially sea surface temperature data.

The availability of high–resolution data on climate change and variability could
enable island communities to enhance their resilience and design site–specific measures to
mitigate possible negative effects on water availability and natural ecosystems. Besides
the structural modifications (e.g., re–use of purified domestic and industrial wastewater,
reduction in losses from water supply systems, desalinization plants, managed aquifer
recharge), a holistic approach could also be fostered by increasing awareness and education
of the local population on correct utilization of the water resource (e.g., promotion of water
savings during dry months, rainwater harvesting, planting of crops that require little or no
irrigation, reduction in carbon footprint, and preservation of ecosystems and their services
to mitigate floods and droughts).

The authors hope that this study will contribute to a better understanding of this topic
and that it will initiate interdisciplinary cooperation and discussion on the more intensive
and coordinated investigation of this complex and exceedingly important issue for Croatia,
the Adriatic, and the Mediterranean region.
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10.3390/jmse9040358/s1. The following Supplementary Materials are submitted alongside the
manuscript: Figure S1a. The RAPS visualization of the mean annual SST time series; Figure S1b. The
RAPS visualization of the mean annual air temperature time series; Table S2. Statistics (minimum,
average, maximum, and range) of the mean monthly SST, air temperature (TA), and their difference
(ΔT = SST-TA) from the time series measured at Split, Hvar, and Komiža stations. The negative values
of ΔT were highlighted in red.
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11. Duplančić Leder, T.; Ujević, T.; Čala, M. Coastline lengths and areas of islands in the Croatian part of the Adriatic Sea determined
from the topographic maps at the scale 1:25,000. Geoadria 2004, 9, 5–32.
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15. Bonacci, O.; Željković, I.; Trogrlić, R.Š.; Milković, J. Differences between true mean daily, monthly and annual air temperatures

and air temperatures calculated with three equations: A case study from three Croatian stations. Theor. Appl. Climatol. 2013, 114,
271–279. [CrossRef]
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Abstract: The 2014 Northeast Pacific hurricane season was highly active, with above-average intensity
and frequency events, and a rare landfalling Hawaiian hurricane. We show that the anomalous
northern extent of sea surface temperatures and anomalous vertical extent of upper ocean heat content
above 26 ◦C throughout the Northeast and Central Pacific Ocean may have influenced three long-lived
tropical cyclones in July and August. Using a variety of satellite-observed and -derived products,
we assess genesis conditions, along-track intensity, and basin-wide anomalous upper ocean heat
content during Hurricanes Genevieve, Iselle, and Julio. The anomalously northern surface position
of the 26 ◦C isotherm beyond 30◦ N to the north and east of the Hawaiian Islands in 2014 created
very high sea surface temperatures throughout much of the Central Pacific. Analysis of basin-wide
mean conditions confirm higher-than-average storm activity during strong positive oceanic thermal
anomalies. Positive anomalies of 15–50 kJ cm−2 in the along-track upper ocean heat content for these
three storms were observed during the intensification phase prior to peak intensity, advocating for
greater understanding of the ocean thermal profile during tropical cyclone genesis and development.

Keywords: sea surface temperature; upper ocean heat content; hurricane intensity; Northeast Pacific;
Hawaii; Hurricane Genevieve; Hurricane Iselle; Hurricane Julio

1. Introduction

Due to the potentially destructive and deadly nature of powerful tropical cyclones (TCs), a more
complete understanding of their genesis and life cycles is imperative. Of the many associated risks,
the greatest threats to public health and life are storm surges, flooding, tornadoes, torrential rainfall,
and high winds [1]. The 2014 hurricane season in the Northeast Pacific Ocean (NPO) basin was more
active than normal. Of the 22 named storms that formed, 16 became hurricanes, and 9 attained major
hurricane status (Category 3 and higher; Figure 1). We specifically include Central Pacific TCs in
these totals. Long-term averages for the NPO (1981–2010) include 15 tropical storms, 8 hurricanes,
and 4 major storms [2]. The NPO accumulated cyclone energy, an index of storm occurrence, duration,
and intensity [3], was 162% of the long-term median value [2], indicating that the 2014 NPO season
was one of the busiest on record. As a direct result of the 2014 NPO hurricane season, 27 lives were lost
and over USD $1.02 billion in damages occurred [2].
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Figure 1. Tropical cyclone (TC) tracks of the 2014 Northeast Pacific hurricane season. Minor TCs (defined
as Category 2 status and below) are noted by thin grey dashed line, while major TCs (Category 3 status
and above) are in thick grey. TCs of particular interest to our study are highlighted in color—Hurricane
Genevieve in blue, Hurricane Iselle in green, and Hurricane Julio in orange. The boundary between the
East and Central Pacific basins at 140◦ W is shown with a vertical gray line.

Of particular interest were the three major TCs that approached the Hawaiian Islands, the third
highest occurrence since 1949 [4]. Major hurricane Iselle made a rare landfall on the Island of Hawaii
in August 2014 as a strong tropical storm, the first landfall reported there since 1871 [5]. Berg and
Kimberlain [6] reported that the Big Island of Hawaii, experienced up to an eight-foot storm surge
resulting in week-long power outages and extensive damages to agricultural crops amounting to more
than USD $50 million.

TC genesis is influenced by several key atmospheric and oceanic factors; namely, temperature
at the surface and extending through sufficient depth in the upper ocean, an initial atmospheric
disturbance, a vertical humidity gradient in the lower atmosphere, sufficient Coriolis force, and low
vertical wind shear. We specifically focus on the oceanic component of high oceanic temperatures at
the sea surface and in the upper ocean involved in generation and maintenance of three NPO TCs
in this paper. The required minimum surface temperature to support cyclogenesis is widely agreed
to be 26–27 ◦C [7]. DeMaria and Kaplan [8] and Whitney and Hobgood [9] found that sea surface
temperature (SST) acts as an upper limit on the maximum potential intensity of a TC but indicated
that other environmental factors also influence the actual intensity of any given TC. Recent oceanic
warming has increased tropical SSTs by approximately 0.5 ◦C between 1970 to 2004, and coincident
increases in the number of TCs reaching Category 4 status and higher in the NPO [10].

Perhaps of even greater importance than high SSTs is a sufficiently deep upper ocean thermal
structure, which is theorized to energize and intensify tropical cyclones. Leipper and Volgenau [7]
coined ‘hurricane heat potential’ as the excess of heat above 26 ◦C within the upper ocean. In the
tropics, SSTs regularly exceed 26 ◦C, and thus the depth to which the 26 ◦C isotherm extends is also
vital. Upper ocean heat content (UOHC) and hurricane heat potential [11] are used interchangeably in
the literature. For temperatures above this threshold, UOHC provides a vertically integrated estimate
of available energy within the upper ocean [12]. The importance of UOHC on intensity changes has
been increasingly discussed worldwide (e.g., in the Gulf of Mexico [13]; the North Atlantic Ocean [14];
and the NPO [15]). Lin et al. [16] stressed the criticality of the ocean thermal structure in controlling
intensity, especially for the most intense Western NPO storms and those that move slowly. Research
on the upper ocean response to a moving TC has also focused on the upwelling and entrainment of
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cool, deep waters which lead to a reduction in enthalpy fluxes, the primary energy source for TC
maintenance (e.g., [17–20]).

In this study, we analyze the 2014 oceanic conditions during an active hurricane season in the
context of sea surface and sub-surface warming across the last decade 2009–2019 in the Eastern and
Central NPO. We employ microwave SST observations, UOHC calculations, and their respective
anomalies and hypothesize that in addition to high SSTs at genesis, the surface location of the 26 ◦C
isotherm is important for diagnosing the basin-wide surface ocean conditions, as well as maintenance
of a high UOHC anomaly. The position of the 26 ◦C isotherm, both at the surface and at depth, is also
believed to be of particular interest as a potential driver of the major hurricane activity in the Central
NPO and near the Hawaiian Islands, including a rare landfall on the south coast of the Island of Hawaii.

2. Materials and Methods

2.1. Sea Surface Temperature and Anomalies

This study utilized a wealth of remotely sensed satellite measurements to identify upper ocean
thermal structure and anomalous oceanic conditions. The gridded Microwave Optimally Interpolated
Sea Surface Temperature version 4 data were obtained from Remote Sensing Systems (REMSS).
This dataset blends all data within one day of retrieval from several satellite platforms that have
lower frequency channels (6–7 GHz and/or 11 GHz): the Advanced Microwave Sounding Radiometer
2 (AMSR-2), the WindSat radiometer, and the Tropical Rainfall Measuring Mission/Microwave Imager
(TRMM/TMI) [21]. Microwave radiometers are especially well suited for observing the sea surface
in tropical cyclone environments as the ability to measure SST through clouds is not impeded.
Spatial and temporal resolutions are 0.25◦ and daily, respectively, with an SST measurement accuracy
of approximately 0.5 ◦C [22]. To identify cool wake contamination bias in the SST on TC approach to
any particular location, SST values were extracted along-track at daily intervals of 0 to 4 days prior
to actual time of hurricane passage [23]. SST ‘4 days prior’ was deemed the most representative of
uncontaminated ocean conditions and is used throughout this study (Figure S1). Further notes on SST
product quality control are available through REMSS.

National Oceanic and Atmospheric Administration (NOAA) high-resolution SST anomaly version
2 (SSTA) data were provided by the Earth System Research Laboratories Physical Sciences Department
(ESRL PSD), which is a high-resolution optimally interpolated blended analysis of SSTs and sea ice
concentration from the infrared sensor Advanced Very High Resolution Radiometer (AVHRR) and
in-situ ship and buoy observations [24]. Gridded data are available at 0.25◦ spatial and daily temporal
resolutions. The SST monthly anomaly values represent daily observed SST deviations from the
long-term 30-year climatological mean covering 1971 to 2000 [25] and highlight the abnormally high
ocean temperatures throughout the NPO in our study. We specifically note that the SST and SSTA
products used in this study were derived from different remote sensing sensors, each with their own
respective inherent biases (see [21,24,25]), and thus exercise caution in discussing the relationship
between SST and SSTA products.

2.2. Upper Ocean Heat Content and Anomalies

Upper ocean heat content is a derived variable calculated from satellite microwave SST
measurements and contemporaneous satellite altimetry observations. Data for the NPO were derived
from a regression model developed first for the Western North Pacific Ocean [26]. The regression
method for the Western North Pacific (REGWNP) was developed to improve upon the vertical
resolution of the two-layer reduced gravity model (TLM) used in many North Atlantic and NPO
oceanic thermal structure studies (e.g., [11,13,15,26]). The TLM calculates upper ocean layer thickness
based on the depth of the 20 ◦C isotherm, in-situ temperature profiles, and AVHRR satellite-retrieved
SST [27]. In the REGWNP method, a temperature difference is first calculated between in-situ Argo
surface and subsurface temperature profiles, REMSS microwave SST, and the World Ocean Atlas
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2001 climatological temperature profiles. The isotherm displacement is linearly regressed onto the
corresponding sea surface height anomaly (SSHA) by least squares fit, and varies by location, isotherm,
and month. The process is repeated for isotherm depths between 4 and 29 ◦C. Provided with daily
microwave SST, SSHA, and monthly climatological mixed layer depth from the U.S. Naval Research
Laboratory, the daily oceanic thermal structure was computed. UOHC was then derived from the
oceanic thermal structure profile for the depth of the 26 ◦C isotherm. The resulting gridded dataset has
a spatial resolution of 0.25◦ and daily temporal resolution. Accuracy estimates of the REGWNP UOHC
derivation are discussed in Pun et al. [26]. It is important to note that heat content is a relative quantity
where any sub-surface isotherm could be used as a reference. This study used 26 ◦C as the reference
isotherm in determining UOHC values in the NPO. The along-track depths of the 26 ◦C isotherm
during Hurricanes Genevieve, Iselle, and Julio are provided for reference in Figure S2. UOHC anomaly
(UOHCA) is the daily UOHC departure [26,28] from the long-term World Ocean Atlas 2013 monthly
mean climatological profile covering 1955–2012.

2.3. Tropical Cyclone Observations

We made use of the National Hurricane Center’s Hurricane Database 2 (HURDAT2), a best-
track post-storm quality-controlled observational record database for the North Atlantic and NPO.
Observations from all TCs that attained major hurricane status (wind speeds greater than 50 ms−1)
in the 2014 Northeast/North Central Pacific (NE/NC) version of the HURDAT2 were analyzed in
Ford [23]. Uncertainty estimates for the North Atlantic best-track parameters are available, and may
be applicable to the NPO as well [29]. Latitude, longitude, and maximum wind speed from the NE/NC
HURDAT2, as well as SST and UOHC, were spline interpolated to create an hourly observation record
for Hurricanes Genevieve, Iselle, and Julio. The interpolation process for the NPO was adapted from
the North Atlantic interpolation method found in Elsner and Jagger [30], which preserves values at
regular 6 h time intervals, and a piecewise polynomial for values in-between times. For TC location,
spline interpolation was determined by spherical geometry. It is noted that the hourly-interpolated
data used within are derived, and thus, not best-track quality controlled.

2.4. Methods

Along-track plots of SST, SSTA, UOHC, UOHCA, and corresponding maximum wind speeds
(UZ; ms−1) were investigated. We compared the hourly-interpolated data, the NE/NC HURDAT2
database, and the SST and UOHC datasets for Hurricanes Genevieve, Iselle, and Julio each hour of
their duration. Monthly averages of SST, UOHC, and their anomalies illustrate the general oceanic
conditions during this time. In this analysis, the 26 ◦C isotherm was used as the reference threshold
from which UOHC was calculated [7].

3. Results

3.1. General Oceanic Conditions

To investigate variability of ocean conditions throughout the NPO in 2014, we present monthly
averages of SST, SSTA, UOHC, and UOHCA conditions for July and August as these months
included Hurricanes Genevieve, Iselle, and Julio. These three major hurricanes are of specific interest,
firstly because they initially formed within an 11-day period at the end of July into early August,
and because these three TCs experienced significantly long durations and trajectories into the Central
portion of the NPO. Hurricane Hernan, which also formed within the 11-day period, is not discussed
here as it was a short-lived minor hurricane that remained within the Eastern NPO.

In July, SST was spatially favorable for TC formation, in excess of 26 ◦C from the equator to
approximately 20–25◦N (east of 140◦W) and to roughly 30◦N (west of 140◦W) (Figure 2A). The location
of the 26 ◦C isotherm at the surface is indicated in Figure 2A with a blue dashed line to depict the
main area where SST was conducive for TC development and maintenance. In terms of elevated SST,
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regions of interest included the western Mexico coastline where SSTs were observed above 30 ◦C and
to the northwest of the Hawaiian Islands, where SSTs in excess of 26 ◦C extended as far north as 30◦ N.
Hurricanes Genevieve and Iselle (genesis locations shown by star in Figure 2) formed in July in regions
of relatively high SSTs of 28.95 ◦C and 28.65 ◦C, respectively. Positive SSTAs were widespread across
the study area (Figure 2B) and ranged from 0–2 ◦C throughout the TC generation area, defined as the
longitudinal band between 10◦ to 20◦ N in the NPO tropics [31]. The maximum observed SSTAs in
July were located in the Eastern NPO and exceeded 2 ◦C across a large region north of 15◦ N and south
of 5◦ N. (Figure 2B). Iselle’s westward trajectory followed the surface location of the 26 ◦C isotherm
closely between 135◦ and 155◦ W before striking the Big Island of Hawaii. Genevieve travelled a more
southerly path, but also experienced mostly positive SSTAs along its track. A region of weak negative
anomaly (0 to −0.5 ◦C) was observed north of 20◦ N between 125◦ and 140◦ W, and a stronger negative
anomaly of up to −2 ◦C was detected near 40◦ N near the International Date Line. Between those
negative SSTA regions, a strong positive SSTA zonal-oriented band extended from 130◦ W to 180◦,
and may be related to the “Blob” generated during the 2013–2014 winter from abnormally low oceanic
heat loss, due to abnormally high sea level pressure [32]. Although the “Blob” was centered in the
extratropics, it extended southward to 30◦ N between 125◦–150◦ W. To summarize, the dominant
observation regarding SST in July 2014 was that of an anomalously high surface temperature regime
throughout the Central and Eastern NPO where TCs formed and tracked during hurricane season.

UOHC in July averaged between 25–35 kJ cm−2 across much of the NPO in areas where SSTs
exceeded 26 ◦C (Figure 2C), with regions of higher values centered off the coast of Acapulco, Mexico
and extending offshore to the region where Iselle and Genevieve formed. The highest UOHC detected
emanated from the Western Pacific Warm Pool into the NPO as far east as 135◦ W between the equator
and 7◦ N, south of the normal TC generation region. UOHC in this region exceeded 150 kJ cm−2,
indicating very high upper ocean temperatures that reached a considerable depth. Although UOHC
values northwest of the Hawaiian Islands extended beyond 30◦ N, values were higher west and
southwest of the Islands. At the time of genesis, Genevieve and Iselle experienced 46 kJ cm−2 and
61.5 kJ cm−2 of UOHC, respectively, well above the basin-wide average. We note that Genevieve
made a southerly turn at approximately 155◦ W towards the higher UOHC tropical region before
transitioning into a major hurricane. In Figure 2D, the UOHC anomaly reveals that much of the NPO
tropical region experienced a positive UOHC anomaly between 0 to 40 kJ cm−2. The high UOHC
region close to the western tropics exceeded 80 kJ cm−2 in UOHC anomaly. Although Iselle formed in
an area of positive UOHCA, it tracked over lower values of UOHC and near 0 kJ cm−2 UOHCA after it
reached 125◦ W. It even tracked over small regions of negative UOHCA (Figure 2C,D). North of the
Hawaiian Islands we observed evidence of positive UOHC anomalies ranging from 0 to 10 kJ cm−2,
primarily due to the surface expression of the 26 ◦C isotherm above 30◦ N.

By August, the surface location of the 26 ◦C isotherm extended well above the Hawaiian Islands
approaching 32–33◦ N between 150◦ and 180◦ W (Figure 3A). Notable around Iselle’s trajectory was the
northward shift of the 26 ◦C isotherm at the surface between 140◦ and 150◦W towards 18◦ N, which was
approximately parallel to the southern coastline of the Big Island of Hawaii. SSTs surrounding the Baja
Peninsula and western Mexico’s coastline increased in value, while the 26 ◦C isotherm at the surface in
the eastern tropics also shifted northward approximately 1◦. Hurricane Julio followed close behind
Iselle, also following along the surface expression of the 26 ◦C isotherm, especially to the northeast and
north of the Hawaiian Islands. It is notable that Julio transitioned from hurricane status to a tropical
storm (thick line to dashed line; Figure 3A) around the terminus of the 26 ◦C isotherm’s northern extent.
SST anomaly in August revealed a strengthening of anomalous temperatures in the NPO, especially in
a widespread region surrounding the Baja Peninsula and extending southwestward to approximately
140◦ W. Basin-wide, SST anomalies averaged between 1.0 and 1.5 ◦C. The high SST anomaly region
converging around the Baja Peninsula, coupled with very high SSTs above 30 ◦C, provided extremely
favorable long-term conditions for TC development close to the coast. The high SST anomaly region
associated with the “Blob” north of 30◦ N covered a large swath of ocean between 130◦ and 150◦ W
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with positive anomalies higher than 2.0 ◦C, but below 26 ◦C SST value, which was why there was no
indication of the “Blob” in our presently defined UOHC/UOHCA record. While not conducive for TC
development and maintenance, anomalously high SSTs in this extratropical area had important fishery
implications and regional weather impacts for the western U.S. coastline [32].

An inspection of August UOHC and UOHCA revealed a continuation of an anomalous spatial
distribution of the warm surface layer, especially in the Central NPO to the west, north, and south of
the Hawaiian Islands (Figure 3C,D). While UOHC values above 20◦ N averaged around 20 kJ cm−2,
the connection to the wide swath of SST anomaly in the extratropics makes a compelling case for a
‘warmer-than-average’ diagnosis for the Central NPO in 2014 from the equator to 30◦ N. A smaller,
confined loci of high UOHC along the Mexican coastline moved to the southwest compared to July,
influencing the area of Julio’s generation. South of 10◦ N, the eastward extension of the West Pacific
Warm Pool produced a long tongue-like feature of high UOHC, a feature that was also revealed in
the UOHCA patterns (Figure 3C,D). UOHC values approached 200 kJ cm−2 within this southerly
feature that may have impacted the intensification of Genevieve, as a result of the anomalously deep
warm layer. Positive UOHC anomalies (Figure 3D) were observed throughout much of the NPO
ranging from 5 to 60 kJ cm−2, with two main regions of higher UOHC anomaly: off the western Mexico
coastline and the western extension of high UOHC anomaly in the Central NPO. These two regions
each exceeded 70 kJ cm−2. Notable is a region of negative UOHCA at the equator near 146◦ W of
less than −10 kJ cm−2 that spatially aligned with a similar pattern in SST and SST anomaly. It is of
great interest that although Iselle and Julio formed in areas of high SST, SSTA, UOHC, and UOHCA,
they were able to maintain hurricane strength over waters with minimal UOHC and low SST.

To determine how unusual the observed SST and UOHC anomalies were in July and August 2014,
we calculated the monthly mean SST and UOHC anomalies across the zonal latitude band between
10–20◦ N in the NPO over the most recent decade 2009–2019 (Figure 4). The vast majority of TC
cyclogenesis occurs in this band for the Eastern NPO [31] and Central NPO [23]. We also show TC
counts in July and August for the NPO, broken down by basin—East NPO or Central NPO cyclogenesis
locations—and by intensity for those storms above major hurricane status (Category 3 and above
on the Saffir–Simpson scale) (Figure 4A). In 2009, the number of July and August TCs in the NPO
exceeded 12 storms, with 2 additional TCs originating in the Central NPO. Following this period,
TC counts in July and August remained below 6 storms until 2013 when TC counts increased again for
a total of 11 storms. In 2014, there were 10 TCs originating in the Eastern NPO, 4 of which attained
major hurricane status. A star is denoted in 2014 for Hurricane Iselle, which made a rare landfall on
Hawaii. The number of storms increased in July and August of 2015 and 2016. Hurricane Darby made
landfall in 2016 on the Island of Hawaii, the second landfalling strike in two years. Following 2016,
TC counts in the NPO decreased slightly, ranging between 9 and 11 storms.
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Figure 2. Oceanic conditions and anomalies during July 2014 in the Northeast Pacific Ocean (NPO) as
seen in (A) sea surface temperature, (B) sea surface temperature anomaly, (C) upper ocean heat content,
and (D) upper ocean heat content anomaly. The surface location of the 26 ◦C isotherm is contoured in blue
for reference. The trajectories of Hurricanes Genevieve (25 July–7 August) and Iselle (31 July–9 August)
are provided, with a star representing the genesis location. TC trajectory denoted by: black dashed line for
tropical storm status (below 33 ms−1) and thick black line for hurricane status (above 33 ms−1).
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Figure 3. Oceanic conditions and anomalies during August 2014 in the Northeast Pacific Ocean (NPO)
as seen in (A) sea surface temperature, (B) sea surface temperature anomaly, (C) upper ocean heat
content, and (D) upper ocean heat content anomaly. The surface location of the 26◦C isotherm is
contoured in blue for reference. The trajectories of Hurricanes Genevieve (25 July–7 August), Iselle
(31 July–9 August), and Julio (2–18 August) are provided, with a star representing the genesis location.
TC trajectory denoted by: black dashed line for tropical storm status (below 33 ms-1) and thick black
line for hurricane status (above 33 ms-1).
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Figure 4. (A) July and August TC counts for 2009–2019, broken down by genesis in either the East NPO
or the Central NPO, and by minor or major hurricane status. Stars indicate a Hawaiian landfalling TC
in this timeframe. July and August monthly mean (B) upper ocean heat content (UOHC) anomalies
and (C) sea surface temperature (SST) anomalies in the 10–20◦ N NPO cyclogenesis region 2009–2019.

Mean UOHC anomalies in 2009–2019 indicate positive anomalies throughout the cyclogenesis
region, ranging from 5–10 kJ cm−2 between 2010 and 2013, and as high as 36 kJ cm−2 in 2015 (Figure 4B).
Mean UOHC anomaly in July and August 2014 was 16 kJ cm−2, which denotes the beginning of
the increasing mean anomaly seen in 2015 and onwards. A decrease in UOHCA was also observed
between 2017 and 2018 to approximately 15–23 kJ cm−2, before increasing in mean anomaly in 2019.
SST anomalies follow much of the same pattern as UOHCA (Figure 4C). A negative SST anomaly was
observed between 2010 and 2013 of−0.5 ◦C, while SST anomalies above 0.5 ◦C were observed in July and
August between 2014 to 2019. We note that the negative SSTA period coincides with weaker UOHCA
than the surrounding years. SST anomalies above 1 ◦C were observed in 2015 and August 2019. In July
and August 2014, the mean SST anomaly in this latitude band was 0.60 ◦C and 0.61 ◦C respectively.
July and August 2009–2019 SSTA and UOHCA patterns closely followed the observed number of TCs
during this time. A negative SSTA and UOHCA anomaly below 10 kJ cm−2 was seen when TC counts
were low between 2010–2013. An increase in TC counts, with two Hawaiian-landfalling TCs, occurred
with a strong positive SSTA of greater than 0.5 ◦C and UOHCA above 15 kJ cm−2. This observation
aligns well with the understanding that wintertime positive El Niño events increase the subsurface
heat in the NPO, which can intensify NPO TC activity in the following seasons [33]. Based on the
Climate Prediction Center Oceanic Nino Index (ONI), the Julys and Augusts of 2009, 2015, and 2019
were above +0.5 ◦C (associated with positive El Niño phase), and 2010, 2011, and 2016 were below

75



J. Mar. Sci. Eng. 2020, 8, 288

−0.5 ◦C (associated with negative La Niña phase). While the active 2014 NPO TC season, and the
contemporaneous SST and UOHC anomalies, are considered to be during ‘neutral’ conditions not tied
to a positive El Niño event, the high TC frequency and the spatial distribution of developing oceanic
anomalies leading up to the 2015 El Niño event may prove to be a useful example in furthering our
understanding of the relationship between TCs and warming oceanic conditions.

3.2. Storm-Specific Oceanic Conditions

3.2.1. Hurricane Genevieve

Hurricane Genevieve was the first in a sequence of four TCs that formed in the NPO over an
11-day period in late July and early August [34]. Genevieve spent most of its lifecycle within the
Eastern and Central NPO oscillating between tropical storm and tropical depression status (Figure 5).
After tracking west-southwest of the Hawaiian Islands, around 175◦ W Genevieve underwent rapid
intensification and attained hurricane status on 6 August and major hurricane status on 7 August.
While still in the Central NPO, Genevieve was a major hurricane for 6 h with 67 ms−1 wind speeds
minutes before crossing the International Date Line (180◦) into the Western NPO basin. Records from the
Japanese Meteorological Agency indicated that Genevieve reached 72 ms−1 winds quickly [34] within
the Western NPO, and was classified as a super-typhoon, the equivalent of a Category 5 hurricane.
An extremely rare occurrence, Genevieve existed in all three Pacific Ocean hurricane basins at some
instance throughout its entire lifecycle. Based off of the NE/NC HURDAT2 record, this has only
occurred seven other times since 1949.

Figure 5. Along-track time series record for Hurricane Genevieve through (Top) maximum sustained
wind speed with TC intensity category indicated, (Center) SST anomaly, and (Bottom) UOHC anomaly.

The along-track analysis for Genevieve indicates that despite an extended period of weak TC
maintenance, SSTs along its path remained above a positive SST anomaly for most of its duration
as a TC in the East and Central NPO basins (Figure 5). Interestingly, SST anomaly at the time of
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genesis was found to be slightly negative, at −0.45 ◦C. SST anomaly along Genevieve’s path was
largely positive, between 0◦ and 1 ◦C, with brief periods of negative SST anomaly, with the largest
negative anomaly lasting from 05:00 Coordinated Universal Time (UTC) 25 July to 01:00 UTC 27 July,
but never lower than −0.8 ◦C. Coincidentally, this period also corresponded to Genevieve’s brief
interlude spent at tropical storm status prior to rapid intensification. Starting at 00:00 UTC on 6 August,
Genevieve transitioned from a weak tropical storm towards major hurricane status (50 ms−1 and
greater). During this time, SST anomaly followed much of the same pattern as previously observed
(Figure 5), ranging from a positive 0.5 ◦C to 0.8 ◦C SST anomaly, which would likely not account for
the rapid change of TC intensity. In this regard, we consider the UOHC anomaly and note that UOHC
anomaly along-track remained positive throughout. At genesis, UOHC anomaly was 30.9 kJ cm−2.
Throughout Genevieve’s duration, UOHC anomaly oscillated between 0 and 35 kJ cm−2 until 3 August,
when Genevieve subsequently tracked over a region of higher positive UOHC anomaly that steadily
increased along-track UOHCA to 56 kJ cm−2 near 155◦ W and westward. Looking back to Figures 2
and 3, we observed that the southwestward turn in Genevieve’s track brought the TC to the very
northern edge of the West Pacific Warm Pool extension of very high UOHC, but also large positive
UOHC anomalies at that time as well. We note that this 72-h period of increasing UOHCA prior to
rapid intensification on 6 August may have been an oceanic influence on the development of Genevieve
into a major hurricane. Storm conditions, SST, and UOHC for Genevieve’s duration in the Western
Pacific were not investigated in this study.

3.2.2. Hurricane Iselle

Along-track conditions revealed that Iselle formed as a tropical low and traveled over a consistently
high positive SST anomaly of 0.5 to 1.0 ◦C for 36 h after storm genesis on 30 July (Figure 6). Subsequently,
Iselle moved into a region of relatively lower positive SST anomaly, hovering around the 0.0 ◦C anomaly
threshold, indicating normal SST conditions in that region of the NPO at this time. Iselle tracked
above two regions on 3 August and 5 August of moderately low negative SST anomaly of up to
−1 ◦C, before transitioning back into an area of slightly higher than average SST conditions (Figure 3).
We observed that the SST anomaly had more variation in values during this time, ranging from slightly
positive anomaly to a moderate negative anomaly. In regards to the UOHC anomaly, genesis occurred
in very high UOHCA conditions of 40 kJ cm−2, the highest value observed throughout Iselle’s lifespan
(Figure 6). UOHC anomaly then dropped to approximately 15 kJ cm−2, shortly after genesis but then
increased steadily to 30 kJ cm−2 by 1 August. A similar rise and fall of the UOHC anomaly pattern
continued over the next few days, with the overall pattern indicating a gradual decline of UOHC
anomaly before values dipped into a minor negative UOHC anomaly late on 3 August, not exceeding
−3 kJ cm−2. At the time of peak TC wind speed intensity as a Category 4 hurricane, UOHC anomaly
ranged from 13 to 14 kJ cm−2. We note that the presence of a positive, but generally declining UOHC
anomaly from time of genesis to peak intensification was present along-track for Iselle. Interestingly,
UOHC anomaly appeared to increase slightly shortly before landfall on the Puna Coast of the Big
Island of Hawaii on 8 August 12:30 UTC.
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Figure 6. Along-track time series record for Hurricane Iselle through (Top) maximum sustained wind
speed with TC intensity category indicated, (Center) SST anomaly, and (Bottom) UOHC anomaly.
Landfall is denoted by a break in the UOHC anomaly record. Gap in UOHC anomaly coverage occurred
during landfall event.

3.2.3. Hurricane Julio

Time series analysis indicated that Julio formed in a region of slight positive SST anomaly of
0.5 ◦C (Figure 7), which steadily increased to 1.0 ◦C before it encountered an oscillating pattern of weak
positive to weak negative SST anomalies along-track throughout peak intensity. Julio experienced a
weak second increase in TC intensity briefly on 13–14 August. At this time the SST anomaly experienced
wide swings between negative anomalies of −0.8 ◦C and positive anomalies of 1.1 ◦C. The along-track
SST anomaly after this second peak intensity phase then increased to a peak of 2.0 ◦C, the largest
SST anomaly seen along-track for any of the three storms of interest. Figure 3B reveals that this SST
anomaly resulted from the large swath of very high SST anomaly throughout the extratropical band
north of the Hawaiian Islands in the NPO. Unlike the previous two TCs, Julio’s genesis occurred in an
area of negative UOHC anomaly of −0.65 kJ cm−2 before it quickly increased along-track to a peak of
41 kJ cm−2 (Figure 7). UOHC anomaly throughout the first intensification phase for Julio remained
positive, averaging between 10 and 20 kJ cm−2. Like Iselle, Julio’s peak UOHC anomaly appeared
several days prior to peak intensification, with a varying but declining UOHC anomaly afterwards.
After Julio reached peak TC intensity as a Category 3 hurricane, along-track UOHC anomaly dropped
to near 0 kJ cm−2 for approximately 72 h, before entering a region of comparatively low positive
UOHC anomaly between 10 to 15 kJ cm−2 at the same time as Julio’s second increase in intensity to a
Category 1 hurricane on 14 August. UOHC anomaly then decreased quickly on 16 August to 0 kJ cm−2

for the remainder of storm duration as Julio dissipated. As with Genevieve and Iselle, we noted the
importance of positive UOHC anomaly during the intensification phase of Julio prior to reaching
peak intensity.
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Figure 7. Along-track time series record for Hurricane Julio through (Top) maximum stustained wind
speed with TC intensity category indicated, (Center) SST anomaly, and (Bottom) UOHC anomaly.
Note: change in scale for SST anomaly (SSTA).

4. Discussion and Conclusions

This research employed SST, SSTA, UOHC, and UOHCA to investigate the anomalous oceanic
environment during the generation and mature phases of three major East and Central North Pacific
hurricanes in July and August 2014. Basin-wide maps revealed that SST and UOHC were higher
than normal over large areas of the Eastern and Central NPO from 0–40◦ N during the 2014 hurricane
season. Maximum SST anomalies occurred along the Mexican coastline and extended offshore to
140◦ W. The UOHC anomalies in the Eastern NPO did not extend as far north as the SST anomalies
but were more spatially concentrated between 5–25◦ N in the normal generation area for TCs [31].
These anomalous SST and UOHC conditions in the cyclogenesis region between 10–20◦ N across the
NPO may have expanded the area of TCs and hurricane activity to the west and northwest. Hurricane
Genevieve formed in the Eastern NPO at 121◦ W, before crossing the entire breadth of the Central NPO,
and reached peak intensity in the Western NPO. Both Hurricanes Iselle and Julio formed in the Eastern
NPO before tracking on northwestward paths towards the Hawaiian Islands, including a landfalling
strike and an unusual northern trajectory. This was especially true for the region surrounding the
Hawaiian Islands and the Central NPO, where maximum positive SST and UOHC anomalies were
present north of 30◦ N into the extratropics. We also make note of the “Blob” present throughout the
2014 hurricane season, where its southern extension is present in the SST/SSTA analyses as a strong
+2 ◦C anomaly.

A few critical observations were made from the along-track analyses. An increase of 50 kJ cm−2 in
UOHCA was observed prior to and throughout the intensification phase of Genevieve, before tracking
into the Western NPO, where further intensification led to the equivalent of a Category 5 hurricane.
UOHCA remained high from genesis to peak intensity for both Iselle and Julio, with values typically
between 20–30 kJ cm−2. Julio’s second brief intensification phase was precluded by an increase in
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along-track UOHCA from 0 kJ cm−2 up to 13 kJ cm−2. The main inference drawn from each of these
case studies was the importance of a positive UOHC anomaly present within the development or
intensification phase of each of these storms at least 24 h prior to and up to peak intensity, and in
Julio’s case, a second brief intensification phase. In both Iselle and Julio’s intensification phases from
cyclogenesis to peak intensity, we noted that the highest UOHCA was observed some time prior to
attaining their respective maximum intensities, with positive but declining UOHC anomalies observed
afterwards. There may be a variety of factors leading to and influencing this behavior. The oceanic
conditions that we have presented are only one component out of several, including the influence of
atmospheric circulation, that are involved in the maintenance and peak intensification of any particular
TC. More comprehensive research into the importance of positive SST and UOHC anomalies present
throughout genesis, intensification, and peak intensity is needed.

A diagnosis of basin-wide SST and UOHC conditions, and their respective anomalies, pointed
towards the importance of the location of the 26 ◦C isotherm. For Hurricane Iselle, this may have been
a key component of its trajectory parallel to the Hawaiian Islands, and subsequent landfall. In the
case of Hurricane Julio, it is apparent that the storm tracked closely behind Iselle along the monthly
mean 26 ◦C isotherm which was positioned to the northeast and north of Hawaii. A close inspection
of oceanic conditions indicates that hurricanes can be sustained in the Eastern NPO with less than
optimal oceanic conditions (i.e., when SST and/or UOHC are near the recognized minimum threshold
of 26 ◦C). Although generation of these three hurricanes were observed to occur when SST, SSTA,
UOHC, and UOHCA were higher than normal and well above established minimum thresholds,
the maintenance of TCs does not appear to require the same level of surface layer temperatures as is
characteristic in the Western NPO [16].

We also observed the emerging importance of oceanic conditions in the Central NPO through
analyses of high SST and UOHC. In July and August 2014, the surface location of the 26 ◦C isotherm
followed 30◦ N as far east as 155◦ W and to the north of the Hawaiian Islands. East of 140◦ W,
we observed the 26 ◦C isotherm at the surface retreat to approximately 18–20◦ N as the influence of the
much cooler California current and cool surface upwelling along the western U.S. coastline exerted
dominant control over surface conditions. Positive SST anomalies were extant throughout the Central
NPO, especially the southern and southwestern edge of the “Blob” around 30◦ N between 180◦ and
135◦ W. Our observed anomalies agree well with anomalies reported by Bond et al. [32] for February
2014, hinting at the long-lasting nature of this anomalous feature. Our analysis of Figures 2 and 3 point
towards a strengthening of the southern portion of SSTA in the “Blob” in August of 2014.

The penetration of deep warm water from the West Pacific Warm Pool is also visible in both
UOHC and UOHCA, and may have contributed to the final rapid intensification momentum of
Hurricane Genevieve into the Western NPO. UOHC in this low tropical region exceeded 200 kJ cm−2,
with anomalies ranging from 20 to 80 kJ cm−2, confirming the above-average potential available energy
provided by the surface ocean during this hurricane season.

It is also important to discuss the El Niño conditions prior to the 2014 hurricane season. Indications
of strong positive UOHC and SST anomalies in early 2014 pointed towards the development of a
potent El Niño event, with initial similarities to the 1997–1998 El Niño [35]. However, the anticipated
strong El Niño phase failed to initiate until the following year. While the 2014 NPO TC season saw
above-average activity, prolonged UOHC and SST anomalies observed throughout the 2014 season
persisted into 2015, and saw the genesis of record-breaking Hurricane Patricia in the Eastern NPO [36]
during a positive El Niño event. Future research would benefit from additional case study analyses
to further understand the linkages between upper ocean and SST anomalies as critical factors in the
genesis and intensification of major TCs within the Eastern and Central NPO regions.

Supplementary Materials: The following are available online at http://www.mdpi.com/2077-1312/8/4/288/s1,
Figure S1: Along-track SST for Hurricanes Genevieve, Iselle, and Julio at 0 to 5 days prior data extraction; Figure S2:
Along-track depth of the 26 ◦C isotherm for Hurricanes Genevieve, Iselle, and Julio.
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Abstract: Using forty years (1978–2017) of Ocean Reanalysis System 4 (ORAS4) dataset, the purpose
of this study is to investigate the fluctuation of the North Equatorial Countercurrent (NECC) to the
east of the dateline in relation to the presence of three kinds of El Niño events. From spring (MAM)
through summer (JJA), we found that the NECC was stronger during the Eastern Pacific El Niño (EP
El Niño) and the MIX El Niño than during the Central Pacific El Niño (CP El Niño). When it comes to
winter (DJF), on the other hand, the NECC was stronger during the CP and MIX El Niño and weaker
during the EP El Niño. This NECC variability was affected by the fluctuations of thermocline depth
near the equatorial Pacific. Moreover, we also found that the seasonal southward shift of the NECC
occurred between winter and spring, but the shift was absent during the CP and MIX El Niño events.
This meridional shift was strongly affected by the local wind stress.

Keywords: El Niño; the NECC; east of the dateline; Pacific Ocean

1. Introduction

Situated in the low-latitude North Pacific Gyre, the North Equatorial Countercurrent
(NECC) is an eastward-flowing surface current. Its position is centered at the latitude of
~5◦ N to the west of the dateline [1,2] and further eastward, shifting toward ~7◦ N in the
eastern part of the Pacific [3,4]. The NECC plays a pivotal role in the global atmospheric
circulation since it carries on average 20 to 30 Sv (1 Sv is equal to 106 m3 s−1) of surface
water of warm pool from the western to the eastern Pacific Ocean [3,5,6]. The NECC is
closely related to the Intertropical Convergence Zone, which is crucial to the distribution of
nutrients in the tropical Pacific Ocean [7].

The dynamics of the NECC are strictly tied to the El Niño-Southern Oscillation (ENSO)
event according to the work of previous studies [1,2,8–12]. This is not surprising, as
the NECC is located at the place where the ENSO event is evoked. Satellite and ocean
simulation observations have suggested a strong magnitude and a southerly path of the
NECC west of the dateline during El Niño, whereas its position shifts to the north and is
weakened in La Niña [2,9,11]. The westerly wind associated with Rossby wave variations
is highly responsible for those occurrences. East of the dateline, El Niño’s effect on the
NECC is determined by the type of El Niño itself. Previous observations have separated
El Niño events into two different classifications depending on the anomalous pattern of
the sea surface temperature (SST) throughout the Pacific Ocean, namely the central Pacific
(CP) El Niño and the eastern Pacific (EP) El Niño [13–17]. Some researchers have proposed
that EP El Niño’s influence on the NECC was greater than that of the CP El Niño east of
the dateline [8,10,12]. During the EP El Niño, the NECC tends to strengthen and migrate
southward from the phase of development to the mature phase because of the shifting of
the curl of wind stress distribution, which leads to changes in thermocline variability.
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To date, the NECC variations east of the dateline are still an interesting topic to observe,
notably their varied reactions to the EP and CP types of El Niño events throughout the
phases of developing and maturing. Thus, in this paper, we propose an investigation of the
NECC variations to the east of the dateline using the Empirical Orthogonal Function (EOF)
approach as the analysis technique to provide a new suggestion or enhance the ideas of
previous research. We used the zonal component of the surface current from reanalysis data
for 40 years of observations to investigate their spatial and temporal variations, especially
during summer and winter, which are often referred to as the stages of developing and
maturing from El Niño, respectively [18,19]. This paper is arranged in the following way:
Section 2 explained the materials and the methods used; Section 3 contained a summary
of the experimental outcomes; finally, in Sections 4 and 5, we conclude the paper with a
discussion and conclusion, respectively.

2. Materials and Methods

The Ocean Reanalysis System 4 (ORAS4) dataset retrieved from European Centre for
Medium-Range Weather Forecasts (ECMWF) was used in this work, which spans 40 years
(1978–2017) and has a 1-degree grid resolution. These data are monthly averages of the
zonal and meridional components of the ocean surface current, extending from 4.5◦ N
to 11.5◦ N and 178.5◦ W to 70.5◦ W. The ORAS4 dataset is freely available from 1958 to
2017 and covers the entirety of the Earth. By replacing its predecessor, ORAS3, various
recent features and enhancements have been implemented in ORAS4 with respect to the
former product, such as model bias correction. For more thorough information on the data
features and specifications, see Balmaseda et al. [20] and Balmaseda et al. [21]. Moreover, to
explore the explanation of the NECC variations east of the dateline, we utilized the Ocean
Reanalysis System 5’s (ORAS5′s) 20 ◦C isotherm depth from ECMWF. The 20 ◦C isotherm
depth’s spatial and temporal resolutions are 1◦ and monthly, respectively [22].

We also used the ECMWF Reanalysis v5 (ERA5) surface wind dataset over the Pacific
Ocean, provided by the Copernicus Climate Change Service (C3S), to analyze the wind
trend during the EP and CP of El Niño. By replacing ERA-Interim reanalysis, the data
quality of the ERA5 reanalysis improved. The latitude and longitude grid resolution of
these data is a 0.25◦ × 0.25◦ grid. The outstanding details of the ERA5 data information
and specifications were provided by Hersbach et al. [23] and Molina et al. [24]. The wind
data were converted to zonal (τx) and meridional (τy) wind stress components, obtained
using Equations (1) and (2), taken from Kok et al. [25]:

τx = ρaCd(u2 + v2)
1/2

u (1)

τy = ρaCd(u2 + v2)
1/2

v (2)

where ρa is the air density (1.2 kg/m3); the drag coefficient, Cd, equaled 1.3 × 10−3, while
u indicates the zonal component of wind, and v represents the meridional component.
Additionally, Sverdrup Balance was also estimated to investigate the effects of local wind
stress in NECC variability. We determined the Sverdrup zonal transport using the follow-
ing formula [26]:

U = − 1
β

∫
(

∂τy

∂x
− ∂τx

∂y
)dx (3)

The National Oceanic and Atmospheric Administration (NOAA) optimum interpola-
tion sea surface temperature (OISST) v2 products were used in this work to compare the
horizontal distribution of the SST anomaly in the Pacific Ocean during the different types
of El Niño [27]. This data analysis employed a monthly and 1◦ spatial resolution, which
was constructed by combining numerous observations on a regular grid, such as floating
devices, satellites, and ship surveys. The Oceanic Niño Index (ONI), expressed by the
running 3-month mean SST anomaly in the Niño 3.4 region (which is approximately 5◦ N
to 5◦ S, 170◦ W to 120◦ W), was the significant indicator used to observe the variability of El
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Niño and La Niña events. The National Oceanic and Atmospheric Administration (NOAA)
supplied this index, which was operated to determine the intensity of the El Niño event.
We only observed moderate to very strong events, which were classified as follows: 1.0 to
1.4 for a moderate event, 1.5 to 1.9 for a strong event, and ≥2.0 for a very strong event.

Employing wide-area and long-time-series data for observation, the empirical orthogo-
nal function (EOF) appeared to be a tool of convenience for performing the analysis and has
been commonly used to extract the dominant variance [28,29]. The EOF analysis produced
a pair of dominant spatial patterns along with the corresponding principal component (PC)
that displayed the temporal pattern. To begin, we eliminated the annual cycle from the
data and then computed the first three EOFs for JJA, SON, DJF, and MAM of the zonal
component of the surface current to identify the dominant modes of the NECC variability
in the summer, fall, winter, and spring, respectively, over 40 years.

3. Results

We averaged the zonal velocity component of the ORAS4 to the east of the dateline
in the Pacific Ocean, which we display in Figure 1a. The eastward-flowing NECC was
denoted by the positive value of zonal velocity, which laid between the latitudes of 4◦ N and
10◦ N. This region represented the mean pathway of the NECC, which looked uniform to
the east of the dateline. Several earlier investigations reported that the NECC pathway was
broader to the west of the dateline and narrower to the east of the dateline [8,9]. Moreover,
the NECC’s average eastward velocity attained its peak between 160◦ W and 130◦ W.

Figure 1. Mean map of (a) zonal velocity of ORAS4 surface current and (b) the corresponding
standard deviation, calculated over the period of 1978 to 2017.

The standard deviation of the zonal velocity from the ECMWF ORAS4 data is pre-
sented in Figure 1b, which was computed from January 1978 to December 2017. A large
standard deviation was observed just south of the NECC, widely known as south equato-
rial current (SEC); the standard deviation over the 40-year period was 0.4 m s−1. At the
same time, the standard deviation in the NECC region was lower (less than 0.25 m s−1).
This result suggested that in order to reduce the interference of the SEC signal, the EOF
analysis in the next figure would cover the region between the latitude of 3.5◦ N to 11.5◦ N.
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3.1. EOF Analysis

The EOF spatial patterns of the NECC for the boreal summer (only the results of the
first two EOF modes) are shown in Figure 2. The accumulative explained variance was
62.4% by the first two modes. The first mode (EOF1) explained 41.6% of the total variance.
This mode displayed a positive signal region throughout 3.5◦ N to 8◦ N that was centered
in the central Pacific. In the eastern Pacific, this signal gradually shifted northward to
9◦ N. The related time series (PC1) showed a strong association between the NECC and
ENSO events. Almost every El Niño or La Niña event caused the NECC to strengthen or
weaken, as evidenced by the positive or negative phase, respectively, in Figure 2B. A slight
difference was found by comparing the EP and CP types of El Niño. For the period of 1978
to 2017, five events of El Niño of the EP type were identified and are shown in Table 1. By
contrast, four events were recorded in the case of the CP type [30,31]. From the PC1, the
EP El Niño frequently produced a more major positive phase than the CP-El Niño (except
for the 1986/1987 event), implying that the NECC was more powerful during the EP type.
Furthermore, the second mode (EOF2) explained 20.8% of the total observations. Spatially,
the positive signal was found further southward than that of the first mode (EOF1), with
the variability maxima located in the area between 150◦ W and 130◦ W. The corresponding
PC2 showed less of a relationship to the ENSO event.

Figure 2. Two leading EOF analyses of the zonal component of surface current for summer (JJA):
(A) spatial pattern and (B) time series of the principal component superimposed with 6 months
low-pass filtered NIÑO 3.4 index. Red and blue bars represented the NECC’s strengthening and
weakening, respectively.
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Table 1. El Niño events ranging from moderate to very strong from 1978 to 2017 and their classification based on the Niño
methods.

Type Moderate Strong Very Strong

CP El Niño 1994/1995, 2002/2003, 2009/2010 1987/1988 -

EP El Niño 1986/1987 1991/1992 1982/1983, 1997/1998, 2015/2016

The first two leading EOF modes with their corresponding time series (PC) for fall
(SON) are plotted in Figure 3, which explained 63.7% and 9.2% of the observed variability,
respectively. The first EOF pattern (EOF1) showed a similar pattern to that of the EOF1
for summer (Figure 2A), and the positive signal was found near the equator. From the
corresponding PC1, we can see roughly that the variability was very much related to the
ENSO event. Unlike the EOF1 for summer, the NECC’s reaction to the EP and CP types of
El Niño looked no different in this season. Every El Niño event produced a positive phase,
while the La Niña produced a negative phase. Moreover, the second EOF2 pattern showed
a negative signal that seemed to merge with the positive signal in the north. The associated
PC time series (PC2) exhibited that the variability after the 2000s produced the negative
phase more.

 
Figure 3. Same as Figure 2, but for fall (SON): (A) spatial pattern and (B) time series of the principal
component superimposed with 6 months low-pass filtered NIÑO 3.4 index. Red and blue bars
represented the NECC’s strengthening and weakening, respectively.

Figure 4 shows the first two EOF modes of winter (DJF), which explained 30.3% and
11.8% of the total variance of the zonal velocity of the ORAS4 surface current. Spatially,
the first leading EOF (EOF1) was maximal near the equator and was centered between
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the longitudes of 150◦ W and 120◦ W. In the eastern Pacific, the positive signal was
found around 9◦ N, similar to the pattern that was shown in the EOF1 for summer. The
corresponding PC1 mode indicated a strong relationship to the cold event, portrayed by
the negative phase that consistently appeared in each La Niña year. Meanwhile, in relation
to the El Niño, the positive phase arose in the years 1987/1988, 1994/1995, 2002/2003,
2009/2010, 1986/1987, 1991/1992, and 2015/2016, of which the last three belonged to
the EP type of El Niño and the remainder were CP type. For the winter, these results
implied that the CP El Niño generated a relatively stronger NECC than the EP-El Niño.
This suggestion is of particular interest since the presence of three EP El Niño events was
linked to the intensification of NECC. Nevertheless, Hu et al. [17], Paek et al. [32], and
Zhang et al. [33] reported that the El Niño event of 1991/1992 and 2015/2016 were classified
as a combination of both CP and EP events, commonly known as the MIX El Niño type,
with a wide spread of the SST anomaly to the east of the dateline in the Pacific Ocean.
Perhaps for this reason, they appeared as positive phases in the PC1 variability. By contrast,
for the 1986/1987 event, Chen and Li [34] reported that the EP El Niño of 1986/1987 was a
special EP El Niño that generated strong westerly wind events in the winter and re-evolved
into a subsequent El Niño event. By contrast, the second leading mode (EOF2) showed
a positive signal further northward. The related time series (PC2) exhibited decreased
year-to-year variability beginning in the early 2000s. This result implies that the NECC
has undergone weakening in the last two decades. Furthermore, the relationship with the
ENSO event was much weaker in PC2.

Figure 4. Same as Figure 2, but for winter (DJF): (A) spatial pattern and (B) time series of the
principal component superimposed with 6 months low-pass filtered NIÑO 3.4 index. Red and blue
bars represented the NECC’s strengthening and weakening, respectively.
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As shown in Figure 5, the spring EOF1 pattern (MAM) explained 51.1% of the overall
variance. The EOF1 exhibited a dipole spatial pattern, with the positive signal centered
at a latitude of ~4.5◦ N. In the time series, the corresponding PC1 was highly correlated
with the EP type of El Niño event. When the EP and MIX types started to develop in the
springs of 1982, 1991, 1997, and 2015, they produced an obvious positive phase. The CP
type, on the other hand, resulted in a negative phase and a minor positive phase. This
result suggests that the EP and MIX El Niño types produced a more powerful NECC than
the CP El Niño. On the other hand, in the second EOF (EOF2) mode, the zonal velocities
showed a positive-negative-positive pattern with variability maxima north of 3.5◦ N, which
only accounted for 10.5% of the total variance. The related time series PC2 denoted no
significant relationship with the ENSO event.

Figure 5. Same as Figure 2, but for spring (MAM): (A) spatial pattern and (B) time series of the
principal component superimposed with 6 months low-pass filtered NIÑO 3.4 index. Red and blue
bars represented the NECC’s strengthening and weakening, respectively.

3.2. Meridional Shifting of the NECC

Next, to explore the variability of the NECC to the east of the dateline over 40 years,
we plotted the zonal component as time against latitude using the meridional line at 150◦
W as a reference (Figure 6). The positive value was considered the eastward flow, showing
variations in the NECC’s path. Seasonally, an equatorward shift was observed to occur
frequently in mid-winter to spring, but this event was absent in certain years. An El Niño
event is capable of inhibiting an equatorward shift of the NECC only if certain criteria
are met.
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Figure 6. Latitude–time diagram of the zonal component of surface current at the meridional line
150◦ W, 6-month low-pass filtered NIÑO 3.4 index overlaid (blue line). Upper panel for January 1978
to December 1997 and lower panel for January 1998 to December 2017.

The absence of an equatorward shift corresponded to moderate to very strong El Niño
events, but this is not the only requirement to interfere with such a shift. The current article
classified El Niño event into three types: EP, CP, and MIX types, as suggested by a number
of prior studies [14–17,33]; however, only two forms of El Niño may prevent the NECC so
that it does not shift toward the equator, namely the CP and MIX types. Over 40 years, the
CP El Niño and MIX El Niño events occurred in the years 1987/1988, 1994/1995, 2002/2003,
2009/2010, 1991/1992, and 2015/2016. The equatorward shift did not take place during the
stage of maturing of the events of the CP and MIX types. By contrast, the NECC still shifted
toward the equator in the EP type, which was recorded in the year 1982/1983, 1986/1987,
and 1997/1998. Furthermore, in the events of 1982/1983 and 1997/1998, which fell into the
very strong El Niño category, the equatorward shift occurred earlier in the winter.

The investigation of the wind and SST distribution over the near-equatorial region of
the Pacific is critical for a better understanding of the various patterns that formed during
the three types of El Niño events. We averaged the components of wind stress and SST
over the winter for each kind of El Niño, which are displayed in Figure 7. This figure
depicts substantial variation in the distribution of SST and wind stress in the CP, MIX, and
EP types of El Niño. All kinds of El Niño were characterized by a positive anomaly of
the SST across the equatorial region of the Pacific, and the distinction was in the position
of the highest positive anomaly of the SST [14,16,17,33]. The smallest magnitude of the
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SST anomaly occurred during the CP type, with the peak located near a longitude of
170◦ W, accompanied by anomalously westerly wind stress in the southern part of the
central equatorial region. As for the MIX El Niño, the highest anomaly of the SST was
located around 20◦ further east than that of the CP type. Strong northerly and westerly
wind stress was found in the region between 180◦ E and 150◦ W. Moreover, the area of
maximum SSTA for the EP El Niño was larger and farther east than those of the CP and
MIX types, followed by a significant anomaly of northerly and westerly wind stress in the
central-eastern equatorial Pacific. This result also suggests that under all forms of El Niño,
the trade wind over the equatorial Pacific was weaker.

 

Figure 7. The mean surface wind stress anomaly (vectors) with SST field (shaded) to the east of the
dateline during the winter of El Niño events of the (A) CP type, (B) MIX type, and (C) EP type.

Furthermore, to examine the relationship between wind stress distribution and NECC
variations, we computed the curl of the wind stress using the zonal and meridional com-
ponents, then performed Sverdrup balance (SB) analyses. Based on the ECMWF 0.25◦
monthly wind component of the ERA5, Figure 8 depicts a comparison of the average winter
SB in each kind of El Niño event. Significant differences were observed when comparing
eastward transport among the CP, MIX, and EP types, which is represented by a positive
value of SB. The eastward transport near 0 latitude for the CP El Niño was positioned at
~4◦ N in the central-eastern Pacific and proceeded northward at a latitude of ~7◦ N as it
approached land. The MIX El Niño’s eastward transport was found at 1◦ N in the central
Pacific and progressively migrated northward at a latitude of 3◦ N in the eastern Pacific,
while it laid at ~7◦ N in the easternmost Pacific Ocean. As for the EP El Niño, this eastward
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transport was migrated to the south of ~1◦ S in the central Pacific Ocean and stayed at ~2◦
N in the eastern Pacific. Moreover, as happened in the CP and MIX types, the eastward-flow
transport was similarly positioned around ~7◦ N latitude in the easternmost Pacific Ocean.
Thus, this SB analysis revealed the meridional shift of the eastward-flowing NECC, which
indicated good agreement with the analysis of the NECC variations in Figure 6.

Figure 8. Average of Sverdrup balance (SB) in 107 m3/s during the winter of El Niño events of the
(A) CP type, (B) MIX type, and (C) EP type. The colors red and blue represent east and west transport
flow, respectively.

4. Discussion

The current paper investigated the NECC variability to the east of the dateline, which
was found to be closely associated with the ENSO event. We used the zonal velocity of
surface current data derived from the ECMWF from 1978 to 2017 on a regular grid with a
1◦ × 1◦ spatial resolution. We applied the EOF analysis to each season, which was broken
down into the winter (December to February), spring (March to May), summer (June to
August), and fall (September to November). Interestingly, the dominant seasonal pattern
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of NECC was obtained from this analysis. We also employed the SST data from NOAA
and the ERA5 wind data from the ECMWF.

For all seasons, the EOF analysis revealed that the NECC showed a tendency to
strengthen in El Niño, while it tended to weaken in La Niña. However, El Niño, cate-
gorized into the EP, CP, and MIX types, produced a quite different impact on the NECC
each season. For the spring and summer, which are frequently linked with the devel-
oping phase, the NECC was substantially more powerful during the EP and MIX types
compared with the CP type. By contrast, the EP type weakened the NECC during the
winter, which is often considered as the mature stage, whereas it became stronger dur-
ing the CP and MIX types. Unlike other seasons, the relatively equal impact of the EP
and CP types of El Niño on the NECC was observed during the fall season. The NECC
indicated a tendency to strengthen in all forms of El Niño. The fluctuation of isotherm
depth at 20◦ (D20) could have caused this NECC variability around the Pacific Ocean
(Figures 9 and 10), which was influenced by the wind stress distribution [35]. Through
the Ekman transport process, the summer of the EP El Niño raised the thermocline in the
northwestern Pacific while lowering it in the eastern Pacific, producing a meridional gradi-
ent of sea level, and resulted in a more robust NECC (Figure 9A). During the CP El Niño,
on the other hand, the decreased sea level gradient between the northwestern and east
Pacific led to a small strengthening of the NECC (Figure 9B). As the CP El Niño entered its
mature phase, the shoaling of the thermocline occurred in the northwestern Pacific and then
increased the meridional gradient of sea level. As a result, the NECC tended to strengthen
(Figure 10B). Moreover, for the EP type, the thermocline shoaling (deepening) took place
along the western to the central (eastern) Pacific Ocean, causing the NECC to weaken
(Figure 10A). This weaker NECC during the EP El Niño’s winter was unexpected and has
never been reported in previous studies. Additionally, the thermocline, which occurred in
the western Pacific to the east of the dateline (160◦ W), was raised in January 1983 and 1998
(Figure 11). In consequence, the NECC became weaker. However, its exact mechanism is
still undetermined; therefore, we leave for further research the investigation of how the
winter of EP El Niño could generate a weaker NECC.

Figure 9. Composite maps of 20 ◦C isotherm depth (D20) anomalies (left panel) and ocean surface current (right panel) for
the summer from (A) the EP El Niño and (B) CP El Niño. Negative (Positive) D20 anomalies denote shoaling (deepening).
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Figure 10. Same as Figure 9, but for winter from (A) the EP El Niño and (B) CP El Niño. Negative (Positive) D20 anomalies
denote shoaling (deepening).

 

Figure 11. Equatorial Pacific D20 anomaly for January. Each type of El Niño was represented by two
events; 1983 and 1998 representing EP type; 1992 and 2016 representing MIX type; 2003 and 2010
representing CP type.

With regard to the NECC’s meridional shifting, the seasonal southward shift occurred
between mid-winter to spring, then traveled to the north in the second half of the year.
This result is consistent with Shin and Qiu [8]. We also found that the southward shift
was missing in several El Niño years, specifically the CP and MIX El Niño. During these
events, the absence of the southward shift in the CP and MIX El Niño agreed well with
the SB pattern. From the SB analysis generated by local wind stress curl, the zero contour
of the eastward transport near the equator was located between 0◦ and 1◦ S during the
EP El Niño. Meanwhile, the zero contour migrated to the north of 3◦ N and 4◦ N for the
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EP and MIX El Niño types, respectively. Prior studies, however, have shown the NECC’s
southward movement during the EP El Niño [8,12].

5. Conclusions

In the present paper, reanalysis data examined the NECC variations east of the date-
line and how they responded to the three types of El Niño. Our findings led us to the
following conclusions:

(1) The NECC was considerably stronger during the EP and MIX El Niño than during
the CP El Niño for the spring and summer, which are frequently linked with the
development period. During the fall, the three types of El Niño did not differ signifi-
cantly in terms of affecting the NECC’s variations. These stronger and weaker NECCs
east of the dateline are influenced by the thermocline depth oscillations across the
Pacific Ocean.

(2) Going through a mature phase, which is generally in the winter, the NECC during
the EP El Niño was weaker than the NECC during the CP and MIX El Niño. This
finding provides a new suggestion for future investigation because it has not been
documented in previous studies.

(3) The NECC shift to the south is absent during the CP and MIX El Niño events be-
cause of the local wind stress distribution. This southward shift, however, remained
apparent during the EP El Niño.

Based on the results of this study, we give a fresh suggestion regarding the influence
of the three types of El Niño on the NECC variations east of the dateline for each season.
The NECC appeared to react differently in each season to the three types of El Nino. After
thorough research, we discovered that the NECC has a propensity to steadily strengthen
from the development to the mature phase of MIX El Niño events, which has not been
accomplished before by previous research. Furthermore, the conclusions of this study
enable further investigation into the behavior of other ocean circulations in the Pacific
Ocean in response to the MIX El Niño event, for which little information is available.
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Abstract: In the ocean, heat waves are vital climatic extremes that can destroy the ecosystem together
with ensuing socioeconomic consequences. Marine heat waves (MHW) recently attracted public
interest, as well as scientific researchers, which motivates us to analyze the current heat wave events
over the Red Sea and its surrounding sea region (Gulf of Aden). First, a comprehensive evaluation
of how the extreme Red Sea surface temperature has been changing is presented using 0.25◦ daily
gridded optimum interpolation sea surface temperature (OISST, V2.1) data from 1982 to 2020. Second,
an analysis of the MHW’s general behavior using four different metrics over the study area, together
with a study of the role of climate variability in MHW characteristics, is presented. Finally, the main
spatiotemporal characteristics of MHWs were analyzed based on three different metrics to describe
MHW’s local features. Over the studied 39 years, the current results showed that the threshold of
warm extreme sea surface temperature events (90th percentile) is 30.03 ◦C, providing an additional
average thermal restriction to MHW threshold values (this value is changed from one grid to another).
The current analysis discovered 28 separate MHW events over the Red+, extending from 1988 to
2020, with the four longest events being chosen as a study case for future investigation. For the effect
of climate variability, our results during the chosen study cases prove that ENSO and ISMI do not
play a significant role in controlling MHW characteristics (except the MHW intensity, which has a
clear relation with ENSO/ISMI) on Red+. Moreover, the chlorophyll concentration decreases more
significantly than its climatic values during MHW events, showing the importance of the MHW effect
on biological Red Sea features. In general, the MHW intensity and duration exhibit a meridional
gradient, which increases from north to south over the Red Sea, unlike the MHW frequency, which
decreases meridionally.

Keywords: marine heat wave; climate variability; sea surface temperature; extreme events; global
climate models; ecosystems

1. Introduction

Several notable marine heat waves (MHWs) events occurred globally—long periods of
abnormal sea surface temperature extremes have had severe impacts on marine ecosystems,
as stated by [1]. According to Sparnocchia et al. [2], Oliver et al. [3] and Holbrook et al. [4],
MHWs are driven by a range of physical mechanisms, such as air–sea heat fluxes that coin-
cide with atmospheric heat waves and/or horizontal temperature advection. Regardless of
the mechanisms that drive individual MHWs, there is a growing acceptance that anthro-
pogenic climate change has raised the likelihood of recent MHWs dramatically, including
the following occasions. Prominent occasions occurred over the Red Sea, especially: in its
northern basin, as stated by Chaidez et al. [5]; in the Gulf of Aqaba, as stated by Shaltout [6];
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along the Mediterranean Sea including the central Ligurian Sea (Sparnocchia et al. [2]), the
central basin (Olita et al. [7]) and the eastern basin (Ibrahim et al. [8]); over the eastern Indian
ocean, especially along the Western Australian coast (Pearce and Feng [9]) and across north-
ern Australia (Benthuysen et al. [10]); over the northeastern Pacific ocean (Bond et al. [11]);
over the northwestern Atlantic ocean (Chen et al. [12]). These occasions resulted in signifi-
cant environmental and financial impacts, including a reduced chlorophyll-a concentration
(Bond et al. [11]), continuous coral bleaching (Hughes et al. [13]), the death of fish (Ca-
puti et al. [14]), mass mortality (Garrabou et al. [15]), geographical and seasonal shifts of
marine species (Mills et al. [16]; Cavole et al. [17]) and economic problems (Mills et al. [16]).
Considering the current/projected warming trends over the Red Sea (Shaltout [6]), as well
as the potential for deep ecological and social consequences, assessing MHWs patterns and
trends is currently a critical topic concerning the Red Sea.

The Red Sea surface temperature (SST) experiences a current warming (1982–2017)
trend of 0.29 ◦C/decade, while the annual mean SST over the Red Sea during the current
century is expected to increase by 0.6–3.2 ◦C relative to the 2006–2035 period, as stated by
Shaltout [6]. Based on the SST analyses over the Red Sea, Shaltout [6] indicated that the
Red Sea suffers heat wave events that currently occur during approximately 3% of each
year (∼=10 days annually), which is expected to be more frequent by the end of the 21st
century. On the other hand, Bindoff et al. [18] showed that changes in extreme weather
events affected largely different species in comparison to the effect of changes in mean
conditions, indicating the importance of the evaluation of MHWs events rather than SST
trends, especially over the warming climate regions (e.g., the Red Sea climate). Moreover,
marine organisms in the Red Sea, which is a semi-enclosed basin, are unable to migrate
north. Thus, heat waves have been linked to some of the most catastrophic environmental
changes over the Red Sea (Hodgkinson et al. [19]; Chaidez et al. [5]).

Some earlier relevant studies concerning MHWs’ duration, frequency and intensity
are available. According to Oliver et al. [3], there has been a significant global increase in
MHWs’ frequency (duration), which has increased by 34% (17%) from 1925 to 2016. In fact,
over 18 days, from 29 July 2012 to 15 August 2012, the longest-detected MHWs occurred
in the Gulf of Aqaba, which is north of the Red Sea (Shaltout [6]). In terms of the overall
number of events, as well as the intensity and duration, Genevier et al. [20] confirmed that
MHWs had a distinct spatial pattern in the Red Sea. The southernmost tip of the Red Sea
and the eastern coast of the northern region had the greatest number of days of MHWs,
whereas the western coast of the southern region had the most intense events, and the most
persistent events occurred over the eastern coast of the southern Red Sea.

In general, this increase in the MHWs events over the Red Sea emphasizes the urgent
necessity to describe the MHWs’ main characteristics and their link to climatic variability,
together with identifying the regions in the Red Sea that are vulnerable to MHWs.

In the current study, MHWs were carefully analyzed to find out their characteristics
over the Red Sea, together with the Gulf of Aden (hereafter, Red+; Figure 1). As such,
understanding the MHWs’ variabilities in the study region is the main aim of this study,
in order to be able to implement appropriate early awareness procedures related to the
thermal stress on various marine sectors (e.g., coral reef bleaching), together with finding
suitable regional climate policies to cope with climatic change issues. The data used
and methods are presented in Section 2. In Section 3, the results are included, while the
summary and conclusion are covered in Section 4.
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Figure 1. Digital elevation data of the Red Sea (data acquired from a global 30 arc-second interval
grid (GEBCO: https://www.gebco.net/data_and_products/gridded_bathymetry_data/ [accessed
on 10 May 2021]). The Gulfs of Suez (1), and Aqaba (2) together with the strait of Bab al Mandab
were shown in the figure.

2. Data and Methods

In general, the MHWs are described by their frequency, duration and intensity. Their
definition will have an impact on the analyses of the magnitude and duration of such events.
According to Hobday et al. [1], MHWs originate when SSTs exceed a seasonally changeable
threshold, defined as the 90th percentile of climatic SST mean for at least 5 consecutive days.
In addition, Chaidez et al. [5] used a new definition based on considering yearly maximum
SST above the climatic maximum SST by a given threshold chosen at 0.25 ◦C intervals
between 0.5 and 1.5 ◦C as a base to define MHWs events. Finally, Darmaraki et al. [21]
used the climatological 99th percentile threshold, based on daily SST over the period 1976
to 2005.

2.1. Data Used

Gridded daily averaged SST fields on a 0.25◦ horizontal resolution were obtained
from NOAA optimum interpolation sea surface temperature data (OISST; version 2) over a
39-year period from January 1982 to December 2020. On a regular global grid, the OISST
combines satellite ocean skin temperatures with data from in situ platforms (ships and
buoys), as stated by Reynolds et al. [22] and Reynolds [23]. The OISST products, according
to Banzon et al. [24], do not capture diurnal variations and do not represent a specific time
of day because they are made up of data collected throughout the day. The International
Comprehensive Ocean-Atmosphere Data Set (ICOADS) provided the in situ platform
measurements for the OISST products (Worley et al. [25]. Karnauskas and Jones [26]
highlighted the higher density of the in situ measurements in the ICOADS data bank,
especially in the Red Sea. Thus, the OISST products are a relevant tool to study local features
of the Red+. Moreover, the OISST data feasibility in describing SST over the Red+ has been
carried out by inter-comparisons with independent in situ measurements (Shaltout [6]),
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confirming the excellent agreement between OISST and in situ measurements. The OISST
products are freely available as gridded NetCDF (network Common Data Form) via HTTP
link (https://www.ncei.noaa.gov/data/sea-surface-temperature-optimum-interpolation/
v2.1/access/avhrr/ [accessed on 1 February 2021]). These data will be used for determining
the climatological SST mean and 90th percentile of the historical SST distribution for each
day of the year.

Chlorophyll concentration in sea water (chlor_a). Gridded daily data on chlor_a
concentration was obtained from the MODIS (Moderate Resolution Imaging Spectrora-
diometer) sensor database on the NASA Aqua satellite. Currently, the Level 3 standard
mapped image with 0.04◦ (~4-km) resolution was used to study the variability of chlor_a
concentration over Red+. SeaWiFS Mission webpage [27] provides detailed description
about chlor_a (validations and documentation). These data have been used largely over
the Red Sea (Brewin et al. [28]; Eladawy et al. [29]; Shaltout [6]). These data will be used to
understand the effect of MHW on the chlor_a concentration, especially during the selected
study cases.

El Niño/Southern Oscillation (ENSO) index. The time series of the leading combined
empirical orthogonal function (EOF) of five different variables (SST, sea level pressure,
outgoing longwave radiation and zonal and meridional components of the surface wind)
over the tropical Pacific basin (30◦ S–30◦ N and 100◦ E–70◦ W) is the bi-monthly multivariate
ENSO index (MEI.v2). More detailed information about MEI.v2 is available at Zhang
et al. [30]. MEI.v2 data were extracted from the physical science laboratory (https://psl.
noaa.gov/enso/mei/ [accessed on 23 May 2021]) for 12 overlapping bi-monthly “seasons”
(December–January, January–February,..., November–December) in order to both decrease
the impact of higher frequency intra-seasonal variability and take into account ENSO’s
seasonality. El Niño periods and La Niña periods were identified based on a threshold
of ±0.5. These data are used to study the climate variability role in the characteristics
of MHWs.

Indian Summer Monsoon Index (ISMI), which contributes to wind circulation and
temperature distribution, lasts only during the summer season (June to September).
Monthly ISMI data were obtained from the University of Hawaii Data Center (http:
//apdrc.soest.hawaii.edu/projects/monsoon/seasonal-monidx.html [accessed on 10 June
2021]) over 1982–2019. According to Wang et al. [31], the ISMI is an 850-hPa zonal wind
difference between a southern zone (40–80◦ E, 5–15◦ N) and a northern region (70–90◦ E,
20–30◦ N). ISMI is used to study how the MHWs’ characteristics are related to ISMI.

Sea surface radiation budget components, including surface latent heat flux (SLHF),
surface sensible heat flux (SSHF), surface net thermal radiation (SNTR) and surface net solar
radiation (SNSR), were obtained from ERA5 reanalysis database during 1982–2020 (https://
cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels?tab=form [ac-
cessed on 10 June 2021]). ERA5, which replaced the successful previous version of ERA-
Interim, featured a highly spatial/temporal grid point, as well as major improvements in
core dynamics and model physics [32]. By merging weather model data with observational
data from ground sensors and satellites, ERA5 provides an accurate long-term record of
global climate and weather [33]. Furthermore, the total heat loss to the atmosphere (Floss)
equals SLHF + SLHF + SNTR +SNSR (fluxes are positive when directed away from surface
to the atmosphere).

2.2. Extreme Red+ Sea Surface Temperature

Daily means in a 39-year period SST data were used to determine the thresholds
of extreme sea surface temperature events (hereafter, ETEs) over the Red+; thus, SST
values above the 90th percentile were considered as warm ETEs and SST values be-
low 10th percentile were considered as cold ETEs. The frequency of warm ETE (=
number of extreme warm seasons

total number o f seasons × 100) and the magnitude of warm ETE (=The maximum val-
ues of seasonally averaged SST) were used to identify the warm extreme Red+ sea surface
temperature.
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2.3. Analyses of the Marine Heat Waves over the Red+

Daily OISST SST data were used to identify MHWs, and a set of four metrics were
developed to quantify MHWs: (1) MHWs categories, (2) frequency (the number of in-
dividual MHWs events that occur annually), (3) duration (the number of MHWs days
over the entire 39-year study period) and (4) intensity of an event (mean, maximum and
accumulative). Mean (maximum) intensity is described as the average (maximum) SST (◦C)
above the climatological mean during an event, whereas the cumulative intensity (◦C-day)
is described as the mean intensity multiplied by the event’s duration.

The 90th percentile of the historical SST distribution through a baseline period over
the Red+ is used to identify MHWs categories (Hobday et al. [1]; Hobday et al. [34]).
Thus, MHWs categories were defined as the local difference between climatological 90th
percentile and climatological mean. According to Hobday et al. [34], different MHWs
categories are defined by a magnitude scale calculated based on the multiples of this local
difference. Moderate MHWs category falls in the range (1–2 * local difference), strong
MHWs category falls in the range (2–3 * local difference), severe MHWs category falls in
the range (3–4 * local difference), extreme MHWs category falls in the range (4–5 * local
difference).

A baseline period of 39 years (1982–2020) was used to identify the changeable cli-
matological SST mean and 90th percentile threshold based on each day of the year. The
climatological SST mean for a specific day was calculated by averaging the daily SST values
within an 11-day window ranging from 5 days prior to the specific day to 5 days after
the specific day over the entire 39-year baseline period. The minimum duration of an
MHW event was set to be five days (Hobday et al. [1]), and an intermittent period of up to
2 consecutive days or fewer (if the MHWb duration>10 days) was considered to be a single
MHW event. Thresholds of warm ETEs (≈30 ◦C over the Red+ and changeable from grid
to grid) were used as an additional thermal restriction to MHWs threshold values.

General characteristics of MHWs categorization over the Red+ were analyzed every
year to report the most important MHWs study cases. Local features of MHWs were
furtherly analyzed over the selected study cases that have the longest duration.

2.3.1. The Role of Climate Variability

The annual effects of the ENSO—the most reliable indicator of global climate change—on
the MHWs characteristics were studied by comparing their annual patterns. Moreover, the
annual effect of ISMI on the MHWs variabilities was also studied.

2.3.2. The Role of the Sea Surface Radiation Budget Components

A direct comparison between MHW intensity and different sea surface radiation
budget components (SLHF, SSHF, SNTR, SNSR and Floss) was carried out using the cor-
relation coefficient (R) and a number of observations (n) during the selected study cases.
Furthermore, a direct comparison between MHWs’ intensity and sea surface radiation
budget for different components over the study period was carried out to assess the role of
the sea surface radiation budget on MHW.

2.4. Main Spatiotemporal Characteristics of MHWs over the Red+

The spatial and temporal variability of MHWs characteristics were analyzed in Red+
over a studied 39-year period, focusing on annual variability. Annual averaged MHWs’
intensity (◦C), marine heat wave duration over the 39-year study period (day) and marine
heat wave frequency (event per year) were selected to characterize the main spatiotemporal
features of MHWs.

3. Results

3.1. Extreme Red+ Sea Surface Temperature

Based on a 39-year period, the time series of the seasonal mean SST (Figure 2) over the
Red+ showed that the threshold of warm ETEs (90th percentile) is 30.03 ◦C and cold ETEs
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(10th percentile) is 25.13 ◦C. The frequency of warm ETEs is 4.5% and is most pronounced
after 1998, particularly in the summer of 1998, 2017, 2015, 2002, 2001, 2019 and 2020 (years
arranged in ascending order). However, the magnitude of warm ETEs is 30.29 ◦C (occurring
during the summer of 2020), partly due to the effects of climate change.

 

Figure 2. Time series of seasonally mean sea surface temperature over Red+. Warm ETEs (90th percentile) and cold ETEs
(10th percentile) are presented in red and green, respectively.

The spatial variation in the extreme Red+ sea surface temperature over the years 1982
to 2020 is described in terms of the threshold and magnitude. The spatial distribution
of thresholds of warm ETEs (Figure 3a) increased meridionally over the Red Sea, from
the north (≈27 ◦C; the Gulfs of Suez and Aqaba) to the south (≈32 ◦C; western–northern
part of the Red Sea), partly due to the amount of absorbed solar energy, together with the
surface sea water circulation (Shaltout [6]). Moreover, thresholds of warm ETE are much
higher in the northern part of the strait of Bab al Mandab in comparison to its southern
part, partly due to the moderate SST effect in the Gulf of Aden by water exchange with the
Indian Ocean. In the other direction, spatial distribution in the magnitude of warm ETEs
(Figure 3b) values increased meridionally over the Red Sea, from the north (≈29 ◦C; the
Gulfs of Suez and Aqaba) to the south (≈35 ◦C; southwestern coast of the Red Sea from
15–17◦ N), partly due to the surface sea water circulation (Shaltout [6]). Over the Gulf of
Aden, the magnitude of warm ETEs showed a non-significant spatial range around 33 ◦C.

Figure 3. Spatial distribution of the threshold (a) and magnitude (b) of warm SST ETEs (90th percentile) over Red+.
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3.2. Marine Heat Waves over the Red+

A categorization diagram of MHWs over the Red+ was drawn for every year to
monitor the progress of MHWs, with the time as a general feature (Figure 4 and Table 1).
For the years 1982–1986, there were no observed MHW events over the Red+. Over the
years 1987–1991, there is only one MHW event, which extends 8 days, from 6–13 July/1988
(moderate MHWs category), showing the 1st MHW event for the Red+. Moreover, there
is no observed MHW event over 1992–1996. From 1997 to 2001, three moderate MHW
events (total number of MHWs = 60 days) were identified; the first event extends 9 days
from 18 to 26 June 1997, the second event extends 12 days from 9 to 20 September 1998
and the third event extends 44 days (39 days without gaps) from 10 July to 22 August
2001. MHW events increased to seven moderate MHW events over the period 2002 to
2006 (total number of MHWs = 63 days). MHW events decreased to three moderate MHW
events over the period 2007 to 2011 (total number of MHWs = 53 days). There are a total
number of 66 days of MHWs in general over the Red+ during the 2012–2016 years, which
are divided into six MHW moderate events. The total number of general Red+ MHWs is
nearly double the previous periods (=128 days) over 2017–2020, and is divided into eight
MH events (seven moderate MHW events and one strong MHW event). Generally, over
the Red+ (1992–2020), the general MHW frequency is 0.72 event, and the MHW duration is
378 days. From the reported study cases (Table 1), the average duration of an MHW event
is 13.5 ± 11.6 days; however, the average values of the maximum (mean) intensity of an
event are 0.97 ± 0.23 (0.8 ± 0.1) ◦C. The average value of the accumulative intensity of an
event is 11.52 ± 12.56 ◦C-day.

Figure 4. Cont.
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Figure 4. Cont.
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Figure 4. Marine heat waves over the Red+: a categorization diagram showing the observed temperature time series
(dashed line) for each year from 1982 to 2020 (1982–1986 (a), 1987–1991 (b), 1992–1996 (c), 1997–2001 (d), 2002–2006 (e),
2007–2011 (f), 2012–2016 (g), and 2017–2020 (h)), the long-term regional climatology and the 90th percentile climatology
together with the four categories.

Table 1. The characteristics of the recent MHWs over the Red+. The entry for each event lists date of peak intensity, the total
duration of the event (first day, last day and total days), the category, maximum intensity (Imax, ◦C above the climatological
mean) on that date, mean intensity (Imean) along event’s duration, the cumulative intensity (Icum = Imean * event duration)
and the proportion (p) of time spent in each of the four MHW categories along event’s duration. As the presence of “gap
days” connecting successive events, the proportions do not always sum up to 100%.
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1 8 July 1988 6 July 1988 13 July 1988 8 M 0.88 0.72 5.76 100 - - -

2 20 June 1997 18 June 1997 26 June 1997 9 M 0.90 0.82 7.45 100 - - -

3 19 September 1998 9 September 1998 20 September 1998 12 M 0.91 0.77 9.21 100 - - -
4 22 July 2001 10 July 2001 22 August 2001 39 M 1.30 0.82 36.03 89 - - -
5 31 July 2002 29 July 2002 2 August 2002 5 M 1.13 0.91 4.58 100 - - -

6 11 August 2002 9 August 2002 14 August 2002 6 M 0.74 0.68 4.1 100 - - -

7 15 October 2002 5 October 2002 16 October 2002 10 M 1.04 0.85 4.26 85 - - -

8 27 August 2003 26 August 2003 4 September 2003 10 M 0.73 0.60 5.14 100 - - -

9 16 August 2005 15 August 2005 31 September 2005 15 M 1.11 0.79 11.93 89 - - -
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Table 1. Cont.
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10 22 September 2005 19 September 2005 25 September 2005 7 M 1.04 0.91 6.37 100 - - -

11 7 October 2006 29 September 2006 8 October 2006 10 M 0.81 0.70 7.08 100 - - -

12 5 August 2009 23 July 2009 13 Aug2009 21 M 1.05 0.81 17.7 96 - - -

13 21 June 2010 18 June 2010 24 June 2010 7 M 0.93 0.82 5.74 100 - - -
14 18 October 2010 29 September 2010 23 October 2010 25 M 1.15 0.87 21.6 100 - - -
15 21 August 2015 18 August 2015 23 August 2015 6 M 0.96 0.78 4.66 100 - - -

16 31 August 2015 29 August 2015 2 September 2015 5 M 0.61 0.54 2.68 100 - - -

17 18 September 2015 9 September 2015 29 September 2015 21 M 1.18 0.94 19.77 100 - - -

18 24 October 2015 17 October 2015 26 October 2015 10 M 1.04 0.94 9.38 100 - - -

19 10 June 2016 6 June 2016 18 June 2016 12 M 1.19 0.90 10.97 92 - - -

20 14 July 2016 7 July 2016 18 July 2016 12 M 0.92 0.78 9.31 100 - - -

21 18 June 2017 17 June 2017 21 June 2017 5 M 0.75 0.72 3.60 100 - - -

22 16 July 2017 14 July 2017 18 July 2017 5 M 0.66 0.63 3.11 100 - - -

23 17 August 2017 15 August 2017 20 August 2017 6 M 0.71 0.66 3.97 100 - - -

24 22 October 2017 19 October 2017 23 October 2017 5 M 0.86 0.80 4.01 100 - - -

25 6 August 2018 5 August 2018 9 August 2018 5 M 0.72 0.66 3.30 100 - - -

26 25 May 2019 24 May 2019 11 June 2019 19 M 1.05 0.91 17.28 100 - - -
27 18 July 2019 27 June 2019 22 July 2019 26 M 0.97 0.77 19.90 100 - - -
28 13 September 2020 31 August 2020 26 October 2020 57 Sg 1.76 1.11 63.78 69 31 - -

Generally, there are 28 MHW events over the Red+, and the longest four events were
select for further investigations as a study case (Table 1; shaded events). As a regional
average over Red+, MHW described a significant increasing trend of 0.49 annual events
per decade (Figure 5a). The linear trend of the MHW annual duration in a regional average
showed a significant increase of 7.5 days per decade, as seen in Figure 5b. Similarly,
the averaged MHW intensity increased significantly (linear trend = 0.18 ◦C per decade),
as seen in Figure 5c. On the other hand, the Red+ averaged SST showed a significant
trend of 0.22 ◦C per decade (Figure 5d). The Red+ averaged MHW property time series
has a clear interannual variability, with an average value of 1.38 events annually and an
average intensity of 0.8 ◦C, together with an average duration of 22.5 days for an event.
Moreover, the Red+ annual average SST is in a positive significant correlation with the
annual averaged MHWs intensity (R = 0.75, n = 39), annual average MHWs duration
(R = 0.72, n = 39) and annual MHWs frequency (R = 0.69, n = 39).
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Figure 5. Sea surface temperature and marine heat wave properties over Red+.

The role of climate variability. The studied MHWs property time series (Figure 5)
depict a significant interannual fluctuation over Red+. The scientific method of quantifying
such a fluctuation is to examine the ENSO climatic states with the annual averaged MHWs
intensity, annual averaged MHWs duration and MHWs frequency. The higher annual
averaged MHWs intensity values are related to El Niño periods over most of the events
(Figure 6a). The only event of El Niño that is not related to a higher intensity is 1983. The
relationship between the frequency/duration and ENSO events was less clear than the
intensity was (Figure 6c). The MHWs duration tends to increase (decrease) during El Niño
(La Niña periods) periods, except during 1983 (years of the El Niño event), which correlated
with no MHWs events, and during 2001 (year of La Niña periods), which correlated with a
higher MHWs duration value. Similarly, the MHWs frequency tends to increase (decrease)
during El Niño (La Niña periods) periods, except during 1983 and 2015.

Figure 6. Cont.
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Figure 6. Annual time series of the bi-monthly multivariate El Niño/Southern Oscillation (ENSO) index (MEI.v2) over
1982–2020 are shown in primary axis. Moreover, the lower (higher) limit of El Niño (La Niña) periods is shown in orange
(gray) color. In the secondary axis and in red color, intensity, duration and frequency were shown in (a–c), respectively.

On the other hand, the ISMI’s relationship with the MHWs intensity is varied from
one year to another over Red+. The higher (lower) values of the MHWs intensity during
1988, 2005, 2010 and 2016 (2018) are related to the higher (lower) values of the ISMI. At the
same time, the higher values of the MHWs intensity during 1997, 2002 and 2015 occurred
simultaneously with the lower ISMI values (Figure 7a). The ISMI rarely explains the higher
values of the MHWS duration and frequency, such as during 2010 (Figure 7b,c).

The relationship between the intensity and ENSO/ISMI is clearer than the relationship
between the frequency/duration wand ENSO/ISMI. Thus, there is another climatic mecha-
nism that, if coupled with the ISMI and ENSO, will describe the MHWs’ characteristics
more clearly over Red+.

In statistical details, MEI.v2 and different MHW characteristics during the MHW
events had an insignificant correlation at the 95% significance level (Figure 8). In the
same, context, the ISMI described an insignificant correlation with the MHW annual
average intensity, annual number of MHW events and annual MHW duration at the 95%
significance level. At the 90% significance level, the ISMI showed a significant correlation
only with the annual number of MHW events and annual MHW duration (Figure 9).
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Figure 7. Annual time series of the Indian Summer Monsoon Index (ISMI) over 1982–2019 are shown in primary axis. In the
secondary axis and in red color, intensity, duration and frequency are shown in (a–c), respectively.

   

Figure 8. Scatter plots of bi-monthly multivariate ENSO index (MEI.v2) and annual number of MHW events (a), MHW
annual average intensity (b) and annual MHW duration (c) during MHW events.

   

Figure 9. Scatter plots of Indian Summer Monsoon Index (ISMI) and annual number of MHW events (a), MHW annual
average intensity (b) and annual MHW duration (c) during MHW events.
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The role of the sea surface radiation budget components. The cross-correlation be-
tween different MHW characteristics and different components of the sea surface radiation
budget (data not shown) showed insignificant values among each other on an annual level.
This may indicate the need for further investigations based on the comparison between the
range of the sea surface radiation budget components over the study period and during
marine heat wave events (Table 2). Critical conditions of the occurrence of MHW events
are less than 206 Wm−2 of SLHF going to the atmosphere, less than 13 Wm−2 of SSHF
going to the atmosphere, less than 101 Wm−2 of SNTR going to the atmosphere and more
than 210 Wm−2 of SNSR going to the ocean, as seen in Table 2.

Table 2. Range of the sea surface radiation budget components over the study period and during marine heat wave events
(all values are in W m−2).

SLHF SSHF SNTR SNSR Floss

Range over the study period 41 to 287 −14 to 90 50 to 163 −294 to −99 −152 to 287

Range during the marine heat wave events 57 to 206 −10 to 13 56 to 101 −279 to −210 −133 to −7

3.3. Selected Study Cases of Marine Heat Waves over the Red+

The first study case (peaked on 22 July 2001) centered around the center of the Red
Sea (22.125◦ N and 38.375◦ E) and occupied 45% (34% in moderate; 11% in strong) of
the Red+ area. This MHW event lasted for 39 days (5 days as a strong MHW and 31
days as a moderate MHW) with a mean intensity of 0.92 ◦C (equivalent to accumulative
intensity of 36.03 ◦C-day), as seen in Figure 10. At a 95% level of significance, the MHW
intensity during this study case showed a significant correlation with SLHF (R = −0.52,
n = 39), as seen in Figure 11a. In the same context, the other studied surface radiation
components (SSHF, SNTR and SNSR) had an insignificant correlation with the marine heat
wave intensity. In the same context, Floss shows a significant correlation with the MHW
intensity (R = −0.55, n = 39), as seen in Figure 11e.

The effect of this MHW event on the chlor_a concentration is not discussed due to the
missing chlor_a concentration data during this study case.

The second study case (peaked on 18 October 2010) centered around the eastern side
of the Gulf of Aden (12.875◦ N and 50.875◦ E), occupied 37% of the Red+ (36% in moderate;
1% in strong) area and lasted for 25 days (4 days as a strong MHW and 16 days as a
moderate MHW), with a mean intensity of 2.02 ◦C (equivalent to accumulative intensity of
50.5 ◦C-day), as seen in Figure 12. There is a significant correlation between the marine heat
wave intensity during this study case and different components of the surface radiation at
the 95% significance level, most markedly with SLHF (R = 0.65, n = 25), as seen in Figure 13.
Similarly, Floss shows a significant correlation with the MHW intensity (R = 0.64, n = 25), as
seen in Figure 13e.

During this second study case, the chlor_a concentration is significantly lower than
its climatological values over 82% of the time (Figure 14a), partly showing the effect of
MHW on the chlor_a concentration and hence the Red Sea ecology. Moreover, there is a
significant correlation between the MHW intensity and chlor_a concentration during this
study case (R = −0.40, n = 25) at the 95% significance level, as seen in Figure 14b.
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Figure 10. Representative of the MHW event (study case 1) showing the sea surface temperature (a), intensity [◦C] of marine
heat wave event (b) and category of that event (c) at the peak of the event and the time series during the event’s year (d),
spatially averaged over an area around the maximum intensity grid, which is shown in bubbles.

  

  

Figure 11. Cont.
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Figure 11. Scatter plots of marine heat wave intensity during the study case 1 (10 July 2001 to 22 August 2001) and surface
latent heat flux (a), surface sensible heat flux (b), surface net thermal radiation (c), surface net solar radiation (d), and total
heat loss to the atmosphere (e).

 

 

Figure 12. Representative of the MHW event (study case 2) showing the sea surface temperature (a), intensity [◦C] of marine
heat wave event (b) and category of that event (c) at the peak of the event and the time series during the event’s year (d),
spatially averaged over an area around the maximum intensity grid, which is shown in bubbles.
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Figure 13. Scatter plots of marine heat wave intensity during the study case 2 (29 September 2010 to 23 October 2010) and
surface latent heat flux (a), surface sensible heat flux (b), surface net thermal radiation (c), surface net solar radiation (d),
and total heat loss to the atmosphere (e).

  

Figure 14. Representative of the chlorophyll_concentration_in_sea_water (chlor_a) values and its climatological values
during the study case 2, which extends from 29 September 2010 to 23 October 2010 (a); scatter plots of marine heat wave
intensity and chlor_a concentration during the study case 2 (b).

The third study case, which peaked on 18th of July 2019, extended for 24.1% (23%
in moderate; 0.5% in strong; 0.4% in severe and 0.2% in extreme) of the study area, most
markedly over the strait of Bab al Mandab (Figure 15). Over this strait, this MHW had a
mean intensity of 2.99 ◦C over a duration of 26 days (equivalent to accumulative intensity
of 77.84 ◦C-day): 3 days as an extreme MHW, 5 days as a severe MHW, 12 days as a strong
MHW and 6 days as a moderate MHW. At the 95% level of significance, the marine heat
wave intensity during this study case showed a significant correlation only with SNTR
(R = −0.45, n = 26), as seen in Figure 16c. In the same context, the other studied surface
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radiation components (SLHF, SSHF, SNSR and Floss) had an insignificant correlation with
the marine heat wave intensity.

  

 

Figure 15. Representative of the MHW event (study case 3) showing the sea surface temperature (a), intensity [◦C] of marine
heat wave event (b) and category of that event (c) at the peak of the event and the time series during the event’s year (d),
spatially averaged over an area around the maximum intensity grid, which is shown in bubbles.

  

  

Figure 16. Cont.
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Figure 16. Scatter plots of marine heat wave intensity during the study case 3 (27 June 2019 to 22 July 2019) and surface
latent heat flux (a), surface sensible heat flux (b), surface net thermal radiation (c), surface net solar radiation (d), and total
heat loss to the atmosphere (e).

During this study case, the link between this MHW event and the chlor_a concentra-
tion is not discussed due to the missing chlor_a concentration data.

The fourth study case, which peaked on 13 September 2020, extended over 85% (62%
in moderate; 23% in strong) of the study area, most markedly around the northern side
of the Red Sea (27.625◦ N and 34.875◦ E), as seen in Figure 17. Over the area centered
around (27.625◦ N and 34.875◦ E), the MHW duration extended for a 98-day period from 30
August 2020 to 5 December 2020. This MHW had a mean intensity of 2.56 ◦C over a 98-day
duration (equivalent to an accumulative intensity of 251.3 ◦C- day): 42 days as a strong
MHW and 54 days as a moderate MHW. At the 95% significance level, the correlation
between the marine heat wave intensity during this study case and different components
of surface radiation, together with the Floss, are significant, most markedly with SNTR
(R = −0.65, n = 98), as seen in Figure 18.

  

Figure 17. Cont.
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Figure 17. Representative of the MHW event (study case 4) showing the sea surface temperature (a), intensity [◦C] of marine
heat wave event (b) and category of that event (c) at the peak of the event and the time series during the event’s year (d),
spatially averaged over an area around the maximum intensity grid, which is shown in bubbles.

  

  

 

Figure 18. Scatter plots of marine heat wave intensity during the study case 4 (30 August 2020 to 5 December 2020) and
surface latent heat flux (a), surface sensible heat flux (b), surface net thermal radiation (c), surface net solar radiation (d),
and total heat loss to the atmosphere (e).

During this study case, the chlor_a concentration is significantly lower than its clima-
tological values over 100% of the time (Figure 19a), confirming the effect of MHWs on the
Red Sea ecology similarly to study case 2. In the same context and at the 95% significance

118



J. Mar. Sci. Eng. 2021, 9, 1048

level, the MHW intensity and chlor_a concentration had a significant correlation (R = −0.43,
n = 98) during this study case, as seen in Figure 19b.

  

Figure 19. Representative of the chlorophyll_concentration_in_sea_water (chlor_a) values and its climatological values
during the study case 4, which extends from 30 August 2020 to 5 December 2020 (a); scatter plots of marine heat wave
intensity and chlor_a concentration during the study case 2 (b).

3.4. Main Spatiotemporal Characteristics of Marine MHWs over the Red+

The annual average of the MHWs intensity over Red+ has significant spatial variability,
where the lowest values (<1.2 ◦C) were found along the Saudi Arabia coast at around
18.875◦ N latitude, and the highest values (>2 ◦C) were found to the south of the Gulf
of Aqaba at around 29.375◦ N latitude, as described by Figure 20a. On the other hand,
the MHWs duration exhibits a markedly spatial pattern and reached its maximum values
along the Saudi Arabia coast at around 28.375◦ N latitude and its minimum values in the
southern part of the Red Sea at around 15.625◦ N, as seen in Figure 20b. Moreover, the
MHW frequency shows a different spatial pattern, where its maximum values were found
along the Saudi Arabia coast near 19.375◦ N and its minimum values at the north part of
the Gulf of Suez near 29.625◦ N, as seen in Figure 20c. In general, the Red Sea displays
a meridional gradient of an increasing annual average of the MHW intensity and MHW
duration from north to south. Conversely, the Red Sea displays a meridional gradient of a
decreasing annual average of the MHW frequency from north to south.

Figure 20. Cont.
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Figure 20. Marine heat wave (MHW) spatial/temporal characteristics over Red+. The latitudinal changes in annual average
MHW intensity (a), MHW duration (b), and MHW frequency (c) are also shown.

4. Summary Discussion

Extreme Red+ sea surface temperature is calculated based on analyses of seasonal
mean time series from 1982 to 2020, confirming that the thresholds of warm (cold) ETEs is
30.03 (25.13) ◦C using a 90th (10th) percentile definition. Warm ETEs will be used as an
additional thermal restriction to MHWs’ threshold values.

The changeable (based on each day of the year) climatological SST mean and 90th
percentile threshold was used to identify the MHW events. To avoid the cold season period,
warm ETEs were used as an additional thermal restriction to the MHWs’ threshold values.

From 1982 to 2020, there are 28 different MHW events that extend for 378 days; 360 of
those days are in the moderate category, whereas the other 18 days are in a strong category.
On the other hand, the MHW average intensity, annual duration and frequency described
a significant increasing trend over Red+ from 1982 to 2020. These results follow the global
trend pattern (Oliver et al. [3]). The longest MHWs over Red+ extended for 57 days from 31
August 2020 to 26 October 2020, with a maximum (mean) intensity of 1.76 (1.11) ◦C and a
cumulative intensity of 63.78 ◦C-day. For the longest MHW event, the currently identified
MHW duration is approximately 3.2 times more than previously detected by Shaltout [6].
This difference in determining the longest duration of MHWs is due to the fact that the
current study extends into 2020 and also because different methods were used. In general,
the MHW over Red+ is in a moderate category, with a frequency of 1.38 events annually.
The average value of an event intensity and duration is 0.8 ◦C and 22.5 days, respectively.
Furthermore, the annual average days of MHW over Red+ is 9 days, which agrees with the
previous finding of Shaltout [6].

During El Niño periods, the MHW intensity tends to reach its maximum value. In the
same context, the ISM rarely explains the MHW intensity (the higher values of the MHWs’
intensity may occur simultaneously with lower ISMI values and, at another time, may
occur with higher ISMI values). Furthermore, the sea surface radiation budget of different
components may describe critical conditions of the occurrence of MHW events (more than
7 W m−2 of Floss going to the ocean). As ENSO and ISMI indexes, together with different
components of the sea surface radiation budget, cannot completely describe the controls of
MHWs, there is another climatic mechanism that, if coupled with them, will describe the
MHWs’ characteristics. This mechanism merits our consideration and will be discussed in
our future work by describing a new climatic index for the study area.
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There is a markedly interannual variability for the studied MHW property over Red+,
which is followed well by the global properties (Oliver et al. [35]). The pattern of the
mean MHW frequency, duration, intensity and SST were positively correlated over Red+,
indicating that global warming is the main reason for the positive trends of the MHW
frequency, duration and intensity. On a global scale, the average duration and frequency of
MHWs were negatively correlated (Oliver et al. [35]), indicating that their relations over
Red+ (depending on the current result) do not follow the global patterns. Moreover, higher
frequency and intensity values on a global scale appear to relate to El Niño period events
(Oliver et al., 2018); however, over Red+, only the intensity is clearly related to El Niño
periods. On the other side, the MHWs’ intensity has a clearer relation with ISMI than the
frequency and duration have with ISMI. This encourages us to find and describe a new
valid climatic indicator for the study area in our future study.

For further details about the MHW characteristics, the longest four MHW events were
analyzed in depth. These further analyses prove that the chlor_a concentration has lower
values than its climatic values during the MHW events, providing early awareness about
the impact of MHWs as a heat stress on various marine sectors while shedding light on
decision makers in finding a suitable regional climate policy to cope with global warming
issues.

Finally, the spatiotemporal analysis of MHWs confirmed that the spatial distribution
of the MHW annual average intensity, duration and frequency had a distinct spatial pattern,
which agrees with the previous finding of Genevier et al. [20]. The northern region of
Red+ (south of the Gulf of Suez and Aqaba) witnessed the most intense MHW events,
which disagrees with the previous finding of Genevier et al. [20]. On the other hand, the
eastern coast of the northern region had the greatest number of MHW days, which agrees
with the previous finding of Genevier et al. [20]. The northeastern coast of the southern
region had the most frequent events, which agrees with Genevier et al. [20]. Generally,
the current results agree with the previous finding of Genevier et al. [20] concerning the
MHW intensity and duration spatial distribution. The only exception in the spatial pattern
of the MHW duration is possibly due to the use of warm ETEs as an additional thermal
restriction to MHWs’ threshold values.
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Abstract: Marine heat waves (MHWs) can have catastrophic consequences for the socio-environmental
system. Especially in the Red Sea, which has the world’s second longest coral reef system. Here, we
investigate the sea surface temperature (SST) variability and trends, as well as the spatiotemporal char-
acteristics of marine heat waves (MHWs) in the Red Sea, using high resolution daily gridded (1/20◦)
SST data obtained from the Copernicus Marine Environment Monitoring Service (CMEMS) for the
period 1982–2019. Results show that the average warming rate was about 0.342 ± 0.047 ◦C/decade
over the entire Red Sea over the whole study period. The Empirical Orthogonal Function (EOF)
analysis reveals that the maximum variability is over the central part of the Red Sea, while the mini-
mum variability is in the southernmost part of the Red Sea. Over the last two decades (2000–2019),
we have discovered that the average MHW frequency and duration increased by 35% and 67%,
respectively. The results illustrate that the MHW frequency and duration trends have increased
by 1.17 counts/decade and 1.79 days/decade, respectively, over the study period. The highest
annual MHW frequencies were detected in the years 2018, 2019, 2010, and 2017. A strong correlation
(R = 0.89) was found between the annual MHW frequency and the annual mean SST.

Keywords: Red Sea; marine heat wave; sea surface temperature; duration; frequency

1. Introduction

Heat waves are characterized as extended periods of unusually hot weather that have
become more frequent and longer in recent decades, posing a threat to human health
and ecosystems. A similar phenomenon known as a ‘Marine Heat Wave’ (MHW) has
been observed in the oceans, endangering marine ecosystems and productivity [1–4].
The most recent definition of MHWs is discrete periods of abnormally warm sea surface
temperatures that can last from five days to months above the 90th percentile threshold of
SST climatology [5–7]. Despite extensive knowledge of global SST changes, the study and
detection of MHWs and associated climate processes remains limited [2].

The Red Sea has a rich and diverse ecosystem [8]. It has the world’s second longest
coral reef system [9]. The importance of the Red Sea is highlighted by its high tourism
volume and aquaculture, and also its relation to the gas and oil and fishing industries.
Furthermore, the Red Sea is a hub for shipping activity, connecting European ports with
China and Eastern Asia through Suez Canal.

The Red Sea has a negative water balance, which means that evaporation exceeds
precipitation and combined river runoff [10,11]. It is considered to be an arid climate region
with little precipitation and runoff, as there is a lack of any permanent rivers that flow into
it [12–14].

The impact and consequences of MHW on Red Sea marine life are now critical for
decision makers and stakeholders. There are no published MHW studies of the Red Sea.
However, some studies in the Rea Sea have discovered a link between extreme heat events
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such as ocean heat waves and the spread of the El Nino-Southern Oscillation (ENSO) [15].
In addition, the authors have found several SST studies for the Red Sea region, addressing
trends and changes in ocean surface temperature [16–27].

According to [21], the annual mean SST has changed from 27.4 ◦C from 1985 to
1993 to 28.1 ◦C from 1994 to 2007, which was accompanied with significant warming
in the mid-1990s. The authors of [15] discovered that the Red Sea maximum SST is
warming at a rate of 0.17 ◦C/decade, with the northern Red Sea alone warming from 0.4 to
0.45 ◦C/decade from 1982 to 2015, which exceeds the global trend of 0.11 ◦C/decade [15].
The amplification of recent summer warming and decadal variability of the Red Sea SST
was studied in [25]. They found that the significant warming which began in the mid-1990s
precisely corresponded with the onset of a positive phase of the Atlantic Multi-Decadal
Oscillation (AMO) and a negative phase of the Silk Road Pattern (SRP) in 1997.

In this study, we have investigated the spatiotemporal characteristics and occurrence
of MHWs in the Red Sea from 1982 to 2019 using high resolution SST OSTIA (Operational
SST and Ice Analysis) data (0.05◦ × 0.05◦). In addition, the SST spatial trend and variability
were examined.

Section 2 describes the data and methodology of SST analysis. Section 3 reports the
SST climatology, trend, and interannual variability. Section 4 shows the MHW results over
the study period. Section 5 presents the discussion and Section 6 provides the conclusions.

2. Data and Methods

The Red Sea is an almost enclosed marginal tropical sea characterized by an extended
shape that separates the African and Asian continents and is connected to the Indian
Ocean through the Bab El-Mandab Strait, as shown in Figure 1. It has a moderate size of
4.5 × 106 km3, which is roughly one fifth the size of the Mediterranean Sea. The Bab El-
Mandeb strait, which connects the basin to the open ocean, is a small and shallow channel
(sill depth of 160 m and the narrowest point is 25 km wide). The study area extending from
12.5◦ N to 30◦ N and from 32◦ E to 44◦ E has an average width of ~220 km and a length of
~2000 km, with a maximum centered depth of 2200 m (Figure 1).

Figure 1. The Red Sea with the main geographic features (e.g., countries). The bathymetry is
according to the GEBCO bathymetric dataset (www.gebco.net) (accessed on 15 April 2021), with a
minimum depth of 10 m.
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2.1. Sea Surface Temperature Climatological Data

The daily Sea Surface Temperature (SST) data used were freely obtained from the
Copernicus Marine Environment Monitoring Service website (CMEMS) (https://marine.
copernicus.eu (accessed on 20 April 2021)) from 1 January 1982 to 31 December 2019.
The data website is https://resources.marine.copernicus.eu/?option=com_csw&view=
details&product_id=SST_GLO_SST_L4_REP_OBSERVATIONS_010_011 (accessed on 23
March 2021). The product name is ‘SST_GLO_SST_L4_REP_OBSERVATIONS_010_011’.
The CMEMS OSTIA (Operational SST and Ice Analysis) reprocessed analysis product is a
satellite and in situ foundation SST analysis created by the OSTIA [28]. The SST dataset
includes daily gap-free maps of sea surface temperature and ice concentration (known as
the L4 product) with a horizontal grid resolution of 0.05◦ × 0.05◦ [29]. CMEMS OSTIA
data for the Red Sea were extracted from the global data, providing a 16534-point regularly
gridded dataset spanning 13,879 days from 1 January 1982 to 31 December 2019.

2.2. Trend and Interannual Variability of SST

The Empirical Orthogonal Functions (EOFs) analysis [30] was used to evaluate the
dominant spatiotemporal characteristics of SST variability from 1982 to 2019, utilizing the
monthly de-seasonalized and detrended SST dataset to focus on non-seasonal variability.
Thus, before decomposing the EOF, the seasonal cycle and linear trends were removed
from the monthly means of SST anomalies at each grid cell, and each point time series was
divided by its standard deviation to normalize the SST [31,32]. The mean seasonal cycle
was estimated by calculating the mean monthly values for each calendar month at each
grid point. SST anomalies were computed by removing the historical climatological mean
value at each grid point from the SST values at the same location (grid). The strong seasonal
signal was removed from the datasets at each grid cell to produce de-seasonalized maps
and time series [33]. This was accomplished by subtracting the climatological mean of each
calendar month from the corresponding months in all years. The least squares method [34]
was used to estimate linear trends in de-seasonalized monthly sea surface temperature
anomalies (SSTA). The Modified Mann–Kendall test [35,36] was used to test the statistical
significance of the trends. In this study, the significance level was set to p ≤ 0.05, ensuring
that all given trends are statistically significant at least at the 95% confidence level. The
error of linear trend at the 95% confidence level was calculated using [34] the formula
which was mentioned in [37].

2.3. Marine Heat Waves (MHWs) Calculations

The authors of [5] used the “discrete prolonged anomalously warm-water events in a
location” definition of MHWs, using the same daily SST dataset for the 1982–2019 period.
The MATLAB toolbox [38] was used to detect periods of time where temperatures were
above the 90th percentile threshold compared to the climatology (1982–2019), and with a
duration of at least 5 days. The climatological mean has been calculated from the daily Sea
Surface Temperature (SST) data from 1 January 1982 to 31 December 2019; the equations
of MHW main characteristics are according to [5] and described in [7]. Daily SSTs were
spatially averaged over the Red Sea (12.5◦–30◦ N, 32◦–44◦ E) in our study to provide a
regional daily SST time series spanning 1982–2019. In order to identify the MHWs in the
Red Sea, the MHW definition was then applied to the SST time series.

Every MHW event has a start and end date defined by a mean (imean) and a maximum
intensity (imax) in ◦C (mean and spatiotemporal maximum temperature compared to
the threshold over the MHW event duration (in days)), as described in [39]. The MHW
cumulative intensity (icum) in ◦C days is defined as the spatiotemporal summation of daily
temperature compared to the threshold over the event duration as mentioned by [39].
Following the methodology of [4,40], the annual statistics were computed, including the
frequency of events (i.e., the number of discrete events occurring each year). The MHW
total number of days in each year can be used to examine how the frequency of occurrences
in counts has changed over time, using the metrics for each location [5]. According to [5,7],
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the main characteristics of MHWs are maximum intensity (imax) in ◦C, mean intensity
(imean) in ◦C, and cumulative intensity (icum) in (◦C days):

imax = max (T(t) − Tm (j)) (1)

imean = T(t)− Tm(j) (2)

icum =
∫ te−1

ts
(T(t)− Tm (j)) dt (3)

where Tm is the climatological OSTIA SST mean calculated over the period from 1 January
1982 to 31 December 2019, to which all values are relative; j is the day of year; and ts and te
are the start and end dates of the MHW event, respectively.

3. SST Climatology, Trend, and Interannual Variability

Figure 2a depicts the temporal evolution of the daily mean climatology of Red Sea
SST (◦C) from 1982 to 2019. The highest temperatures (>29 ◦C) were in summer and
early autumn (i.e., from July to October), while the lowest temperatures (<25 ◦C) were in
winter and early spring (i.e., from January to March). The seasonal temperature difference
between summer and winter is about 6 ◦C, which is consistent with [22]. Figure 2b shows
the monthly de-seasonalized SST temporal trend over the study period. The higher de-
seasonalized SST values were noticed in the last 4 years of the study period (i.e., 2016–2019).
The Red Sea temporal trend was about 0.32 ± 0.03 ◦C/decade.

Figure 2. Cont.
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Figure 2. (a) The temporal evolution of the daily basin averaged SST (b) the de-seasonalized monthly SST time series
(denoted by the continuous red line) and the SST trend (denoted by the continuous black line) from 1982 to 2019.

The spatial trend map of the de-seasonalized SSTA from 1982 to 2019 is shown
in Figure 3. At the 95% confidence interval, a statistically significant trend was ob-
served over the entire region. The linear trend over the Red Sea is not uniform, varying
from 0.1 to 0.47 ◦C/decade. The basin averaged warming trend rate was about 0.342 ±
0.047 ◦C/decade. The highest trend was found in the deep area of the Red Sea (i.e., depth
>~1200 m), while lower values were found in the Gulfs of Suez and Aqaba and the southern
part of the Red Sea.

Figure 3. Spatial trend map of the Red Sea SST anomaly from 1982 to 2019, after the seasonal cycle
was removed at each grid point.
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The first two EOF modes of SST account for 73% of the non-seasonal variance. The
spatial pattern of the first EOF (EOF1) (accounting for approximately 52% of the non-
seasonal variance) shows a positive anomaly over the entire Red Sea (Figure 4a), showing
an in-phase oscillation. The highest variability was found over central and north part of Red
Sea, while the lowest variability was detected over the Gulfs of Suez and the Aqaba and the
southernmost region of the Red Sea. Strong and continuous northeasterly monsoon winds
from the Arabian Sea redirected by mountains into southeasterly winds along the axis of
the Red Sea [41] may have a thermal effect that is responsible for the lowest variability
over the southern Red Sea. The lower variability in the Gulfs of Suez and Aqaba is due
to strong northwesterly winds that penetrate the western edge of the Sinai Peninsula,
blow southwards, and sometimes reach the southern end of the Red Sea. Its temporal
coefficient PC1 shows a strong interannual variability, reaching its peak in the summers
of 1995, 1997, and 2019. The highest negative peaks (i.e., cold periods) were observed
in the winters of 1984, 1992, and 2015. The second mode (accounting for approximately
21% of the non-seasonal variance) is out-of-phase variability of the SST in the Red Sea,
with positive anomaly values in the south and negative ones in the north. Over the study
period of 1982–2019, the temporal coefficient of the second mode (PC2) fluctuates between
positive and negative patterns.

Figure 4. Cont.
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Figure 4. (a) Spatial distribution for the first EOF (EOF1); (b) Spatial distribution for the second EOF (EOF2); (c) Temporal
evolution for EOF (PC1) in normalized variance units; (d) Temporal evolution for EOF (PC2) in normalized variance units;
for the Red Sea SSTA over the period from 1982 to 2019.

4. Main Characteristics and Trends of Marine Heat Waves (MHWs)

The mean and spatial trend of the main characteristics of MHWs (frequency, days,
duration, and intensities) over the entire study period are shown in Figure 5. The trend
maps are superimposed with non-significant values (p > 0.05). Figure 5a demonstrates
that the MHW frequency varied from 1 to 2.5 counts, with maximum values of >2 counts
found in the coastal areas of Sudan, Eritrea, Yemen and Saudi Arabia. The MHW frequency
trend values were statistically significant (p < 0.05) over the whole domain. The MHW
frequency trend ranged between 0 and 2 counts/decade. The highest MHW frequency
trend (>1.8 counts/decade) was detected in the deep area (i.e., depth > 1000 m) between
Eritrea and south coast of Saudi Arabia, as shown in Figures 1 and 5b. The MHW total
days spatial patterns in the study period (1982–2019) varied between 15 and 30 days, with
maximum values of >25 days found inside the Gulfs of Suez and Aqaba (Figure 5c). This
could be due to the Gulfs of Suez and Aqaba being well resolved with the high-resolution
OSTIA data. In general, the northern Red Sea has higher values of MHW total days than the
southern region. The MHW total days trend values were statistically significant (p < 0.05)
across the whole domain (Figure 5d). We discovered a similarity among the p-values
between the MHW frequency and total days trend fields (Figure 5b,d). The MHW mean
duration ranged from 5 to 15 days, with maximum values of >12 days north of the Red Sea
for the Gulfs of Suez and Aqaba (Figure 5e). The maximum MHW duration spatial trend
significant values (p < 0.05; >8 days/decade) were found in the middle of the Red Sea (i.e.,
between ~lat 18◦ E and 21◦ E) (Figure 5f). Both the MHW duration and the icum spatial
patterns revealed similarities between the two fields (Figure 5e,g). The MHW icum values
ranged from 10 to 25 (◦C days), with maximum values of >22 (◦C days) north of the Red
Sea, excluding the Gulfs of Suez and Aqaba (i.e., between ~lat 22◦ E and 28◦ E) (Figure 5g).
The maximum MHW icum significant trend values (p < 0.05; >10 ◦C days/decade) were
discovered in the same areas as the MHW duration trend (Figure 5f,h). The MHW imax
showed values of >1.8 ◦C throughout most of the Red Sea except the southernmost part
beside Bab El-Mandab (Figure 5i). The MHW maximum imax significant trend values
(p < 0.05; >2.5 ◦C) were found in the middle region of the Red Sea (i.e., between ~lat 19◦ E
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and 21◦ E) and in the north of the Red Sea close to the Gulf of Suez (i.e., between ~lat 26◦E
and 28◦ E) off the Egyptian coast (Figure 5j).

Figure 5. Cont.
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Figure 5. The main characteristics and trends of marine heat waves in the Red Sea over the study period (1982–2019)
(a) mean MHW frequency (counts); (b) MHW frequency trend (counts/decade); (c) mean MHW total days (days); (d) MHW
days trend (days/decade); (e) MHW duration (days); (f) MHW duration trend (days/decade); (g) MHW (icum) (◦C days);
(h) MHW (icum) trend (◦C days/decade); (i) mean MHW (imax) (◦C); (j) MHW (imax) trend (◦C/decade); the black dots
indicate that the change is not significantly different (p > 0.05).

4.1. Marine Heat Waves (MHWs) Temporal Variation

In this section, the authors present the temporal basin averaged annual MHW main
characteristics (frequency, duration, and icum) from 1982 to 2019. The goal was to investigate
temporal changes in Red Sea MHW characteristics such as frequency, duration, and icum,
as well as their relationship to SST (Figure 6). The MHW matrices for the Red Sea region
show a clear ascending trend over the last decade, as shown in Figure 6.

From 1982 to 1994, the annual mean MHW frequency was <1, while from 1994 to
2019, the frequency of MHWs increased significantly, reaching a peak in 2018 (7 counts)
(Figure 6a). These findings are consistent with the monthly SST time series shown in
Figure 2b, from 1982 to 2019. We noticed that no MHWs were detected in 1984. We discov-
ered a strong correlation (R = 0.89) between the annual mean SST and MHW frequency,
(Figure 6b).

The results show a general rise in annual MHW duration from approximately 6 days
to 21 days in 2018 (Figure 6c), while icum ranged from 8 ◦C days to 30 ◦C days (Figure 6e).
The highest annual MHW duration and icum were found during 2018 (~21 days and 30 ◦C
days). We discovered that the average frequency and duration of MHWs increased by 35%
and 67%, respectively, over the last two decades (2000–2019).

The correlation coefficient between MHW duration and annual mean SST was 0.64,
while the correlation coefficient between MHW icum and SST was 0.72.
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Figure 6. Bars of regional averaged annual means of the MHW (a) frequency, (c) duration, and (e) cumulative intensity
(icum), and scatter plots of annual mean SST and MHW (b) frequency, (d) duration, and (f) cumulative intensity (icum), over
the Red Sea over the period from 1982 to 2019, with the black lines representing the best-fit linear curve.
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4.2. Examples of MHW Events

In this section, we show two example MHW events discovered in our MHW analysis
between 1982 and 2019. In terms of duration and imax, we chose two MHW events in 2019.

Table 1 shows examples of the Red Sea MHW event characteristics (mean duration,
imax, imean, and icum) over the study period (1982–2019) with the corresponding MHWonset
(start date), MHWend (end date), and longitude and latitude.

Table 1. Examples of the Red Sea MHW event characteristics (mean duration (days), imax (◦C), imean (◦C), and icum

(◦C days)) over the study period (1982–2019) with the corresponding MHWonset, MHWend, and longitude and latitude
(in degrees).

MHWonset MHWend Long ◦E Lat ◦N Mean Duration (Days) imax (◦C) imean (◦C) icum (◦C Days)

10 May 2019 31 December 2019 32.375 29.625 236 2.94 1.42 333.94

17 May 2019 21 July 2019 37.875 20.175 66 4.21 2.15 142.06

The long duration event (236 days) with icum 333.94 ◦C days was detected in the Gulf
of Suez during the period from 10 May 2019 to 31 December 2019, with an imax of 2.94 ◦C
and imean of 1.42 ◦C (Figure 7a,b). A high MHW imax event of 4.21 ◦C was noticed in 2019
off the Sudanese coast (i.e., between ~lat 18.5◦ E and 20.2◦ E) (Figure 7c,d) and lasted for
66 days (17 May–21 July) with an imean of 2.15 ◦C and icum of 142.06 ◦C days.

Figure 7. Cont.
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Figure 7. Examples of the Red Sea MHW events over the study period (1982–2019) chosen in the year 2019, The SST
climatology from OSTIA SST for the detection of MHWs (blue color), 90th percentile MHW threshold (green color), and SST
time series (black color) for each MHW. The area filled with pink color shows the period accompanied with the identified
MHW. (a) MHW duration event (236 days) (10 May 2019 to 31 December 2019); (b) Spatial mean SST anomaly distribution
◦C (10 May 2019 to 31 December 2019); (c) MHW maximum intensity event (imax 4.21 ◦C) (17 May 2019–21 July 2019);
(d) Spatial mean SST anomaly distribution ◦C (17 May 2019–21 July 2019).

5. Discussion

Regarding to our SST climatology and trends analysis (Figures 2 and 3), the highest
temperatures (>29 ◦C, Figure 2a) were found in summer and early autumn. The lowest
temperatures (<25 ◦C, Figure 2a) were recorded in winter and early spring. We found the
seasonal temperature difference between summer and winter to be approximately 6 ◦C
(Figure 2a) in agreement with [22]. According to Figure 2b, the Red Sea temporal SST trend
was approximately 0.32 ± 0.03 ◦C/decade from 1982 to 2019, which was higher than [26],
possibly due to the use of longer time series and high-resolution OSTIA data.
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Many efforts have been made to investigate the Red Sea SST trends using NOAA
OI SST coarse resolution data. The authors of [24] showed that August and February
are the warmest and coolest months in the Red Sea, with a significant trend of 0.5 ◦C
and 0.3 ◦C/decade, respectively. According to [15], the overall warming trend of the
Red Sea maximum SST was approximately 0.17 ◦C/decade, while the northern Red Sea
alone warmed by between 0.4 and 0.45 ◦C/decade from 1982 to 2015. The authors of [42]
examined the warming of the Red Sea SST from 1982 to 2016 and found an intense warming
trend of 0.29 ◦C/decade. Recently, [26] demonstrated that the SST warming trend ranged
from 0.1 ◦C/decade in the south to 0.4 ◦C/decade in the north Red Sea between 1982
and 2017. Our analysis revealed a high spatial variability of SST trends over the Red Sea
(Figure 3) in the period from 1982 to 2019, varying from 0.10 to 0.47 ◦C/decade. The basin
averaged warming rate was approximately 0.342 ± 0.047 ◦C/decade. The highest trend
was found in the deep area of the Red Sea (i.e., depth >~1200 m), while lower values were
found in the Gulf of Suez, the Gulf of Aqaba, and the southern part of the Red Sea.

The EOF analysis (Figure 4) indicated that the highest SST variability was found over
the central and northern part of the Red Sea, while the lowest variability was found over
the Gulfs of Suez and Aqaba, as well as the southernmost part of the Red Sea. This could
be attributed to the persistence of monsoon winds from the Arabian Sea in the southern
Red Sea and northwesterly winds from the Sinai Peninsula in the northern Red Sea [41].

In Figure 5, the authors investigated the mean and spatial trend of the main charac-
teristics of MHWs (frequency, days, duration, and intensities) for the Red Sea over the
study period (1982–2019). The maximum MHW frequency values of >2 counts were found
in the coastal areas of Sudan, Eritrea, Yemen, and Saudi Arabia. The MHW frequency
trend values were statistically significant (p < 0.05) over the whole Red Sea. According
to Figures 1 and 5b, the deep area (i.e., depth > 1000 m) between Eritrea and the south
coast of Saudi Arabia has the highest MHW frequency trend (>1.8 counts/decade). The
MHW total days’ spatial patterns (Figure 5c) show maximum values of more than 25 days
in the Gulfs of Suez and Aqaba. This may be due to the fact that the Gulfs of Suez and
Aqaba are well resolved using high-resolution OSTIA data. Figure 5b,d show a similarity
among the p-values between the MHW frequency and total days trend fields. We found
the maximum MHW duration spatial trend significant values (p < 0.05; >8 days/decade) to
be in the middle of the Red Sea (i.e., between ~lat 18◦ E and 21◦ E), as demonstrated by
Figure 5f. Maximum MHW icum values of >22 (◦C days) were found in the northern Red
Sea, excluding the Gulfs of Suez and Aqaba (i.e., between lat 22◦ E and 28◦ E) (Figure 5g).
The MHW imax shows high values (>1.8 ◦C) throughout most of the Red Sea (Figure 5i),
with the exception of the southernmost part near Bab El-Mandab. The MHW matrices
for the Red Sea region show a clear ascending trend over the last decade (Figure 6). The
highest annual MHW duration and icum were found during the year 2018 (~21 days and
30 ◦C days). The correlation coefficients between the annual mean SST, MHW duration,
and MHW icum were 0.64 and 0.72, respectively.

The MHW duration event of 236 days was detected in the Gulf of Suez in 2019 from
10 May 2019 to 31 December 2019 (Figure 7a,b). The high MHW imax event of 4.21 ◦C was
discovered in May 2019 off the Sudanese coast (i.e., between ~lat 18.5◦ E and 20.2◦ E),
(Figure 7c,d).

6. Conclusions

This study provides a comprehensive analysis of SST variability, trends, and spa-
tiotemporal patterns of marine heat waves in the Red Sea from 1982 to 2019. To the authors’
knowledge, this is the first study to examine marine heat waves and SST trends in the Red
Sea using high-resolution data. A statistically significant SST trend was observed over the
Red Sea. The EOF analysis showed that the highest interannual variability was detected
over the central and northern part of the Red Sea, while the lowest variability was found
over the Gulfs of Suez and Aqaba and the southernmost part of the Red Sea.

138



J. Mar. Sci. Eng. 2021, 9, 842

We found that all MHW characteristic (frequency, duration, and cumulative intensity
(icum)) trends increased over the study period. The highest annual MHW frequencies were
detected in the years 2018, 2019, 2010, and 2017. There were no MHWs found during the
year 1984. A strong correlation was found between the annual MHW frequency and the
annual mean SST. Over the period from 2000 to 2019, we discovered that the average MHW
frequency and duration increased by 35% and 67%, respectively. Further research is needed
to investigate the causes of MHWs and their effects on marine life in the Red Sea. We
believe that our study is just the beginning of a series of studies on this hot topic.
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Abstract: Marine heatwaves (MHWs) can cause devastating impacts on marine life. The frequency
of MHWs, gauged with respect to historical temperatures, is expected to rise significantly as the
climate continues to warm. The MHWs intensity and count are pronounced with many parts of the
oceans and semi enclosed seas, such as Eastern Mediterranean Sea (EMED). This paper investigates
the descriptive spatial variability and trends of MHW events and their main characteristics of the
EMED from 1982 to 2020 using Sea Surface Temperature (SST) data obtained from the National
Oceanic and Atmospheric Administration Optimum Interpolation ([NOAA] OI SST V2.1). Over
the last two decades, we find that the mean MHW frequency and duration increased by 40% and
15%, respectively. In the last decade, the shortest significant MHW mean duration is 10 days, found
in the southern Aegean Sea, while it exceeds 27 days off the Israeli coast. The results demonstrate
that the MHW frequency trend increased by 1.2 events per decade between 1982 and 2020, while
the MHW cumulative intensity (icum) trend increased by 5.4 ◦C days per decade. During the study
period, we discovered that the maximum significant MHW SST event was 6.35 ◦C above the 90th
SST climatology threshold, lasted 7 days, and occurred in the year 2020. It was linked to a decrease in
wind stress, an increase in air temperature, and an increase in mean sea level pressure.

Keywords: marine heatwaves; sea surface temperature; Eastern Mediterranean Sea; maximum
intensity; wind stress; mean sea level pressure

1. Introduction

In many parts of the world, heatwaves are growing increasingly common and preva-
lent. It creates significant climatic extremes in oceanic and atmospheric systems, which can
have catastrophic ecological impacts and huge socioeconomic effects [1–3]. The study of
Marine Heat Waves is important for understanding and predicting climate change and its
impact on ocean ecosystems. Marine heat wave (MHW), according to [4], is “a prolonged
discrete anomalously warm water event that can be described by its duration, intensity,
rate of evolution, and spatial coverage”. It was suggested that a linear classification scheme
be used by [5], where MHWs are defined based on temperature exceedance from local cli-
matology, which will impact the classification. The probability of the occurrence of MHWs
is impacted by SST climatological values as described in [2,6–8]. Changes and variability in
SST climatological values, as described in [7,8], will have an impact on the definition and
probability of occurrence of MHW. These extreme events lead to a widespread mortality of
benthic invertebrates [9] and loss of seagrass meadows [10]. Over the last four decades,
the international oceanographic community, regulators and policy makers have paid close
attention to the EMED, namely because in this region variations in processes of relevance
for the global climate change take place over relatively short space and time scale [11–13].

In the summer of 2003, one of the first-detected MHWs occurred in the Mediterranean
which lasted over a month due to an increase of air temperature, a reduction of wind stress,
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and air-sea exchanges [14–16]. That phenomenon led to an anomalous SST warming in the
EMED area during the heatwave of 2003, on the order of +5 ◦C above climatology [17].

Reference [18] investigated the future evolution (1976–2100) of SST and marine heat-
waves in the Mediterranean Sea using a local, climatological 99th percentile threshold
based on historical-climate daily SST (1976–2005). The dataset 1982–2012 revealed an
annual frequency of 0.8 events per year, with MHWs lasting for a maximum of 1.5 months
between July and September, while covering a maximum of 90% of the Mediterranean Sea
surface. The longest and most severe event of that period corresponded to the MHW of
2003, with the highest mean intensity and maximum event coverage. The authors have
concluded that the MHWs will become stronger and more intense in response to increasing
greenhouse gas forcing, particular near the end of the century.

Unfortunately, very few studies on the MHW have been published in the EMED, and
the topic is still being debated, as mentioned by [19].

In this study 39 years (1982–2020) of SST data have been analyzed to demonstrate the
SST trend and interannual variability based on Empirical Orthogonal Function (EOF). This
paper describes the main characteristics of MHWs in the EMED. The authors detect and
analyze the most intense MHW events observed in the EMED during the study period, as
well as their relationship to atmospheric conditions.

2. Data and Methods of Analysis

The Eastern Mediterranean (EMED) region includes the Ionian and the Levantine
basins with two other marginal seas; the Adriatic and the Aegean as shown in Figure 1a.
The EMED reaches a depth of over 3000 m off Mersa Matruh at the western part of Egypt
and 4000 m to the southeast of Rhodes [20,21] see Figure 1b. The mean depth of the EMED
basin is about 2000 m. The shelf is usually extending for no more than 8 km, except off the
Nile Delta, where the 200 m contour is traced at 60 km offshore, in the Sicily Strait and
the Adriatic Sea. The most important islands in the EMED are Sicily, Malta, Crete, Rhodes,
and Cyprus. The study area extending from 30◦ to 42◦ N and from 13◦ to 36.5◦ E is shown
in Figure 1a,b. This area is covering most of the EMED. In this section the authors will
describe the data and methods of analysis used to obtain the results.

2.1. Sea Surface Temperature Data

The daily SST data used were obtained from the National Oceanic and Atmospheric
Administration Optimum Interpolation Sea Surface Temperature from 1 January 1982 to 31
December 2020 ([NOAA] OI SST V2.1; [22]). The data are freely available on the NOAA web-
site https://www.ncei.noaa.gov/data/sea-surface-temperature-optimum-interpolation/
v2.1/access/avhrr/ (accessed on 10 January 2021). This data set is an interpolation of
remotely sensed SSTs from the Advanced Very High Resolution Radiometer (AVHRR)
imager into a regular grid of 0.25◦ and daily temporal resolution. AVHRR OI data for the
EMED Sea were extracted from the global data, providing a 2624-point regularly gridded
dataset spanning 14,245 days from 1 January 1982 to 31 December 2020.

2.2. Trend and Interannual Variabilty of SST

To demonstrate the spatiotemporal variability in SST over the EMED Sea, an EOF
is calculated using the singular value decomposition (SVD) approach [23]. EOF analysis
extracts the main mode of SST variability, providing us with a spatial pattern and a time-
varying index known as the principal component (PC). The EOF analysis was applied to
gridded monthly SST anomalies from 1982 to 2020. As described in [24], the SST anomalies
were calculated by subtracting the historical climatological mean value at each grid point
from the SST values at the same location (grid). Here, we are interested in interannual and
longer time scales variability. So, prior to EOF decomposition, the seasonal cycle and linear
trends were removed from the monthly means of SST anomalies at each grid point, and
then the SST were normalized by dividing each point time series by its standard deviation.
The mean seasonal cycle was estimated by calculating the mean monthly values for each
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calendar month at each grid point from 1982 to 2020. To obtain de-seasoned monthly
values, the mean value of each month was subtracted from all corresponding months in
all years. Linear trends of de-seasoned monthly SST anomaly are estimated by using the
least squares method [25]. To assess the statistical significance of these trends, the original
two-tailed modified Mann–Kendall test at 95% confidence interval was used [26,27]. The
authors used a thirteen-month running mean to remove the higher frequency variability
in order to highlight the interannual variability, as described in [28]. Refs. [29,30] provide
examples of similar data filtration methods.

Figure 1. (a) The Eastern Mediterranean Sea with the main geographic features (e.g., Basins) where, the solid red square
is the position of Mersa Matruh City, the solid blue circle is the position of Crete, the solid green circle is the position of
Rhodes, the solid yellow circle is the position of Cyprus and the solid continuous red lines delineate the boundaries between
EMED basins. (b) Bathymetry according to GEBCO bathymetric dataset (https://www.gebco.net/ (accessed on 20 March
2021)) with 10 m as the minimum depth.
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It is crucial for our study to determine the warmest period from the whole climatolog-
ical SST time series, NOAA OI SST V2.1. To reach our goal we divided the SST time series
into four periods, (P1, 1 January 1982–31 December 1990), (P2, 1 January 1991–31 December
2000), (P3, 1 January 2001–31 December 2010) and (P4, 1 January 2011–31 December 2020).
The chosen of the first period P1 is based on satellite NOAA OI SST V2.1 data availability.
Then daily climatology was calculated from the P1, P2, P3 and P4 years employed in the
analysis and smoothed with a monthly centred-moving mean.

2.3. Marine Heat Waves (MHWs) Calculations

The authors used [5] MHWs, definition, as a discrete prolonged anomalously warm-
water events in a location, using the same daily SST database for the 1982–2020 period.
The MATLAB toolbox [31] has been used to identify periods of time where temperatures
were above the 90th percentile threshold relative to the climatology, and for a duration of
at least 5 days. The authors identified the start and end dates and calculated the duration
and intensity for each MHW event according to [5]. The climatological mean has been
calculated from the daily Sea Surface Temperature (SST) data from 1 January 1982 to 31
December 2020 ([NOAA] OI SST V2.1; [22] following the [5] formula,

Tm(j) =
ye

∑
y=ys

j+5

∑
d=j−5

T (y, d)
11

(
ye − ys + 1

) (1)

where, Tm is the climatological SST mean in ◦C calculated over a period from 1 January
1982 to 31 December 2020, to which all values are relative, j is the day of year, ys and ye are
the start and end of the climatological base period respectively, and T is the daily SST on
day d of year y. Then the 90th percentile threshold based on SST climatology period, T90
(j) in ◦C are calculated according to [5] based on climatological SST mean (X) in ◦C over a
period from 1 January 1982 to 31 December 2020 as follow:

T90 (j) = P90 (X) (2)

According to [5] definition, MHWs occur when SSTs exceed the threshold, defined
as the 90th percentile of SST variations (T90 (j)) based on a 39-year climatological period
(1982–2020), for at least five consecutive days. At each location and for each MHW, we
calculated the event duration (time between start and end dates) and mean cumulative
intensity. Associated annual statistics were then calculated, including the frequency of
events (i.e., the number of discrete events occurring in each year),

te − ts ≥ 5 (3)

where te, ts: dates on which a MHW begins and ends. And D is the MHW Duration in
Days that temperature exceeds the threshold, D = te − ts.

Where P90 is the 90th percentile and

X = {T(y,d)|ys <= y <= ye, j − 5 <= d <= j + 5} (4)

Then, the MHWs main characteristics are (imax) in ◦C, mean intensity (imean) in ◦C
and (icum) in (◦C Days):

imax = max (T(t) − Tm (j)) (5)

imean = T(t)− Tm(j)During the MHW eventts ≤ j ≤ te and j(ts) ≤ j ≤ j(te) (6)

icum =
∫ te−1

ts
(T(t) − Tm(j)) dt (7)

icum: sum of daily intensity anomalies.
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According to [5] during the MHW event:

T(t) > T90 (j), ts is the time, t,

while during time (t − 1) presents no MHW event

T(t − 1) < T90 (j), te is the time, t, where te > ts

T(t) < T90 (j)

2.4. Atmospheric Variables Data

Atmospheric variables were obtained from the European Centre for Medium-Range
Weather Forecasts (ECMWF) ERA5 [32]. Winds at 10 m elevation (U10 and V10), air
temperature at 2 m elevation, and pressure at mean sea level were used. The dataset
has 0.25◦ spatial resolution with hourly temporal step. Daily means were computed by
averaging hourly data, and a daily climatology was built in the same manner as for SST,
using the same period from 1982 to 2020. The wind stress components in east and north
directions (τwx, τwy) were calculated according to [33] in (N/m2),

τ = CD ρa |W| ∗ W (8)

where ρa = 1.2 (kg/m3) is the density of air, CD is the drag coefficient in Equation (8) is
computed according to [34] while (W) is the wind speed component (m/s). The authors
have computed the wind stress components to track 14–20 May 2020 MHW events which
have the maximum intensity over the whole study period (1982–2020).

3. Description of the SST Data (1982–2020)

Figure 2 shows the temporal evolution of daily mean climatology SST (◦C) for P1, P2,
P3 and P4. The figure clearly shows that P1 has the lowest climatological SST values, with a
maximum of about 26.01 ◦C, a minimum of about 15.07 ◦C, and a mean value of 19.98 ◦C
(see Table 1). During P2, the highest climatological SST was approximately 26.38 ◦C, and
the lowest was approximately 15.25 ◦C, with a mean of 20.12 ◦C. The maximum, minimum,
and mean statistical values for P3 were 26.52 ◦C, 15.44 ◦C, and 20.48 ◦C, respectively.
During P4, the maximum value reached 27.07 ◦C and the minimum was 16.76 ◦C with a
mean value of 20.92 ◦C.

Table 1. The basin average, minimum and maximum climatological SST ◦C during P1, P2, P3 and P4.

Decade Mean Minimum Maximum

P1 (1982–1990) 19.98 15.07 26.01
P2 (1991–2000) 20.12 15.25 26.38
P3 (2001–2010) 20.48 15.44 26.52
P4 (2011–2020) 20.92 16.76 27.07

In summary, the maximum values over the four decades were detected during P4 in
agreement with [19,35,36]. Figure 2 shows that SST values are gradually increasing from
one decade to the next. The EMED basin average climatological SST values in Table 1 show
that P4 was the warmest decade by about 0.94 ◦C within the entire 1982–2020 study period.
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Figure 2. Temporal evolution of the basin averaged plotted SST in (◦C) where P1 (1982–1990) in
continuous blue line, P2 (1991–2000) in continuous green line, P3 (2001–2010) in continuous cyan line
and P4 (2011–2020) in continuous red line.

The authors used anomaly maps to clearly identify cooling and warming regions over
the aforementioned time periods.

As shown in Figure 3a, the P1 SST anomaly map shows a cooling range of −1.00
to −0.60 ◦C that covers the entire EMED. The P2 east of Crete is cooling to cc. −0.25.
(see Figure 3b). Figure 3c shows that the cooling rate for P3 has decreased. The cooling
range was between −0.50 to −0.10 ◦C. The P4 anomaly patterns revealed a warming of
about 0.10 to 0.50 ◦C, over the northern EMED basin except some parts of the north Ionian
Sea. This region, which is known as a Bimodal Oscillating System (BiOS), is responsible
for decadal reversals of the Ionian basin-wide circulation as described by [37–41]. It is a
decadal circulation periodic reversal region from cyclone to anticyclone and vice versa as
described by [41]. The BiOS is regarded as a pattern of EMED climate change as mentioned
by [40]. In general, the northern EMED basin’s SST anomaly for P4 is greater (by 0.25 to
1.00 ◦C) than the southern one. As shown in Figure 3d, the maximum SST anomaly for P4
was 0.50 ◦C in the northwest Aegean Sea, while the minimum value was −0.50 ◦C along
the southwestern coast of EMED. This may be attributed to the fact that, the northern
part of the EMED basin is occupied by a cyclonic motion such as Rhodes cyclonic gyre
as mentioned in [42], while the southern part is dominated by anticyclonic gyres such as
Mersa Matruh and Shikmona anticyclonic gyres as described in [37–43]. Hence, warming in
anticyclonic areas is less than in the cyclonic ones due to strong stratification in anticyclonic
regions [44,45].
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Figure 3. The EMED SST climatological anomaly maps where (a) P1 (1982–1990), (b) P2 (1991–2000), (c) P3 (2001–2010), and
(d) P4 (2011–2020). Anomaly maps are calculated by subtracting the climatological mean value over (1982–2020) from each
period value (P1, P2, P3 and P4) at the same location (grid).

Overall, the patterns of SST anomaly for the four periods show that P4 is the warmest
period across the study area. These information highlight some specific hotspot areas with
the highest SST anomaly during P4, such as the Aegean, north Levantine, and north Ionian.

Trend and Inter-Annual Variability of SST

Figure 4 depicts a linear trend map after removing SST seasonality from 1982 to 2020.
The original two-tailed modified Mann-Kendall test [26,27] was applied to the estimated
trend at each grid point, the results indicate a statistically significant trend at the 95%
confidence interval was observed over the whole region. High spatial variability of SST
linear trend was observed over the EMED, ranging from 0.1 to 0.5 ◦C per decade. The basin
average warming rate was about 0.33 ± 0.04 ◦C per decade. The higher values were found
in the Aegean and Levantine Basin, while the lower values were observed in the Ionian
and Tyrrhenian Sea.

The first three EOF modes of SST anomaly explain about 71% of the overall de-
seasoned variance of the data. We only discuss the first two modes of EOF since the third
mode describes less than 5% of the variance.

The spatial pattern of the first EOF1 mode, which accounts for approximately 50% of
the overall deseasoned variance, is a positive anomaly over the entire region of the EMED
(Figure 5a), suggesting an in-phase oscillation of the entire basin around the steady-state
mean. The Ionian Sea and the Mersa Matruh gyre in the west of the Egyptian coast had
the highest SST variability, while the Aegean Sea had the lowest variability, owing to the
presence of strong and persistent Etesian winds over the Aegean Sea [35] and the input
of Black Sea cold water inflow into the Aegean Sea [28]. The first temporal mode (PC1)
reached its peak in the summer of 2003 (Figure 5b), which was the warmest summer over
the study period, due to the strongest heat waves that hit the northern Europe. The highest
negative peaks were observed in the winters of 1987 and 2019 in agreement with [46]. The
lower peak values (i.e., cold periods) in the 1990s could be attributed to Mount Pinatubo’s
eruption in the Philippines, which caused a cold air-temperature anomaly throughout
the Middle East during the winter of 1992 As mentioned by [47], The spatial pattern of
the second EOF2 mode (Explains 16% of the total variance) demonstrated a dipole in the

147



J. Mar. Sci. Eng. 2021, 9, 643

study area (Figure 5c), with positive anomalies in the Ionian Sea and negative ones in the
Levantine and Aegean basins. The temporal coefficient of the second mode (PC2) alternates
between positive and negative patterns over the study period 1982–2020.

Figure 4. Spatial trend map of SST anomaly over the EMED from AVHRR during 1982–2020, after the seasonal cycle was
removed at each grid point.

 

 

Figure 5. Cont.
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Figure 5. (a) Spatial distribution for the principal (EOF) component (PC1). (b) Temporal evolution
for EOF (PC1) in normalised variance units. (c) Spatial distribution for the second (EOF) component
(PC2). (d) Temporal evolution for EOF (PC2) in normalised variance units; for the EMED SST anomaly
covering the period from 1982 to 2020. In (b,d), the deseasoned monthly PCs time series is shown in
continuous black lines, and the low passed using a 13-month running mean is shown in continuous
red lines.

4. Spatial Description and Trends of the MHWs Main Characteristics from 1982 to 2020

Figure 6a–h depicts the spatial distribution and trends per decade of the EMED MHWs
main characteristics, frequency, duration, (icum), and (imax), which are overlaid with no
significant values (p > 0.05) for the entire study period.

There was a clear decadal increase in MHW frequency in all EMED locations as
demonstrated in Figure 6a,b. The frequency ranged from 1–2.5 counts with a maximum
significant (p < 0.05) values > 2 events found in most of the Aegean and Levantine Seas,
south of Crete and in front of the eastern coast of Libya. As shown in Figure 6b, the
MHW frequency trend values were positively significant (p < 0.05) and ranged between
0 and 2.5 counts per decade. There were no significant (p > 0.05) changes in MHW
frequency southeast of Crete, in front of Mersa Matruh city (see Figure 1a), and north of
the Ionian Sea region (BiOS), which was previously described as a decadal reversal region
in Section 3. The patterns of icum (trend) and mean duration (trend) are nearly identical,
as shown in Figure 6c–f. The MHW mean duration increased significantly (p < 0.05) with
values > 17 days with a trend of >10 days per decade in front of the Egyptian coast in the
southeast of the Levantine Sea and off the Israeli coast, Figure 6d. No significant values
(p > 0.05) are found in MHW duration at southeast of Crete, off Mersa Matruh city and the
north Ionian Sea region. The maximum significant (p < 0.05) MHW icum values found in the
Levantine Sea > 30 ◦C Days with a trend >15 ◦C Days per decade (Figure 6e,f). The MHW
imax patterns reveal maximum significant values > 1.5◦ with a trend > 0.25 ◦C throughout
most of the Levantine Sea with an exception of south east corner and off Mersa Matruh city
(see Figure 6g,h).
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Figure 6. The Marine heatwave properties over the 1982–2020 period, averaged time series of (a) mean MHW fre-
quency (Count), (b) MHW frequency trend (Count/Decade), (c) mean MHW duration (Days), (d) MHW duration trend
(Days/Decade), (e) mean MHW (icum) (◦C Days), (f) MHW (icum) trend (◦C Days/Decade), (g) mean MHW (imax) (◦C),
(h) MHW (imax) trend (◦C/Decade), and the black dots indicate the change is not significantly different (p > 0.05). Where,
the solid red square is the position of Mersa Matruh City, the solid blue circle is the position of Crete, the solid green circle is
the position of Rhodes, and the solid yellow circle is the position of Cyprus.

The authors found a strong relationship between the MHWs mean frequency and
mean duration at each location over the study period (see, Figure 6a,c). The spatial pattern
of mean MHW frequency and duration was highly negatively correlated (r = −0.76), which
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means the frequency was low where duration was long, and vice versa, example of similar
analysis can be found in [3].

4.1. Description of the MHWs Mean Frequency Fields (1982–2020)

Figure 7a–d shows the spatial distribution of the EMED MHWs mean frequency
events for the study periods. The P1 mean MHW events are significantly < 2 counts over
the whole EMED domain, Figure 7a. While during P2 the MHW events have significantly
increased up to 3 counts, Figure 7b. We found during P3 that the Levantine basin has more
significant (p < 0.05) MHW events (>3) than the Ionian and Aegean Seas, see Figure 7c.
P4 shows that most significant (p < 0.05) MHW events > 4 when compared to the other
periods, Figure 7d.

  

  
Figure 7. The EMED MHWs mean frequency (Count) for (a) P1 (1982–1990), (b) P2 (1991–2000), (c) P3 (2001–2010) and
(d) P4 (2011–2020), and the black dots indicate the change is not significantly different (p > 0.05).

4.2. Description of the MHWs Mean Duration (Days) Fields (1982–2020)

Figure 8a–d describes the spatial distribution of the EMED MHWs mean Duration
(days) for the different periods, (P1, P2, P3 and P4). The spatial field for MHW mean
duration over P1 is mostly nonsignificant (p > 0.05) and less than 10 days for most of the
domain. With an exception in the North Ionian area where the duration is significantly
more than 18 days as shown in Figure 8a. For the most of the EMED domain, there was
no significant difference in MHW mean duration (p > 0.05) during P2. The MHW mean
duration for P2 ranges from 6.71 days to 20.53 days. We noticed during P2 a high significant
(p < 0.05) MHW mean duration value > 20 days located off South of Crete, see Figure 8b. P3
and P4 show an increase of significant MHW mean duration values throughout the EMED
domain. For P3, the MHW mean duration ranges from 9.07 days to 21.36 days, Figure 8c.
The MHW mean duration pattern over the last decade shows greater significant values in
the Levantine Sea. The least significant (p < 0.05) MHW mean duration is 10 days found in
the South of the Aegean Sea, while it significantly exceeds 27 days off the Israeli coast as
shown in Figure 8d. Finally, the findings revealed that the mean duration of MHWs has
increased rapidly over the last two decades.
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Figure 8. The EMED MHWs mean duration (days) for (a) P1 (1982–1990), (b) P2 (1991–2000), (c) P3 (2001–2010) and (d) P4

(2011–2020), and the black dots indicate the change is not significantly different (p > 0.05).

4.3. Description of the MHWs (icum) Fields (1982–2020)

Figure 9a–d presents the spatial distribution of the EMED MHWs mean cumulative in-
tensity (◦C days) for the different periods, (P1, P2, P3 and P4). The MHW icum, defined as the
integral of intensity over the duration of the event [5], represents the MHW severity as men-
tioned by [48]. The mean spatial pattern for P1 in Figure 9a shows non-significant values
for most of the EMED basin. The highest P1 significant (p < 0.05) value is >30 (◦C days) and
detected to the south of Italy in the Ionian Sea. Figure 9b demonstrates that the significant
(p < 0.05) MHW icum values have increased for P2. It ranges from 9.60 to 32.63 (◦C days).
The maximum MHW significant icum values for P3 is >30 (◦C days) and are located to the
South of Cyprus and in the middle of the Ionian Sea, Figure 9c. The map of P4 shows an
increase of significant severity, which varies between 14.29 (◦C days) and 39.51 (◦C days)
in the EMED domain. The highest significant MHW icum values > 35 (◦C days) can be
detected off the Israeli coast near the Shikmona anti-cyclonic gyre location as shown in
Figure 9d. The Shikmona anti-cyclonic eddy was located the area between 34◦ E and 35◦ E
longitudes and 33.5◦ N and 34.5◦ N latitudes [43,49,50].

4.4. Description of the MHWs (imax) Fields (1982–2020)

Figure 10a–d shows the spatial distribution of the EMED MHWs imax (◦C) for the
study periods. During P1, the maximum significant (p < 0.05) mean MHW imax was found
throughout most of the Ionian Sea with values > 2 ◦C, Figure 10a. The significant MHW
imax values during P2 vary between 1.33 ◦C at southeast Levantine basin and 2.45 ◦C at
northeast Ionian basin near the Otranto strait, Figure 10b. The highest significant value
for P3 is 2.5 ◦C and is found north of the Aegean Sea, while the lowest significant value
(1.31 ◦C) is found southeast of the Levantine Sea in front of the Egyptian coast. Among
the entire study period, the MHW imax spatial pattern for P4 has the highest significant
(p < 0.05). The MHW imax values are significant during P4 throughout the whole Levantine
basin, Figure 10d. Figure 10d shows that the significant MHW imax values range from
1.42 ◦C off Mersa Matruh to more than 2.5 ◦C in the northeast Aegean basin.
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Figure 9. The EMED MHWs mean cumulative intensity (◦C days) for (a) P1 (1982–1990), (b) P2 (1991–2000), (c) P3 (2001–2010)
and (d) P4 (2011–2020), and the black dots indicate the change is not significantly different (p > 0.05).

  

  

Figure 10. The EMED MHWs imax (◦C) for (a) P1 (1982–1990), (b) P2 (1991–2000), (c) P3 (2001–2010) and (d) P4 (2011–2020),
and the black dots indicate the change is not significantly different (p > 0.05).

5. Extreme MHWs Events in the EMED over 1982–2020

Table 2 shows the significant EMED extreme MHW events characteristics (mean
duration, imax, imean, and icum) over the study period (1982–2020) with the corresponding
MHWonset, MHWend, Longitude and Latitude. The maximum MHW imean was 3.92 ◦C in
2013, Figure 11a and lasted for 15 days (24 April–08 May) with an imax of 5.06 ◦C and icum
of 58.77 ◦C days. The most severe event (icum of 319.65 ◦C days) was still ongoing at the
time of the analysis with 126 days, imax of 3.41 ◦C and imean of 2.54 ◦C, Figure 11b. The
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most intense event occurred in 2020, with an imax temperature of 6.35 ◦C and a duration of
7 days (this event will be discussed in detail in the following subsection). In general, the
most extreme MHW significant events were mostly detected in 2020.

Table 2. The EMED extreme significant (p < 0.05) MHW events characteristics (mean duration (Days), imax (◦C), imean

(◦C), and icum (◦C days)) over the study period (1982–2020) with the corresponding MHWonset, MHWend, Longitude and
Latitude in degrees where the highest events are highlighted in yellow color.

MHWonset MHWend Long.◦E Lat.◦N Mean Duration (Days) imax (◦C) imean (◦C) icum (◦C Days)

24-04-2013 08-05-2013 24.375 40.875 15 5.06 3.92 58.77
28-08-2020 31-12-2020 34.625 34.375 126 3.41 2.54 319.65
14-05-2020 20-05-2020 28.500 34.250 7 6.35 3.51 24.57

 

 

Figure 11. The EMED extreme MHW significant events over the study period (1982–2020), The SST climatology from
NOAA OI SST for the detection of MHWs (blue), 90th percentile MHW threshold (green), and SST time series (black) for
each MHW. The pink filled area indicates the period associated with the identified MHW, where (a) MHW extreme highest
mean intensity event (imean 3.92 ◦C) (24-04-2013 to 08-05-2013), (b) MHW extreme highest cumulative intensity event (icum

319.65 ◦C days) (28-08-2020—ongoing).
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The EMED Most Intense [14–20 May 2020] MHW Event over the Study Period (1982–2020)

In this subsection, the authors will describe in detail the most significant intense
event of 14–20 May 2020. We found the most significant intense MHW event located at
longitude ~28.500◦ E and latitude ~34.250◦ N south of Rhodes. Two more MHW significant
events were discovered to be associated with the most intense main event, according
to our analysis. The three significant events occur in the Levantine basin. It is critical
in our research to assist in identifying and quantifying the main atmospheric causes of
these extreme events. Table 3 demonstrates the EMED most intense [14–20 May 2020]
MHW significant event characteristics, including duration, imax, imean, icum, wind stress
magnitude, 2m air temperature and mean sea level pressure. The imax for the four events
are 6.35, 5.66, 4.74, and 2.95 ◦C, respectively.

Table 3. The EMED most intense (14–20 May 2020) MHW events characteristics (mean duration (Days), imax (◦C), imean

(◦C), icum (◦C days)), wind stress magnitude (N/m2), 2 m air temperature (◦C) and mean sea level pressure (mb) with the
corresponding Longitude and Latitude in degrees.

Long.◦ E Lat.◦ N imax (◦C) imean (◦C)
icum

(◦C Days)
Wind Stress

Magnitude (N/m2)
2m Air

Temp. (◦C)
Msl Pressure

(mb)

28.500 34.250 6.35 3.51 24.57 2.7 × 10−4 27.71 1015.2
24.625 35.875 5.66 3.25 22.78 6.2 × 10−5 27.69 1014.5
34.125 36.125 4.74 3.34 26.71 1.3 × 10−3 26.06 1014.1

Figure 12a shows the SST anomaly event map created by subtracting the historical
climatological mean value at each grid from the mean temperature 14–20 May 2020 at the
same location (grid). The description of temporal evolution of the SST most intense MHW
event based on threshold 90th percentile and SST climatology are shown in Figure 12b.
The spatial distribution patterns of the wind stress vectors combined with magnitude,
2 m mean air temperature and mean sea level pressure of ERA5 were chosen at the same
time and location as the SST anomaly analysis, as shown in Figure 12c–e. We can see
an interesting relationship between the SST anomaly, wind stress, and 2 m mean air
temperature fields. We observed a reduction in the magnitude of wind stress fields (less
than 0.001 N/m2) at the same locations as the most intense MHW events (see Figure 12c
and Table 3). The comparison of wind stress fields and SST anomaly fields revealed that
MHW extreme events are related to wind stress reduction, which is consistent with the
findings of [14–16,18]. Another intriguing parallel is found between the SST anomaly and
the 2 m mean air temperature patterns. High air temperature values (>25 ◦C) were found
at the same locations as the MHW extreme events, as shown in Figure 12d and Table 3.
Furthermore, we observed a very persistent ridge of high atmospheric pressure >1014 mb
over the MHW extreme events locations in the EMED as shown in Figure 12e and Table 3.
In conclusion, the atmospheric conditions, such as, mean sea level pressure, wind stress,
and air temperature, may be linked to MHWs existence, Figure 12c–e.
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Figure 12. The EMED most significant intense (14–20 May 2020) MHW events over the study period (1982–2020), where,
(a) MHW mean SST anomaly ◦C. (b) SST climatology from NOAA OI SST for the detection of MHWs (blue), 90th percentile
MHW threshold (green), and SST time series (black) for each MHW. The pink filled area indicates the period associated
with the identified MHW event. (c) Wind stress vectors combined with magnitude for the MHW in N/m2 based on ERA5
hourly data. (d) 2 m mean air temperature ◦C based on ERA5 hourly data. (e) Mean sea level pressure (mb) based on ERA5
hourly data.

6. Discussion

According to our SST climatology analysis (Figures 2 and 3), the maximum values
over the four decades were detected during the last decade, which agrees with [19,35,36].
Table 1 have showed that the last decade was the warmest decade by about 0.94 ◦C during
the entire 1982–2020 study period in agreement with [51,52]. During the last decade, the
SST anomaly patterns revealed a warming of about 0.10 to 0.50 ◦C over the northern EMED
basin, with the exception of some parts of the north Ionian Sea (Figure 3d). The authors
have attributed this to the effect of BiOS which is responsible for decadal reversals of the
Ionian basin-wide circulation as mentioned by [37–41]. The maximum SST anomaly for
the last decade was 0.50 ◦C in the northwest Aegean Sea, while the minimum value was
−0.50 ◦C along EMED’s southwestern coast (Figure 3d).

The authors have discovered a high spatial variability of SST linear trend over the
EMED, ranging from 0.1 to 0.5 ◦C per decade (Figure 4). The basin average warming rate
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was about 0.33 ± 0.04 ◦C per decade. Over the last twenty years, several SST studies for
the Mediterranean and the EMED region were published, addressing trends and changes
in ocean surface temperature [6,19,28,35,52–58]. Ref. [53] have observed a trend of 0.3 ◦C
per decade in the western basin and 0.5 ◦C per decade in the eastern basin over the period
from 1985 to 2006. Similar results were recorded in [28], with an average mean warming
rate of around 0.37 ◦C per decade for the whole Mediterranean basin during 1985–2008,
and 0.26 ◦C per decade and 0.42 ◦C per decade for the western and eastern sub-basins,
respectively. Over a 25-year (1993–2017), the warming rate in the Mediterranean was
about 0.36 ◦C per decade, which was highly correlated with sea level trend, especially
in the EMED [52]. According to [35], the annual warming trend for the deseasonalized
Mediterranean global averaged SST was 0.36 ◦C per decade over the period 1982–2016.
More recently, studies with longer time series, such as [19], estimated a 0.35 ◦C per decade
warming for the global Mediterranean basin for the 38-year period 1982–2019. Figure 5
have revealed the highest negative peaks were observed in the winters of 1987 and 2019
in accordance with [46], The lower peak values (i.e., cold periods) in the 1990s could be
attributed to the eruption of Mount Pinatubo in the Philippines, which caused a cold
air-temperature anomaly throughout the Middle East during the winter of 1992, as stated
by [47].

We have shown in Figure 6 the spatial distribution and trends per decade of the
MHWs main characteristics (mean frequency, duration, (icum) and (imax)) overlaid with no
significant values (p > 0.05) for the entire study period. According to Figure 6c–f we found
the patterns of icum (trend) and mean duration (trend) were nearly identical. The MHW
mean duration has increased significantly (p < 0.05) with values > 17 days with a trend of
> 10 days per decade in front of the Egyptian coast in the southeast of the Levantine Sea
and off the Israeli coast (Figure 6d). No significant values (p > 0.05) were found in MHW
duration at southeast of Crete, off Mersa Matruh city and the north Ionian Sea region.
This could be attributed to the accuracy and precision of SST NOAA AVHRR data near
coastlines, as described by [59,60]. According to their research, the accuracy and precision
of Earth Observation (EO) SST data at the coastline are not well defined. According to
Figure 7, the Levantine basin has more significant (p < 0.05) MHW events (>4) in the last
decade than the Ionian and Aegean Seas.

In the last decade, the highest significant MHW (p < 0.05) duration > 27 days and
icum values > 35 (◦C days) were detected off the Israeli coast (Figures 8d and 9d), near the
Shikmona anti-cyclonic gyre location [43,50]. The MHW imax spatial distribution pattern
were significant (p < 0.05) throughout the entire Levantine basin over the last decade as
demonstrated in Figure 10d. The significant MHW imax values have ranged from 1.42 ◦C
off Mersa Matruh to more than 2.5 ◦C in the northeast Aegean basin, as presented in
Figure 10d. An extreme MHW event was discovered in 2013, with the maximum MHW
imean temperature of 3.92 ◦C and lasted 15 days (24 April–08 May) with an imax of 5.06 ◦C
and icum of 58.77 ◦C days (Figure 11a and Table 2). While, the most severe event (icum of
319.65 ◦C days) was still ongoing at the time of the analysis with 126 days, imax of 3.41 ◦C
and imean of 2.54 ◦C, Figure 11b. The most significant intense MHW event was located south
of Rhodes at longitude ~28.500◦ E and latitude ~34.250◦ N and was associated with another
two extreme events located in Levantine basin, that occurred simultaneously in 14–20 May
2020 with very high intensities (Figure 12a and Table 3). At the same locations as the most
intense MHW events, we have observed a reduction in the magnitude of wind stress fields
(less than 0.001 N/m2) (see Figure 12c and Table 3). We have concluded that the MHW
extreme events are related to the wind stress reduction in agreement with [14–16,18].

7. Conclusions

This study has quantified the SST interannual variability, trends, and spatial distribu-
tion of main MHW characteristics in the EMED over 39 years (1982–2020).

Some specific hotspot areas in the Mediterranean Sea as described by [61] such as
Aegean, north Levantine and north Ionian have been recorded as the highest SST anomaly
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patterns during P4 (2011–2020) which agrees with [18]. During last decade (P4 (2011–2020)),
the northern EMED basin’s mean SST anomaly was nearly 1.00 ◦C higher than the southern
one. The minimum SST anomaly value found −0.50 ◦C and was located on the southwest-
ern coast of EMED in agreement with [18]. This could be due to upwelling associated with
the Rhodes cyclonic gyre in the northern EMED basin, as mentioned in [42].

The SST EOF analysis revealed that the Ionian Sea had the highest interannual vari-
ability, while the Aegean had the lowest.

Over the entire study period, there was a clear decadal increase in MHW frequency in
all EMED locations. The MHW frequency trend values were significantly (p < 0.05) positive.
The correlation analysis between the mean MHWs spatial distribution of duration and
frequency revealed a strong negative relationship, which was consistent with the findings
of [3]. The authors found that the mean MHW frequency and duration increased by 40%
and 15%, respectively

We have characterized trends and variability of MHWs for the EMED from 1982 to
2020 based on satellite NOAA OI SST V2.1 data and a unified MHW framework. We have
shown that between 1982 and 2020, on EMED average, MHW frequency trend increased
by 1.2 events per decade and the average MHW icum trend increased by 5.4 ◦C days.

The MHW main characteristics patterns over the last decade have shown greater
significant values in most of the Levantine Sea. There were no significant (p > 0.05) found
in the MHW main characteristics at southeast of Crete, off Mersa Matruh city and the north
Ionian Sea region over the entire the study period.

The authors have showed the significant EMED extreme MHW events characteristics
(mean duration, imax, imean, and icum) over the study period (1982–2020). During these
extreme events, there was a similarity in the SST anomaly, wind stress, and 2 m mean
air temperature fields. We observed a reduction in the magnitude of wind stress fields
(less than 0.001 N/m2) at the same locations as the most intense MHW events. High air
temperature values (>25 ◦C) have been linked to the locations of MHW extreme events.
We concluded that atmospheric conditions such as mean sea level pressure, wind stress,
and air temperature could be related to the existence of MHW.

In the future, we should focus more on the anthropogenic factors that contribute to
the increasing severity and recurrence of MHW events. Furthermore, possible MHW links
to different climatic and atmospheric indices [13,62–64] such as North Atlantic Oscillations
(NAO), East Atlantic (EA), East Atlantic–West Russia (EAW), Mediterranean Oscillation
(MO) and North-Sea Caspian Pattern (NCP). There is a lot of speculation about what caused
the weather pattern we saw during this most severe MHW event. Was it just a coincidental
occurrence? More information about the detection, characterization, impact assessment,
and prediction of MHWs could be obtained.
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Abstract: The East China Shelf Seas, comprising the Bohai Sea, the Yellow Sea, and the shelf region
of East China Sea, play significant roles among the shelf seas of the Western North Pacific Ocean.
The projection of sea surface temperature (SST) changes in these regions is a hot research topic
in marine science. However, this is a very difficult task due to the lack of available long-term
projection data. Recently, with the high development of simulation technology based on numerical
models, the model intercomparison projects, e.g., Phase 5 of the Climate Model Intercomparison
Project (CMIP5), have become important ways of understanding climate changes. CMIP5 provides
multiple models that can be used to estimate SST changes by 2100 under different representative
concentration pathways (RCPs). This paper developed a CMIP5-based SST investigation framework
for the projection of decadal and seasonal variation of SST in East China Shelf Seas by 2100. Since
the simulation results of CMIP5 models may have degrees of errors, this paper uses hydrological
observation data from World Ocean Atlas 2018 (WOA18) for model validation and correction. This
paper selects seven representative ones including ACCESS1.3, CCSM4, FIO-ESM, CESM1-CAM5,
CMCC-CMS, NorESM1-ME, and Max Planck Institute Earth System Model of medium resolution
(MPI-ESM-MR). The decadal and seasonal SST changes in the next 100 years (2030, 2060, 2090) are
investigated by comparing with the present analysis in 2010. The experimental results demonstrate
that SST will increase significantly by 2100: the decadal SST will increase by about 1.55 ◦C, while the
seasonal SST will increase by 1.03–1.95 ◦C.

Keywords: decadal and seasonal SST variation; East China Shelf Seas; CMIP5; WOA18

1. Introduction

The climate is changing. Our Earth is warming up. Many agree that climate change
may be one of the greatest threats facing our planet. Ocean warming, which contributes
much to global warming, has become a more serious problem. Recent observation-based
estimates and model simulation results show that ocean warming is accelerating and will
continue in the next one hundred years [1]. Since global warming may lead to many
ecological problems, more efforts need to be made in the assessment and projection of
the warming rate of the oceans in the future. The sea surface temperature (SST), which
is an important physical parameter of oceans, can reflect the effect of climate change.
The estimation of SST variation has become a hot research topic in marine science.

The East China Shelf Seas, which consist of the Bohai Sea, the Yellow Sea, and the
shelf region of East China Sea, have been recognized as the most significant marginal seas
in the Western North Pacific Ocean (WNPO) [2]. The Bohai Sea is a shallow semi-enclosed
sea with an average depth of only 18 m, and the changes of its water temperature have a
greater influence on its ecosystem than the physical forcing from the external oceans [3].
The Yellow Sea is a wide and shallow sea, where the depth in most regions is less than 50 m.
Its water column can be seriously affected by the atmospheric conditions such as heating,
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cooling, and wind stress within it than from the open seas [4]. The East China Sea, which is
located between the largest continent and the largest ocean, has been largely effected by the
climatic forcing from both the high-latitude Northern Hemisphere (East Asian Monsoon
System) and the tropic ocean (Kuroshio Current (KC)) and generates characteristic climate
patterns with strong horizontal and vertical temperature gradients [5–7]. These East China
Shelf Seas are very sensitive to global warming because of their shallow waters [8]. The SST
increase over these regions is about 0.8 to 2 ◦C per century, which is nearly twice the
global average increase of SST [9]. The SST increases can not only affect the metabolic
rates of marine organisms, but also influence other oceanic states, such as local currents [3].
Therefore, we need to analyze the SST variation, especially to project the long-term spatial
and temporal variations in the future. However, this is a very difficult task because of the
lack of effective long-term projection data [8].

Recently, with the rapid development of ocean simulations, model intercompari-
son projects have become important ways to investigate climate changes. Among them,
the Coupled Climate Model Intercomparison Project plays an important role [10]. Phase 5
of the Climate Model Intercomparison Project (CMIP5) is an international collaboration
framework, which provides a multimodel context to help understand the responses of cli-
mate models to a common forcing with the aim of promoting the climate model projection
and assessment for the Fifth Assessment Report (AR5) of the Intergovernmental Panel on
Climate Change (IPCC) [11]. CMIP5 contains multiple models, which can be used to project
climate changes and sea level rise in the future under different climate change scenarios
or representative concentration pathways (RCPs) including RCP2.7, RCP4.5, RCP6.0, and
RCP8.5. These scenarios correspond to the peak of the atmosphere radiative imbalance
of 2.6, 4.5, 6.0, and 8.5 W/m2 by 2100, respectively [12]. Following the previous CMIPs,
CMIP5 is a new experimental framework, which can be widely applied for the analysis of
decadal and seasonal climate changes in the future.

In the literature, several CMIP5-based SST projection works have been developed.
For example, Zhou and Ying [13] analyzed the interannual variability of the SST over
the Pacific in the historical simulation and future analysis under RCP4.5 and RCP8.5.
Qu and Huang [14] investigated the decadal variability of the tropical Indian Ocean
SST–South Asian High (SAH) relation, as well as its response to global warming. Qin
and Xie [15] studied the connections between the precipitation extremes during 1953–
2002 in the dry and wet regions of China and the SST in the eastern tropical Pacific
Ocean based on two sets of observation data, 17 CMIP5 models, and nine regional climate
models. Tachibana et al. [16] examined the western Indian Ocean SST biases among
the CMIP5 models and found that the multimodel ensemble mean SST biases over the
western equatorial Indian Ocean are warmer than the observations during the summer
monsoon season. Song et al. [17] evaluated 18 CMIP5 models according to their capability
of simulating the SST annual cycle in the eastern equatorial Pacific. Xu et al. [18] tested
a number of previously proposed mechanisms responsible for the southeastern tropical
Atlantic SST bias based on CMIP5 models. Zhao and Zhang [19] analyzed the impacts
of SST warming in the tropical Indian Ocean on the projected change in summer rainfall
over Central Asia based on historical and RCP8.5 experiments. Kucharski and Joshi [20]
evaluated the teleconnection from the tropical South Atlantic SST anomalies to the Indian
monsoon based on observations and CMIP5 model data. Levine et al. [21] examined the
extent and impact of cold SST biases developing in the northern Arabian Sea in the CMIP5
multi-model ensemble. Langehaug et al. [22] investigated the projection of SST in the
Nordic Seas and Barents Sea using initialized hindcast simulations performed with three
climate models (MPI-ESM-LR, CNRM-CM5, IPSL-CM5-LR). For the Chinese coastal seas,
a few works have also been presented to study the SST changes using CMIP5 models.
For example, Huang et al. [23] evaluated the capacities of 17 selected CMIP5 models on
the historical SST simulation in the South China Sea and projected the SST changes in the
21st Century under RCP2.6, RCP 4.5, and RCP8.5, respectively. Tan et al. [24] evaluated the
variation trend of SST over offshore China in the 21st Century based on the selected CMIP5
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models under RCP4.5. Song et al. [25] assessed the monthly, seasonal, and interannual
SSTs in the China seas over 1960–2002 using five representative CMIP5 models.

Although existing works have made some achievements in the study of the SST
changes in the East China Shelf Seas, there are still some problems unsolved. Firstly,
existing works mainly focused on the study of annual and decadal variations of the SST
in the East China Shelf Seas without investigating the seasonal variations, which may
affect ocean organisms and the ecological environment more seriously (e.g., the changes
of species distribution and the move up of the phenophase). Secondly, existing works
lack precise ocean observation data for model validation. Existing works mainly used the
low-resolution observation data HadISSTfrom the Hadley Center in the U.K. (1◦ × 1◦). It
is not accurate enough for the evaluation of high-resolution CMIP5 models (e.g., the Max
Planck Institute Earth System Model of medium resolution (MPI-ESM-MR) of 0.1◦ × 0.1◦).
Moreover, existing works only used the observation data for model validation without
establishing model correction or simulation result modification, which is a fundamental
procedure to make projections more accurate. Thirdly, the models used in existing works
are not very appropriate. Several high-resolution models (e.g., the MPI-ESM-MR) were not
fully evolved in the existing works. Fourthly, the study region of existing works was very
rough. Existing works mainly referred to the Chinese coastal seas as the rectangle region of
0◦ N–45◦ N, 100◦ E–140◦ E, which is a very coarse region to study on the SST changes in
the East China Shelf Seas.

To solve these problems, this paper establishes an SST analysis framework, which can
be used for the projection of both decadal and seasonal SST variation in the East China
Shelf Seas using high-resolution CMIP5 data. This paper investigates both the decadal
and seasonal SST variation. For the second problem, we introduce the high-resolution
hydrological observation data WOA18 (0.25◦ × 0.25◦) from World Ocean Atlas 2018 [26]
for model validation and calculate the error map of each of the CMIP5 model data for the
simulation result modification. This strategy ensures the high accuracy of CMIP5 model
data. To solve the third problem, we select the best model MPI-ESM-MR with the highest
resolution (0.1◦ × 0.1◦) from seven representative models (ACCESS1.3, CCSM4, FIO-ESM,
CESM1-CAM5, CMCC-CMS, NorESM1-ME, and MPI-ESM-MR). MPI-ESM-MR not only
has low errors, but its high resolution also guarantees the specific analysis of local climate
changes. To solve the fourth problem, we utilize the bathymetric depth map with a finer
grid to define the study area (as shown in Figure 1). In this paper, the decadal and seasonal
SST variation analysis is performed by comparing the SST simulation result on 2030, 2060,
and 2090 with the present analysis in 2010 under RCP4.5. We use RCP4.5 as a representative
scenario because it is a medium-mitigation emission scenario that stabilizes direct radiative
forcing at 4.5 W/m2 (650 ppm CO2 equivalent) by 2100 [27,28]. Compared to RCP4.5,
RCP2.6 is a mitigation scenario leading to a very low forcing level (at 2.6 W/m2 by 2100),
while RCP8.5 is a scenario with very high greenhouse gas emissions (at 8.5 W/m2 by 2100).
RCP4.5 is neither too high, nor too low for projection. To the best of our knowledge, this is
the first work to investigate both decadal and seasonal SST variations in the East China
Shelf Seas by 2100 using high-resolution CMIP5 data.

This paper is organized as follows: Section 2 introduces the data and the study area.
The model validation and simulation result modification are performed by comparing the
CMIP5 model data with WOA18 data in Section 3. Sections 4 and 5 analyze the projection
results of decadal and seasonal SST variations, respectively. Section 6 concludes this paper.
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Figure 1. Depth map of East China Shelf Seas.

2. Data and Study Region

In this paper, CMIP5 model data were used for the projection of future SST changes,
while WOA18 data were used for model validation, as well as for present analysis. CMIP5
consists of 36 models, which are developed by 16 institutes. In the preprocessing procedure,
we selected the most representative models according to the following criteria: (1) for each
institute, we selected the latest developed, with the highest resolution model for study; (2)
the selected models should provide the simulation results of the SST from 2010 to 2100
continuously. We finally chose seven representative models. Their information is shown in
Table 1. From Table 1, we can see that the resolution of Max Planck Institute Earth System
Model of medium resolution (MPI-ESM-MR) is much higher than that of other models.
MPI-ESM-MR couples general circulation models for the ocean and the atmosphere. It has
been widely applied in many climate change experiments for either idealized CO2-only
forcing or forcings based on observations and RCP scenarios [29].

Table 1. CMIP5 models used in this paper: model name, average horizontal resolution (latitude
× longitude), and reference. MPI-ESM-MR, Max Planck Institute Earth System Model of medium
resolution.

Model Name Horizontal Resolution Reference

ACCESS1.3 0.3◦ × 1.0◦ Bi et al., 2013 [30]
CCSM4 0.5◦ × 1.1◦ Danabasoglu et al. 2012 [31]

FIO-ESM 0.5◦ × 1.1◦ Qiao et al. 2013 [32]
CESM1-CAM5 0.9◦ × 1.25◦ Meehl et al. 2013 [33]
CMCC-CMS 0.5◦ × 2.0◦ Borrelli et al. 2012 [34]

NorESM1-ME 0.5◦ × 1.1◦ Schwinger et al. 2016 [35]
MPI-ESM-MR 0.1◦ × 0.1◦ Jungclaus et al. 2013 [36]

The annual and seasonal SST data in 2010 were obtained from the World Ocean Atlas
2018 (WOA18) hydrological observation averaged over 2005 to 2017. WOA18 provides
both objectively analyzed (1◦ grid) climatological fields of in situ temperature for annual
and seasonal compositing periods of the World Ocean. It also includes associated statistical
observation data interpolated on 5◦, 1◦, and 0.25◦ grids [26]. We used the highest resolution
data of 0.25◦ grid. As shown in Figure 1, the study area is comprised of the Bohai Sea, the
Yellow Sea, and the shelf region of East China Sea.
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Since each selected CMIP5 model has its inner simulation variations and errors, we
calculated the climatological annual and seasonal water temperature in 2010 by the average
result over 2006 to 2015. A similar processing was done for 2030, 2060, and 2090. They were
investigated by the average result of 2026∼2035, 2056∼2064, and 2086∼2094, respectively.

3. Model Validation and Simulation Result Modification

As we know, the simulation results of numeric ocean models may contain some degree
of errors. Before using the CMIP5 model data, we needed to perform model validation to
evaluate whether the simulation results are accurate enough for SST projection. The model
validation was performed by comparing the annual and seasonal CMIP5 model data with
the hydrological observation data of WOA18 in 2010. The qualitative and quantitative
comparison results are shown in Figure 2 and Table 2, respectively. From Figure 2, we
can find that most selected CMIP5 models have a similar SST distribution as the WOA18
data. However, different models also vary from each other in the model resolution and
simulation accuracy. Among these models, the simulation result of MPI-ESM-MR is better
than the others. Its resolution (in 0.1◦) is the highest one (even higher than WOA18),
and its simulation result is most similar to WOA18. MPI-ESM-MR can illustrate the local
climate impact factors such as the Yellow Sea cold water mass in Summer and Autumn,
the Yellow Sea warm current in Winter, the Kuroshio invasion, and the northern flow of
the Taiwan warm current around Changjiang shore to the Tsushima Strait. Benefiting from
the high resolution, its simulation result is even better than the observation data (WOA18).
The numerical results in Table 2 also verify this finding. From Table 2, we can see that both
the annual and seasonal simulation errors of MPI-ESM-MR are low enough. That means
that MPI-ESM-MR is the best model that can be used for the projection of decadal and
seasonal SST variations.

Table 2. Comparison of CMIP5 model data with the real observation data from WOA18 in 2010.

Data Source Annual Spring Summer Autumn Winter

WOA18 18.07 16.80 25.79 18.49 11.20

CMIP5
Model Errors

ACCESS1.3 0.67 1.49 2.42 0.61 0.62

CCSM4 0.33 0.77 0.14 1.51 0.72

FIO-ESM 0.79 0.17 -0.12 1.67 1.44

CESM1-CAM5 0.28 0.85 0.64 1.55 1.05

CMCC-CMS 0.40 −0.50 −0.66 1.61 1.17

NorESM1-ME 0.52 −0.40 −0.05 1.80 0.75

MPI-ESM-MR 0.15 −0.96 0.81 1.67 0.72

Average 0.26 −0.71 −0.70 1.52 0.94

After model validation, we performed simulation result modification to make the
CMIP5 model data more accurate. Firstly, we calculated the error map of MPI-ESM-MR
by comparing its results with WOA18 data for the year and the four seasons of 2010,
respectively. Then, we subtracted these errors from the original simulation results to obtain
more accurate projection data. Figure 3 illustrates the annual and seasonal error maps
of MPI-ESM-MR. From Figure 3a–e, we can see that the error of MPI-ESM-MR is mainly
concentrated in the deep trough of the Yellow Sea, where its simulation on the influence of
the Yellow Sea warm current is stronger than the observation result. This phenomenon
leads to the higher SST simulation in the eastern Yellow Sea in spring and winter and in
the northern part of East China Shelf Seas in autumn than the WOA18 data. However, its
simulation results of other regions were satisfactory enough for projection.
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Figure 2. Model validation: the comparison of CMIP5 simulation results with WOA18. The first row to seventh row
illustrate the result of seven CMIP5 models: ACCESS1.3, CCSM4, FIO-ESM, CESM1-CAM5, CMCC-CMS, NorESM1-ME,
and MPI-ESM-MR, respectively. The last row shows the observation result from WOA18 data. The first to fifth column
present the results in the year round, spring, summer, autumn, and winter of 2010, respectively.
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Figure 3. The error maps of MPI-ESM-MR in 2010: (a) annual, (b) spring, (c) summer, (d) autumn,
and (e) winter.

4. Projection Results of Decadal SST Changes

We analyzed the decadal SST changes in 2030, 2060, and 2090 compared with the
present analysis in 2010. The modified projection results of the seven models and their
average results are shown in Table 3 and Figure 4, respectively. From Table 3 and Figure 4,
we find that most models demonstrate a significant SST increase in the next 100 years.
From Table 3, we also find that the simulation results of MPI-ESM-MR are most similar
to the average of all models. Moreover, its resolution is much higher than that of other
models. Since the resolution of the other six models is too low to distinguish local climate
impact factors such as the Kuroshio system, it is inappropriate to use them to project the
SST changes in the future. Therefore, next, we used the modified result of MPI-ESM-MR
to analyze the decadal SST changes. From Table 3, we can see that the SST increases from
18.09 ◦C in 2010 to 18.68 ◦C in 2030, 19.78 ◦C in 2060, and 19.65 ◦C in 2090. In particular,
a remarkable SST increase was obtained from 2030 to 2060, which was 1.10 ◦C. Till 2090,
the SST will increase by 1.55 ◦C. Besides the decadal analysis, we also investigated the
annual changing rate of SST from 2010 to 2090. The changing rate between 2030 and 2010,
2060 and 2030, and 2090 and 2060 is illustrated in Table 3. We can see that this rate is very
small from 2010 to 2030, achieves the top value from 2030 to 2060, and becomes low from
2060 to 2090. This suggests that the SST increase becomes stable from 2060 to 2090.

Then, we analyzed the spatial SST changes in different regions through the qualitative
results shown in Figure 5. Figure 5a,c,e shows the SST projection in 2030, 2060, and 2090
and their changes compared to 2010 in (b), (d), and (f), respectively. From Figure 5, we can
find that the highest SST increase rate is obtained in 2060 (in Figure 5d), and the increase
becomes stable in 2090 (in Figure 5f). Although the SST increase in 2030 (in Figure 5b)
is not as significant as that in 2060, its distribution is inhomogeneous. The significant
SST increases mainly concentrate in the east of Bohai (especially east of Qinhuangdao),
the Changjiang Estuary, and its adjacent shore of Jiangsu Province. The increment can
reach to as high as 1.5 ◦C. From Figure 5d, we can see that compared to 2030, the increase of
the SST in 2060 expands to almost all the regions and at an even higher rate. The increment
reaches about 3.5 ◦C in the Changjiang Estuary and in the outer shelf of the East China
Sea. From Figure 5f, we can see that the SST variation in 2090 is similar to that of 2060 and

169



J. Mar. Sci. Eng. 2021, 9, 367

becomes stable gradually. One remarkable thing to note is that the SST in the northern
and central Yellow Sea is relatively lower than that in the other regions (see Figure 5a,c,e),
and their SST increases are not very obvious (see Figure 5b). This is mainly due to the
presence of the cold water mass in the Northern and Central Yellow Seas, which has a
great influence on the distribution of the SST. The increase of the SST can severely influence
marine ecosystems and cause many ecological problems, especially for shelf regions with
shallow water. For example, the Brown tide has broken out in the Qinhuangdao coastal
area of Bohai recurrently since 2009. The Changjiang Estuary and the shore in Northern
Jiangsu Province suffered from the Red Tide and Green Tide, and jellyfish disasters often
have also occurred in these areas recently. The increase of the SST will intensify these
problems through the following mechanisms. First, it can affect the metabolic rate of marine
organisms. Second, it can influence the other oceanic states, such as local currents. Third,
it can further affect the water column stratification, substrate structure, photosynthetic
light intensity, and nutrient cycling [3]. The species distribution can also be disturbed by
the increase of the SST. For example, the warm and cold water fish stocks can be reduced
greatly in the regions with significant SST increases, and tropical ocean organisms may
move up to the middle and high latitude areas with warm water [37].

Figure 4. The decadal SST variations in the next 100 years.

Table 3. The decadal SST variations in the next 100 years.

SST 2010 2030 2060 2090

ACCESS1.3 17.83 18.53 20.78 20.99

CCSM4 18.07 18.20 19.57 19.41

FIO-ESM 18.40 18.36 18.00 18.41

CESM1-CAM5 18.11 18.50 19.61 19.78

CMCC-CMS 18.42 19.21 20.09 20.04

NorESM1-ME 18.10 17.75 19.32 19.24

MPI-ESM-MR 18.09 18.68 19.78 19.65

Average 18.10 18.42 19.56 19.61
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Table 3. Cont.

SST Changes 2010
2030–2010 2060–2010 2090–2010

(2030–2010)/Years (2060–2030)/Years (2090–2060)/Years

ACCESS1.3 17.83
0.70 2.95 3.16

0.033 0.073 0.007

CCSM4 18.07
0.13 1.50 1.34

0.006 0.044 −0.005

FIO-ESM 18.40
−0.04 −0.40 0.02

−0.002 −0.011 0.013

CESM1-CAM5 18.11
0.40 1.50 1.67

0.019 0.036 0.005

CESM1-CMS 18.42
0.79 1.67 1.62

0.038 0.028 −0.002

NorESM1-ME 18.10
−0.35 1.22 1.14

−0.016 0.051 −0.003

MPI-ESM-MR 18.10
0.59 1.68 1.55

0.028 0.035 −0.004

Average 18.11
0.32 1.46 1.51

0.014 0.036 0.002

(a) (b)

Figure 5. Cont.
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(c) (d)

(e) (f)

Figure 5. The projection results of decadal SST changes by MPI-ESM-MR in (a) 2030, (c) 2060, and (e) 2090 and their changes
compared to that in 2010 in (b) 2030–2010, (d) 2060–2010, and (f) 2090–2010.

5. Projection Results of Seasonal SST Changes

We analyzed the seasonal SST variations in the next 100 years. The numerical results
of the seven models and their average results are shown in Table 4. Similar to the decadal
analysis, we used the modified simulation result of MPI-ESM-MR to investigate the sea-
sonal SST changes because of its high resolution and low projection error. From Table 4,
we can see that the SST increases significantly from 2010 to 2090 for all seasons. The incre-
ment reaches about 2 ◦C by 2090. Next, we analyzed the spatial seasonal SST variations.
The qualitative simulation results are shown in Figure 6. The first to fourth rows show the
SST changes from 2010 to 2030, 2060, and 2090 in spring, summer, autumn, and winter, re-
spectively. We found that in summer, the regions with significant SST increases mainly are
concentrated in the east of Qinhuangdao in Bohai, the shore of Northern Jiangsu Province
in the Yellow Sea, and the Changjiang Estuary in the East China Sea, which is coincident
with that in the decadal analysis. This is mainly because the upwelling waters become
weak and the Kuroshio invasion becomes stronger in summer. In autumn, the increase of
the SST becomes smoother, and the regions with a significant SST increase move from the
inner shelf area to the middle and even outer shelf regions in winter. In particular, the outer
shelf regions have higher SST increases than other regions. A remarkable demonstration of
the SST increase in the Northern Yellow Sea is illustrated in Figure 6f, where the Yellow
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Sea warm current plays a more significant role in summer than the Yellow Sea cold water
mass. The SST increases in this region will intensify the low oxygen and acidification
problems. Similar to the decadal analysis, for all seasons, the SST increase in 2060 (shown
in the second column) is more significant than that in 2030 (shown in the first column) and
becomes stable in 2090 (shown in the third column). As previously mentioned, the increase
of the SST may cause many environmental problems and destroy the marine ecosystem.
For example, the increase of the SST in Bohai may lead to the Brown Tide problem, and
the SST increases in the shore of Jiangsu Province and the Changjiang Estuary may result
in the Red and Green Tide problem and even cause the outbreak of jellyfish disasters
in these regions. The increase of the SST in the middle shelf and outer shelf regions of
the East China Sea will intensify the marine acidification and ocean hypoxia there. The
model validation and modification of this paper is relative simple. We use the difference
between the CMIP5 model and the WOA data in 2010 as the model error and substrate
these errors from CMIP5 model data to modify their projection results. We should use
more sophisticated methods with all the model assumptions and conditions to perform
model modification. However, it is not an easy task especially for the future projection with
many unknown conditions. We donot know whether these errors will remain constant
for the 2010–2100 period. Thus. we include the experimental results without projection
modification for comparison in this part. The decadal and seasonal SST changes without
modification of model projection results are shown in Table A1 and Table A2, respectively.
Comparing Table A1 to Table 3, and Table A2 to Table 4, we find that the bottom part of
these tables are the same with each other. That is, the investigation of 35 the SST changes
in the future using the differences of 2030, 2060, and 2090 relative to that in 2010 is not
influenced by the 36 model validation and modification method in this paper.

Table 4. The projection results of seasonal SST variations in the next 100 years using seven CMIP5 models and their
average result.

SST
2010 2030 2060 2090

Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win.

ACCESS1.3 16.20 24.86 18.77 11.48 16.55 25.38 19.63 12.57 19.47 28.28 21.75 13.64 18.78 28.49 22.65 14.05
CCSM4 16.43 25.71 18.85 11.29 16.45 25.36 19.57 11.44 18.04 26.61 20.53 13.08 17.83 26.64 20.68 12.49

FIO-ESM 16.94 25.84 19.06 11.75 16.36 26.20 19.26 11.60 15.52 25.95 19.78 10.77 16.45 26.68 19.07 11.47
CESM1-CAM5 16.48 25.64 18.88 11.42 17.33 26.21 19.03 11.45 18.65 27.36 19.98 12.46 17.94 27.54 21.02 12.61
CMCC-CMS 16.76 25.60 19.32 11.99 18.10 26.42 19.58 12.75 18.83 27.64 20.46 13.44 18.83 27.39 20.10 13.85

NorESM1-ME 16.54 25.77 18.85 11.24 16.80 25.73 18.18 10.30 17.93 27.68 19.72 11.96 17.96 27.36 19.52 12.13
MPI-ESM-MR 16.66 25.71 18.73 11.26 17.36 26.88 18.41 12.06 19.17 27.12 19.71 13.10 18.27 27.76 19.76 12.88

Average 16.67 25.71 18.72 11.31 17.08 26.15 18.88 11.58 18.34 27.35 20.07 12.48 18.11 27.53 20.19 12.61

SST
Changes

2010 2030–2010 2060–2010 2090–2010

Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win.

ACCESS1.3 16.20 24.86 18.77 11.48 0.35 0.52 0.86 1.09 3.27 3.41 2.97 2.16 2.58 3.63 3.87 2.57
CCSM4 16.43 25.71 18.85 11.29 0.02 −0.36 0.72 0.15 1.61 0.90 1.68 1.79 1.40 0.93 1.82 1.20

FIO-ESM 16.94 25.84 19.06 11.75 −0.57 0.36 0.20 −0.15 −1.42 0.11 0.72 −0.99 −0.49 0.84 0.00 −0.28
CESM1-CAM5 16.48 25.64 18.88 11.42 0.85 0.57 0.15 0.03 2.16 1.72 1.10 1.04 1.45 1.90 2.14 1.19
CMCC-CMS 16.76 25.60 19.32 11.99 1.33 0.81 0.26 0.75 2.07 2.04 1.15 1.45 2.06 1.79 0.79 1.86

NorESM1-ME 16.54 25.77 18.85 11.24 0.27 −0.05 −0.68 −0.93 1.39 1.91 0.87 0.73 1.42 1.59 0.67 0.89
MPI-ESM-MR 16.66 25.71 18.73 11.26 0.70 1.17 −0.33 0.80 2.51 1.41 0.98 1.84 1.61 1.95 1.03 1.62

Average 16.67 25.71 18.72 11.31 0.41 0.44 0.16 0.26 1.67 1.64 1.35 1.16 1.45 1.82 1.47 1.29

SST
Changes ratios

2010 2030–2010 2060–2030 2090–2060

Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win.

ACCESS1.3 16.20 24.86 18.77 11.48 0.017 0.025 0.041 0.052 0.094 0.093 0.068 0.035 0.022 0.007 0.029 0.013
CCSM4 16.43 25.71 18.85 11.29 0.001 −0.017 0.034 0.007 0.051 0.041 0.031 0.031 0.053 0.007 0.008 0.005

FIO-ESM 16.94 25.84 19.06 11.75 −0.027 0.017 0.009 −0.007 −0.027 −0.008 0.017 −0.027 −0.030 0.024 −0.023 0.023
CESM1-CAM5 16.48 25.64 18.88 11.42 0.040 0.027 0.007 0.001 0.042 0.037 0.031 0.033 0.023 0.006 0.034 0.005
CMCC-CMS 16.76 25.60 19.32 11.99 1.33 0.81 0.26 0.75 2.07 2.04 1.15 1.45 2.06 1.79 0.79 1.86

NorESM1-ME 16.54 25.77 18.85 11.24 0.013 −0.002 0.032 0.045 0.036 0.063 0.050 0.054 0.008 −0.010 −0.007 0.005
MPI-ESM-MR 16.66 25.71 18.73 11.26 0.034 0.056 −0.016 0.038 0.058 0.008 0.042 0.034 −0.029 0.017 0.002 −0.007

Average 16.67 25.71 18.72 11.31 0.020 0.021 0.007 0.013 0.041 0.039 0.038 0.029 −0.007 0.006 0.004 0.004
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 6. Seasonal changes of SST from 2010 to 2030 (the first column (a,d,g,j)), 2060 (the second column (b,e,h,k)), and
2090 (the third column (c,f,i,l)), respectively. The first row to fourth row illustrates the changes in Spring, Summer, Autumn,
and Winter, respectively.

174



J. Mar. Sci. Eng. 2021, 9, 367

6. Conclusions

This paper investigated both decadal and seasonal SST variations in the East China
Shelf Seas by 2100 using CMIP5 models under RCP4.5. Seven representative CMIP5 mod-
els were used in this paper, including ACCESS1.3, CCSM4, FIO-ESM, CESM1-CAM5,
CMCC-CMS, NorESM1-ME, and MPI-ESM-MR. To make the projection more accurate,
we introduced the high-resolution hydrological observation data from WOA18 for model
validation and simulation result modification. The best model (MPI-ESM-MR) with highest
resolution and low errors was selected for the projection of SST changes. The exten-
sive experimental results demonstrated that both decadal and seasonal SSTs in the East
China Shelf Seas will increase significantly in the next one hundred years: the decadal
SST will increase by about 1.5 ◦C till 2090, and the seasonal SST will increase by about
1.03 ◦C–1.95 ◦C by 2090. The highest increment was obtained from 2030 to 2060, and it
became stable from 2060 to 2090. Although the SST increase in 2030 was not as significant
as that in 2060 and 2090, the distribution of SST increases was inhomogeneous. Some local
regions had a high SST increase of 1.5 ◦C in the east of Bohai Sea (east of Qinhuangdao),
the Changjiang Estuary, and its adjacent shore of Jiangsu Province. Compared to the
decadal analysis, the seasonal variation may play a more important role in understanding
climate changes. We found that in summer, the significant SST increase mainly concentrated
in the eastern area of Bohai, the Changjiang Estuary, and the shore of Jiangsu Province,
which is mainly due to the weakness of upwelling, the strengthening of the Kuroshio
invasion, and the influence of the Taiwan warm current. In autumn, the increase of SST
becomes smoother, and the regions with a significant SST increase move from the inner
shelf to the outer shelf regions in winter and spring. The significant SST increase may affect
the local marine ecology seriously. It can change the distribution of marine organisms, lead
to the moving up of the phenophase, intensify the low oxygen and acidification problems,
and cause many environmental problems. It has brought about the Brown Tide in the east
of Qinhuangdao in the Bohai Sea, led to the Red and Green Tide in the Changjiang Estuary
and the shore of Jiangshu Province, and caused the outbreak of jellyfish disasters in these
regions. To the best of our knowledge, this is the first work to investigate both decadal and
seasonal SST variations in the East China Shelf Seas using high-resolution CMIP5 model
data and observation data.
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Appendix A

Table A1. The decadal SST variation in the next 100 years using the raw CMIP5 model data without
projection result modification.

SST 2010 2030 2060 2090

ACCESS1.3 16.18 16.89 19.14 19.35

CCSM4 18.93 19.06 20.42 20.26

FIO-ESM 20.48 20.44 20.08 20.50

CESM1-CAM5 18.84 19.24 20.34 20.51

CMCC-CMS 19.47 20.26 21.14 21.10

NorESM1-ME 19.47 19.12 20.69 20.61

MPI-ESM-MR 18.51 19.10 20.19 20.06

Average 18.81 19.13 20.27 20.32

SST Changes 2010
2030–2010 2060–2010 2090–2010

(2030–2010)/Years (2060–2030)/Years (2090–2060)/Years

ACCESS1.3 17.83
0.70 2.95 3.16

0.034 0.073 0.007

CCSM4 18.07
0.13 1.50 1.34

0.006 0.044 −0.005

FIO-ESM 18.40
−0.04 −0.40 0.02

−0.002 −0.011 0.013

CESM1-CAM5 18.11
0.40 1.50 1.67

0.019 0.036 0.005

CESM1-CMS 18.42
0.79 1.67 1.62

0.038 0.028 −0.002

NorESM1-ME 18.10
−0.35 1.22 1.14

−0.017 0.051 −0.003

MPI-ESM-MR 18.10
0.59 1.68 1.55

0.028 0.035 −0.004

Average 18.11
0.32 1.46 1.51

0.015 0.037 0.002

The model validation and modification of this paper is relative simple. We use the
difference between the CMIP5 model and the WOA data in 2010 as the model error and
substrate these errors from CMIP5 model data to modify their projection results. We should
use more sophisticated methods with all the model assumptions and conditions to perform
model modification. However, it is not an easy task especially for the future projection with
many unknown conditions. We donot know whether these errors will remain constant
for the 2010–2100 period. Thus. we include the experimental results without projection
modification for comparison in this part. The decadal and seasonal SST changes without
modification of model projection results are shown in Table A1 and Table A2, respectively.
Comparing Table A1 to Table 3, and Table A2 to Table 4, we find that the bottom part of
these tables are the same with each other. That is, the investigation of 35 the SST changes
in the future using the differences of 2030, 2060, and 2090 relative to that in 2010 is not
influenced by the 36 model validation and modification method in this paper.
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Table A2. The projection results of seasonal SST variations in the next 100 years using seven CMIP5 models and their
average result using the raw CMIP5 model data without projection result modification.

SST
2010 2030 2060 2090

Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win.

ACCESS1.3 12.55 24.86 20.28 13.00 12.89 19.43 21.14 14.09 15.81 22.33 23.25 15.16 15.13 22.54 24.15 15.57

CCSM4 14.41 25.34 22.79 13.16 14.43 24.98 23.51 13.31 16.02 26.24 24.47 14.95 15.81 26.27 24.62 14.36

FIO-ESM 17.40 25.51 23.48 15.54 16.82 25.87 23.67 15.39 15.98 25.62 24.20 14.56 16.91 26.35 23.47 15.26

CESM1-CAM5 14.27 23.98 22.92 14.17 15.12 24.55 23.07 14.20 16.43 25.70 24.03 15.21 15.72 25.88 25.07 15.36

CMCC-CMS 15.46 23.88 23.52 15.03 16.78 24.69 23.78 15.78 17.52 25.92 24.66 16.47 17.52 25.67 24.30 16.89

NorESM1-ME 15.49 25.63 23.55 13.20 15.76 25.59 22.87 12.27 16.89 27.54 24.41 13.93 16.91 27.36 19.52 12.13

MPI-ESM-MR 14.06 23.53 23.25 13.20 14.76 24.70 22.92 14.00 16.57 24.94 24.23 15.04 15.67 25.48 24.27 14.82

Average 14.76 23.81 22.83 13.85 15.17 24.25 22.99 14.11 16.43 25.45 24.18 15.01 16.20 25.63 24.30 15.14

SST
Changes

2010 2030–2010 2060–2010 2090–2010

Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win.

ACCESS1.3 12.55 24.86 20.28 13.00 0.35 0.52 0.86 1.09 3.27 3.41 2.97 2.16 2.58 3.63 3.87 2.57

CCSM4 14.41 25.34 22.79 13.16 0.02 −0.36 0.72 0.15 1.61 0.90 1.68 1.79 1.40 0.93 1.82 1.20

FIO-ESM 17.40 25.51 23.48 15.54 −0.57 0.36 0.20 −0.15 −1.42 0.11 0.72 −0.99 −0.49 0.84 0.00 −0.28

CESM1-CAM5 14.27 23.98 22.92 14.17 0.85 0.57 0.15 0.03 2.16 1.72 1.10 1.04 1.45 1.90 2.14 1.19

CMCC-CMS 15.46 23.88 23.52 15.03 1.33 0.81 0.26 0.75 2.07 2.04 1.15 1.45 2.06 1.79 0.79 1.86

NorESM1-ME 15.49 25.63 23.55 13.20 0.27 −0.05 −0.68 −0.93 1.39 1.91 0.87 0.73 1.42 1.59 0.67 0.89

MPI-ESM-MR 14.06 23.53 23.25 13.20 0.70 1.17 −0.33 0.80 2.51 1.41 0.98 1.84 1.61 1.95 1.03 1.62

Average 14.76 23.81 22.83 13.85 0.41 0.44 0.16 0.26 1.67 1.64 1.35 1.16 1.45 1.82 1.47 1.29

SST
Changes ratios

2010 2030–2010 2060–2030 2090–2060

Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win. Spr. Sum. Aut. Win.

ACCESS1.3 12.55 24.86 20.28 13.00 0.017 0.025 0.041 0.052 0.094 0.093 0.068 0.035 −0.022 0.007 0.029 0.013

CCSM4 14.41 25.34 22.79 13.16 0.001 −0.017 0.034 0.007 0.051 0.041 0.031 0.053 −0.007 0.001 0.005 −0.019

FIO-ESM 17.40 25.51 23.48 15.54 −0.027 0.017 0.009 −0.007 −0.027 −0.008 0.017 −0.027 −0.030 0.024 −0.023 0.023

CESM1-CAM5 14.27 23.98 22.92 14.17 0.040 0.027 0.007 0.001 0.042 0.037 0.031 0.033 −0.023 0.006 0.034 0.005

CMCC-CMS 15.46 23.88 23.52 15.03 0.063 0.039 0.013 0.036 0.024 0.040 0.029 0.022 −0.001 −0.008 −0.012 0.013

NorESM1-ME 15.49 25.63 23.55 13.20 0.013 −0.002 0.032 0.045 0.036 0.063 0.050 0.054 0.001 −0.010 −0.007 0.005

MPI-ESM-MR 14.06 23.53 23.25 13.20 0.034 0.056 −0.016 0.038 0.058 0.008 0.042 0.034 −0.029 0.017 0.002 −0.007

Average 14.76 23.81 22.83 13.85 0.020 0.021 0.007 0.013 0.041 0.039 0.038 0.029 −0.007 0.006 0.004 0.004
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