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Long-term erosion is experienced by most of the coastlines worldwide, and it is
usually attributed not only to sea level rise but also to the retention of sand in dams, the
occupation of dry beaches by urbanized areas, the disturbance of the natural patterns of
longshore drift, the mining of sand as building material for construction, and so on. Beach
nourishment has evolved as the favored erosion-mitigation strategy in many areas of the
world. The increasing number of people living on the coast, the safety of those people, and
the high values of coastal property [1] are all factors that have made beach nourishment a
cost-effective strategy for managing erosion in many locations. However, a new scenario
of sand scarcity and environmental care has arisen in recent decades [2]. There have been a
number of different and interesting cases of various aspects of beach nourishment in the
last years. The purpose of this Special Issue has been to publish the different experiences
and research related to this topic.

After a careful review process, nine papers were included. Their thematic contribu-
tions include the use of field methods such as the use of remotely piloted aircraft systems
(RPAS) or un-manned aerial vehicles (UAV) for faster and automated mapping of the
coastal area or the acquisition of geomagnetic data in marine environments; the use of
multi-approach methodologies to assess the interaction between coastal structures and
beaches and in particular of submerged pipelines; the need to adopt a plan for the opti-
mal use of limited resources of available sediment from a regional perspective and the
assessment of the effectiveness of beach nourishments; the understanding of the role of
submerged geological control of beach profiles together with the implementation of inno-
vative beach nourishment strategies while facing the non-trivial challenge of visualizing
and communicating mesoscale modeling assumptions, uncertainties and outcomes to both
coastal specialists and decision makers; and the influence of sea-level rise and erosion on
diminution of beach habitats.

The contributions are commented upon in order of appearance in this Special Issue.
Although an effort has been made to compile contributions that cover an update in the
state-of-the-art of innovative techniques in beach nourishment, by no means should they
be limited to the topics presented hereby.

To begin with, the size and great dynamism of coastal systems require faster and more
automated mapping methods, such as the use of a remotely piloted aircraft system (RPAS)
or unmanned aerial vehicle (UAV). However, the main problem for surveying using low-
altitude digital photogrammetry in beach areas is their visual homogeneity. Obviously, the
fewer the homologous points defined by the software, the lower the accuracy. Contreras-de-
Villar et al. [3] have addressed the error performed in photogrammetric techniques, such as
flight height, flight time, percentage of frame overlap (side and forward), and the number
of ground control points (GCPs). Among their conclusions, it should be highlighted that
the error for noon flights is almost double that for early morning flights. Moreover, a
minimum value of 7 GCP per hectare should be taken into account when designing a beach
leveling campaign using RPAS.

1



J. Mar. Sci. Eng. 2021, 9, 499

Coastal areas are usually very impacted because of demographic and industrial
pressure, which leads to an interaction between anthropic infrastructures and littoral
dynamics. One of the public works that can most influence the sediment transport is a
submerged pipeline. Lersundi-Kanpistegi et al. [4] studied the extension of the wastewater
pipeline in Vigo (Northwest Spain) crossing the most important urban beach of the city
by using a multi-tool strategy based on high resolution bathymetry data, seabed physical
characterization, a grain size study of the superficial sediment, and a numerical simulation
of the tide, wave climate, and sediment transport in low and high energy conditions using
the open source Delft3D software. The results indicate characteristics that the design must
follow in order to ensure that the future structure would not alter the global sediment
dynamics of the beach. The multi-approach methodology presented can be applied to other
studies of the interaction between coastal structures and beaches.

Beach nourishment is generally seen as the preferred means of rectifying coastal
erosion, due to its low environmental impact and natural evolution. Martell et al. [5]
present a study regarding the effectiveness of beach nourishments in Cancun (Mexico),
but its conclusions regarding the erosion tendency directly linked to the incidence of
extreme hydrodynamic conditions and the scarcity of natural sediment sources can be
applied to beaches with similar characteristics in any other area. Furthermore, the need
for improving long term predictions of the wave climate under global warming scenarios
must be highlighted.

Submerged geological control of beach profiles, e.g., through the existence of reef flats
or submerged sills, is a topic that has been widely studied over the last years. Moreover,
fringing reefs have significant impacts on beach dynamics, yet there is little research on how
they should be considered in beach nourishment design, monitoring, and conservation
work. Thus, the behavior and characteristics of nourishment projects at two reef protected
beaches, in Hawaii (USA) and in Cadiz (Spain), are compared [6] to provide transferable
information for future nourishment projects and monitoring in this type of environment.
Several differences were detected related to the nourishment cost, distance to the borrow
site, post-nourishment monitoring frequency and assessment of accuracy, measurement of
the beach volume increase after nourishment, etc.

Innovative beach nourishment strategies have been developed in the last decade,
driven by the increased worldwide interest in environmentally friendly coastal protection
measures. In this context, the massive nourishment project of the Netherlands (known as
Sand Engine [7]) has been hailed as a successful means of beach protection. Adapting this
idea, a very small and bell-shaped Sand Engine was designed to protect the beachfront
at a tourist resort near Puerto Morelos, Mexico [8]. This micro Sand Engine is seen as a
sustainable and eco-friendly coastal protection measure, especially applicable when large
nourishment projects are not viable. Maintenance work for this type of nourishment is
cost- and time-effective, and any negative impacts on sensitive ecosystems nearby can be
detected and controlled quickly.

Coastal geomorphologists and engineers worldwide are increasingly facing the non-
trivial challenge of visualizing and communicating mesoscale modeling assumptions,
uncertainties and outcomes to both coastal specialists and decision makers. Payo et al. [9]
show how the risk of simulation model outcomes can be minimized by using the Coastal
Modeling Environment (CoastalME). CoastalME is a modeling framework for coastal
mesoscale morphological modeling that can achieve close linkages between the scientific
model abstractions and the 3D representation of topographic and bathymetric surfaces. A
transparent methodology to merge the required variety of data types and formats into a
3D-thickness model is presented through the case study of Happisburgh (eastern England,
UK). Finally, some of the barriers to the adoption of this methodology are analyzed.

Sometimes, the limited resources of available sediment make it necessary to adopt
a plan for their optimal use from a regional perspective. This is the case presented by
Pranzini et al. [10], who present a study carried out to support the Region of Tuscany
Coastal Sediment Management Plan along the 215 km-long continental sandy coast of this
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Italian region. Sand stability and color compatibility were determined in order to assess
the possibility of using the available sediment in accreting sectors to nourish the beach in
eroding areas. This kind of study is of great interest for the proposal of sound management
actions to counteract the increasing erosion processes linked to climate change phenomena
and human effects on rivers and coastal systems.

A method for the acquisition of geomagnetic data in marine environments, developed
by the Oceanographic and Hydrographic Research Center of Colombia, is presented by
Oviedo et al. [11]. Leaving sub-bottom profiling and side-scan sonar techniques aside,
the most representative uses of the geomagnetic method are the location of pipelines
and metal plates, detection of buried ordnance, identification of sites of archaeological
interest, and the characterization of geological structures. To test the method, a grid of
geomagnetic data was surveyed in an area close to the island of San Andrés (Northwest
Colombian maritime territory) and compared with survey data obtained from National
Oceanic and Atmospheric Administration (NOAA) magnetic data. Despite the long time
interval between the two surveys, almost 50 years, no significant differences were observed
in terms of the analyzed variables.

Finally, the influence of sea-level rise and erosion (along with shoreline hardening and
reduced sediment inputs) on diminution of beach habitats is shown by Martin et al. [12].
Their study shows that increasing sandy beach habitat can be beneficial to wildlife, but the
method of placement, timing of the project, and fate of the beach afterward can modulate or
prevent beneficial effects. Frequent repetition of sand placement may accumulate impacts
without allowing sufficient time for the ecosystem to recover.

Closing this editorial, the guest editors consider that this Special Issue will provide ben-
efits to technicians, engineers, researchers and managers in the area of beach nourishment.
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Abstract: The size and great dynamism of coastal systems require faster and more automated

mapping methods like the use of a remotely piloted aircraft system (RPAS) or unmanned aerial vehicle

(UAV). This method allows for shorter intervals between surveys. The main problem for surveying

using low-altitude digital photogrammetry in beach areas is their visual homogeneity. Obviously,

the fewer the homologous points defined by the program, the lower the accuracy. Moreover, some

factors influence the error performed in photogrammetric techniques, such as flight height, flight

time, percentage of frame overlap (side and forward), and the number of ground control points

(GCPs). A total of 72 different cases were conducted varying these factors, and the results were

analyzed. Among the conclusions, it should be highlighted that the error for noon flights is almost

double that for the early morning flights. Secondly, there is no appreciable difference regarding

the side overlap. But, on the other side, RMSE increased to three times (from 0.05 to 0.15 m) when

forward overlap decreased from 85% to 70%. Moreover, relative accuracy is 0.05% of the flying

height which means a significant increase in error (66%) between flights performed at 60 and 100 m

height). Furthermore, the median of the error for noon flights (0.12 m) is almost double that for the

early morning flights (0.07 m) because of the higher percentage of grids with data for early flights.

Therefore, beach levelings must never be performed at noon when carried out by RPAS. Eventually, a

new parameter has been considered: the relationship between the number of GCPs and the surface

to be monitored. A minimum value of 7 GCP/Ha should be taken into account when designing a

beach leveling campaign using RPAS.

Keywords: UAV; RPAS; littoral systems; aerial photogrammetry; DTM; monitoring; SfM; GCPs

1. Introduction

Coastal erosion has become one of the most important concerns of different coun-
tries [1]. Coastal areas are the focal points of tourist attractions, which translates into an
important source of economic income [2–4]. Moreover, the study of coastal behavior helps
us understand the complex processes that occur in these areas [5,6]. Their understanding
leads us to the prevention of coastal erosion, and thus monitoring the evolution of our
beaches is essential [6]. Thus, a methodology for carrying out measurements of some
oceanographic phenomena using Unmanned Aerial Vehicles (UAV also known as remotely
piloted aircraft system or RPAS) have already been presented by other researchers (e.g., [7]).
Nevertheless, some aspects can still be taken into account as we will show later.

Correct coastal modeling needs a three-dimensional reconstruction of the study
area [8]. Coastal modeling is represented by digital terrain models (DTMs) of high spatial
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resolution. Geomorphological state can be defined as a multitemporal surface [9,10]. De-
pending on the beach area to be mapped (dry zone, intertidal zone, or submerged zone),
various techniques and methodologies can be used [11,12]. The dry beach and the intertidal
zone have been mapped using direct topography techniques [12]. Initially, a tachymeter
was used, being later replaced by the total station, an electronic transit theodolite integrated
with electronic distance measurement (EDM), and an on-board computer to collect data
and perform triangulation calculations. This task is currently done with GPS techniques.
This type of point-to-point data collection is cheaper than the previous ones because it only
requires one technician. However, GPS surveying is limited to small and easily accessible
areas.

The size and great dynamism of these coastal systems require faster and more auto-
mated mapping methods [13]. Thus, the synchronous nature of the data is not lost [14].
Photogrammetry has evolved to the technique called structure from motion (SfM) [13–17]
based on algorithms that allows one to obtain excellent cartographic results from a set
of frames that cover an area. The emergence of RPAS systems as well as the high def-
inition of today’s digital cameras have induced new cartographic systems. The use of
these systems significantly reduces costs and execution times, providing excellent accu-
racy [18]. This technology, tested in multiple applications, appears as a serious competitor
against other cartographic techniques (e.g., LIght Detection and Ranging or LIDAR) [19].
Hugengoltz et al. [20], for instance, stated that the vertical RMSE of an RPAS data set was
equivalent to the RMSE of a bare earth LiDAR DTM for the same site.

The work procedure involves the definition of a series of parameters such as flight height
(Figure 1a), covering area, percentage of overlap between adjacent frames (Figure 1b,c), and a
different number of ground control points (GCPs) [21] (Figure 1d).

Figure 1. Sketch showing basic concepts of the remotely piloted aircraft system (RPAS) system: frame and flight height (a),

overlap between two adjacent frames (b,c) and distribution of the different number of ground control points (GCPs) (d).

6
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A particular case of the problems of low-altitude digital photogrammetry is the
identification of common points in contiguous frames over poorly differentiated visual
areas. When performing a low-altitude flight over highly homogeneous surfaces (beach
sand, snow, agricultural areas of the same crop) is difficult to find common points [22]. The
fewer the homologous points defined by the program, the lower the accuracy. This fact is
common in the photogrammetry of beach areas and the accuracy of the DTM will be the
result of the concatenation of the errors in different stages [23].

Thus, this paper aims to compare the vertical accuracy of a beach leveling, by using
an RPAS, performed with different parameters of flight (height, time, side and forward
overlap) and number of GCPs. Eventually, some guidelines will be presented to minimize
the error of a photogrammetric survey.

2. Study Area

The chosen beach is Los Lances beach, in Tarifa (SW Spain). This area is considered as
a bird special protection area due to its privileged situation that gives it a relevant role in
air and marine migration processes (Figure 2).

Figure 2. Location of the study area.
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This space has a good state of conservation of ecosystems and a high-quality landscape.
The beach is 3854 m long and covers an area of 280,000 m2. The study area, a 178 m by
84 m rectangle, is also shown in Figure 2.

Its degree of urbanization is low. It has fine golden-colored sand, composed of
medium-coarse unconsolidated sediments. The D50 of the emerged sand is 0.34 mm. It is a
dissipative beach and has waves of medium-moderate degree [24]. The maximum tidal
range is about 1.40 m, and the significant wave height Hs is about 3.7 m [21]. It is a type of
semi-urban beach widely used by windsurfers and kitesurfers due to the abundant windy
days of the year that occur in this area. The prevailing winds in the area are eastwards and
westwards [25]. The dry beach area before the dune area is over 100 m wide, which is an
optimal area for conducting the study.

3. Methods

The factors that influence the error performed in digital photogrammetric techniques
are flight height, overlap (side and forward), and GCP number. Different tests were
conducted varying these factors, and the results were analyzed. The main problem for
surveying using photogrammetric methods in beach areas is their visual homogeneity.
This effect reduces the number of homologous points among neighboring frames and thus
prevents optimal correlation.

In normal conditions, it is recommended to make the flights in hours close to noon
since the sun is in the highest position, generating few shadows [26]. However, in addition
to the noon flights, other flights were carried out early in the morning when the sun was
at a low altitude. These supplementary flights were performed trying to find out if the
shadows produce enough differentiation in the terrain as to decrease the margin of error
(Figure 3).

Figure 3. Frame detail: (a) early morning; (b) at noon. Frame details showing how shadows produce more homologous

points in the early morning than at noon.

One difficulty is the short flight time of RPAS. Thus, the usual flight time (20–25 min)
must be balanced against each other parameter: the surface to be flown, the flight height,
and the overlap in the images we want to obtain.

The parameters that varied on each flight were the following:

• Data collection at 8 a.m. and 12 p.m.,
• Flight height at 60, 80, and 100 m,
• Side overlap at 85% and 70%,
• Forward overlap at 85% and 70%,
• Number of GCPs on each flight: 10, 7, and 5.
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3.1. Data Collection

As we previously specified, the area chosen for the study is 178 m alongshore and
84 m cross-shore, and therefore its surface area is about 15,000 m2, although the overflight
area was obviously taken of a larger surface.

Data collection was planned with Phantom 4 Pro, based on the following three stages:
(a) Distribution on the beach of prefabricated landmarks to improve precision and

calibration of the camera. Though some authors [27] state that direct georeferencing with
high camera location accuracy and GNSS receivers can limit the need for GCPs, these
landmarks were used as GCPs and georeferenced. The GCPs were plastic, measuring
24 × 30 cm and about 5 mm high (Figure 4), and had a hollow that helped fix their
position in the sand. The reverse was painted, creating an alternating white-and-black grid.
The positions were chosen to try to get an optimal placement according to the literature
(covering all four corners of the site, the highest and lowest elevations, and with sufficient
cross-shore and alongshore coverage). Moreover, their location was maintained during the
two flight campaigns so that the results were not affected by any movement.

Figure 4. Dimensions of the GCP used and an aerial view of one of them already placed on the beach.

(b) Performing a topographic survey of the area using direct topography with GPS
in RTK (Real-Time Kinematic) mode that provides precision around 3 cm. To ensure this
accuracy, each topographic reading was repeated by taking three consecutive shots, which
were checked and validated only if their difference was less than 1 cm in planimetry
and 2 cm in altimetry. Moreover, the GPS rod man distinguished all the locations where
pronounced changes in the beach topography appeared, due to his/her training and
experience. Therefore, the density of GPS points was increased in these areas. A total
of 657 survey points were taken, with an average distance among points of five meters
approximately. This density of points is very high for the characteristics of the terrain.

The aims were twofold: first, calculating a topographic surface to compare with the
photogrammetric data and, second, determining the coordinates of the GCPs for the RPAS
postprocessing. The points were defined in European coordinates UTM ETRS89, and the
levelings referred to the Spanish Datum (mean sea level in Alicante) by using the EGM2008
geoid provided by the National Geographic Institute [28].

(c) Introduction of the flight parameters into the RPAS software and realization of the
photogrammetric flights. Six flights were made on the same day. In this way, the weather
conditions and the situation of the terrain would be the same and therefore would not
influence the results of the study. Flight planning requires the establishment of the limits
of the area to be photographed, camera characteristics, flight height, flight direction, and
frame overlap in side and forward directions. Thus, three flights were made at 8 am (when
the sun angle is still low), with flight heights of 60, 80, and 100 m. The flights were taken
with a side and forward overlap of 85%. However, also 75% of overlap in both directions
was considered afterward by using the software. There were three more flights at noon
(when the sun is at its highest position), repeating the same operation.

9
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Therefore, six flights were made, but a total of 72 cases were studied (Table 1) by
combining the parameters of two times of the day with different heights of flight (3),
different side and forward overlaps and different number of GCPs (5, 7, and 10).

Table 1. Values of the different flight parameters and number of studied cases.

Parameter Values Number of Cases

Flight time 8 a.m. and 12 p.m. 2

Flight height 60, 80, and 100 m 3

Longitudinal overlap 70% and 85% 2

Transverse overlap 70% and 85% 2

Number of GCPs 5, 7, and 10 3

Total number of cases - 72

Flight mission planning was previously done. For this, the Pix4D Capture program
was used. This program uses the aerial images of Google Earth® as a base on which the
area to be flown is defined, the flight height and the side and forward coverings were
described, and the flight course was marked to optimize the times. The program calculated
the flight speed and shooting interval among photographs. Figure 5 shows the flight plan
scheme.

The camera technical data are presented in Table 2.

Table 2. Data of camera.

Sensor
1” CMOS

Effective Pixels: 20M

Lens
FOV 84◦ 8.8 mm/24 mm (35 mm format equivalent) f/2.8−f/11

autofocus at 1 m-∞

Iso Range

Photo:

100–3200 (Auto)

8–1/2000 s

8–1/8000 s

Mechanical Shutter Speed 3:2 Aspect Ratio 5472 × 3648

Electronic Shutter Speed 4:3 Aspect Ratio 4864 × 3648

Image Size

16:9 Aspect Ratio 5472 × 3078

4096 × 2160 (4096 × 2160 24/25/30/48/50p)

3840 × 2160 (3840 × 2160 24/25/30/48/50/60p)

PIV Image size

2720 × 1530 (2720 × 1530 24/25/30/48/50/60p)

Single Shot

Burst Shooting: 3/5/7/10/14 frames

Still Photography modes
Auto Exposure Bracketing (AEB): dL/5 at 0.7

EV Bias Internal 2/3/5/7/10/15/20/30/60 s

Number of frames and duration of flight are shown in Table 3.
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Table 3. Flight data, frame characteristics, frame number, and duration of flight.

Flight
Height (m)

GSD
(cm/pixel)

Frame Size
(m·m)

Number of
Frames

Duration of Flight
(min)

60 1.64 90 × 60 185 16

80 2.18 119 × 80 123 11

100 2.73 148 × 98 81 9

The second column displays the Ground Sampling Distance (GSD), which is directly
related to the flight altitude and camera parameters. The GSD is defined as the distance
between two consecutive pixel centers measured on the ground. The greater the GSD value,
the lower the spatial resolution of the image, and the less visible the details [29].

Figure 5. Image of the flight plan indicating the area of interest and frame overlap. The overflight

area is bigger than the study area.

3.2. Method of Obtaining DTM by Photogrammetry and DTM Checking

The methodology for obtaining the DTM is based on the structure from motion
(SfM) algorithm. The software used is Agisoft-Metashape Professional Educational®.
Unstructured aerial images using fast, inexpensive, and highly automated image processing
produces three-dimensional information. This RPAS-SfM pairing gives good results in
cartographic production [27,30,31]

Firstly, once a set of frames was loaded into the software, an approximate orientation
of the frames, based on the EXIF data of each photograph, was performed. EXIF is short
for exchangeable image file, a format that is a standard for storing interchange information
in digital photography image files using JPEG compression. It relied mainly on the focal
length of the camera used, the time of taking the picture, and GPS coordinates.

Once the complete block was ordered, the program searched for tie points among
adjacent frames. At this point, we could define the degree of precision that we require, as
well as the key points and maximum tie points to be used in each frame to perform the
operation.

The result of this process was a global point cloud that collected all the tie points of
the flight frameset. At this time, the program had already created a three-dimensional
point cloud. These point clouds were adjusted, georeferenced, and corrected for the lens
distortion by using the GCPs. This procedure required entering the coordinates (X, Y, Z) of
the GCPs and identifying them graphically in each of the frames in which they appeared.
Since the GCPs points were defined in coordinates in the UTM-ETRS89 system, the adjusted
point cloud would be in that same system.
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At this point, we had the points of the topographic survey performed by GPS on
the ground and the 72 DTMs obtained by processing the former set of point clouds. To
facilitate and simplify the statistical reading of the DTMs, the size of each basic element of
the DTM (tile size) was defined as a square of 1 m on the side. The Z value of each tile was
defined as the average of the specific values it contained. Once the DTM was obtained, we
cut it to the area of interest. By forming the DTM with all the points and cutting it later, we
avoided the loss of data and extrapolation in the boundary areas.

These DTMs have been widely used, and much research on their error and uncertainty
has already been investigated [14]. The quality of these models depends on several factors,
such as the method used to attain the altimetric data, the density of the starting data, the
resolution of the mesh, or the interpolation algorithm used, among others.

3.3. Calculation of the Error

To check the final quality of each flight, the error of each of the 72 DTMs (generated
from the cloud of points obtained with the RPAS) was calculated by comparing to the DTM
defined from the topographic data taken with GPS in RTK as the reference (Equation (1)).
All the DTMs had the same dimensions, and a grid size of 1 × 1 m was chosen to facilitate
comparison. Moreover, the percentage of grids that contained at least one datum was
calculated, and its value was used as another reliability parameter.

The result of the comparison is another DTM whose characteristic is the difference
between the altitudes of the flight DTM and the topographic DTM (GPS on the ground),
that is, the vertical error (ε) in every grid.

ε = Z f light − Zground (1)

Figure 6 shows an example of this error (ε) calculated as the difference between the
altitudes of the flight DTM and the topographic DTM (GPS on the ground)

Figure 6. Map of the vertical error in every grid(ε). Example of the difference between the altitudes of the flight digital

terrain models (DTM) and the topographic DTM (GPS on the ground).
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Given the higher precision in the horizontal plane (approximately twice that in the
vertical plane) and the very gentle slope of the beach profile (<2%), we will assume that the
influence of the possible location error of a point on the vertical precision is negligible.

However, this average of the vertical errors suffers from that positives and negatives
can cancel each other out and give a false sense of accuracy. That is the reason why another
statistic, the RMSE (Equation (2)) was calculated.

The National Standard for Spatial Data Accuracy (NSSDA) is a recent standard pro-
posed by the Federal Geographic Data Committee (1998) [32] and can be used for both
analog and digital cartographic data [33]. This standard assumes a normal distribution of ε
and uses the root-mean-square error (RMSE) as the most common and valid statistic for
the evaluation of products obtained by photogrammetry and remote sensing.

RMSEZ =

√

1

n

n

∑
i=1

(

Z f light − Zground

)2
(2)

The 95% confidence interval (Equation (3)) for the vertical accuracy reached in each of
the grids was determined according to the NSSDA as

PZ,95% = 1.96 · RMSEZ (3)

Thus, Equation (4) shows the range of values that do not exceed the established
accuracy.

{

x + 1.96·RMSEZ

x − 1.96·RMSEZ

}

(4)

4. Results and Discussion

4.1. Error for Each of the 72 Cases

As previously mentioned, the average of the vertical errors (ε in Equation (1)) results
in a number not too helpful because positives and negatives can cancel each other out.
That is the reason why another statistic, the RMSE (Equation (2)) was calculated. From
these data, the vertical accuracy (Equation (3)) for each of the cases was determined. The
results of these two values for each of the 72 cases are shown in Table 4. Moreover, another
error parameter defined in the methodology is also presented in Table 4, the percentage of
non-empty grids (1 × 1 m2), i.e., with at least one homogeneous point inside.

4.2. Influence of Number of GCPs

The first variable to consider is the number of GCPs. A box-and-whisker plot of their
RMSE error is shown in Figure 7. Note that a boxplot is a standardized way of displaying
the dataset based on a five-number summary: the minimum, the maximum, the sample
median, and the first and third quartiles. You can see from the graph that there is a large
distance between the lower (25%) and upper quartiles (75%) (IQR-Interquartile range),
which are 0.10, 0.08, and 0.03 m for 5, 7, and 10 GCPs, respectively. Note that the whiskers
(the two lines outside the box that extend to the highest and lowest observations) are
similar in the three cases. The high value for the 10 GCP case is due to the existence of
outliers for the noon survey. The variation of these results is far away from the results
presented by other authors as James et al. [34] whose RMSE had a negligible deviation
because of the number of GCPs, obtaining 3.12, 3.57, and 3.59 cm for 5, 10, and 15 GCPs,
respectively.
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Figure 7. Box-and-whisker plot of the average error based on the GCP number.

Thus, though other authors such as Zimmerman et al. [30] found that (7 to 9) well-
placed GCPs in the optimal configuration produced the same magnitude of error as using
more (15) poorly placed GCPs, the only acceptable values in our case are those collected by
using 10 GCPs, with an IQR less than 3 cm.

Moreover, 10 GCPs is just the maximum number of points for this particular case. To
generalize this value and its use in any other case, the number of GCPs has been divided
by the surface in hectares (Ha), a unit frequently used in topographic surveys. Thus, if we
divide 10 GCPs by 1.5 Ha (15,000 m2), we get a rounded value for the density of GCPs
(7 GCP/Ha), a new starting parameter when designing a beach leveling campaign using
RPAS. Regrettably, a limitation of this study is that we did not check whether the accuracy
might even increase more by using more than 10 GCP, and, therefore, the trend of the
inclusion of more GCPs remains unknown.

4.3. Influence of Flight Time

As previously noted, visual homogeneity of beach areas is one of the main problems
for surveying using photogrammetric methods because of the reduction of homologous
points among adjacent frames. Therefore, two different times for the flights were chosen
(8 a.m. and 12 a.m.) to find out if shadows in the early morning (Figure 8) produce more
homologous points than at noon and, thus, a decrease in the error committed. The number
of tie points are presented in Table 5.

Based on the results of the previous subsection, the values obtained for 5 and 7 GCPs
were discarded to avoid distorting the statistical results of the rest of the variables. Figure 7
shows the values of vertical RMSE for both aforementioned times of the flight and all the
flight heights

As can be seen in Figure 8 the IQR ranges from 5 to 14 cm with a median of 0.09 m
at noon while there are just a mean of 3.5 cm, no outliers, and a negligible dispersion in
the early morning. Moreover, the percentage of grids with data is almost 60% higher for
early flights than for noon flights. Therefore, it can be established that RPAS for beach
leveling must be performed early in the morning. Or, in other words, RPAS surveys must
be banned at noon.
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Figure 8. Box-and-whisker plot of RMSE vs. the flight time (8 a.m. and 12 a.m.) for all the flight heights.

Table 5. Number of tie points.

Flight Time Flight Height Number of Tie Points

60 m 105,382
08:00 a.m. 80 m 76,852

100 m 32,733

60 m 39,296
12:00 a.m. 80 m 29,639

100 m 19,848

4.4. Influence of Frame Overlap and Flight Height

Analyzing the percentage (70% vs. 85%) of side and forward overlap, four different
cases were considered. Moreover, flights were carried out at three different heights (60, 80,
and 100 m). The results presented in Table 4 are now shown in Figure 9, where only the 10
GCP experiments have been taken into account.

Starting with the noon flights (dashed lines), it can be seen that there is not too much
difference between the results of 60 and 80 m flight heights. Regarding the forward overlap,
there is no appreciable difference between both (70 and 85) percentages, i.e., forward
overlap change from 85 to 70 did not influence final results. However, RMSE decreased
enormously (from 0.15 to 0.05 m) when the side or transverse overlap changed from 70%
to 85%.

On the other side, when results from 8 am flights are analyzed, RMSE remained
constant and, therefore, independent from both side and forward overlap percentages.
Furthermore, there is a small but still significant difference for RMSE as a function of the
flight height. RMSE was 3, 4, and 5 cm for 60, 80, and 100 m heights, respectively. Following
Gonçalves and Henriques [35], a relative accuracy of the flying height can be calculated.
This relative accuracy was 0.35‰ in their case (from 0.046 m to 131 m flying height). A
numerical value very similar to the results presented here where relative accuracy was
0.5‰ for each of the flights performed early in the morning but lesser than the values
found for the flights performed at noon which can reach up to 1.5‰.
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Figure 9. RMSE vs. different side (S) and forward (F) overlap for different flight heights and flight

times (dashed lines are used for noon flights while solid lines are for 8 a.m. flights). Note that

the number of GCPs is not a variable because only experiments performed with 10 GCPs were

considered.

Thus, in brief, it can be established again that early morning flights minimize vertical
error. Moreover, side overlap should not be less than 85% while forward overlap percentage
is not a decisive factor. Finally, the decision about the flight height (when designing an
RPAS for a beach leveling) must take into account that variation of vertical RMSE, though
small in absolute value (5 cm vs. 3 cm), can be relatively significant (about 66%) when a
100 m height is chosen instead of a 60 m height.

5. Conclusions

A common fact in the photogrammetry of beaches (poorly differentiated visual areas)
is the difficulty in the identification of common points in contiguous frames [22]. And,
obviously, the fewer the homologous points defined by the program, the lower the accuracy.
Thus, the main objective of this work is to determine the parameters of flight (height, time,
frame overlap) and number of GCPs to optimize the accuracy of photogrammetric surveys
when using RPAS in cases of visually homogeneous areas.

The following variables have been taken into account: flight height (60, 80, and 100 m),
flight time (8 a.m. and 12 p.m.), side and forward overlap (70% vs. 85%), and the number
of ground control points or GCPs. The combination of these variables results in 72 cases.

Firstly, one of the main conclusions is related to the density of GCPs. A minimum
value of 7 GCPs/Ha has been found for this new parameter when designing a beach
leveling campaign using RPAS. However, the trend of the inclusion of more GCPs remains
unknown. This aspect is pending for future research.

Secondly, there is no appreciable difference regarding the forward overlap. But, on
the other side, RMSE increased to three times (from 0.05 to 0.15 m) when side overlap
decreased from 85% to 70%.

Moreover, the median of the error for noon flights (7 cm) is double that for the early
morning flights (3.5 cm) because of the higher (almost 60%) percentage of grids with data
for early flights. Therefore, beach levelings must never be performed at noon when carried
out by RPAS.

Finally, there is a significant difference (till 66%) for RMSE as a function of the flight
height. RMSE was 3, 4, and 5 cm for 60, 80, and 100 m heights, respectively, when only
results from the 8 a.m. flights are analyzed. Furthermore, in this case, RMSE remains
constant, and therefore independent, for the different side and forward overlap percentages.
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Abstract: In recent years, the Oceanographic and Hydrographic Research Center (part of the General

Maritime Directorate of Colombia (DIMAR) has made important efforts to advance research in the

field of marine geophysics, in particular, the techniques of geomagnetism, sub-bottom profiling, and

side-scan sonar, the first being the most developed at the present time. A method is presented for

the acquisition of geomagnetic data in marine environments, as used by DIMAR in the Colombian

maritime territory. The development of the geomagnetic method not only offers the opportunity

to advance basic scientific knowledge, but it is also of great importance in support of national

sovereignty issues. Among other applications, the most representative uses of the geomagnetic

method are the location of pipelines and metal plates, detection of buried ordnance, identification of

sites of archaeological interest, and the identification and characterization of geological structures. As

a result of testing the method, a grid of geomagnetic data was surveyed in an area close to the Island

of San Andrés in the north-west of the Colombian maritime territory. The survey was prepared with

a regional geometric arrangement, the result of which was compared with survey data obtained

from the National Oceanic and Atmospheric Administration (NOAA) magnetic data repository and

carried out in the same study area. Despite the long time interval between the two surveys, almost

50 years, no significant differences were observed in terms of the analyzed variables. Finally, results

show negligible differences between the magnetic data obtained for the years 1970 and 2018 for all the

variables measured, such as the inclination, declination, and total magnetic field. These differences

may be attributable to a geological component or also to the acquisition and processing methods

used in the 1970s.

Keywords: marine geophysics; magnetic method; Colombian Caribbean; DIMAR; CIOH

1. Introduction

The increase in marine geophysical activity in recent years has provided essential
data for evaluating theories about the origin of oceans and continents. Of the different
methods used to explore the sea floor and underlying mantle, the magnetic field and
its measurements have proven to be one of the most powerful tools for discovering and
delineating structural and geological patterns [1].

According to Ewing et al. [2], before World War II, almost all marine magnetic observa-
tions had been made by the research ship “Carnegie” (1909–1929), which was specially built
to work along widely spaced lines in the Atlantic, Pacific and Indian oceans. After the war,
the fluxgate magnetometer, originally developed as an airborne instrument for detecting
submarines, was adapted for marine applications by the Lamont Geological Research
Observatory. These were the first measurements made with a magnetometer towed by a
ship. Later, for work in the maritime field, the fluxgate magnetometer was replaced by
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the proton magnetometer, having the advantages of absolute field measurement and not
requiring orientation of the head [3].

The use of the geomagnetic method is widely known globally, for its various local
and regional applications [4]. Due to its high costs, which involve equipment and logistic
development and multiple applications, this geophysical method is generally undertaken
by foreign private companies with commercial aims, as the high costs prove to be a
disadvantage for state organizations dedicated to science and marine research, which
have limited budgetary allocations [5]. Therefore, it can be summarized that established
foreign companies, which compose the entire market, dominate geophysical exploration,
including those services in limited supply, such as gravimetry and magnetometry and its
applications [6–8].

The General Maritime Directorate (DIMAR) is located at Cartagena de Indias, in the
Colombian Caribbean Sea. DIMAR started the project “Geomagnetismo Marino” in 2015
with the purpose of recovering research capacity through the use of the G-882 marine
magnetometer from geometrics. One of the recovery activities included training on the
handling of the magnetic sensor and data acquisition. For the former, a document was
produced [9] in which a vast database and manuals were compiled, which served as a base
for the production of the following geophysical work methodology.

The need to propose a work methodology was pressing, as there was no record in
Colombia of any other public entity carrying out this type of scientific research. Therefore,
the efforts of the Caribbean Oceanographic and Hydrographic Research Centre (CIOH)
were aimed at the standardization of the guidelines and the parameters required for the
optimization of the marine geomagnetic method. After much effort and field tests in the
Colombian Caribbean, a methodology has been obtained that offers high-quality marine
geomagnetic data collection.

Thus, the following method aims to sequentially show the planning and acquisition of
geomagnetic information in deep marine environments in Colombian territory on board the
oceanographic research vessel ARC (Navy of the Republic of Colombia) Providence. The
guide has become a tool that provides an effective and efficient response for geophysical
research at the service of the nation. For this work, a bibliographic compilation was carried
out taking into account aspects such as the verification of magnetic sensors and operators
that can be powerful sources of magnetic noise. [10]. A fundamental aspect in the survey
was to determine the distance at which the magnetometer sensor must be towed to reduce
the magnetic effects of the vessel. Finally, the optimal lateral spacing between the lines also
had to be considered, which is directly related to the depth of the water [11].

Moreover, geomagnetism is a geophysical prospecting method, applicable to the oil
industry, and also mining and archaeological artefact explorations [11–13]. In mineral
exploration, magnetometry is widely used to directly prospect for magnetic minerals, such
as magnetite and other ferromagnetic minerals, and the method stands out for its speed
and low cost. This method is the most widely used in geophysical surveys, at local and
regional scales, and it is based on the study of the Earth’s magnetic field and its variations,
as a consequence of additional magnetic fields produced by magnetized rocky bodies
positioned on the surface and close subsoil [14,15].

The magnitude measured in the magnetic method is the Geomagnetic Field, which is
related to the magnetization of the environment and which, in the majority of materials,
appears when a magnetic field is applied to a body [16]. In the magnetic method, the
objective is to investigate the geology of the subsoil, from the variations in this geomagnetic
field, resulting from the magnetic properties of the underlying rocks [17,18]. Not all the
rock-forming minerals are magnetic, but certain types of rock contain sufficient magnetic
minerals to be able to produce significant magnetic anomalies, such as iron and magnetite,
among others. The influence of the total magnetic field can be measured anywhere on
earth, with a certain direction and intensity, subject to periodic variations and non-periodic
disturbances, the magnitude of which on the planet’s surface can vary from point to point
from 25,000 to 65,000 nT [19,20].
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When a magnetic material is placed in a magnetic field, the material is magnetized,
and the external field of magnetization is reinforced with the induced magnetic field in
the material. This is known as induced magnetization, and it is based on the magnetic
susceptibility of the materials, (understood as the degree of magnetization of a material in
response to a magnetic field), and the magnitude and direction of the magnetic field [21].
When the external field disappears, the induced magnetization disappears immediately,
but some materials retain a residual magnetism, and its direction will be fixed in the
direction of the inductive field [22]. The residual magnetism reflects the history of the
material. Thus, there is a contrast of magnetism between an anomalous source and the
adjacent lateral formations. These two types of magnetization are due to spontaneous
magnetization, which is a property of the ferromagnetic minerals in the Earth’s crust [23].

To calibrate the data, check its reliability, and study the variation of the new data, it
was necessary to have a reference work. To do this, we took into account previous work
carried out between 1970 and 1971, obtained from the repository of the National Oceanic
and Atmospheric Administration (NOAA). More specifically, from the Marine Geology
and Geophysics data from the National Centers for Environmental Information (NCEI),
formerly the National Geophysical Data Center or NGDC [24].

The objective of this work is to present a method to carry out magnetic surveys that is
compatible with other techniques used in different areas of engineering and science (hydro-
graphic surveys, side-scan sonar, search for magnetized bodies, search for archaeological
remains, etc.). To evaluate the quality of the work, the results obtained in a recent campaign
were compared with those from previous ones, and the differences were analyzed.

2. Materials and Methods

2.1. Study Area

The study area is located in the Colombian Caribbean Sea and more specifically to
the south of the archipelago of San Andrés, Providencia and Santa Catalina (SAPSC). The
geophysical survey was carried out in the area located between San Andrés Island, Cayos
de Albuquerque Island and Cayos de Este-Sudeste Island, within the polygon marked
in yellow, as can be seen in Figure 1. The study area covers an area of approximately
2040 km2.

 

Figure 1. Polygon of acquisition in study area.
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A magnetic survey measures the local magnetic field characteristics of a certain
region. This type of technology only detects minerals and/or materials that respond to
magnetic fields. For this reason, its applications are mainly aimed at mineral exploration,
but it can also be useful for the exploration of coal, oil, and gas and in the detection of
shipwrecks. [2,6,25,26]. A geophysical survey consists of different phases.

2.2. PHASE 1. Planning of the Acquisition Campaign

The form of the geophysical survey is established in this phase, and the times, the
necessary inputs, and the possible unforeseen events that may occur at sea, are estimated.

Before planning the data acquisition, the study objective and the scale of the work
(local or regional) should initially be taken into account. The configuration and length of
the lines to be acquired will depend on these.

The generation of the acquisition grid is made based on the sought objectives. It is
important to consider whether it is required to determine the regional magnetic field (e.g.,
changes of magnetic polarity reflected in the marine magnetic anomalies, regional guide-
lines, etc.), or to determine local geologic anomalies (e.g., geologic bodies and structures),
or to identify the anomalies due to metallic objects produced by humans [27]. This is
related to the fact that the geometric arrangement of the acquisition must take into account
the spatial resolution of the body to be characterized—that is, the smaller the object, the
denser and less spaced the survey grid must be.

It is also important to take into account the sensitivity of the sensors, since, to recognize
an anomaly, this must be several times greater than the sensitivity (resolution) of the
magnetometer and the external noise level. It is important to define this parameter to know
if the object is detectable on the surface and, in such a case, how much the readings in
the profile, and the distance between adjacent profiles, would have to be spaced (spacing
of the grid). Ideally, a grid should be shaped to cover the whole area in such a way that
the anomaly can be always detected by a profile. This means that there must be some
overlapping between profiles [9].

Additional magnetic information is required, whether from magnetic observatories or
from a Base Station near the survey area, with the purpose of improving the quality of the
data. In this case, a Geometrics G-862 RBS Base Station (Figure 2) was used, which was
acquired by the General Maritime Directorate in 2015. This was positioned at a minimum
radius of 60 m from any source of electromagnetic interference. This reduces the errors that
can occur in the data, due to fortuitous cases, such as electromagnetic interference from the
solar field.

—

 

Figure 2. Installation of the Geometrics G-862 RBS Base Station.

Starting the planning activity, it is essential to have high-resolution bathymetric data,
in order to support the identification of the geological structure that is required to be
recorded with magnetometry [28]. As the objective of the project was to determine the
magnetic anomalies, generated by the volcanic bodies and geological structures (faults)

24



J. Mar. Sci. Eng. 2021, 9, 10

located to the south of the SAPSC, in the vicinity of San Andrés Island, Cayos de Albur-
querque Island and Cayos de Este- Sudeste Island (Figure 1). The survey lines were carried
out, taking into account the geoforms displayed in the bathymetry. For this reason, the
lines are established perpendicular to faults or other structures, in regular meshes, where it
is ensured that the separation between lines is equal to the estimated minimum distance
between the sensor and the magnetic object or target. This is why it is recommended to
take into account the depths at which the survey will be carried out [29].

The area included in the geophysical research polygon, in which it was planned to
undertake five main lines of acquisition, with a NW-SE direction (azimuth of 300◦), with
lengths between 70 and 57 km, and a separation of 7 km. The six control lines, oriented
perpendicularly to the main lines, are distributed with a spacing of 23.50 km, and they
have of an average length of 32 km (Figure 3). In order to calculate the days needed for
the survey, the total length of the lines at the optimal survey speed in linear nautical miles
was considered, assuming 24 working hours per day [9]. This calculation is shown in
Tables 1 and 2.

 

Figure 3. Lines of survey.

Table 1. Estimation of duration of the survey in days from linear nautical miles.

Survey Number of Lines Meters LNM Time in Days

San Andrés 4 317,087 171.213 2
Control lines 4 92,784 92.784 1

SURVEY

120 LNM = 24 h
263.99 LNM = 3 Days of survey

Once the configuration of the survey was established, the times for the voyages and
duration of the acquisition were estimated. As mentioned previously, it is important to
maintain good data density that can adequately represent the objective; that is to say, the
optimum survey speed was 5 knots, assuring that the intensity of the signal was stable,
and 10 samples per second were obtained.
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Finally, a meticulous control was made to ensure that the acquisition of the data
was carried out successfully. In the case of consumable equipment, such as RS232-USB
converters, it is ideal to have spare parts, in case of unexpected events.

Table 2. Estimation of time of the operation, including the displacement.

Activity Days Start Date End Date

Voyage: Cartagena to San Andrés Island 02 D D+2
Execution of the magnetometry survey in

the deep waters off San Andrés Island
03 D+3 D+6

Voyage: Study area to Cartagena 02 D+2 D+8

TOTAL DAYS OF OPERATION: 08

2.3. PHASE 2. Data Acquisition

The oceanographic research vessels, ARC Malpelo and ARC Providencia, were enabled
to operate with the Geometrics G-882 marine magnetometer [30], property of the DIMAR
(Figure 4). This apparatus has a broad range of detection for ferrous materials of various
sizes and a sensitivity of <0.004 nT/πHz rms, which increases the probability of detection.
It has a hydrodynamic design that helps reduce the probability of rock incrustation, and it
operates to a depth of approximately 2750 m, and at temperatures from −35 ◦C to 50 ◦C.
The cesium–vapor sensor is at the rear of the “fish” in the cylinder that forms a T with the
longest axis, where the direction of the sensor can be modified; this was vertical, as the
work was to be carried out in equatorial latitudes. Finally, the sampling interval ranged
from one sample every three seconds, to twenty samples per second, with an absolute
precision of <2 nT. The acquisition of field data was carried out with MagLog software
from Geometrics Inc.

πHz rms, which increases the probability of 

− –
sensor is at the rear of the “fish” in the cylinder that forms a T with the 

 

′ 

Figure 4. Geometrics G-882 marine magnetometer. Source Karem Oviedo Prada, 2020.

2.4. PHASE 3. Office and Data Processing

In this office phase, the data were analyzed and filtered and subsequently processed.
Oasis Montaj version 8.5 software from Geosof was used for this, and ArcGIS version 10.7
software from ESRI was used for charting.

For this work, the data obtained from the NOAA repository of magnetic surveys car-
ried out in the study area between 1970 and 1971 were used as a reference. A hydrographic
and bathymetric survey was performed according to technical specifications of the Interna-
tional Hydrographic Organization (IHO), S-44 publication for Order 2 requirements [31,32].
These regulations guarantee the quality and standardization of the results. This geophysical
working method is applicable in all the deep waters of the Colombian marine territory,
which are considered to be from the isobath of 100 m, to the maximum registered depth of
4600 m. This specification is also stated by Standard S44 of the IHO [31,32], which recom-
mends that Order 2 surveys are limited to areas deeper than 100 m [33]. Nevertheless, those
reference data were about 50 years old, and there were no other modern data available
for the study area until the current survey. However, nautical charts 1624 and 004 edited
by the CIOH in 1998 nd 2018, respectively [34,35], were taken into account to study the
temporal and local variation of the geomagnetic field in the area. Thus, the declination,
due to the annual variation effect, was corrected and was 4º18′ (W) in 2020. Likewise,
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the magnetic declination was compared with the data published in the AIP COLOMBIA
Report of the Gustavo Rojas Pinilla Airport on San Andres Island, for 16 July 2020, which
was 02º48′ W [36]. The difference in declinations is due to the separation between the San
Andres Airport (North of the island) and the area where the magnetic declination is defined
in the nautical chart 004, which is located about 90 km NE of the airport. For the analysis
of magnetic declination, the procedure specified by Udias and Mezcua [23] was followed.

In this work, the Minimum Curvature Gridding or Splines method and Geographic
coordinate system were used. The Gridding method refers to the process of interpolating
data onto an equally spaced grid of "cells" in a specific coordinate system. This interpolation
method estimates values using a mathematical function that minimizes the curvature of the
surface, resulting in a smooth surface that passes exactly through the input points [37–39].

2.5. Components

Going into the field, some indispensable elements must be taken into account to
carry out an optimal acquisition. For example, the magnetometry sensor and the portable
winch with 300 m of telemetry cable were specifically adapted to collect the geophysical
information.

The vessel ARC Providencia (Figure 5) has special adaptations, such as a winch with
2800 m of telemetry cable (Figure 6), a wet laboratory aboard the ship, and the computer
center where the magnetic data are visualized and stored in real time.

02º 48′ 

–

 

Figure 5. Research vessel ARC Providencia.

 

at a “junction box” where the magnetic data are related to those of the 

Figure 6. 2800 m geophysical research winch on board the ARC Providencia.
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The assembly used in the vessels is shown in Figure 7. The magnetic data are com-
municated from the sensor and submerged in the water, passing through the winch, the
on-board cable, and finally, arriving at a “junction box” where the magnetic data are related
to those of the positioning obtained by the Global Navigation Satellite System [33,40].
From there, they are transmitted to and visualized in the computer by means of MagLog
software [41], as shown in Figure 8.

at a “junction box” where the magnetic data are related to those of the 

 

Figure 7. Assembly for the magnetic data acquisition.

 

The acquisition is made with the help of the ship’s personnel, tak-

m. It is important that the “fish” 

Figure 8. Visualization of geomagnetic information in MagLog software in real time.
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In Figure 8, showing the visualization of data in real time, the red box to the left is
the navigation window, where the position of the vessel and its course are shown. In
addition, the lines that the helmsman must follow, according to the planning instructions,
are indicated in this window [42]. The blue box, to the right, shows the curves of the data
expected, or calculated, by the International Geomagnetic Reference Field (IGRF) model in
that precise geographic position and the actual collected data. The small green indicators
show the intensity of the signal, the magnetic data, and the positioning. All these indicators
must be green, so that the data are correctly acquired. The red rectangle, in the extreme
lower right, indicates that it is not recording, and it must be pressed to begin to record the
data during the acquisition [37].

The acquisition is made with the help of the ship’s personnel, taking into account
certain guidelines, such as a maximum velocity of 5 knots, and a separation from the sensor
of at least three times the length of the vessel, which in this case was 150 m. It is important
that the “fish” is towed from the stern, as indicated in Figure 9.

The acquisition is made with the help of the ship’s personnel, tak-

m. It is important that the “fish” 

 

Figure 9. System of stern towing of the magnetometry equipment.

Magnetic recording is only useful in straight transects, whereas data from the turns
between profile and profile are not considered, as the recorded values are affected by the
magnetic field induced by the boat approaching each time a turn is made [43].

The different stages involved in the acquisition of marine geomagnetic data are
subjected to a series of decisions that can radically affect the final result of the research [44].
Several usual errors exist that can be committed throughout the process, and which can be
classified, according to the development stage of the study. For example, there are frequent
errors related to planning that involve poor design of the lines to acquire, which could
make it difficult to discern the exact form and size of the anomaly; a measurement is only
of interest if the margin of error of that measurement is known. What is interpreted is a
collection of data, which is why the sampling must be in accordance with the dimension
of the objective to be reached. Other types of errors are associated with the measuring
equipment, which can lead to mistaken readings and affect the quality of the data, operator
errors, sampling errors, and errors related to environmental noise, among others. Some
examples of error handling in geophysical and gravimetric data processing are shown
in [45,46].

3. Results and Discussion

In the application of the method, some setbacks were presented in terms of what was
planned. These were due to logistical issues with the vessel. It is also worth mentioning
that the data collection was carried out on board the ship ARC Roncador, with a 300 m
portable winch. The geometric arrangement had to be slightly less extensive than originally
planned, as shown in Figure 10.
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−

Figure 10. Geometric adjustment of the geomagnetic acquisition.

The geophysical study comprises the data collected between 20 June and 1 July 2018,
in an area south of San Andrés Island, comprising four lines perpendicular to the general
direction of geological structures, with a maximum length of 70.67 km, and four lines
parallel to these formations, with a maximum length of 31 km. A grid-shaped geometric
arrangement was preserved to provide good resolution for a regional geological study. The
general direction of geological structures and geoforms has a northeast direction [47,48].

The chart of the total field of collected data appears in Figure 11, and it shows the
magnetic surface of the collected data, after processing for corrections of diurnal variation,
delay, direction in degrees, and of the IGRF mode [37]. A significantly positive anomaly
was observed in this area, above the Nutibara Depression. The variations were in a range
of −170.48 to +159.37 nT.−

 

Figure 11. Geomagnetic surface of the total field with corrections.
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In order to compare the obtained data with pre-existing data, a review was made of
the bibliographical material and the data available from possible geomagnetic surveys
carried out in the area. As a result, two research cruises were identified, giving free access to
marine geomagnetic data from the National Oceanic and Atmospheric Administration [24],
which are represented in two survey lines related to geophysical data that contain seismic,
side-scan sonar, and magnetometry information. The first downloaded file of the zone,
identified by code CH100L12, was collected by the Woods Hole Oceanographic Institution
of the United States (WHOI) in 1971. The second file of the zone, identified by the code
V2808, was collected by the Lamont–Doherty Earth Observatory of the United States
between 1970 and 1971. The two compiled data lines appear in Figure 12.

–

 

’

Figure 12. Tracking line chart of oceanographic cruises that acquired geomagnetic data in 1970 and 1971.

Taking into account that the magnetic field is dynamic and presents significant annual
variations, an attempt was made to find geomagnetic information for the area, finding the
only free access data to be those previously described, with the possible source of error of
an elapsed time of around 50 years between both surveys. More current geomagnetic data
on the study area have been found; however, these are global data obtained through NCEIs
(National Center Environmental Information) global aeromagnetic project pertaining to
the NOAA. They are aeromagnetic data obtained for the study and modeling of the Earth’s
magnetic field and have a much higher scale of resolution. In addition, their correction
processes are different from the data obtained in situ, and specifically from those obtained
in the geomagnetic surveys presented in this work. For those reasons, these aeromagnetic
data were discarded for comparison, as they were incompatible in terms of resolution and
processing [24]. On the other hand, the variations presented by the magnetic data during
the half century between the two surveys have also been taken into account in this work.
These variations have an important component of anomalies due to geological sources that
have persisted in the study area during that time.

The magnetic information downloaded from NOAA [49] has an extension MGD77T
and contains the positions of the tracking line and the data with corrections for diurnal
variation and the IGRF. To be viewed on a common surface, the two geodatabases were
joined and charted to WGS 1984 UTM Zone 17N, corresponding to the projection of the
study area [39,50]. With the positional and magnetic intensity data, a magnetic surface was
generated (Figure 13) showing positive and negative anomalies that vary from −328.99 to
+40.48 nT.
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Figure 13. Geomagnetic surface of the total field, corresponding to the National Oceanic and

Atmospheric Administration (NOAA) data.

In order to visualize the surface of Figure 13, a magnetic grid was generated by the
Minimum Curvature Method [38], with a cell size corresponding to 1000. In this image,
magenta colors are observed that are associated with positive magnetic peaks, which are
located toward the northwest and over the Nutibara Depression and the Wayuu Spur; the
geoforms are mentioned in Figure 10.

The layouts of the two magnetic grids are shown in Figure 14, where the positive
anomalies are similarly identified on the Wayuu stimulus and the Nutibara depression, to
the east and northwest, at the low Nicaraguan elevation. As for the negative anomalies, the
magnetic bass located on the areas near the island of Cayos de Albuquerque stands out.

 

−
−

′ ′′ ′ ′′

Figure 14. Geomagnetic surfaces of the total field. (A) Surveyed magnetic field. (B) Magnetic field from data downloaded

from the NOAA.

It is important to mention that the color scales are not associated exactly with the same
ranges on the two surfaces, but they are very close, remember that the color blue is always
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associated with low magnetic and pink with high magnetic [51]. These differences are due
to the main factor that it is a time difference between the two surveys of around 50 years,
and from which other factors that influence the acquired data can be derived, such as the
accuracy of the magnetic sensor, the disposition of the field magnetic model in 1970, which
presents variations with respect to that of 2018. This due to the displacement of the field
and the geometric arrangement used for each case.

Comparatively speaking, in Figure 14A, the magnetic peaks are within the range of
−170.48 to 159.37 nT, while in Figure 14B, the magnetic lows and highs range from −328.98
to 45.08 nT, indicating a variation of 329.85 nT in Figure 14A and 374.06 nT in Figure 14B.

Using the NOAA magnetic calculator [52] and working with the magnetic data ob-
served for the years 1970 and 2018, small but significant differences are identified in all
the measurement variables, such as the inclination with 1º46′47′′, the declination with
5º2′41′′, and the magnetic field represented by 4415.7 nT. These results show a variation
of the magnetic field across the timeline. It is important to highlight that these anomalies
identified in the study area are geological in nature, which infers that they will be present
as sources of magnetic anomalies for a very long period of time.

The significant magnetic anomalies, which can be seen in Figure 11, marked in fuch-
sia/magenta, correspond to a magnetic high. In Figure 10, it can be seen that this anomaly
corresponds to the geomorphology of the Nutibara depression, and that it could be gen-
erated by some type of mineral deposition that can be found, associated with ferrous
materials, or also with volcanic material with a high iron content compared to its geologi-
cal environment. On the other hand, magnetic lows are observed north of the Cayos de
Alburquerque Island, which would seem to be a contradiction, since its morphology is
typical of a seamount, and, therefore, its magnetic response should be high [48,53,54].

The results of this work are very important for the scientific community, as this is
an area where there is an immense lack of data. The data obtained in the survey, carried
out in 2017 by the CIOH, 50 years later, are very important data taken in situ, with a high
resolution that make them very reliable and precise, and they are unique in the area of the
Archipelago of San Andres, Providencia and Santa Catalina.

We have carried out an exhaustive search for data and geomagnetic surveys in the
study area and, although no new works have been found, similar or related works have
been carried out in the environment of the study area: magnetic mapping of the northern
Caribbean region using marine magnetic data from GEODAS [55], works about gravity
and magnetic field referring to hydrocarbon prospects at the Tobago Basin [56], geological
description and interpretation in Providencia and Santa Catalina Islands [57], and many
others related to tectonics and volcanism [58,59].

4. Conclusions

Surveying for the acquisition of geomagnetic data in marine environments is a method
that is gaining ground worldwide, and it offers great opportunities for development and
advances in new lines of research and scientific knowledge. In addition, it is a technology
that supports different research and engineering projects, such as the detection of the
location of pipelines and covers, buried ordnance, shipwrecks, identification of sites of
archaeological interest, and the characterization of geological structures, among other
applications, and also in projects related to national sovereignty and the study of a country’s
natural resources.

The methodology for marine geomagnetic acquisition has become the prime stan-
dard for marine geophysical research for the study of national resources and Colom-
bian sovereignty.

Although geophysical exploration is dominated by established foreign companies,
DIMAR now has the capacity to offer geophysical magnetometry services to different
countries within its sphere, with excellent technical and human resources, and research
equipment and vessels.
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After much effort and field tests in the Colombian Caribbean, the geomagnetic ac-
quisition procedure has been standardized as a methodology that can obtain high-quality
marine geomagnetic information.

The acquisition of the G-882 marine magnetometer, the application of this methodology
to a survey in the Colombian Caribbean, and the development of the magnetometry method
have responded to the need of the DIMAR to recover the capacity for scientific research at
national level, and scientific leadership in the region, by having an efficient tool in geological
and archaeological prospecting supported by two modern, well-equipped scientific research
platforms, namely, the ARC Malpelo and ARC Providencia research vessels.

Small differences have been identified between the magnetic data obtained for the
years 1970 and 2018, being negligible in the variables measured, such as the inclination,
declination, and total magnetic field. These results show a variation of the magnetic
field across the very long timeline, so it can be inferred that these anomalies in the study
area have an important geological component and will be present for a long time. These
differences may also be attributable to the acquisition and processing methods used in
the 1970s.

The results of this work are very important for the scientific community, because this
is an area where there is a great lack of magnetic data. The data from the survey carried
out in 2017 by the CIOH are very important due to the survey resolution reached, having
achieved 91,285 data taken in the field at a rate of 20 data/second with an average ship
speed of 7 knots, which managed to obtain a datum every 2 cm (0.02 m/datum).
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Abstract: The Ria de Vigo (NW Iberian Peninsula) is one of the most impacted coastal areas of

Galicia, due to demographic and industrial pressure. One of the main consequences of this pressure

is the need to extend the current wastewater treatment plant of the city of Vigo (295,000 inhabitants).

This extension includes a new submerged pipeline construction to discharge the treated water in the

central channel of the Ria. The new planned pipeline must cross Samil Beach, the most important

urban beach of the city. Based on a multitool strategy, this work characterizes the interactions between

the new pipeline route alternatives and the sediment dynamics of Samil Beach. This approximation

improves the reliability of the results in the subtidal area of the beach, where studies are scarce due to

the complexity of the data acquisition. The present study is based on high resolution bathymetry data,

seabed physical characterization, a granulometric study of the superficial sediment, and a numerical

simulation of the tide, wave climate, and sediment transport in low and high energy conditions using

open source Delft3D software. The results showed that the area of interest is a low energy area, which

is significantly shielded from wave attack, where fine sand predominates. However, the field data

indicated an interaction (accretion-erosion) in the submerged obstacles between 0 and 12 m deep.

The model revealed that there is significant sediment movement above a 7.4 m isobath, and that

the pipeline would not alter the general transport dynamics of the beach, but would interact in the

shallowest section. The main conclusion of this work states that the future structure would not alter

the global sediment dynamics of the beach. In addition, in order to guarantee the safety of the new

pipeline, it should emerge above an 8 m isobath. The multiapproach methodology presented can be

applied to other studies of the interaction between coastal structures and the environment.

Keywords: beach evaluation; multidata approach; sedimentary dynamics; outfall

1. Introduction

At present, shores worldwide undergo very high pressure due to their inherent touristic interest

and industrial development favored by access to the sea, and the effect of climate change [1–4].

A deficient management of coastal activities has led to many environmental problems, such as serious

morphologic coastline alterations, pollution, and the loss of important habitats for coastal ecosystems

and the local economy. Therefore, it is essential to have a good knowledge of the coastal environment

in order to guarantee an appropriate management to preserve both environment and economic

activities [5–7].

In this context, the appropriate design of coastal structures is central, since they are indispensable for

socioeconomic development, but may cause serious alterations in the coastal environment. According to

39



J. Mar. Sci. Eng. 2020, 8, 461

the Recommendations for Maritime Works collection (RMW), published by Puertos del Estado (http:

//www.puertos.es/es-es/ROM; Spanish Ministry of Public Works), these structures must simultaneously

satisfy three requirements; security, service and exploitation. The security requirement states that the

design of the construction must guarantee the physical integrity of the structure itself. The service

requirement states that the design must guarantee the service for which the structure is built,

and the exploitation requirement states that it must be exploited without serious repercussions in the

socioeconomic framework and environment.

From the geotechnical and environmental point of view, one of the requirements in coastal

projects is the study of the interaction produced between the structure and the physical environment.

These interferences are produced by physical agents (wind, waves, and currents) due to the presence

of the structure, and must be predicted in the design; otherwise, it may lead to serious structural

problems, and failings in one or more RMW requirements. Accordingly, it is very difficult to predict the

interaction between the structure and the local sedimentary dynamics, a process that can have serious

consequences both for the environment and the structure itself [8]. From the environmental point of

view, the lack of forecast can cause habitat and water quality losses, and permanent morphological

alterations [3]. Economically, this lack can also lead to marine (i.e., fisheries) and touristic resource

loss, which has a negative social impact. Finally, it can also produce the total failure of the structure

functionality. Therefore, it is of great importance to diminish to minimum levels the uncertainties in

the forecast of the interaction between the structure and the environment during the design process.

Several methodological approaches have been proposed for the study of the structure—environment

interaction [9,10]. Some studies have used photographic interpretation and Geographic Information

System (GIS) methods to evaluate the coastal evolution [11]. Other authors used beach and oceanographic

parameters monitoring [12,13]. Some studies are based on numerical modeling to study the morphological

and sediment transport impact of the coastal structures on beaches [14–17].

The water-treatment plant E.D.A.R.-Lagares treats the sewage of the Vigo (295,000 inhabitants)

coastal city, and empties into the central channel of the Ria de Vigo at a 35 m depth. This plant was built

in 1997, with a treatment capacity of 400,000 inhabitants equivalent (IE). Nevertheless, the increase of

14,000 inhabitants in 11 years (1998–2009), and the entry into the force of the E.U. Water Framework

Directive necessitated the extension and modernization of the plant. The new treatment station has an

800,000 IE capacity, and treats the storm runoffwaters without directly emptying into the Ria during

large rain events. This extension implied the construction of a new pipeline larger than the two current

ones, which must cross the Samil Beach until the central channel bottom of the Ria is reached, at a

35 m depth.

The main purpose of this work was to determine and characterize the interactions that can be

produced between the new pipeline route alternatives and the sediment dynamics of Samil Beach,

providing greater reliability to the project. This research was performed using a multitool strategy

in order to improve the results, given the complex nature of the environment, and to support the

decision-making in the first steps of the construction project, allowing for the mitigation of beach

erosion and the protection of valuable infrastructure.

2. Study Area

The Ria de Vigo is the southernmost coastal inlet of the Rias Baixas. It presents a funnel shape in

plan view, and its axis is oriented NE–SW (head-mouth). The Ria is 30 km long and 0.6 km wide in its

inner part, and 15 km wide at the outer part. This inlet presents rocky islands at the entrance, Cíes

Islands, and a central deep channel that reaches a 50 m depth in the southern mouth.

Samil Beach is located in the southern margin of the outer sector of the Ria de Vigo (Figure 1), in a

small bay oriented to the NW. The bay is bounded in the SW by the Toralla Island and the large rocky

outcrop of Estai Cape-Canido, and in the east by the Mar Cape. Samil Beach is 1.9 km long, occupying

half of the bay coast. This beach presents reflective morphodynamic elements and fine sand (209 µm),

typical of the middle Ria sector, based on exposure to the open sea waves and sediment provenance [18].
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The seabed in the southern margin of the Ria is dominated by sands, with the presence of gravels [19].

Samil Beach is separated by a rocky outcrop from the Vao Beach, and in their submerged sector there

are also outcrops presenting magnitudes in the order of tens of meters.

 

–
–

–
–

– –
– –

–

Figure 1. Location of the study area: (a) location of Rias Baixas in Spain; (b) the Ria de Vigo showing

the Silleiro Cape buoy, WANA model node, and the tidal gauge of the Vigo harbour; (c) satellite

photography (Google Earth©) of the area of interest, showing the two alternative routes designed

for the submarine pipeline of the wastewater treatment plant (in white) and beach profiles (in red)

considered in the seasonal dynamics analysis.

The currents in the Rias Baixas are controlled by the tide, the fluvial discharge and the shelf wind

pattern. The tide presents a semidiurnal and mesotidal regime, with a mean range of 2.2–2.4 m [20,21],

a mean velocity of 5–10 cm/s and a maximum velocity of up to 30 cm/s in the shallowest and narrowest

sections [22]. The fluvial discharges in the Rias Baixas are seasonal; they are at their maximum in

winter and minimum in summer [23]. These discharges are in general of minor importance, given the

size of their drainage basins (620–3600 km2) compared to the area of the Rias (106–251 km2). The shelf

wind action produces the deep-water upwelling events in the coast under the north winds, prevailing

between March and October, and it causes a downwelling of superficial waters under south winds,

which prevail for the rest of the year. Such currents are subtidal and show a smaller magnitude than

the tidal ones (<6 cm/s).

The wave climate in this region also presents strong seasonal behaviour. In summer, the significant

wave height (Hs) is 1–1.5 m, with a peak period (Tp) of 8–10 s, whilst the winter shows higher

energy conditions, with an Hs of 1.5–3 m and a Tp of 12–14 s [24]. In extreme conditions, the Hs can

reach values of 8 m [25,26]. The predominant incoming direction is WNW–NNW, presenting a 76.3%

annual frequency. The SW waves are not very frequent in the region, at 8.0%, but they are usually

linked to high energy conditions [27]. Inside the Rias, the wave conditions are modified significantly

depending on the incoming wave direction due to the presence of the Cíes Islands and the Ria axis

orientation. Therefore, the offshore waves undergo lower changes and easily reach the inner zones

of the Ria when their direction matches the orientations of the mouths, i.e., the NW and SW waves.

In addition, SW wave events coincide with the natural orientation of the Rias reaching the innermost

areas. In addition, such wave events are generally related to winter storms, and their effects in the

bottom may be important.
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Characteristics and Alternative Routes of the Submarine Pipeline

The new pipeline consists of a high-density plastic pipe with an inner diameter of 1.8 m. In the

first section of the route, the pipeline is underground, and it emerges gradually on the seabed from a

3.3 m isobath. From this point, the pipeline is protected by a concrete structure with a trapezoidal

section, which increases its size gradually with the depth until it reaches a 20 m base width, a 4 m crest

width and a height of 5 m from the bottom.

Two possible routes were designed according to the bay morphology (Figure 1). In the southern

alternative, the pipeline departed from the southern sector of the bay, specifically from the rocky

outcrop located between the Samil and Vao Beaches, with a direction of 300◦ (with respect to the north

clockwise). In the northern alternative, the pipeline departed from the central sector of the bay, close to

the current submerged pipelines, with a direction of 340◦ (with respect to the north clockwise).

3. Methodology

3.1. Field Work

The bathymetry of the subtidal area of Samil Beach was acquired in July 2011 up to a 38 m depth

with a Reson SeaBat 8125 multibeam echosounder (Teledyne, Denmark) mounted in the INNDAGA

vessel (GEOMA-University of Vigo). This echosounder emits 240 beams, 40 times per second, with an

angular resolution of 0.5◦ in the transversal direction and 1◦ in the advance direction. The obtained raw

field data was corrected to remove errors of a different nature: (a) the GPS positioning error, corrected

by the DGPS system (Differential GPS); (b) the error due to the vessel’s movement (heave, pitch and

roll), corrected by RTK (Real Time Kynetics) movement and a course sensor; (c) the error due to the

tide-produced water level, corrected by pressure sensor field measurements; and (d) the error due

to the sound velocity vaRiation produced by the changes in the water column density, corrected by

SVP (Sound Velocity Profiler) measurements. The final resolution of the bathymetry was of 1 m in the

horizontal plane and of a few centimetres in the vertical plane.

The detailed characterization of the superficial features of the present-day pipelines and the

surrounding seabed up to a 30 m depth was performed with a Klein System 3900 (Klein Associates,

USA) Side Scan Sonar (SSS) in December 2011. The GPS positioning during the acquisition was

corrected with DGPS (Differential GPS). The acquisition and processing were carried out with SonarPro

(Klein Associates) software.

Based on previous information of surface sedimentary distribution in the Ria de Vigo [19],

the sediment samples were taken (in 16 points) following a regular grid of approximately 400 m using

Van Veen grab from the INNDAGA vessel. The positioning was obtained with a GPS system.

3.2. Laboratory Work

The grain size of the sediment samples was obtained by dry sieving for the coarse fraction

(>63 µm) every phi. The fine fraction (<63 µm) was separated by wet sieving, and was analyzed

using a sedigraph (Micromeritics Sedigraph 5100, EEUU). The sediment grain size distribution was

calculated using Gradistat v.7 software for Microsoft Excel [28]. This software analyses the statistically

results of the granulometry using the method of moments, and classifies the samples by applying the

graphic method [29,30]. The main parameter used in this work is the median (d50).

3.3. Database

The submerged relief of the Ria was characterized previously with bathymetric data of the nautical

charts published by the Spanish Navy Hydrographical Institute (IHM). This data covers the Ria de

Vigo above a 100 m isobath in the continental shelf with a highly variable spatial resolution between

10 and 200 m.

The wave characteristics in open waters were obtained from the Puertos del Estado database

(http://www.puertos.es/es-es/oceanografia/Paginas/portus.aspx). The coastal buoy of Cabo Silleiro
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(42.10◦ N, 8.93◦ W, Figure 1), located 3 km from the southern mouth of the Ria de Vigo, and the node

no. 1044069 of the WANA numerical wave model 6 km from the northern mouth (42.25◦ N, 9.00◦ W,

Figure 1) were selected. The buoy data supplied information about the seasonal, annual and extreme

wave regime in terms of significant wave height and peak period, whilst the WANA numerical model

supplied modelled data about the significant wave height, peak period and incoming direction of the

different wave conditions.

The tidal data was obtained from the tidal gauge located in the harbour of Vigo (42.24◦ N, 8.73◦

W, Figure 1). The data used in this work was the water level, with a temporal resolution of one minute,

and the harmonic constituents calculated from the historic time series of the gauge.

3.4. Numerical Simulations

Numerical modelling was used to determine the sediment transport under different wave

conditions and bathymetry, which was modified in order to include the different route alternatives

of the new pipeline. The numerical simulation of tidal currents, waves and sediment transport was

performed using the open source version of Delft3D (Deltares, The Netherlands). The software consists

of various modules: hydrodynamics (FLOW), waves (WAVE) and sediment transport (MOR). Delft3D

computes the simulations by the finite differences method, and the configuration used in this study

was in two horizontal dimensions (2DH).

In the hydrodynamic simulations, the program solves the movement equations of the flow, known

as the momentum, continuity and conservative transport equations. The wave module (WAVE) is

the Simulating Waves Nearshore (SWAN, Delft University of Technology, The Netherlands) [31].

This program solves the wave energy balance equation and takes into account the bottom friction,

the current, the wind effect, the wave-wave interaction, the refraction and the reflection. The FLOW

and WAVE modules share the information between them; in this way, the wave module takes into

account the results of the flow module and vice versa. The morphodynamics module (MOR) uses the

results from the previously mentioned modules to compute the sediment transport, both bed and

suspended loads, updating in each time step the bottom sediment level and the bathymetry resulting

from these processes. The calculations are based mainly on the critical shear stress of the sediment,

which depends on the sediment median, d50. This data was obtained from the field campaign samples.

The input parameters necessary to simulate the current and the water level were the main harmonic

constituents of the tide available in the database of the tidal gauge of the Vigo harbor.

The model was established with a domain covering the entire Ria de Vigo, which is 22.8 km wide

and 37.3 km long. A curvilinear grid was applied on this domain that was adapted to the geometry of

the Ria, making the orientation of the cells coincide with the orientation of the south and north Ria

mouths, respectively, and with the axis of the estuary. The grid cell size varied from 220 m in the open

sea to 8 m at Samil Beach, depending on the Ria’s geometry. The grid quality is critical for accurate

simulations; therefore, the grid was made sufficiently dense in the area of interest, with orthogonal

values of less than 6% in close boundaries and 2% in open boundaries.

The initial bathymetry was based on three different sources: a) the nautical chart of the Ria de

Vigo of Instituto Hidrográfico de la Marina, with a resolution varying from 800 to 10 m, inversely

proportional to the depth; b) a topographic survey on the emerging areas of Samil and Vao Beaches;

and c) a bathymetric survey on the subtidal area of the Samil and Vao Beaches using a multibeam.

Spatial resolution of these sources was higher than the resolution of the model grid, so a grid cell sea

bottom was obtained by the “nearest point” option.

The model was 2DH, and had three open boundaries of two types: the western (open sea)

boundary, located 8.5 km away from the Cíes Islands, at a depth of approximately 100 m, is a water

level type, and the northern and southern boundaries are of the Neumann type. The water level type

boundary calculates the tide by means of the known harmonic components M2 and S2 (main lunar

half-day and main solar half-day, respectively). The Neumann-type boundary calculates the flow from

water level gradients. This configuration is appropriate in the case that the model contains transverse
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boundaries to the coast with an open sea boundary, thus minimizing the generation of false waves

within the model. Wave parameters are entered from all three boundaries simultaneously.

The input data for the wave modelling (significant wave height, peak period, and provenance

direction) were grouped in different cases. In the selection of the cases, low energy (named summer)

and high energy (named winter) conditions were taken into account. In addition, the sensitive

incoming directions for the area of interest were also selected. The presence of the Cíes Islands in

the entrance produces a shielding effect within the Rias with respect to the incident open sea waves.

Therefore, the wave conditions most affecting the area of interest are those that coincide with the

natural orientation of the Ria mouths; i.e., SW (225◦) and NW (315◦). The Hs-Tp correspond to the most

frequent combination (low energy case) and to the most frequent considering high energy conditions

(assuming high energy when Hs > 2 m and Tp > 14 s). The simulated cases are summarized in Table 1.

Table 1. Simulated wave cases, including the frequency of each incoming direction and the frequency

of the Hs-Tp values in % of time.

Cases Direction (◦) Hs (m) Tp (s) F. Direction % F. Seasonal %

SW winter 225 2.5 14 7.5 2.5

SW summer 225 1.5 10 7.5 10.5

NW winter 315 2.5 14 50.6 2.5

NW summer 315 1.5 10 50.6 10.5

The model simulated 10 days for each wave condition, with a morphodynamic acceleration factor

of 5; that is, the morphologic changes in each simulation were equivalent to 50 days. This time was

enough to observe the sediment transport effects in the beach, as well as the interaction between the

sediment dynamics and the planned structure under different wave conditions. The morphologic

response of the beach to each wave condition was analyzed by transversal profiles obtained from

the resulting bathymetry and erosion-sedimentation maps of the seabed. The model ran in a unique

bathymetric grid, in which the resolution was locally increased to represent the submerged pipeline.

3.5. Birkermeier (1985) Equation of Closure Depth

The theoretical closure depth in the present work was calculated by the equation proposed in [32].

This equation relates the closure depth profile to the most energetic waves:

h∗ = 1.75 H12 − 57.9
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where H12 is the significant wave height exceeding 12 h per year, T12 is the period linked to H12,

and g is the acceleration due to gravity. The data to determine H12 and T12 were obtained from ROM

0.3–91 [24]. The H12 was calculated from the mean significant wave height regime. The period linked

to the wave height is defined in ROM 0.3–91 for Area III as

Tp = (4.5 ∼ 9.2)
√

Hs (2)

In the above equation, the peak period is proportional to the Hs by a coefficient that may vary

within a range of values, highlighting that there is no lineal relationship between these two parameters.

4. Results

4.1. Bathymetry

The submerged area of the Samil Beach is characterized for combining sandy zones with rocky

outcrops (Figure 2a). Above a 10 m isobath, the subtidal zone is bounded in the north by the Cabo de Mar
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rocky outcrop (a) and in the south by the outcrop dividing the Samil and Vao Beaches (b). In the central

sector, there are also a group of outcrops (c, d and e) in which the two old submerged pipelines are located.

The slope in the southern zone is less pronounced (0.027) than in the northern zone (0.036). Given an

isobath of 10–20 m, the seabed is formed mainly by sediment, excepting a series of rocky outcrops (f) located

at a 15 m depth. In this area, there is a group of marks in the seabed that could be anthropic, possibly tracks

left by some fishing gear. The slope in this area is 0.009. This sector is bounded in the deepest zone by the

escarpment (20 m) that limits the central channel of the Ria. In the escarpment, two sections with different

slopes are observed—one much steeper (0.063) (h) than the other one (0.032) (g). In the latter section (g),

300 m long ripples with wavelengths of 15 m are observed. The SW zone of Samil Bay is characterized by

the rocky outcrop that forms Toralla Island. In the shallowest sector (0–10 m), between Vao Beach and the

island, a lobe-shaped double sand bar is developed (i).
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Figure 2. (a) Multibeam echosounder bathymetry with significant morphologic elements highlighted

(in black lettering, see text). Lines in blue represent the route of ancient pipelines. (b) Plan view detail.

Red lines define the position of the profiles shown in d, e and f. (c) Perspective of the multibeam

bathymetry with 4.3 and 12 m isobaths. It is possible to appreciate the furrows in the surroundings of

the rocky outcrops and the pipelines (tagged with arrows) and the accumulation of sediment in the

space between them. Blue points mark the position of Side Scan Sonar (SSS) (d) Transversal bathymetric

section of the pipelines, in the W–E (left–right, respectively) direction, showing the two pipelines

at a 7 m depth. (e) Transversal bathymetric section in the W–E (left–right, respectively) direction,

showing the two pipelines at a 12 m depth. (f) Transversal bathymetric section in the W–E (left–right,

respectively) direction, showing the two pipelines at a 14 m depth. The scale of the axis is not the same.

Erosion furrows are tagged with black arrows. Red squares represent the location of SSS in Figure 4.

In the bathymetry, the old pipelines can be easily distinguished in the seabed. Both pipelines are

completely buried in the shallowest area (Figure 2a–c). The occidental pipeline (OCP) emerges at 4.3 m,

whilst the oriental pipeline (ORP) remains buried up to a 6 m depth, the ORP arriving to a 25 m isobar

and the OCP to a 30 m isobar, already in the central channel.

The resolution of the bathymetry allows one to distinguish some morphologic characteristics

linked to the obstacles present at the bottom (rocky outcrops and current pipelines) of the shallowest

zone (0–10 m) at Samil Beach (Figure 2b,c). The rocky outcrops present erosion structures 5–10 m long

and 0.5 m deep on the SE side, and sediment accumulation in the NW side. In the pipelines, the OCP

presents erosion at both sides up to a 12 m depth (Figure 2d–f) that is 4–6 m long and 0.5 m deep.

The ORP presents a larger erosion furrow, up to 8 m, with a similar depth, but in the east flank only.

This furrow also disappears at a 12 m depth (Figure 2d–f). The magnitude of these furrows parallel

to the pipelines decreases gradually as the depth increases. The space between the two pipelines is

characterized by an asymmetric accumulation that is developed in the W–E direction (Figure 2f).
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4.2. Surficial Grain Size Distribution

The subtidal sector of Samil Bay is dominated by sands (Figure 3). The superficial distribution

presents a textural transition in the SW–NE direction from very coarse sand (>1000 µm) to very fine

sand (200–100 µm). In the NE corner of the studied area, the presence of mud was detected in low

percentages (<10%).

 




–

Figure 3. The median grain size distribution of the sand fraction in the study area, calculated using

kriging interpolation with the default linear variogram. Maximum values are in blue (1400 µm),

and minimum values are in red (100 µm). Sample positions are marked with an X. Grey areas

correspond to rocky outcrops. The isobaths from 0 to 35 m are also shown.

Toralla Island and the submerged outcrops exert important hydrodynamic control on the sediment

distribution in the bay. These geographical features produce a shadowing effect, favouring the finest

material accumulation on their lee side (<200 µm).

4.3. Side Scan Sonar (SSS)

The bottom characterization by the side scan sonar allowed for an assessment of the current

state of the old pipelines and the evaluation of the interaction between the seabed and the structures,

in addition to gathering information about the sedimentological characteristics of the seabed.

The shallowest images, at 3.3–7 m deep (Figure 4a), showed the emerging zone of the occidental

pipeline (OCP). It can be observed that there is an accumulation in the west flank, at some point

burying the pipeline, and erosion in the east flank with parallel accumulation, as was identified in

the multibeam echosounder dataset. In some images, this pipeline shows an unearthed concrete

basement. In the images at a deeper depth, between 7 and 12 m, the oriental pipeline (ORP) is identified

(Figure 4b), and a similar accumulation-erosion pattern in the surroundings of both structures is

observed, but of a smaller magnitude than in the shallowest section. At isobaths at least 12 m deep,

the interaction between the pipelines and the seabed disappeared (Figure 4c), and the images at a

deeper depth did not show interaction marks anymore.

The main sedimentary characteristics of the seabed in this area were well-developed ripple fields

due to the wave action. One of those fields was identified 300 m eastward from the pipelines, at an

46



J. Mar. Sci. Eng. 2020, 8, 461

11 m depth. Another field was observed in the vicinity of the pipelines at a depth between 15.1 and

15.3 m, occupying a 0.41 km2 area with a maximum height of 0.2 m.




–

 

Figure 4. SSS images: (a) the occidental pipeline at a 4.3 m depth; (b) the oriental pipeline at a 5.2 m

depth protected by a concrete cover; and (c) the occidental pipeline at a 15.1 m depth in a ripple field.

The images are oriented to the north. The location of these sonograms is in are marked as red squares

in Figure 2.

4.4. Seasonal Dynamics of Samil Beach

The seasonal dynamics of Samil Beach are controlled by the wave action. The wave energy in this

area is conditioned by the amplitude and orientation of the Ria mouths, as well as the beach location

and orientation. From the wave database, we identified two main incoming directions that directly

affect the area of interest. One is the NW direction, the most frequent direction in this area, which

coincides with the natural orientation of the northern mouth. This allows these waves to propagate

southward inside the Ria and towards Samil Beach, which is exposed because it faces the W-NW

direction. The second main incoming direction is SW, less frequent than the previous case, but linked

to storms, which coincides with the orientation of the central channel of the Ria. Such waves reach

Samil Bay after a refraction processes due to the southern margin coastline in the outer Ria sector and

the presence of the Toralla rocky outcrop.

Under NW winter conditions (315◦, Hs0 = 2.5 m) in the outer sector of the Ria, the significant wave

height (Hs) diminishes rapidly until it reaches 1 m (Table 2). The waves arrive in the area of interest with

a 0.5–0.8 m height, presenting a propagation coefficient of 20–32%. The incoming direction changes

from 315◦, in the open sea, to approximately 310◦ in the area of interest. Under similar conditions,

but in the SW incoming direction (225◦), the waves are attenuated as they travel inside the Ria through

the central channel, reaching values of 1–1.5 m in the outer sector of the Ria. In the area of interest, they

present 0.8–1 m, showing a propagation coefficient of 32–40%. The change in the incoming direction is

greater under these conditions due to the refraction along the southern margin—from 225◦ in the open

sea to 300◦ in the area of interest.

Under summer conditions (Hs0 = 1.5 m), the Hs values inside the bay are much smaller, although

the distribution pattern inside the Ria and the propagation coefficients are similar. Under NW

conditions, the values in the bay are 0.3–0.5 m, showing propagation coefficients of 20–33%. Under SW

conditions, in the area of interest, Hs values of 0.4–0.6 m are observed, presenting a propagation

coefficient of 26–40%.

The study of the morphological response of the beaches to different wave conditions (Table 1)

was based on the Delft3D model’s (MOR module) results. The erosion-accretion results under winter

conditions (Figure 5) showed that the sediment transport was produced exclusively along a narrow

strip 300 m wide in the subtidal sector. In the two cases studied, the main feature was the transport

produced in strips parallel to the coastline, accretion in the intertidal and shallow subtidal sector,

and erosion in the deepest subtidal sector.
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Table 2. Wave condition variation during the wave propagation inside the Ria.

Open Sea Studied Area
Propagation Coefficient

H (m) Direction H (m) Direction

Winter Conditions

2.5 315◦ (NW) 0.5–0.8 310◦ 20–32%

2.5 225◦ (SW) 0.8–1.0 300◦ 32–40%

Summer Conditions

1.5 315◦ (NW) 0.3–0.5 20–33%

1.5 225◦ (SW) 0.4–0.6 26–40%

 

–
–

– –

Figure 5. Modelling results showing the present-day erosion and accretion (meters) in the study area

under NW (a) and SW (b) winter conditions (Hs = 2.5 m, Tp = 14 s).
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The resulting sedimentation presented values of 0.3–0.5 m, and the erosion presented values

of 0.25–0.5 m. Under summer conditions (not shown), the transport pattern was similar, but of

substantially smaller magnitude, with an accretion of 0.3–0.35 m, and with an erosion of 0.15–0.35.

The location of the accretion and erosion areas, and their magnitude change, was between the NW

(Figure 5a) and SW (Figure 5b) wave conditions. The location varies specifically in the deepest

subtidal sector, where accretion is produced under SW conditions, and erosion is produced under NW

conditions. Based on the bathymetric results of the model, the seasonal changes from the transversal

profiles were analyzed; four profiles in Samil Beach, one profile located in the transition zone between

the two beaches, and one more profile in Vao Beach (Figure 1c).

In general, the resulting profiles in the sandy area (P1, P2 and P3, see Figure 1), under winter and

summer wave conditions, present a higher slope than the original profile (Figure 6). This favours the

existence of a cutting point between the original and resulting profile. Thus, in shallower depths than

this point, it produces accretion, whilst at deeper depths, it causes erosion in the profile. Comparing the

summer and winter conditions, the summer profiles have higher slopes and, consequently, cut the

original profile at a shallower depth (between −1 and −2 m) than the winter profiles (between −2 and

−4 m). In summer conditions, for both NW and SW waves, the beach response was similar. In winter

conditions, the profile response varies slightly, developing steeper slopes with NW waves. The slope of

the profiles shows an increasing trend towards the south. In P1 (Figure 6a), the resulting slope varied

slightly between 0.040 and 0.047; in P2 (Figure 6b), it varied between 0.038 and 0.070 in winter and

between 0.026 and 0.068 in summer; in P3 (Figure 6c), it varied between 0.059 and 0.070 in winter and

was 0.050 in summer.

The sedimentation, as well as the erosion, of the original profile also tends to increase towards the

south, from P1 to P3. Thus, the accretion values varied between 0.3 and 0.8 m in P1, between 0.6 and 1 m

and between 0.7 and 1.6 m in P2, and they were 1.3 m in P3. Regarding the erosion, the values varied

between 0.5 and 1.0 m in P1 and P2, and between 0.25 and 2.1 m in P3. Under summer conditions, more

sedimentation was observed in the intertidal sector of P1 (0.6–0.7 m) and P2 (0.6–0.75 m), whilst this is

linked to winter conditions in P3 (1.0–1.25 m). The highest erosion in the subtidal sector is associated

with winter conditions in the three profiles (0.65–2.1 m). The analyses of seasonal changes in the Samil

Beach profile allowed us to determine the deepest point at which sediment movement is observed.

The maximum movement depth is −7.1 m in P1 and P3 (Figure 6a,c) and is −7.4 m in P2 (Figure 6b).

The profile P4, located in an area of rocky outcrops (Figure 6d), presents erosion over the entire

profile, with values of 0.75–1 m under winter conditions and a value of 0.5 m under summer conditions.

The maximum sediment movement depth in this profile is located at a −6 m isobath. In all cases,

the final slope is similar to the original one (0.033).

The profiles P5 and P6 (Figure 6e,f) are located in a zone between Samil and Vao Beaches, and in

Vao Beach, respectively. The seabed of P5 consists of rocks up to a 5 m depth. The profile P6 presents

a similar behaviour to P3, showing a cutting point between the original and resulting profiles that

defines the accretion zones at shallow depths and the erosion zone in the deepest part of the profile.

The accretion is 0.75 m, whilst the erosion is 0.25 m. The slope of the resulting profile in winter

conditions is 0.032, higher than the original, which is 0.026. In this case, the maximum sediment

movement observed is at a −4.5 m depth.
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Figure 6. Topobathymetric profile evolution under different wave conditions. The x-axis presents the

distance in meters from the profile head, and the y-axis represents the elevation (negative) in meters.

High tide maximum limit (HTL) and low water minimum limit (LWL) are highlighted in gray. The x-

and y-axes have different scales. Letters a to f refer to the individual beach profiles locations indicated

in Figure 1.

4.5. Modelling of the Different Route Alternatives

The simulation of the mutual interaction between the structure and natural sediment dynamics

in the beach was performed for the two possible pipeline route alternatives. For each alternative,

the previously described four wave cases were simulated; NW summer and winter and SW summer

and winter. The results described hereafter refer to winter (storm) cases, since in the summer cases the

presence of the new pipelines did not cause any significant morphologic alteration.

4.5.1. Southern Route Alternative

Under SW storm waves (not shown), the area of the bay where the pipeline construction is planned

is partially sheltered from the wave action by the presence of Toralla Island. Thus, the waves reach

the southern corner of the bay with an incoming direction of 300◦, practically parallel to the pipeline

route. The Hs showed locally higher values (≈0.65 m) over the pipeline, between 5 m and 10 m deep,

than in the surrounding area (≈0.55 m). This local increase was also reflected in the orbital velocity,

with 0.30 m/s over 0.27 m/s. Along the pipeline route, sediment movement is detected eastward from

the shallowest section. The variation in the wave conditions in the shallowest section of the structure

produced an erosion of 0.20 m in its east flank with respect to the results without a pipeline presence.
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This interaction disappears as the depth increases along its route. The results of the model reflected that

the structure was located in a low mobility area, since the shallowest sector of the beach, located above

the pipeline emerging point, consisted of a rocky seabed. Under these wave conditions, the presence

of the structure did not produce any effect in the natural dynamics of the beach (Figure 5a).

Under NW storm wave conditions, the southern corner of the bay is exposed to the incident

waves, and Toralla Island does not have a strong influence, as in the previous case. The Hs in the

southern corner of the bay is between 0.5 and 1 m, again in a similar incoming direction to the

pipeline route (300◦). Similarly, with respect to the previous case, in the shallowest section of the

pipeline (<8 m), a variation in the Hs over the structure is produced −0.6 m over it and 0.55 m in

the surrounding area. This increase was also produced in the bottom orbital velocity −0.25 m/s over

0.22 m/s. Thus, the alterations produced in the waves only cause sediment transport in the shallowest

section of the pipeline. The presence of the pipeline generates a flank erosion furrow that is similar to

the previous case but of smaller magnitude, 0.11 m, in the east flank, with respect to the results without a

pipeline. The analysis of the erosion/sedimentation processes in Samil Beach revealed that the presence

of the pipeline did not alter the natural behaviour of the beach. Comparing the erosion/sedimentation

results with the simulation with no structure (Figure 5b), it is also observed that the pipeline did not

produce a shielding effect in the sediment transport in this case, the erosion/sedimentation zones and

values being similar.

Ultimately, the southern route alternative showed erosion on the east flank in the shallowest sector

of the pipeline related to the alteration of the waves due to the pipeline’s presence. However, this

alteration was local and did not affect the global sediment dynamics of the beach.

4.5.2. Northern Route Alternative

The northern corner of the bay is more exposed to the waves than the southern corner.

However, in key terms, the presence of the structure did not affect the waves in the bay. Under SW

storm waves, a local increase in the Hs in the shallowest section was also detected (Figure 7a), with

values of 0.7 m over 0.6 m, equally reflected in the bottom orbital velocity (Figure 7b) −0.35 m/s over

0.29 m/s. The incoming direction of the waves that reach the beach is 310◦, an angle of 10◦ with respect

to the pipeline. The shallowest section of the pipeline (<8 m) is located in an area of general erosion

(Figure 7c). The presence of the pipeline in this sector produced an alteration of 0.15 m in its east flank

followed by a 0.11 m accretion with respect to the results without the structure (Figure 7d), whilst at

deeper depths, no interactions were observed.

The presence of the planned pipeline under SW storm waves did not alter the general transport

pattern of the beach (Figure 7c) with respect to the observed pattern without a structure (Figure 5a).

The areas where sedimentation/erosion was produced were the same, with a similar range of values,

and no shielding effect in the sediment pattern was detected.

The sediment dynamics under NW winter storm waves changes with respect to the previous case

(SW). The waves’ incoming direction in this case coincides with the pipeline’s orientation. The values

of the wave parameters, Hs, and the bottom orbital velocity are significantly smaller than they are

under SW winter storm waves. These parameters increase over the structure in the shallowest section

(<8 m), showing a difference of 0.1 m in the Hs and 0.05 m/s in the bottom orbital velocity, with respect

to the surroundings (Figure 8a,b, respectively). The shallowest segment is located in an erosion area,

similar with respect to the previous modelled case (Figure 8c) but of smaller magnitude (Figure 8d).

In this case, the presence of the pipeline produced minor erosion at its flanks (0.07 m) due to the lower

wave energy.
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Figure 7. Northern alternative case under SW wave storm in the area of interest: (a) significant wave

height; (b) bottom orbital velocity; (c) accumulated accretion and erosion in the area of interest (the

pipeline route is highlighted with black points); (d) transversal view showing the accretion and erosion

with (black) and without (blue) the pipeline at a 6 m depth (the pipeline base is highlighted with a

red line).

The natural beach dynamics in this case were not altered by the presence of the planned pipeline

either, since the waves were barely altered. Comparing the resulting erosion/sedimentation with the

results without a pipeline, the sediment transport was the same in both cases.

According to the modelled transport results of southern and northern route alternatives under

different storm conditions (SW, NW), two areas can be clearly distinguished in the beach—the shallow

zone (between 0 and 8 m deep) and the deep zone (more than 8 m deep). The shallow zone is where

the main seasonal sediment movement occurs, producing erosion-sedimentation strips parallel to the

shoreline, especially in the norther corner. In the deep area, no sediment movement was detected.

The presence of the pipeline in the shallow zone produces a local interaction with the sediment

transport, causing erosion zones at both pipeline flanks. Nevertheless, the presence of the pipeline

does not alter the global sediment transport pattern in the beach.
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Figure 8. Northern alternative case under NW waves storm in the area of interest: (a) significant wave

height; (b) bottom orbital velocity; (c) accumulated accretion and erosion in the area of interest (the

pipeline route is highlighted with black points); (d) transversal view showing the accretion and erosion

with (black) and without (blue) the pipeline at a 6 m depth (the pipeline base is highlighted with a

red line).

5. Discussion

When a hard intervention is performed in a highly dynamic sedimentary system, as in a beach,

it must fulfil security, service and exploitation requisites. In this work, the security of the pipeline

and Samil Beach was analyzed, allowing for the selection of the most feasible route alternative and

identifying future interactions that would occur between the planned route alternatives and the

sediment beach dynamics.

5.1. Effect of the Pipeline Route Alternatives on the Beach and Alternative Selection

All data shows that Samil Bay is a low energy zone, in which the waves that arrive are very

attenuated with respect to the open sea conditions, between 60% and 75%, due to the Ria de Vigo’s

geomorphology. In addition, the presence of Toralla Island exerts a local shielding effect in the southern

part of Samil Bay. Thus, the most exposed part of the bay to the wave action coincides with depths

of more than 20 m. In the same way, the resulting energy due to the wave shallowing process is

concentrated in a narrow strip along the coastline at depths less than 8 m. In addition, the beach

sediment shows that the beach is a low energy area where the prevailing mean grain size is lower than

300 µm (medium, fine and very fine sands).

The numerical model Delft3D has been shown to be a useful tool for the assessment of submerged

pipeline construction alternatives. The results of the numerical model showed that the pipelines of

the two alternatives did not alter the global wave pattern within the bay. Regarding the sediment

movement, it was determined that the two suggested routes produced a low affection in the subtidal
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area of Samil Beach. Only in the shallowest (<8 m) sector of the beach did the presence of the pipelines

cause small-scale alterations at the bottom. The field data (bathymetry and SSS) supported the model

results, determining that the highest interactions are produced locally at depths lower than 12 m,

diminishing as depth increases. Accordingly, the presence of rocky outcrops, some of them large,

seems to produce a limited effect on the sediment dynamics since the bathymetry does not reveal

strong interaction signs. In the assessment of the best-suited pipeline routes, taking into account the

structure security criteria, the results showed that, in the two planned route alternatives, the interaction

was similar. Therefore, this criterion was not crucial in the route selection. Nevertheless, the different

characteristics of the bottom between the northern and southern routes conditioned constructive

aspects at each alternative and, consequently, the work cost. Thus, the alternative selection was based

mainly on economic criteria, and the northern route was finally selected.

5.2. Pipeline Emerging Depth in the Northern Route

The constructive design of the northern route alternative consisted of a 620 m long, buried section

from the water treatment plant to Samil Beach, and of a second, 3040 m long, submerged section that

emerged gradually in the subtidal area of the beach, lying on the seabed for the rest of the route.

For this reason, the definition of the pipeline’s emerging depth was a critical constructive point

in the project. The selected depth must also fulfil the security criteria of the structure. The beaches

are environments of high temporal variability, where small changes in the wave conditions may

lead to important changes in the sediment dynamics and in the morphology of the emerged and

submerged sectors. Thus, the maximum sediment movement depth is a crucial parameter in the

pipeline design. In engineering terms, this depth is known as the closure depth, a theoretical concept

that establishes the depth from which we assume there are no significant morphological changes

in the bottom. The definition of this depth allows for the establishment of a security depth for the

structure placement.

The closure depth was addressed by a multitool approach in order to increase the reliability

of the solution. Thus, existent scientific literature data, theoretical calculations by the Birkemeier

equation [32], fieldwork data (multibeam echosounder bathymetry and SSS) and numerical modelling

results were compared. All of them were calculated to a zero sea level reference of the Vigo harbor.

Previous studies in Samil Beach [33] established that the closure depth was located between 8 and

12 m in low energy conditions, and up to 17 m in high energy conditions.

The theoretical closure depth in the present work was calculated by Equation (1). For the relation

between Hs12 and Tp (Equation (2)), a range of values was obtained in the closure depth calculations; a

minimum value was associated with the lowest peak period (T12, min), h*min = 10.36 m, and a maximum

value was associated with the highest period (T12, max), h* max = 12.47 m. A range of values were

obtained in the closure depth calculations; a minimum value associated to the lowest peak period

(T12, min), h*min = 10.36 m, and a maximum value associated to the highest period (T12, max), h* max

= 12.47 m. The study of the bathymetry and the SSS images highlighted the existence of erosion

structures at both flanks of the old pipelines. These structures were identified up to approximately a

12 m depth. This can be considered to be the maximum depth at which the sediment can be moved

due to dynamical processes. Therefore, this can be interpreted as direct data regarding the beach

closure depth.

The use of the Delft3D numerical modelling and the analysis of transversal beach profiles and

its temporal evolution established a maximum profile variation at around a 7 m depth. From this

point on, there were no changes in the morphology. Though the model has not been validated with

measurements, comparison with in situ data acquired by other technical means shows that the model

slightly underestimates the morphodynamic beach behavior.

In Table 3, depth values determined from different tools and sources are summarized:
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Table 3. Closure depth determined from different tools and sources.

Data Type Closure Depth (m)

Scientific literature 8–12

Birkemeier (1985) equation 11.9 (10.36–12.47)

Multibeam echosounder bathymetry 12

Side Scan Sonar 12

Delft3D model 7.4

The closure depth data determined from the visual inspection of the bathymetry and SSS images

coincides with the main terms of the Birkemeier formula [32], even though this was developed for open

sea beaches. This is most likely due to the extreme storm events’ effect on the obstacles. When these

short but very energetic events take place, these waves interact with the obstacles located at deeper

depths than those that usually produce erosion/sedimentation structures. These structures would have

a permanent character, since the usual wave conditions could not modify them due to the depth.

The closure depth given by the scientific literature and numerical modelling is smaller than the

theoretical and observed one. The scientific literature presents a range of values whose upper limit

(12 m) coincides with the closure depth determined by the Birkemeier equation [32]. The numerical

modelling establishes the seasonal variability of the beach profile up to a 7.4 m depth, with a horizontal

forward-retreat of the profile that can exceed 100 m. This model is not calibrated in absolute terms,

but it is important to highlight that the resulting data is within the range of the beach morphodynamics

under a similar hydrodynamic regime.

6. Conclusions

Several data collection techniques and numerical modeling approaches have been integrated to

explore the interaction between two pipeline construction alternatives and Samil Beach. The submerged

pipeline planned for Samil Beach would not affect the global sediment dynamics of the beach, based

on the simulated cases. Most of the pipeline is outside the sector where the main transport processes

take place, avoiding a shielding effect in the main transport paths. Thus, the seasonal morphodynamic

behaviour of the beach would not be affected.

Nevertheless, the structure would be affected by the beach sediment dynamics, producing mainly

erosion in its surrounding seabed until the closure depth is reached. This interaction does not hazard

the integrity of the pipeline in the case that it emerges deeper than the closure depth. Taking into

account the values obtained for the closure depth in the beach (8–12 m), the pipeline emerging point

must be located above an 8 m deep isobath in order to avoid its integrity hazard, which represents the

seasonal beach sediment movement. The results also indicate that, if the pipeline emerges on a seabed

above a 12 m bath isobath, its integrity would be guaranteed.

Thus, the pipeline-beach interaction criterion for the best suited pipeline alternative selection has

been discarded. The multitool strategy has proved to be efficient in assessing the sediment dynamics of

the Samil Beach environment and the effects of each pipeline route alternative on the beach. It has also

allowed us to identify the consequences of the seasonal sediment dynamics on the pipeline alternatives;

something essential for the security of the structures.

This study highlights the advantage of exploring the effect of submerged infrastructures with a

multidata approach to fully understand the diversity of potential influences on local beach behavior.
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Abstract: Beach nourishment is generally seen as the preferred means of rectifying coastal erosion, due

to its low environmental impact and natural evolution. The largest beach nourishment project ever

carried out in Mexico took place on Cancun beach in 2006, as a response to the most intense hurricane

season ever registered in Mexico, in 2005. After Hurricane Dean, in 2009, a second nourishment

was conducted, which evidenced flaws in the design and execution of the first project. Previous

investigations report that the need for beach re-fills directly correlates with wave energy. However,

following a thorough revision of the extreme climatic events that occurred between 1978 and 2018,

it has been found that the amount of erosion also depends on the frequency and duration of high

energy events. The findings also show that the apparent success of the second nourishment is mainly

associated with a decline in the number of extreme wave power events impacting the beach. In the

conclusion to this paper, we share the knowledge gained, but not yet applied, in Mexico or elsewhere,

regarding beach use, urbanization, and protection in beach planning.

Keywords: beach nourishment; Cancun beach; coastal erosion; hurricane damage; beach nourishment

assessment; beach profile imbalance

1. Introduction

It has long been recognized that sandy beaches around the world are being eroded, e.g., [1,2]

estimated that 70% of beaches were undergoing erosion and, according to [3], the problem was much

more critical in the USA, where the figure was 90%. In the Caribbean Basin, [1,4,5] have estimated severe

erosion rates for various beaches. In areas where there is potential for tourist or urban development,

and erosion problems are detected, scientifically based engineering solutions are expected to control or

mitigate these phenomena, e.g., [6].

Over time, the methodologies used for these solutions have evolved, e.g., [7]. In the past, the most

frequently applied techniques were based on hardening the coast, by means of dikes, breakwaters,

groins, etc. Despite initial criticism, the use of softer solutions (i.e., artificial beach nourishment) has

gained popularity, becoming the preferred alternative for mitigating erosion [8–10]. The documented

benefits [11–13] of artificial nourishment include:

• The extension of the berm and beach profile, combined with protective dunes, dissipates wave

energy, thus reducing expected damage from storms.
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• The berm is aesthetically valuable for tourism.

• The extension of the beach increases its lifespan by delaying long-term chronic erosion.

• The profile gradually re-shapes to fit the hydrodynamic conditions of the area, promoting

stable conditions.

• If the correct source of sediment is chosen (sorting, shape, quality and density), the nourishment

will not induce drastic changes to the water current circulation patterns: color, transparency,

temperature, pH, Dissolved Oxygen, Biological Oxygen Demand, Biochemical Oxygen Demand.

Nor will it impact organisms, such as nekton, plankton and benthos.

• Structural erosion (scouring) is avoided.

• Implementation and maintenance costs are lower than those corresponding to rigid

engineering works.

These benefits mean that when a beach has a sand deficiency, is important in terms of economic

impact and job creation, and the environmental impacts are not very serious, beach nourishment can

be seen as a feasible alternative to remedy problems of erosion.

In 1923, over a million cubic meters of sand were placed on a beach near Coney Island, New York,

making this the first cited case of artificial beach nourishment in modern times [13,14]. From then until

the 1950s some 72 beaches in the USA were artificially nourished. However, not all of these projects

were based on scientific grounds, and most were carried out empirically. Many of the projects had

a short life, arguably due to the inappropriate selection of the sediment used. In the United States

and Europe, from the 1950s to the 1970s, many authors, including [15–19], offered technical criteria

for the design of beach nourishment projects. These works formed the scientific basis for various

compilations, such as [8,20–23], from which most artificial sand nourishment projects worldwide have

taken their evidence.

In Europe, the Netherlands leads the field in coastal protection, with 50% of its territory being

below sea level. In 1984 the Netherlands introduced regulations for coastal protection based on artificial

nourishment of their beaches and sand dunes [24]. The research carried out there and the experience

accumulated confirmed the functional efficiency of this technique, as well as its adaptability and

lower costs, compared to alternative methods [25]. Researchers in the Netherlands have contributed

considerably to the knowledge of the criteria for designing sand nourishment projects, including the

dune, berm, and submerged beach. Between 1952 and 1989, 60 million cubic meters of sand were

placed on the coast of the Netherlands in over 50 projects. From the experience gained, in 1990 the

Dutch government stated that beach nourishment was the first option in adapting to climate change,

and an innovative large-scale beach nourishment project was begun, using the so-called Sand Engine

strategy [26].

Important artificial nourishment projects have also been executed in Spain, Germany, the United

Kingdom, France, Portugal, Georgia, Japan, and Australia. In the Caribbean area, some projects in

Mexico, Cuba, and the Dominican Republic stand out, because of the large amount of biogenic sand

required in the nourishments.

As with any engineering work, beach nourishment projects have a limited lifetime. This lifespan

depends upon the sediment transport induced by the power and persistence of extreme sea states

and the resilience of the system [27]. According to [28], an artificially nourished beach will have to be

re-nourished, depending on the characteristics of its design and evolution. Artificial sand nourishment

is simply a mitigation procedure, which needs periodic maintenance. If the environmental conditions

are favorable, infilling intervals can be extended, with corresponding financial savings. On the other

hand, it is accepted that if the intensity and frequency of the storms in the area increase, the erosion rates

will also rise, as will associated costs of sand refills, perhaps making the whole procedure unsustainable.

However, together with the intensity, the duration of heavy sea states is a variable which determines

the lifespan of a beach nourishment. In any case, alternative measures should always be considered,

60



J. Mar. Sci. Eng. 2020, 8, 388

including the use of rigid structures. If that also fails, a managed retreat of the infrastructure would be

the only alternative.

Assessing the effectiveness of sand nourishment projects is important from both economic and

technical perspectives. This is done through a monitoring program, by periodically measuring the

morphological changes of the beach. The aim of this work is to assess the effectiveness of two beach

nourishments carried out at Cancun, Mexico, in 2006 and 2009, using a total of 8 million cubic meters

of sand. This assessment uses satellite images, photographs, and model-derived wave power records

to examine the morphological evolution of the coastline over the last 40 years.

2. Cancun Before the First Beach Nourishment

Cancun is located on the Caribbean coast of the Yucatan Peninsula, in Mexico (Figure 1). The beach

is a prime example of an environment which has been progressively degraded by human activities

linked to tourism. The urbanization of Cancun started in the late 1960s on a pristine barrier island

between the Caribbean Sea and a system of coastal lagoons (Nichupté). The lagoons are supplied with

fresh water, via continental ground water discharge, and with sea water, which arrives with the tides

(micro-tidal regime), through two inlets. The lagoons used to be surrounded by a very rich mangrove

forest, which is now greatly reduced. The beach of Cancun lacks the protection of coral reefs and the

sediment is composed mostly of biogenic sediments.

Figure 1. Location of the barrier island beach of Cancun, between Punta Cancun and Punta Nizuc.

The main anthropic alteration to the Cancun coast has been the construction of very dense

infrastructure (hotels, roads, gardens, golf courses, etc.) on the dunes. The inlets were also rigidized,

causing modifications to the natural breaching of the sandbar during storms, and thus limiting the

interaction between the sea and lagoon. These changes, together with a decline in the amount of

natural sediment availability, brought about intense erosion. Beach loss was estimated at an annual rate

of 1.8 m for 1967–2005 [29]. Figure 2 shows Cancun in 1947, and the slow, but continuous urbanization

of the beach between 1978 and 1988.
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Figure 2. Historical aerial images of Cancun. Punta Cancún in 1947 (left panel) and Punta Nizuc in

1978 and 1988 (center and right panels, respectively).

As documented by [30] and [31], until 1988 the urban planning of Cancun did not take into

consideration the natural dynamics of the coast. In September 1988, Cancun received the full force of

hurricane Gilbert. The waves and storm surge moved massive quantities of sand and, for the first time,

the hoteliers there experienced the effects of substantial erosion on the beach. Several studies were

carried out, but no action was taken to recover the beach. The individual hotel owners implemented

uncoordinated, inadequate coastal protection schemes (e.g., vertical walls, detached breakwaters,

and groins), accelerating the problem and transferring the effects to neighboring beach segments (see

Figure 3). Even so, the beach partially recovered until hurricanes Ivan (2004) and Emily (2005) hit the

coast [32]. Then, in October 2005, Hurricane Wilma hit Cancun, removing 8 million m3 of sand [33];

almost all of the beach was left without sediment (Figure 4).

Figure 3. Examples of inadequate solutions implemented 1988–2004. Vertical walls (panels A and B);

detached structures (panel C) and groins (panel D).
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Figure 4. Examples of damage caused by Hurricane Wilma to the beach of Cancun in 2005. It can be

seen that in front of many hotels the beach totally disappeared; only rocks were left behind (panels (a),

(c) and (f)), while in other places, waves were hitting the hotels walls and facilities directly (panels (b),

(d) and (e)).

3. The First Beach Nourishment, 2006 to 2009

In 2006, the problems of erosion had come to a head; the situation was critical economically as the

all-important tourist industry in Cancun was in jeopardy. An urgent solution that could restore the

beach immediately and activate the economy was necessary and a beach nourishment was undertaken
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to achieve this goal. From January to April 2006, 2.7 million cubic meters of sand were placed on

the beach, with a cost of USD 19 million. The sediment was borrowed from two nearby sand banks

of La Ollita and Megarrizaduras (Figure 1). La Ollita sand bank is 12 km north-east of Cancun, off

the northern end of Isla Mujeres. Around 1.7 million cubic meters of sand were extracted from here,

from an average depth of 25 m [33]. The Megarrizaduras sand bank is 15 km north of Punta Cancun,

in shallow waters (7–10 m depth) between Cancun and Isla Mujeres. Around one million cubic meters

of sand were extracted from this bank.

Immediately after the sand nourishment, the beach had an average width of 60 m (Figure 5).

However, the beach rapidly began to narrow, losing an average 8 m in width, from May to September

2006, and even more, 29 m, from September 2006 to September 2007 [34]. In the same period, the sand

on the beach formed a dramatic, pronounced scarp, making it very difficult for tourists to enjoy the

beach (see upper panels of Figure 6). These scarps remained, due to the lack of sediment in the

submerged part of the beach profile. The beach was dramatically damaged by hurricane Dean in

August 2007.

Figure 5. Aerial views (from north to south) of various segments of the central part of Cancun beach in

May 2006; the immediate result obtained from the nourishment is evident.

Figure 6. Examples of damage caused by Hurricane Dean to the beach of Cancun. Upper panels:

August 15, 2007 (a few days before Hurricane Dean hit land), and lower panels: August 25, 2007 (a few

days after Hurricane Dean had landed). Each photograph corresponds to approximately the same

place in the upper and lower panel.

By 2007 the level of anthropization of the barrier island was over 95%, with commercial centers,

hotels, houses, gardens, and a wide boulevard covering almost all the areas that had originally been

dunes, coastal vegetation, and mangrove (Figure 7 [35]).
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Figure 7. Land use, Cancun 2007 [35]. Intense urbanization all along the barrier rigidized the coast and

facilitated the loss of beach sediment.

On 21 August 2007, Hurricane Dean hit Cancun, generating very intense waves that removed

significant volumes of sand; the dry beach was reduced in width and the scarps disappeared (Figure 4).

After Hurricane Dean, the erosion on the beach continued, with a recorded loss of 10 m of dry beach,

from September 2007 to August 2008, and a further 1 m between August 2008 and January 2009 [36].

Although the rate of the erosion diminished, by January 2009 the waves were lapping only 14.5 m from

the sea walls of the hotels [37]. The erosion continued, bringing a shoreline recession in the central and

northern sections of the beach to a position similar to the post-Wilma conditions of 2005.

From exhaustive monitoring of the beach evolution in 2006–2009, [38] concluded that during

extreme wave conditions, longitudinal currents are highly dynamic and determine sand availability at

the northern and southern ends of Cancun beach. In the central part of the system, offshore sediment

transport is dominant and the sediment balance is negative. This sediment imbalance prevents the

natural self-regulation of the coastal system; causes very low sediment input into the system; and leads

to large amounts of sediment being transported out of the system by hurricane-induced high wave

energy. These conclusions have been very important in understanding the beach behavior at Cancun.

4. The Beach Nourishment of 2010, until 2020

Given that the beach had not reached a dynamic equilibrium, it continued eroding and consequently

was not attractive for tourists (Figure 8). A second beach nourishment was therefore performed,

from December 2009 to January 2010. The methodology was similar to that of 2006. However, this time

the amount of sand used to replenish the beach was almost twice that of 2006 (5.2 million cubic

meters). The width of the beach at the end of the process was 80 m and the thickness of the sand

layer in the beach profile was substantially higher than that of 2006 (Figure 9). Additionally, a 305 m
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long breakwater crowned 2.5 m above the mean sea level was built on Punta Cancun, to prevent the

transport of the sediment to the north.

Figure 8. View of the beach at Cancun in 2009, before the second nourishment. Waves attacking the

hotel facings (left) and rocks left behind after erosion (right).

Figure 9. Projected profiles for the 2006 and 2009 beach nourishments.

For the second nourishment project, 2.5 million cubic meters of sand were extracted from La Ollita

II sand bank, next to the sand bank used in 2006. The sand was extracted from an average depth of

25 m. The remaining 2.8 million cubic meters of sediment were taken from the sandbank at Punta

Norte, in the shallow waters north of the island of Cozumel, 48 km away, at a depth of 12–29 m [33].

While all the borrowed sand was of marine biogenic origin, the sand used had different mechanical

characteristics from the sand native to Cancun beach (see Figure 10). The differences in the sand

characteristics may explain the unpredictable behavior of sand transport on the beach and therefore

the beach evolution after the second nourishment.
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Figure 10. Left panel shows the native sand, 2004. Central and right panels, sand from the emerged

and submerged beach fill, respectively.

The estimated lifespan of the second nourishment was 3 years [33], a period calculated on the basis

of the trends in severe storm impacts previously observed. Nevertheless, after the beach nourishment

process, the system never attained the expected profile (see Figure 11). The wave action caused a steep

beach scarp to form; an unpleasant 2 m vertical step (Figure 12). A very thorough analysis of this

process on the beach in Cancun was made by [38].

Figure 11. Beach profiles at northern (P. Cancun); central, and southern (P. Nizuc) Cancun, showing

the beach growth due to the first beach fill (early 2006), and a return to erosion conditions by 2008,

when the need for a 2nd nourishment was evident: Nov-2005 (−−), May-2006 (−−), Aug-2006 (−−),

Apr-2007 (−−), Sep-2007 (−−) and Aug-2008 (−−).
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Figure 12. The second beach nourishment was carried out in June 2010. By October 2010 the beach had

developed a scarp of almost 2 m height as seen in both photographs.

In 2013 all the scarps had disappeared (Figure 13) and, 10 years after the second nourishment,

the beach at Cancun has managed to conserve a nearly stable width of approximately 30 m

(Figures 14 and 15). Therefore, no further beach nourishments have been required.

Figure 13. Aspect of the beach of Cancun in 2013. All the scarps have disappeared and the beach seems

to be in a sound state.
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Figure 14. Satellite images, 2009 to 2017, of the beach in front of the Grand Park Royal Cancun, located

in the central-north part of the beach (source: Google Earth Pro, version: 7.3.2.5776). The red line, 50 m

long, shows the dynamic stability being reached.

Figure 15. Recent views of the beach at Cancun, January 16, 2020 [39].

5. Characterization of Extreme Events 1979–2018

To evaluate the response of the beach nourishment to the wave climate, three periods, namely Stage

0 from 1979 to 2005; Stage 1 from 2006 to 2009; and Stage 2 from 2009 to 2018, were analyzed separately.

For this characterization, wave records for 21.0 ◦N and 86.5 ◦W were used. Hourly information of

significant wave height (Hs), peak wave period (Tp), mean wave period (Tm), and wave direction (θ)

were taken from the reanalysis dataset ERA 5 [40] of the European Centre for Medium-Range Weather

Forecasts (ECMWF).

An extreme event was defined as when the significant wave height exceeds the general 90th

percentile significant wave height (Hs90) [41]. This value was 2.10 m for Stages 0 and 1, and 2.03 for

Stage 2. If the difference in time between the events is more than 12 h, these are considered independent

events [42]. The deep-water parameters for each extreme event found of the wave time series were

plotted against the number of events, that is: event duration, storm cluster time intervals (IN), significant

wave height (Hs), maximum significant wave height (Hsmax), peak period (Tp), maximum peak period

(Tpmax) and mean wave power by event (PwE). The storm cluster IN is the time elapsed (days) between

storms [43].

The results shown in Figure 16 give an overview of the intensity, persistence, and clustering of

the extreme events which occurred in each of the three stages. All of these factors are important in

the morphodynamic response of the beach. In Figure 16 the variables are presented in histograms,

to facilitate comparisons between the stages.
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Figure 16. Histograms showing the extreme wave parameters for Stage 0 (blue), Stage 1 (red), Stage 2

(grey); (a) Duration; (b) IN (storm cluster time intervals); (c) Hs (significant wave height); (d) Hs max

(maximum significant wave height); (e) Tp (peak period); (f) Tp max (maximum peak period); (g) PwE

(mean wave power by event).

Figure 16 shows quite similar distributions of the variables for all three stages. As the period is

much longer, Stage 0 shows a greater number of events in all the histograms and also more events

in the tail of the distributions; this is a natural phenomenon. The duration of the individual events

shows no significant change between the stages. Of particular interest is the low values of IN found in

Stage 2, which show that those storm seasons were more active and, when this time is less than the

natural recovery period of the beach, the damage to the beach tends to accumulate. Panels (c), (d), (e)

and (f) show that the most intense storms occurred in Stages 0 and 1, whilst in Stage 2 the reduction in

the number and intensity of storms is clear.

These findings, analyzed for each stage, are in agreement with the levels of wave power (intensity,

persistence) generated by the most intense events. From the information in Figure 16, the levels of

erosion reported by [44] can be more clearly understood: in Stage 0 from 1983 to 1990, the eroded

area was 218,000 m2; during the 1990s, the erosion was lower; 19,600 m2, while the eroded surface

from April to October 2005 was 265,000 m2. The hydrodynamic characteristics of extreme events and

other factors, such as translation speed and trajectory, sea level, wind effects, and sediment properties,

contribute to beach erosion. However, it has been reported elsewhere that episodic extreme storms

and a series of lesser storms occurring close together could result in greater coastal impact than one

single huge storm [45–47]. This means that longer periods of persistently high wave energy can lead to

great changes in the beach profile [48,49]. Therefore, in this paper, a detailed analysis focusing only on

wave power was performed.
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For the study of the wave power, a time series was calculated using the formula for irregular

waves (Equation (1)), see Figure 17:

Pw =
ρ g2

64π
Hs

2Te (W/m). (1)

where Hs (m) is the significant wave height and Te is the energy period of the spectra, which can be

expressed as a linear function of the mean wave period T01(s),

Te =
m−1

m0
= αT01; (2)

where α = 1.08 [43].

Figure 17. Hourly wave power at 21.0 ◦N and 86.5 ◦W.

From 1979 to 2018, six events reached or exceeded a maximum wave power of 2 × 105 W/m

(see Figure 17); this threshold was selected, being the greatest erosion reported (general knowledge).
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These hurricanes were named Allen (1980), Gilbert (1988), Ivan (2004), Emily (2005), Wilma (2005), and

Dean (2007). Their characteristics are presented in Table 1. According to reports, these six hurricanes

generated the waves which induced the most severe beach erosion. However, the orders of magnitude

of the sand eroded were not directly correlated with the maximum wave power reached in these

events. Looking at the dates of the greatest events (Figure 17), and considering their durations (Table 1),

together with the largest beach losses reported, erosion seems to be closely related to the intensity and

duration of extreme sea states.

Table 1. Wave characteristics of the most extreme storm conditions induced by the hurricanes from

1979 to 2018.

Event Allen Gilbert Ivan Emily Wilma Dean

Date over 104 W/m 07/08/1980 13/02/1988 12/09/2004 17/07/2005 19/10/2005 20/08/2007
Date Pwmax 07/08/1980 14/09/1988 13/09/2004 18/07/2005 21/10/2005 21/08/2007

Duration (h) 48 93 90 34 161 44

Hs (m) 3.80 4.30 3.83 3.52 5.19 3.53

Hsmax (m) 7.43 11.28 7.13 6.73 10.67 6.06

Tp (s) 8.46 9.30 12.61 10.40 11.51 9.98

θ 37.00 100.56 57.59 108.33 133.21 109.12

Pwmax (106 W/m) 0.28 0.78 0.31 0.23 0.66 0.20

Pwtotal (106 W/m) 3.85 12.30 9.51 2.48 29.42 3.23

The arrival direction of the wave power to the shore can limit its erosiveness. For this reason,

the dominant direction of the incoming waves from 1979 to 2018 was taken from the same ERA-5

database. The results, separated into Stages 0, 1 and 2, can be seen in Figure 18.

Figure 18. Distribution of the wave power according to incident direction. Stage 0 (1979–2005); Stage 1

(2006–2009); Stage 2 (2010–2018). North direction is 0◦.

From Figure 18 it can be inferred that, during Stage 0, the extreme events induced sediment

transport to leave the littoral cell in all directions. In Stage 1, most transport was from the south to

the north and during Stage 2 no events are found that could produce relevant sediment transport

to cause beach loss. The Cancun beach, like any other, has seasonal and interannual variations in

erosion-accretion. However, when the wave power exceeds a threshold of around 100 kW/m, the sand

is exported out of the coastal cell and the system is not able to recover naturally

6. Discussion and Conclusions

Between 1988 and 2012, six major hurricanes impacted Cancun and information was demanded.

As a result, a large number of coastal and oceanographic studies were undertaken, focusing on Cancun,

and paying attention to developing human and technical capabilities. Until 2010, the time of the second

nourishment, the general perception was that the beach at Cancun had a clear erosion tendency. In this

section we will show that this tendency was directly linked to the incidence of extreme hydrodynamic
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conditions and the scarcity of natural sediment sources. These findings could change erroneous

perceptions, and present many challenges for future nourishment projects, includes the need for

improving long term predictions of wave climate under global warming scenarios.

Previous research [37,38] explained the dynamics of Cancun beach in terms of wave energy fluxes

with reasonable accuracy. Therefore, in this paper we opt for a long-term analysis, only evaluating

the overall wave power that reaches the beach. With this information, we identified the events which

produced the most erosion at Cancun beach. The effects of these climatological events were identified

by a cluster analysis which suggested three stages, before the first nourishment (1979–2005), after this

(2005–2009), and after the second nourishment (2010–2018). As storms were more frequent in Stages 0

and 1, the recovery capacity of the beach was debilitated.

The analysis of wave power in the region indicates that for the periods before and after the 2010

sand nourishment, the severity of the hydrodynamic conditions was very different. In the period

1988–2009, the beach was repeatedly affected by intense storms, which induced very high erosion rates.

In the period after the second beach nourishment (2010–2018), storm impact was very low. The analysis

shows that for the last 8 years, no major hurricanes have impacted the region, and the beach of Cancun

has been stable. In this sense, beach stability means that Cancun has maintained a beach width suitable

for recreation and for the protection of infrastructure from inundation and damage (i.e., >40 m wide)

for most of its length, most of the time (see Figure 14). In the absence of hurricanes, all work related

to beach monitoring has ceased, despite the importance of Cancun in terms of the tourist industry.

Decision makers and investors believe that the beach is stable and that the future of this resort was

guaranteed with the second beach nourishment. However, Cancun has taught us that sudden erosion

processes occur when we are least prepared.

The considerable amount of sand deposited on the beach (8 million cubic meters), along with the

low storm impact in the last 13 years, has led the beach away from an erosion tendency. However, it is

still too early to assert whether this balance will continue over time, given that the main causes of the

erosion are still present.

In the last 50 years of touristic development at Cancun, the exploitation of the dunes, and the use

of the beach for recreation, there have been various lessons that should have been learnt:

1. The passage of Hurricane Gilbert in 1988 showed that the resulting erosion put at great risk the

touristic infrastructure.

2. Between 1988 and 2004, it was seen that without the presence of very severe waves the beach can

slowly and partially recover.

3. During this period, we also learned that the individual “coastal protection” efforts (by hoteliers)

in fact increased structural erosion and that such uncoordinated efforts should be avoided.

The need for comprehensive coastal management plans and solutions for the entire beach was

made evident.

4. The number of nearby sand banks available for borrowing sand is limited; these areas cannot be

exploited indefinitely. As this sand is of biogenic origin, the production of these sediments is a

very long-term process.

5. Beach scarps are unsuitable for tourism. The design and techniques employed for beach

nourishment has to be different, since for long periods the beach profile had a 2 m scarp.

6. From the morphodynamic behavior of neighboring beaches in the same period, it is evident that

the impact of urbanization on dune ecosystems reduces their resilience.

7. The experience gained from the first beach nourishment and subsequent coastal monitoring

programs, implemented by government and research bodies, enhanced the design of the second

beach nourishment.

8. Much to the contrary of what was previously thought, it has been seen that, in the last 10 years,

the beach has not gradually eroded. The erosion events are episodic and the beach may recover

again. Nevertheless, it is expected that an extreme event could drive Cancun rapidly to an
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unstable stage, since much of its natural resilience has been lost due to the urbanization of the

coastal dunes.

Cancun is a vital asset to the economy of Mexico. In order to have a tourist destination with a

healthy sustainable beach, a series of actions are necessary, including the re-establishment of coastal

monitoring programs to have more accurate information to correctly diagnose the beach behavior. It is

also important to continue comprehensive coastal planning work that allows the coexistence of natural

processes and sea-sand-sun tourism.
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Abstract: Fringing reefs have significant impacts on beach dynamics, yet there is little research on

how they should be considered in beach nourishment design, monitoring, and conservation works.

Thus, the behavior and characteristics of nourishment projects at two reef protected beaches, Royal

Hawaiian Beach (RHB) in Hawaii, USA, and Victoria Beach (VB) in Cadiz, Spain, are compared to

provide transferable information for future nourishment projects and monitoring in fringing reef

environments. The nourishment cost at RHB was nine times higher than VB. This is partly due

to lower total volume and a more complex placement and spreading method at RHB, despite the

much closer borrow site at RHB. There was a significant difference in post-nourishment monitoring

frequency and assessment of accuracy. RHB elevation was monitored quarterly for 2.7 years at

30 m-spaced profiles, compared to 5 years of biannual surveys of 50 m-spacing at VB. An additional

problem related to the presence of reefs at both RHB and VB was estimating the beach volume increase

after nourishment, due to variable definitions of the ‘beach’ area and high alongshore variability

in reef topography. At sites where non-native sediment is used, it is imperative to understand

how wave and current energy changes due to reefs will influence nourishment longevity. Thus,

differences in erosion and accretion mechanisms at both beaches have been detected, though are still

little understood. Moreover, discrepancies in sediment porosity between the two sites (which should

be surveyed in future nourishments) have been found, probably due to differences in the nourishment

sand transportation and distribution methods. In summary, more dialogue is needed to explicitly

consider the influence of fringing reefs on coastal processes and beach nourishment projects.

Keywords: beach nourishment; perched beaches; monitoring; cost; volume density; geologically

controlled beach

1. Introduction

Beach nourishment is a key ‘soft engineering’ approach used worldwide to remediate coastal

erosion, in contrast to ‘hard coastal engineering’ which involves construction of defenses such as

breakwaters. Beach nourishment is used on beaches with a variety of sedimentary characteristics,

from sand to gravel [1]. Such beach fills are generally designed using simplified mathematical models

that assume the geologic setting has no influence on the beach morphology [2]. One such commonly

used model is the equilibrium beach profile, which is meant to reflect the beach profile that would

occur if the forces (dominantly waves and water levels) were held constant for a sufficiently long
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time [2,3]. However, there is increasing research showing that the geologic setting plays a dominant

role in contemporary beach morphodynamics [4–7]. In fact, some studies have taken into account the

former geologic setting to design multifunctional artificial reefs that serve several purposes [8].

One common type of geologically-controlled beach is situated landward of areas of hard bottom,

such as rock or coral reefs. Reefs have large impacts on coastal hydrodynamics, sediment transport,

and morphology, such as by influencing water level fluctuations [9], wave set-up and cross-reef

currents [10], wave breaking, wave-induced flows, and wave attenuation over reef platforms [11–15],

which affect the beach morphodynamics tidal range at multiple scales [16–19], even under hurricane

conditions [20,21].

Despite clear evidence that beaches with reefs behave differently to their non-reef counterparts,

there has been scant attention given to how reefs should be considered in beach nourishment projects. A

recent study by Habel et al. [22] focused on the methodology of a beach nourishment at Royal Hawaiian

Beach (RHB), Waikiki, which is fronted by a fringing coral reef. They also analyzed the subsequent

monitoring. We share their interest in beaches that are fronted by reefs and find this a welcome

opportunity to start a discussion of how reefs should be considered in beach nourishment projects.

Therefore, the goal of this paper is to compare the method and performance of beach nourishments in

fringing reef environments, performed at RHB and Victoria Beach (VB) in SW Spain, in order to provide

transferable information for future projects with similar fringing reef environments. We compare

nourishment costs and methods for nourishment performing, total nourishment volume, fine sediment

fraction, and post-nourishment monitoring techniques between the two beaches.

2. Location Descriptions

RHB in Hawaii and VB in Cadiz, SW Spain, are both supported by calcareous reef platforms

(Figures 1 and 2, respectively). Beaches on both of these coasts have experienced significant long-term

erosion, which is problematic for the nationally important tourism industries that they support.

Erosional trends are expected to accelerate with sea level rise [23], which is currently about 6 mm/year

in Hawaii [24], and 2–3 mm/year in Cadiz. The costs of adaptation strategies (including beach

nourishment) are already being considered [25].

RHB extends 520 m alongshore in a crescent shape between the Royal Hawaiian groin at the

western end of the beach and the Kuhio Beach Ewa groin at the eastern end. This beach has been losing

volume at a rate of 760 ± 450 m3/year, consistent with the design rate of 1,070 m3/year, that is, the

value used for the nourishment project [22]. Victoria Beach is 3 km long and is divided into two zones

due to the existence of a transversal fault to the shoreline. The northern zone (~1.2 km long) has a

quasi-horizontal rocky platform, the surface of which aligns with spring low tide level. The dominant

swell comes from the west, which generates dominant littoral drift towards the southeast, with an

average loss value (i.e., the sand volume lost every year) of approximately 30,000 m3/year [26].

Southerly swell at RHB generates, over the summer months, an average significant wave height

and period of 0.8 m and 13.1 s, respectively. Erosion is usually experienced under shorter period winter

waves at this beach [22]. On the other side, the western swell in VB generates a significant wave height

of about 0.7 m (similar to HRB wave), but the average period is less, approximately 7 s [27]).

A summary of noteworthy morphological and sedimentological characteristics for the two beaches

is shown in Table 1, and a visualization of these morphological concepts is shown in Figure 3. RHB

is microtidal, whereas VB is mesotidal, with spring tidal ranges of up to 0.9 and 3.8 m, respectively.

All elevations are relative to the lowest low-water level (LLWL) (+ 0.00 m). Elevation of the reef flat

coincides approximately with this datum, and therefore the reef platform is emerged at the low tide

level for VB and almost emerged for RHB. Another difference is related to the nature of sediment,

which is calcareous in RHB, and almost completely silicic in VB (where the sand is 90–95% quartz and

5–10% bioclastic material). Both beaches have fine/medium sand, although the median grain size (D50)

is slightly larger, at 0.34 mm for RHB, and 0.25 mm at VB.
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A final key difference is that while both beaches have their toes supported by a reef platform,

VB also has a fault scarp along its entire front and lacks the offshore channel which characterizes

RHB. At RHB, this offshore channel is thought to be an important conduit for cross-shore sediment

transport [22], a topic also mentioned by other researchers [28].

 

 
(a) 

 
(b) 

Figure 1. Location of Royal Hawaiian Beach (RHB) in Waikiki, Hawaii, USA (a); and an aerial view

where the fringing reef can be observed and the sand extraction site is located (b) (image source: Google

Earth 2018).
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(a) 

 
(b) 

 

Figure 2. Location of Victoria Beach (VB) and indication of the borrow site (named Placer de Meca) in

Cadiz, SW Spain, (a); and a ground view of the reef platform (b) (source: Muñoz-Perez, 2009).

Table 1. Comparison between Royal Hawaiian Beach (RHB) and Victoria Beach (VB) characteristics.

Beach
Slope
(%)

D50
(mm)

Reef
Width

(m)

Tidal
Range

(m)

Berm
Elevation

(m)

Toe
Elevation

(m)
Latitude

Nature of
Sediment

RHB 13.3 0.34 1000 0.9 +2.0 −1.0 21◦ N Calcareous

VB 4.5 0.25 500 3.80 +4.0 +0.0 36◦ N Silicic
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−

 

Figure 3. Sketch clarifying different morphological terms used in the text. LLWL refers to the lowest

low water level.

3. Nourishment Methodology and Monitoring

Here, we compare and contrast the nourishment techniques and post-nourishment monitoring at

RHB and VB.

3.1. Nourishment Method

There was a big difference in the method of placing, conveying and spreading the sand between

RHB and VB. At RHB, 18,350 m3 of sand was extracted from a source located approximately 0.6 km

offshore of the nourishment site (Figure 1), using a pump that was suspended from a crawler crane

stationed on a barge [22]. Sand was first pumped to an onshore dewatering basin adjacent to the

placement location, before being distributed onto the beach using the truck haul method. This

intermediate step was likely an important driver of the higher nourishment cost at RHB, discussed

further in the next section.

In contrast, sand was pumped directly onto the dry beach at VB (i.e., the zone from high tide level

to the landward edge). A volume of 260,000 m3 was extracted from a borrow site called Placer de

Meca, located 42 km (23 nm) from VB, close to the Cape of Trafalgar (Figure 2), using a trailing suction

hopper dredger (TSHD). The dredger extracted the sand from a depth of ~20 m, and the complete

process (mining, going to the beach, delivery, and returning to the borrow site) took about 8 h. Some

pictures showing different aspects of the sediment pouring are shown in Figure 4.

3.2. Determination of Nourishment Volume

Methods used to quantify beach nourishment volumes to determine payment vary and can have

significant implications for total nourishment costs. Although there was no specific indication in

Habel et al. [22] of the measurement and payment guidelines used at RHB, they state that the initial

post-nourishment survey, accomplished 10 days following the completion of sand placement, was used

to determine the total nourished volume. During the first beach nourishments performed in Spain in

the 1980s, payments to dredging companies were based on volume calculated by comparing pre- and

post-nourishment beach profiles. A prominent dredging company at the time adduced that they were

not to be held responsible for any possible erosion that may happen to nourished beaches caused by

wave or tidal activity. The basis for this discrepancy was later discussed by Rullens et al. [29]. The final

court decision was to their advantage, and since then payment has been made on hopper measurements

taken before the sand sediment is pumped onto the beach. However, pre- and post-volume calculations

are still undertaken, but only for monitoring purposes.

Concerns about the accuracy of the volumes measured aboard the ship are common. Readers

interested in a detailed description of the methodology, and about an independent and portable meter

system for dry weight control in hopper dredgers in order to distinguish between the dry sand weight

and the sea water weight can consult [30].
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Figure 4. Different aspects of the sediment pouring on Victoria Beach, showing (a) pipe assembly;

(b) transport of the pipe to the sea; (c) aerial view of the pipe while pouring; and (d) pipe outlet onto

the beach.

3.3. Post-Nourishment Monitoring

Post-nourishment monitoring is important to confirm the design life of the project and

to assist in future planning. At RHB, beach elevation data were collected quarterly along

cross-shore profiles for 2.7 years after nourishment. At VB elevation campaigns were performed

biannually for 5 years post-nourishment. According to US Army Corps of Engineers (USACE)

recommendation [31], monitoring beach nourishment requires large numbers of topo-bathymetric

surveys (quarterly during the year following nourishment works, and biannually for at least one

additional post-nourishment year).

At RHB, the shore-normal profiles were established at ~30 m intervals along the 520 m-long

site, and extended either beyond the seaward toe of the fringing reef, or where fringing reef was

absent to depths of 2–3 m. Profiles were surveyed by tracking a swimmer moving a rod-mounted

prism across the beach, into nearshore waters, and over the fringing reef. Surveying was carried

out randomly with respect to wave state and tidal cycle. The main sources of elevation error were

identified and analyzed, including survey measurement error (by using established control points)

and surface interpolation error (by conducting a comparison between random real and interpolated

elevations). This is particularly noteworthy because only a handful of investigations have described

errors related to typical beach bathymetric data sets and their influence on quantitative and qualitative

interpretations of nearshore processes [32]. Grosskopf and Kraus [33] recommend a mean error of less

than 11.5 m3/m of beach volume to estimate sand volume with an accuracy comparable to the 10%

to 20% contingencies associated with project designs. Following this line of reasoning, instrument
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error was not monitored at RHB, as the measurement device (Leica TC407 total station) had millimeter

accuracy, although accuracy can diminish when this topographic procedure is applied to seaward

zones, due to the inclination of the rod where the prism is mounted. A method to take into account

and reduce this error was developed and described by [34].

On the other hand, at VB the sand was extended with a berm width of 100 m, and the berm

elevation was about 1 m above the spring tidal level (+ 3.80 m over the datum). High resolution

topographic levellings were carried out biannually during the following five years to account for

sea-swell seasonality. Another important aspect of the post-monitoring survey method relates to

the accuracy of the surveys. Surveying at RHB was undertaken regardless of the stage of the tidal

cycle, due to the relatively low tidal range of 0.9 m (Table 1). H owever, at VB surveys were always

performed at LLWL during spring tides. Surveys took two days, and thus the tidal range did not

change appreciably during this monitoring. Cross-shore profiles were separated by 50 m alongshore

and extended from the sea wall to the toe of the profile, even if submerged (the toe of the profile was

always 1 m below LLWL). Bathymetries were considered unnecessary and would also likely have a

large error due to the random roughness of the rock. Therefore, the maximum error detected for the

levellings performed with a total station theodolite (according to the technique described in [35]) was

<1 cm, and standard deviation was <0.5 cm.

In addition, VB is more gently sloping than RHB, at 4.5% compared to 13.3% (Table 1). This

means that variations in the water level due to spring and neap tides could have a significant influence

on volume measurements, as this can cause the sand level to vary by up to 0.67 m under negligible

wave conditions at Cadiz [36].An additional difference in the post-nourishment monitoring was in

the alongshore spacing of the cross-shore beach profiles. Some recommendations regarding beach

profile spacing range from 300 m on long straight beaches with a 50% reduction close to structures or

special points [31,37], to less than 150 m, according to the recommendation of the Coastal Engineering

Manual [38]. Nevertheless, generally pre- and post-nourishment profile surveys are routinely collected

at higher resolutions (with alongshore spacing of 60 m or less) to determine placement volumes

accurately for payment purposes. Profiles at RHB were established at the relatively small spacing of

30 m, presumably to increase accuracy and decrease error associated with discretizing the domain.

Although increasing the number of profiles measured decreases the error associated with discretizing

the domain, it also increases the survey budget. Therefore, in order to find a compromise between a 5%

allowable error of estimation and the available monitoring budget, the methodology developed in [35]

was used to determine a 50 m profile spacing at VB [39,40]. Optimizing profile spacing is important for

cost savings, however, while techniques exist for sandy beaches, it is not clear how reef variability

influences the spacing required to capture key changes with sufficient alongshore variability.

4. Results and Discussion

4.1. Performance of Nourishment Works

The methods of nourishment material transport and distribution have significant implications for

the resulting beach sediment characteristics. Habel et al. suggested that the truck haul method caused

chemical compaction of nourished sands, which has important implications for slope stability [41]

and ecological function [42]. In contrast, at VB sand porosity increased after the renourishments. This

opposite behavior is probably due to the aforementioned differences in transport and distribution of

nourishment material. While trucks transported dewatered sand at RHB, at VB there was a massive

dumping of a mixture of sediment (20%) and water (80%) onto the backshore and foreshore from a

trailing suction hopper dredge. According to Roman-Sierra [43] this procedure causes a significant

increase in sand porosity, which subsequently decreases until it reaches its native value (about a year

later), due to wave action driving spatial re-accommodation of the grains. Moreover, much of the

volume loss after beach nourishment procedure can be due to a decrease in porosity. A detailed analysis

of the impacts on porosity of the sand transport and nourishment method, as well as an accurate and
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novel application of in situ measurements of the porosity of beach sand using a high-quality nuclear

densimeter gauge, are also described in [43]. We suggest that measuring sediment porosity in future

nourishments is advisable to determine if the transportation and distribution method significantly

affects porosity, and hence beach slope stability and sand volume. The RHB nourishment project plans

to maintain beach width for 20 years, with the initial replenishment plus an additional second phase

after 10 years. This compares to a design life of 25 years for VB, although a small replenishment (about

25% of the original nourishment volume) was undertaken after 12 years, due to high social demand.

4.2. Nourishment Volumes

In reference to the measurements of placed sand volume conducted daily by contractors in RHB,

a total estimated volume of 17,551 m3 was established. However, using the meritorious interpolation

error methodology presented by Habel et al. [22], a beach volume increase of 12,700 ± 3700 m3 and

a system volume increase of 13,700 ± 6300 m3 were confirmed. Revisiting some explanations about

“beach” and “system” concepts are noteworthy. According to the aforementioned authors, the beach

area extends a nominal 20 m seaward of the initial post-nourishment beach toe, while the system area

extends an additional 150 m seaward. Regrettably, despite the laudability of the method, estimation of

error becomes 30% at the “beach” zone and rises to 46% when the “system” zone is considered.

The error in sand volume estimation was somewhat lower in VB, probably due to the larger

volume poured; 260,000 m3 was measured into the hopper of the dredger vs. 283,000 m3 surveyed on

the beach, due to the increase of the porosity [43]. Another source of error was probably the existence

of a problem at VB similar to that of RHB: the great variability of the levellings over the fringing reef.

Ultimately, it was decided to exclude the reef from the surveying zone due to the lack of credibility.

Related to the seasonal erosion/accretion cycle, an unexpected volume gain occurred at RHB

following increases in incident wave energy flux above 10,000 kg m3/s3. As Habel et al. [22] stated, it

would be interesting to obtain elevation data from regions further offshore of their present study area

which could confirm the existence of a proximal sediment source/sink. That would permit finding

the relationship between the pattern of erosion/accretion and cross-shore sediment transport. On the

contrary, significant gaining was never detected at VB. An average erosion value of 10,000 m3/year,

which resulted in an irreversible loss [26], was obtained. However, this erosion rate was much

smaller than for non-reef protected profiles subjected to similar wave energy on the same beach

(30,000 m3/year).

4.3. Nourishment Costs

There was a large difference in nourishment costs between the two beaches. At RHB, the cost was

2.9 million USD for recovery, dewatering, and emplacement of 18,350 m3 along a 520 m segment of

coastline. This investment represents an overall average price of $158 USD/m3. It should be noted that

the cost of removal of two dilapidated sandbag groin structures has not been subtracted, because is

not available. In comparison, the cost of nourishment at VB, where sand was dredged locally from

the seabed, ranged from 12 to 15 €/m3 (13–17 USD/m3 at the current rate of exchange) for the various

nourishments, excluding taxes. Moreover, distance from the borrow site in Cadiz (close to the Cape

of Trafalgar) was 37–46 km, compared to just 0.6 km at RHB. However, costs of mobilization and

demobilization of equipment in Hawaii account for much of the project costs, due to how remote

the islands are. It is also true that supplied volumes were far superior in VB, with over 200,000 m3

at all nourishment actions, thus allowing for a lower unit cost of sand. Further details about beach

nourishments carried out from 1999 to 2010, storm climate, and sea level seasonal cycle in the Gulf of

Cadiz, can be found in [44–46] respectively.

4.4. Fine Sediments

Consideration of the fine sediment fraction in nourishment material is important, not only because

of its contribution to elevated turbidity, but also because fines almost immediately are transported
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offshore, leading to immediate loss of sediment volume on the beach [22]. At RHB, Habel et al.

stated that no fines were present in the mined sand field prior to dredging and transport. Thus, the

existence of a fine sediment plume observed during the nourishment procedure was probably due

to carbonate dissolution [22]. This point is interesting, because the fine-sediment percentage was

also negligible at the samples taken from Trafalgar (the borrow site used for VB), but nevertheless,

there was always dredging-induced turbidity which decreased with time, reaching natural conditions

approximately 9 min after the operations ceased [47]. Since Trafalgar sand is siliceous (and therefore

the possibility of calcareous solution must be discarded), we should consider the plausibility of losses

of the fine-sediment fraction when a Van Veen grab is used to sample the sediment, instead of another

procedure which guarantees good fine material retention and undisturbed samples.

4.5. Considering Reefs in Nourishment Design

No specific methodology was applied to consider the reef in the design process of RHB fill.

Habel et al. [22] used a similar sand, and beach slope was predicted to reach an equilibrium profile

similar to the pre-nourished beach, which presumably was in equilibrium with the hydrodynamic

conditions created by the reef. For a case where borrowed and native sands are not identical, wave

energy dissipation over the reef (due to wave breaking or bottom friction) should be taken into

account [48]. These fringing reef beaches are so usual that some numerical models (e.g., SBEACH or

SMC) have been modified, trying to allow calculation of the profile [49,50]. Moreover, there are a lot of

characteristics typical of this kind of beach. It is often assumed that perched beaches are more stable in

time than non-perched beaches [51–53], through wave energy dissipation (e.g., [11,13]) and reducing

rates of longshore sediment transport [54]. However, Gallop et al. [6] found that depending on the

reef topography, reefs can generate current jets that can increase sediment transport on and off the

beachface over hourly timescales. Moreover, over seasonal timescales, reefs can create highly dynamic

seasonal changes in beach morphology [28].

Annual and interannual changes in beach morphology are also important on reef beaches [55]. The

temporal and spatial variability of these oscillations can be large (e.g., [7,55]), but are difficult to measure,

let alone incorporate into nourishment design. Leaving aside some easy-to-apply remedies, such as the

modification on the A parameter of the Dean’s formula [56], there are few engineering tools developed

to take into account the idiosyncrasy of reef fringing beaches in nourishment design. Understanding

the influence of these fringing reefs on beach behavior is imperative for coastal management, not only

from the scientific point of view, but also the economic.

Finally, although not the focus of this paper, the potential impacts of sea level rise due to climate

change on nourishment projects in fringing reef environments should be highlighted as a future line of

research. Some research has already been undertaken on this topic at study sites, such as simulation of

groundwater inundation in Honolulu [57], assessing vulnerability of low-lying areas in Maui [58] or in

Oahu [59], or criticizing elevation levels for flooding due to sea level rise in Hawaii [60]. Moreover,

mapping inundation probability has already been performed in some zones of the Gulf of Cadiz,

Spain [61]. Due to concerns about the long-term performance of beach nourishment with sea level

rise, different types of adaptation measures are been considered, such as seawalls or breakwaters,

accommodating sea level rise by raising buildings, and even managed retreat. However, plans for

these two sites have not yet been decided.

5. Conclusions

Characteristics of two reef protected beaches, RHB in Hawaii, USA, and VB in Cádiz, Spain, were

compared to provide transferable information for future projects in areas with similar fringing reef

environments. Results show that the complexity of the spreading method is a key determinant of

overall cost, as well as total nourishment volume, which impacts on the cost per unit volume. This

comparison has shown that more research is needed for determining optimal profile spacing, because

while techniques exist for sandy beaches, it is not clear how reef variability influences the spacing
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required to capture key changes. It is also unclear how to include variable reef topography when

estimating total nourishment volumes to determine nourishment volumes, and hence costs. Moreover,

erosion and accretion mechanisms, and their temporal and spatial variability on reef beaches, are

little understood, and hence difficult to incorporate into nourishment design. Sediment porosity

surveying would be advisable in future nourishments to determine how porosity (and hence beach

slope stability and sand volume) is affected by the transportation and distribution method. Publishing

of studies of nourishment projects on reef beaches is rare. More dialogue and sharing of experiences

are key to improving coastal zone management, optimizing nourishment projects, and preserving our

precious beaches.
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Abstract: In the last decade, innovative beach nourishment strategies have been developed, driven by

the increased worldwide interest in environmentally friendly coastal protection measures. In this

context, the massive nourishment project of the Netherlands, known as Sand Engine, begun in 2011,

has been hailed as a successful means of beach protection. Continuous monitoring, field campaigns,

and numerical modeling have shown that the great volume of sand deployed is gradually transported

by the waves and currents along the coastline, avoiding the need for repeated invasive, small scale

beach replenishments. A very small, bell-shaped Sand Engine was designed to protect the beachfront

at a tourist resort near Puerto Morelos, Mexico. To estimate the morphological response of the beach

and the functioning of the micro Sand Engine as a sand reservoir, XBeach numerical modelling

was applied to the project. The micro Sand Engine is seen to be a sustainable and eco-friendly

coastal protection measure, especially applicable when a large nourishment project is not viable.

Maintenance work for the nourishment is cost and time effective, and any negative impacts to sensitive

ecosystems nearby can be detected and controlled quickly.

Keywords: beach nourishment; sand engine; XBeach; shore protection; beach restoration

1. Introduction

International interest in environmentally friendly strategies to protect beaches and dunes against

erosion has led to an increasing preference for soft methods over hard engineering [1–4]. Of these soft

methods, artificial beach nourishment has been recognized as particularly effective in curbing erosion,

as it does not cause harmful effects to nearby areas [5].

Traditional beach nourishments, where the sand is placed directly ono the dry beach and dunes,

is being superseded by large-scale shoreface nourishment, where the sand is placed between the low

water line and the dry beach; it may be less expensive and provide recreational areas more quickly

than the earlier mode.

Numerical models have been developed to better understand and optimize shoreface beach

nourishment projects. Variations within the one-line shoreline models include that presented by [6],

which calculates the shoreline evolution following a beach nourishment project, and considers the

effect of using sediment with different characteristics than the native sediment; and the application

of the numerical model GENESIS to the long-term simulation of shoreline change following a beach

nourishment project in China [7]. Additionally, an analytical model and a One Line model were

developed to compare beach performance with measured data in three beach projects in Florida [8].

A wave-sediment transport numerical model based on the higher order Boussinesq equations was

developed by [9], which can calculate both cross-shore and planform morphology evolution. For the

evaluation of shoreface nourishments specifically, [10] examined the development of a shoreface

nourishment off Sylt Island, using a numerical model to simulate the hydro and local sediment
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transport processes, and the validity of XBeach numerical model was presented to predict the

erosion of 19 shoreface nourishments at different sections of the Dutch coast [11]. Cross-shore transport

(for shore-normal waves) governed the first-year erosion rates of the beach nourishment and alongshore

transport only contributed about 15% to 40%, most erosion being produced under energetic wave

conditions, and mild to moderate waves propagating without breaking over the nourishment [11].

In [12,13], high energy events, especially the first storm, sediment grain size, project extent,

and longshore transport gradients have been reported as important factors in the first-year response of

shoreface beach nourishments in a micro-tidal environment on the Florida Gulf Coast.

Improvements in alongshore sediment transport physics and in the knowledge on mechanical

properties of sediment and placement, besides wave climatology forcing during the project, would lead

to better prediction of project evolution [14]. The behavior of shoreface nourishment is not well

understood [11] and it may be less effective if large beach nourishments are carried out in places where

the possible beach response has not been previously well documented [14]. That is the case for many

sand beaches in developing countries.

Modern coastal engineering requires sustainable coastal zone development that is compatible with

the natural environment [15,16], thus Building with Nature (BwN) approaches are increasingly sought.

In 1990, the Dutch government stated that beach nourishment was the preferred option in adapting

to climate change. In consequence, an innovative large scale “sandscaping” beach nourishment

project was begun in the Netherlands, using the so-called ‘Sand Motor’, ‘Zandmotor’, or ‘Sand Engine’

strategy [17–20]. An enormous volume of sand, approximately 20 Mm3 (~10,000 m3/m), was put

onto the beach face between Ter Heijde and Kijkduin, in South Holland, from the low water mark

to a distance of several kilometers off the coast, 20 m deep. The natural re-distribution of sediments

to the nearby beaches and dunes is taking place through the action of wind, waves, and currents

over several years [17]. The main objectives of this innovative BwN solution [17,19,21] were the

creation of recreational areas that were environmentally safe. The project uses the local hydrodynamics

in order to induce sedimentation through natural beach processes, rather than mechanical means,

which can produce unfavorably steep beach slopes or bury marine organisms in the sand. Several Sand

Engine designs were discussed before the pilot project was untaken in 2011, such as Full beach face

nourishment, Peninsula or bell-shaped nourishment and the Hook configuration, which was eventually

selected, Figure 1. This design was recommended for South Holland in the EIA (Environmental Impact

Assessment, 2010), based on costs, safety, environmental and recreational criteria [17].
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Figure 1. Three types of Sand Engine design (after [15]: (a) beach face nourishment; (b) bell-shaped

nourishment; (c) hook-shaped nourishment.

Systematic field monitoring combined with numerical modelling, on a monthly and yearly basis,

allows the processes and mechanisms that govern the dynamic of the Sand Engine to be forecasted,

in the short and long term. The computation of the Delft3D model showed similar morphological

behaviors for the three alternative designs described above, in the long term (20–50 years), with a

nourishment lifetime of some twenty years [17]. The longshore sediment transport rate was the key

parameter in defining how fast the Sand Engine shape would be eroded and the sediment be spread

along the beach [22]. The numerical results show the greatest changes occur in the six months after
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construction, a moderate evolution in the following 12 months and asymptotic stabilization after the

first year, as the slope and the new coastline reached an almost stable shape [22,23].

The results of the Defl3D model showed wave forcing to be the most important process in the

initial morphological changes induced by the Sand Engine (accounting in the first year for 75% of

the total volume lost) [24]. A linear beach face evolution was found; the duration of a storm event

had greater effect than the magnitude of the maximum waves during a storm. This suggests that less

energetic wave episodes, with a high probability of occurrence, were also important in the Sand Engine

response in the first year [24,25].

The tidal range was found to be the second most important factor contributing to the morphological

behavior of the Sand Engine; 17% of volumetric sediment loss was due to this, while less than 5 %

of the total erosion was caused by surge, wind, and horizontal tidal forcing [24]. The combination

of energetic wave conditions, strong winds, and high storm surge levels can lead to high sediment

transport rates and therefore intense erosion [26]. The majority (~70%–72%) of the sediment lost from

the Sand Engine was found to accrete in adjacent coastal sections and dunes, and this alongshore

spread was strongly related to incident waves [23,24,27]. On the other hand, small wave heights

produced mainly cross-shore sediment transport [23].

Similar estimations were also obtained from the application of other numerical models, such as

the MIKE21FM shoreline model [28].

Several field monitoring techniques were used to validate the numerical results: (1) aerial photographs

were used for observations [19], (2) remote sensing methods and in-situ measurements of the spatial

and temporal variability of the Sand Engine [29], (3) field campaigns to measure water levels inside the

hook-shaped lagoon [30], (4) a six-week campaign in the autumn of 2014 monitored the spatial variations

in aeolian sediment transport [31], and (5) new methods of automated shoreline detection from satellite

images [32].

In this paper, experiences from the Sand Engine project were applied for a beach in Mexico with

more than ten years of continuous monitoring. This nourishment aims to improve beach conditions

by natural processes. This beach seems to be promising for the long-term sediment dispersal of a

micro Sand Engine project. A natural accumulation of sand very close to the breakwater of the marina

has been observed in the past, which can be used as a sand budget for periodic reloading of the

Sand Engine.

2. Study Area

The study area is near Puerto Morelos, in the NE of the Yucatan peninsula, in the state of Quintana

Roo, on the Mexican Caribbean, 30 km south of the famous tourist destination of Cancun (Figure 2).

The coastal stretch of the study area is the beach front of the Now Jade Riviera Cancun Resort, which is

around 400 m in length (see Figure 2c,e). To the north, the area is limited by the Puerto Morelos marina.

A considerable mangrove extension is the main land cover behind the shoreline.

The climate of the region is tropical, with two main seasons, winter and summer, in terms of

wind patterns and air temperature. Winter (from November to March or April) is characterized by

the passages of cold fronts, locally known as ‘Nortes’, with a wind direction from the northeast from

October to February, though with the presence of winds from the north and the southeast following

the cold fronts. In summer, the frequent storms and tropical cyclones define the patterns [33]. 90% of

the records at buoy 42056 (NDBC-NOAA) show a relatively small significant wave height (<1 m) and

small wave periods (<8 s), and thus the predominance of locally generated seas [34]. The fine sand

is the results of this wave climate, but under hurricane conditions the beaches are very vulnerable

to dramatic erosion processes. The beach is composed of medium carbonate sand of biogenic origin,

with a mean sediment size of ~0.258 mm.

The beach is microtidal, predominantly semi-diurnal, with a mean tidal range of ~0.17 m,

with spring and neap tidal ranges of 0.32 and 0.07 m, respectively [33]. Under extreme storm conditions,
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the storm surge is considered the most important threat. During hurricane Wilma, in October 2005 it

reached 2.5 m at the beach (0.5 m in deep water) [34].
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Figure 2. The study area: (a) general location; (b) Coast at Puerto Morelos; (c) aerial view of the Now

Jade resort; (d) existing dunes, 250 m south of the study area, taken 26 April, 2017; (e) aerial view,

taken 12 August 2019.

3. Data and Methods

3.1. Beach Evolution from Satellite Images and Fied Data

Ten satellite images taken from Google Earth (0.5-m resolution) were used to analyze the evolution

of the hotel construction and the dry beach changes in the study area, in the period from 2004 to

2017. Topographic surveys were also carried out on 30 October 2012 and 26 April 2017 using a

LEICA 3D scanner with 1–2 mm of precision, for the analysis of the beach evolution. Cross-shore

profiles started at the limit of the hotel and extended to the submerged beach at a depth of 0.3 m.

Nearshore bathymetric data were acquired using a double-frequency echosounder and complemented

with 4 m resolution bathymetric data available from the National Biodiversity information system

(http://www.conabio.gob.mx/informacion/gis).

3.2. Offshore Wave Data and Numerical Model Description

3.2.1. Offshore Wave Data

Hindcast data from the WAVEWATCH III model (WW3) provided the wave database for 1 February

2005 to 1 June 2019. Times series of wave data, composed of sea states at 3 h intervals, were supplied at

60 m depth, 4.5 km offshore, with coordinates 20.8333◦ N 86.8333◦ W (see Figure 2b). A storm was

defined as an event with a significant wave height exceeding 1.6 m [35].
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3.2.2. Numerical Model Description

The XBeach [36] numerical model was used to estimate the wave and current fields as well as the

morphological evolution of the nourishment for six scenarios. The wave conditions were modelled

using a Jonswap wave-spectrum with 30-h simulations, when morphological convergence was found.

Two sets of rectangular meshes were constructed to incorporate the bathymetric and topographic

data into the model, from deep water to the inland limit of the study area of the Now Jade resort.

The general mesh includes part of the coral reef and surrounding area, in order to avoid the possible

effects of the nourishment to the ecosystem and adjacent beaches (Figure 3a). Secondly, a higher

resolution mesh was constructed for a more accurate simulation of the processes directly induced by

the project (Figure 3b). Squared, 8 m long cells were used for the numerical modelling in the general

mesh; whilst a cell size varying from 15 to 1 m was selected for the computation of the fine grid mesh.

The study on the general mesh was carried out through the comparison of the results for two different

seabed configurations with and without the micro-Sand Engine.
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Figure 3. Bathymetric data within the domain of the simulation grid meshes for XBeach model: (a)

general mesh; (b) detailed mesh.

4. Results

4.1. Beach Evolution & Diagnosis

The evolution of the dry beach and the construction works of the hotel is illustrated in satellite

images from 2004 to 2017 (Figure 4). Of note are a small dune extending longitudinally along the coast

before the hotel was built (see image from 2004 in Figure 4 and the dune in Figure 2d), and the reduced

width of the dry beach in the northern half of the study area at various dates in the period.

The quantification of the total sediment balance given by topographic surveys (LEICA 3D scanner

with 1–2 mm resolution) on 30 October 2012 (Figure 5a) and 26 April 2017 (Figure 5b) gave a total

loss of 77 m3, with a maximum value of 516 m3 in the central area of the beach (highlighted by a

rectangle in Figure 5c). Approximately 7 m in width and 0.9 m in elevation were lost in the most

critical beach section (section P-P’ in Figure 5c,d), located 130 m from the northern end of the beach,

reaching a minimum width of 9 m. The gain of sediment observed (in blue in Figure 5c), principally in

the southern area, was related to the protection offered by two submerged breakwaters, constructed in

2010 and 2012 at 2 m depth, of 60 and 45 m long in the south and north, respectively, of the beach [37]

(Figure 2c). Despite the protection of these structures, chronic erosion was still produced on the beach

in subsequent years, especially in spring (April), as shown in the satellite images from 2015 to 2017

(Figure 4). This situation frequently leads to a beach state that is less desirable for recreational use

by tourists in the high-season (personal communication with the hotel manager), and increases the

flooding risk under the dominant wave climate of the region.
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Figure 4. Evolution of the dry beach from 2004 to 2017 (Source: Google Earth).                         
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Figure 5. Results of the topographic surveys with a LEICA 3D scanner: (a) 30 October 2012; (b) 26 April 2017;

(c) variation of the elevation within the period; (d) view of the beach section most eroded in 2017 (section P-P’

in Figure 5c); (e) Transverse profile S-S’ to show the sediment lost in the dry beach section most affected.
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4.2. The Micro Sand Engine Project

Given the importance of taking measures to protect the coastal zone and preserving the

environment in the study area, the innovative strategy called Micro-Sand Engine was proposed.

The concept is based on massive Sand Engine nourishment, but on a very small spatial scale. The novel

solution is intended to work in fragile areas. A small, artificial beach nourishment would be quick and

easy to perform, and cost effective. It also avoids the intense sediment movement of traditional beach

nourishment programs and thus prevents damage to the surrounding ecosystems (coral reef in this

case). In turn, the natural distribution of the sand beach nourishment will be deposited in accordance

with the natural shape and slope of the natural beach.

The project is complemented by building a small coastal dune, designed to provide a sand

reservoir and thus strengthen the beach profile.

Design of the Micro Sand Engine and Sand Dune

Although the ‘hook’ was the preferred Sand Engine shape, the ease of construction and the small

dimensions of the beach led to the ‘bell-shape’ being used in the study area. The salient dimensions

are 33 m long in transversal direction (reaching 0.5 m depth), and 45 m alongshore, covering the beach

section most affected by erosion (Figure 6). A maximum elevation of 0.8–1.1 m above the mean sea

level was defined for the micro Sand Engine, considering the historical beach evolution (see ‘Section

S1’ and ‘Section S2’ in Figure 7).
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Figure 6. Aerial view of the coastal protection strategy, taking the beach of 26 April 2017 as a baseline: (a)

the micro Sand Engine and the dune; (b) detail of the micro-Sand Engine shape (dimensions in meters).

The coastal dune extends along almost all the hotel beachfront, with the exception of the area in

front of the swimming pools, due to their higher elevation and for the aesthetic perception of the hotel

guests. It is shown as a dotted green rectangle in Figure 6a. The shape and size of the dune sections are

shown in the transversal profiles of Figure 7: 1 m high and 6 m wide for almost all the dune (Section D1

of Figure 7a) and a wider dune (11 m width) distributed in a length of 30 m, taking advantage of a

wider beach section to create a larger sand reservoir (Section D2 of Figure 7b).

The sediment source for the project, as mentioned previously, is very close to the breakwater

alongside the marina (B, in red, Figure 2c). It is important to note that the shoal formed there

is 150 m from the shore; far enough offshore for it not to travel naturally to the beach, but close

enough to easily be pumped to the micro Sand Engine, from a depth of around 2–2.5 m. A sediment

compatibility analysis was performed to validate the characteristics of the borrowed sediment as

filling material. Seven sediment samples were taken at different locations along three transverse beach

profiles (Sections S1, S2, and S3 in Figure 2c). The grain size of the borrowed sediment was slightly

finer than the native sample at the micro Sand Engine site (Section S2 of Figure 2c), with a D50 of
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0.220 mm vs. 0.267 mm, but appropriate considering a overfill factor of 1.3. A total nourishment

volume of 2443 m3 would be required for the project, of which 964 m3 would be used for the micro

Sand Engine and 1479 m3 for the dune sections.
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Figure 7. Beach profile designs: (a,b) coastal dune; (c,d) micro Sand Engine.

The monitoring program of the project includes a monthly survey of beach profiles to determine

the necessity of a new beach nourishment.

The morphological evolution of the micro Sand Engine, which is expected to be constructed

in 2020, was assessed numerically, for the mild and energetic wave conditions typical of the area.

The results are presented in Section 4.3.2.

4.3. Modeling the Morphological Response of the Micro Sand Engine

4.3.1. Modeled Wave Scenarios

The wave roses presented in Figures 8 and 9 and the joint probability of Hs (significant wave

height), Tp (peak period), and Dir (wave direction), in Figure 10, show calm conditions that dominate

throughout the year, with a significant wave height of less than 1.6 m, coming from the east-southeast

direction (Figures 8a and 10b), and peak periods of 6 to 8 s (Figure 10a). In storm conditions, waves from

the east to the southeast sectors were frequent, with peak periods of 7 to 10 s (Figures 8b and 10),

though also with a prevalence of those in the east-southeast. In the seasonal wave roses (Figure 9),

storm waves from the north-northeast are also present in Autumn due to ‘Nortes’, though with very a

low frequency of occurrence.

The seasonal wave roses show the storms typical of the area: (1) waves from the east-northeast,

in autumn and winter, due to cold fronts; (2) frequent eastern storms throughout the year, except in the

summer; (3) storms producing waves from the east-southeast (more frequent in spring and winter)

and southeast (principally in spring) (Figure 9).
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Figure 8. Wave roses: (a) annual; (b) storm conditions.

Two wave scenarios were chosen as representative of calm, or non-storm, wave conditions: Hs= 1

m and peak period, Tp, of 8 s coming from the east and the east-southeast. To analyze the effects of

typical storms of the region, four simulation scenarios of the most energetic waves were modelled

(see Table 1). These scenarios did not consider hurricanes, since after the passage of these extraordinary

wave and wind phenomena, substantial reconstruction work on the Sand Engine and the dune would

be required. Sea level variation was not taken into account for the simulation scenarios due to the

negligible astronomical tide and storm surge values of typical storms.                         
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Figure 9. Seasonal wave roses: (a) Spring; (b) Summer; (c) Autumn; (d) Winter.
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Figure 10. Joint probaility Hs, Tp, Dir: (a) Hs/Tp; (b) Hs/Dir.

Table 1. Definition of the numerical simulation wave scenarios.

Scenario
Significant Wave Height

Hm0 (m)
Peak Period

Tp (s)
Wave Direction

Calm or non-storm
conditions

1 8
E

ESE

Storm conditions 2
8

ENE
E

ESE
7 SE

4.3.2. Model Results

Using the general area grid, the numerical modeling predicted changes in the beach morphology

only limited to the area of the nourishment. No effects were seen for nearby beaches or the coral reef.

This is as expected, given the small scale of the project and the northward constraint to sediment

movement of the marina. The fine grid mesh calculations show relatively high waves (~1 m) that reach

the area in storm and even calm wave conditions. In particular, waves coming from the east-southeast

and southeast directions seem to be the worst cases (Figure 11).

The marine processes redistribute the sediment along the beach, according to the wave energy

and wave-induced currents that impact the Sand Engine. An example of the current field around the

Sand Engine in its initial condition for a ‘Norte’ storm can be seen in Figure 12a. The morphological

change due to these conditions after 10 h has been drawn in Figure 12b, and in Figure 12c, after 30 h.

The computed sediment transport will benefit the narrowest beach sections of the hotel beachfront.

Figure 12 clearly shows that as the Sand Engine erodes, the adjacent beach areas benefit from the

sediment distribution. In turn, the whole beachfront is expected to rise in elevation, improving its

stability. Once the sand from the Sand Engine has been totally distributed, strong sea states could

damage the beach, hence the need to reconstruct it periodically (it is foreseen that reloading the Sand

Engine will be necessary every year, or once every two years).

The degree of beach changes was more important with waves coming from the east-northeast, east,

east-southeast, and southeast, respectively. It is interesting to note that the micro Sand Engine is eroded

rapidly, but that the shape of the coastline becomes stable, keeping a small sand salient. Figure 13

shows that even for storm conditions (Figure 13b), the stable salient is present. Obviously, after the

occurrence of several different sea states, particularly very intense ones, the salient will be removed

and the beach will have to be reloaded. It is expected that maintenance of the Sand Engine will be

needed annually, or biannually. Figure 14 shows the beach profile for Section S2 (Figure 7d). The final

elevation of the profile is seen to be similar in calm and storm conditions, confirming that the salient

remnant is stable and the beach is likely to remain sound for a determined time span.
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Figure 11. Spatial distribution of wave heights for the scenarios simulated: (a,b) non-storm wave

conditions; (c–f) storm wave conditions.
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Figure 12. Current field and morphological change of the micro Sand Engine for a ‘Norte’ storm

(blue: accretion; red: erosion): (a) circulation of wave currents; (b) morphological change after 10 h of

simulation; (c) morphological change after 30 h of simulation.

The computed morphological development of the project shows how the beach slope becomes

milder, which is preferable for tourist activities, as the sand spreads north and south, (Figure 12b,c).

As the sand of the nourishment is deposited onshore, the dry beach increases in the sections adjacent

to the micro-Sand Engine, by a similar magnitude for the six wave directions, once stability is reached

(Figure 13).

The numerical model also showed the important role of the sand dunes for cross-shore sediment

exchange from the beach to the dune, particularly for the ESE and SE storm scenarios (Figure 14e,f)

(see the variation of the beach profiles in Figure 14).
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Figure 13. Coastline changes for the simulated scenarios (t: 30 h): (a) non-storm wave conditions;

(b) storm scenarios.                         

 

 
                               
                            ‐        
   

       

                         
                ‐        

    ‐                              
                       

                               
                               
                                   
                           
                               

                               
                                 

   
                           

                           
                ‐                

                                 
                                     

                             
                                 

                             
           

                                   
                             

                               
                          ‐      

                 
                             

                               

Figure 14. Variations in elevations of the transverse profiles, defined by the symmetry axis of the micro

Sand Engine, (Section S2 in Figure 7d) (t: 30 h): (a,b) non-storm wave conditions; (c–f) storm scenarios.

5. Discussion and Conclusions

Beach nourishment has been recognized as the preferred coastal protection alternative for more

than 30 years [38]. Undoubtedly, the successes of mega-nourishments encourage the implementation

of other large-scale projects [39]. Huge beach fills also offer benefits such as long useful lives and

reduced maintenance frequency. These engineering works consume time, space, and require the

management of heavy machinery both in the sea and on land. These requirements are not always
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feasible in recreational beaches, where the work must be planned to interrupt as little as possible tourist

activities, or even be carried out alongside these. In such cases, the work should entail the least invasive

activities possible and use equipment which is as light as possible. Unfortunately, little research has

yet focused on understanding tourism in the context of the coastal environment, [40] nor on the impact

on tourism of coastal protection activities. The micro Sand Engine proposed here is compatible with

the needs of the tourism industry, as it can be performed quickly and with relatively small machines.

The micro Sand Engine performance was computed using the XBeach model. The Xbeach has

shown good results in estimating coastal morphodynamics related to beach fills [41,42]. The results

obtained in this work show quite a dynamic bell-shaped feature that rapidly cedes sand to its

surrounding area. It has to be noted that the Xbeach model is known to overestimate erosion [43];

this means that the results of the micro Sand Engine fall on the safe side. Several other methods

and models exist for the prediction of beach nourishment evolution [6,44,45]. Many of these models

have shown good results, but as they were calibrated with measured data, their use is restricted to

specific sites. Whenever a micro Sand Engine is constructed, a monitoring program is needed; then the

numerical modelling could also be refined.

The analysis carried out in this paper shows that the Sand Engine strategy, carried out on a very

small scale in Mexico, is an effective, economic, and sustainable measure for beach protection. Some of

the benefits of the massive Sand Engine project, such as the environmental services of recreational

functions of the beach, or its functioning as a sand reservoir to provide long-term coastal protection are

also assumed to occur through this project.

The changes induced by this type of nourishment, concentrated in space and time, are expected to

also show benefits in the damaged ecosystems nearby. Given the small spatial scale, with depths of less

than 1 m with a mild beach slope, many of the disadvantages of traditional shoreface replenishments

are expected to be avoided with the implementation of this project.

The XBeach numerical modeling showed that, under typical wave climate conditions of the region,

the bell-shape micro Sand Engine in Puerto Morelos will redistribute the sediment along the beach

at different speeds, depending on the direction and magnitude of the incident waves, which vary in

frequency according to the seasons. The numerical results and the satellite images show that the most

critical beach state was in spring, related to the higher frequency of storms from the east-southeast

and southeast.

To validate the functioning of this protection measure, which will be greatly affected by other

ecosystem restoration work, monitoring will be necessary. However, it is clear that the response of the

micro Sand Engine is very dynamic.

The findings of this paper are encouraging for increased use of eco-friendly practices for

coastal protection. The bell-shaped Sand Engine can be applied anywhere, worldwide, where small

nourishments are required and maintenance work is feasible. It is hoped that this innovative solution

can be a useful beach conservation strategy in places where limited sediment is available and where

tourist activities have to be disrupted as little as possible.
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Abstract: Coastal geomorphologists and engineers worldwide are increasingly facing the non-trivial

challenge of visualising and communicating mesoscale modelling assumptions, uncertainties and

outcomes to both coastal specialists and decision-makers. Visualisation of simulation outcomes

is a non-trivial problem because the more abstract scientific visualisation techniques favoured by

specialists for data exploration and hypothesis-testing are not always as successful at engaging

decision-makers and planners. In this paper, we show how the risk of simulation model outcomes

becoming disconnected from more realistic visualisations of model outcomes can be minimised by

using the Coastal Modelling Environment (CoastalME). CoastalME is a modelling framework for

coastal mesoscale morphological modelling that can achieve close linkages between the scientific

model abstractions, in the form of lines, areas and volumes, and the 3D representation of topographic

and bathymetric surfaces and shallow sub-surface sediment composition. We propose and illustrate

through the study case of Happisburgh (eastern England, UK), a transparent methodology to

merge the required variety of data types and formats into a 3D-thickness model that is used to

initialise a simulation. We conclude by highlighting some of the barriers to the adoption of the

methodology proposed.

Keywords: visualisation; erosion; modelling; stakeholders

1. Introduction

One of the grand challenges facing coastal geomorphology today is to improve our ability to

make quantitative predictions of morphological change at a scale that is relevant to longer-term

strategic coastal management [1]. Following [2], this scale is herein referred to as the mesoscale,

and is characterised by time horizons of the order 101 to 102 years and less rigorously imposed

spatial dimensions of the order 101 to 102 km. Coastal engineers additionally face the challenge of

achieving project approval which, amongst other activities, involves delivering such predictions of

coastal change within an uncertainty framework that is robust enough to be useful to management

and policy thinking [3]. Approval for coastal engineering schemes is granted only after the

‘stakeholders’—a diverse group of people that typically includes representatives of governments,

owners, directly and indirectly affected individuals and groups, and other individuals or groups

who believe they may be impacted—have had the opportunity to express their reactions [3]. In this

context, both coastal geomorphologists and engineers (i.e., specialists) increasingly face the non-trivial
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challenge of visualising and communicating the mesoscale modelling assumptions, uncertainties

and outcomes to generally non-specialist decision-makers. A key aspect of this challenge is the

overarching requirement that the application of any environmental model to decision making should

be transparent and reproducible, as well as adequately representing the real system properties and

behaviours [4–7]. Fulfilling these requirements often requires iterative communication at different

stages of the simulation process.

Within the wider context of a simulation study [8], Figure 1 illustrates an idealised workflow for the

simulation of mesoscale coastal geomorphological change to inform strategic coastal management and

facilitate project approval. This includes seven main activities, four of which are development-related

and three of which are concerned with the validation of the model. The four development activities

are: (D1) knowledge acquisition; (D2) quantitative modelling (which integrates conceptual modelling,

prototyping and model coding); (D3) experimentation, and; (D4) implementation. The outcome

of each process is, respectively, a system description (i.e., Coastal System Maps (CSM) and Causal

Loop Diagrams (CLD) [9,10]), a digital model, solutions to the problem modelled and/or a better

understanding of the real world and improvements of the real world. The three validation activities

encompass (V1) structural, (V2) behaviour and (V3) policy validity testing [11]. The outcome of each

validation activity is an increase/decrease in the confidence level regarding the model scope and level

of detail, model behaviour and the implications of the modelling results for policy, respectively. The

double arrows in Figure 1 reflect the iterative nature of the process and the circular flow of these

four main activities illustrates the potential to repeat the process of improvement through multiple

simulations. In this work, our interest is on model content, in particular ensuring that the model

has a sufficient level of detail for the behaviour validity testing (V2) and the policy validity testing

(V3). It is useful to distinguish between the realistic and useful detail that can be included in relation

to topography and sedimentology and the quite abstract representations of the processes governing

geomorphological development that often underpin such mesoscale simulations.

–

 

Figure 1. Idealised workflow for simulating mesoscale coastal geomorphological change to inform

strategic coastal management, and to facilitate project approval (inspired by [8] and created by

the authors).
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Visualisation of simulation outcomes is a non-trivial problem because the more abstract techniques

generally favoured by technical specialists for data exploration and hypothesis-testing are not always

successful at engaging decision-makers and planners [12]. A general perception amongst planners and

managers appears to be that the more detail within a visualisation, the more accurate and believable it

is [13]. However, the inclusion of detail in visualisations of the outputs of relatively abstract models

is problematic and potentially misleading. This raises the danger that the mismatch between the

‘supply’ of credible model data and the user-driven ‘demand’ for realistic information may lead to a

divergence between the processes of model-based simulation and the visualisation of the outputs. This

difficulty arises because the digital visualisation needs to be both scientifically credible but also provide

sufficient detailed information at a level of realism that decision-makers believe is most suitable. Thus,

although visualisation has become a valuable part of the geo-information toolkit, caution and agreed

visualisation standards are still needed. Specifically, how do we best combine different knowledge and

data sets into the modelling, and how do we best visualise the model outcomes for both the coastal

specialist and non-specialist?

While sub-surface geology has long been recognised as an important factor for mesoscale coastal

evolution [14], the problem of ensuring that the model has a sufficient representation of the sub-surface

has often been approached in an ad-hoc way that makes it difficult to trace-back to the original

geological data. For example, the modelling tool used by [12] to simulate the evolution of the soft cliff

coastline of Norfolk, eastern England (UK), was the Soft-Cliff and Platform Erosion (SCAPE) model

code [15], which uses data on geological composition and strength, among other input data. The

relatively complex geology of the East Anglian coastline was characterised in the SCAPE model through

the optimisation of rock strength and the scaling factor of a longshore sediment transport calibration

parameter [15]. Informed by the cliff sediment size composition (i.e., proportions of mud, sand and

gravel) provided by [16] and digitised historic maps, the SCAPE model was calibrated to accurately

represent first an 87-year hindcast of cliff toe evolution [15] and then a longer 117-year simulation [17].

This model was later used to predict cliff change over 100 years under a range of potential coastal

management strategies for North Norfolk Council, as part of the 2013 Cromer to Winterton Ness

Coastal Management study [18] to inform the selection of a preferred coastal management strategy.

In that example, the mismatch between the abstract representation offered by the SCAPE model and

the end-user desire for visualisations with plausible detail was met by superimposing the projected

recession on the observed baseline cliff position, retaining some of the detail of that cliff-line. In this

way, a mismatch was introduced between the model output and the basis of the visualisation.

Cliff sediment yields [16] were estimated from the lithology exposed at the cliff face in 1995 and

represent the yields of a 1m recession of the cliff face. This was assumed, without detailed empirical

evidence, to be a good representation of the inland geology. As shown by [19], it is now possible to

more accurately estimate the sediment yields of an eroding cliff and shore platform. Reducing the

uncertainty on cliff yields is key as they determine the beach volume, which is related to the rate of cliff

recession (i.e., annual cliff top recession rate decreases exponentially with the beach volume) [20]. In

addition, the inclusion of more complete data on known geology and its sediments provides a means

of introducing realistic localised detail into model simulations and the visualisation of the resulting

projections, which can help to satisfy the demands of end-users.

The aim of this paper is to illustrate how closely linking the outputs from the Coastal Modelling

Environment (CoastalME) [16] and Geographical Information System (GIS) data structures and output

formats minimises the mismatch between scientifically sound model results and user-demanded realism

in terms of how the coast is represented. To demonstrate the communication of complex beach-shore

platform-cliff interactions to both specialist and non-specialist audiences, we have used the simulation

outcomes obtained by [19] for the eroding coast of Happisburgh (eastern England, UK). Happisburgh

provides an excellent example of how superficial geology mediates the observed rapid acceleration

in cliff retreat after the removal of coastal defences [21,22]. We then briefly present CoastalME as an

appropriate framework to create realistic representations of coastal landform complexes including
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sub-surface and digital elevation data. In particular, we present the CoastalME data structure and the

workflow for the initialisation of a coastal simulation model. Then we briefly describe the workflow

and simulation outcomes followed by [19] when simulating one year of the evolution of Happisburgh.

We then illustrate different ways of visualising the simulation outcomes, from traditional cliff lines

and profiles to evolving DEMs. Finally, we discuss how this novel workflow and visualisation is an

improvement relative to previous and current practices.

2. Materials and Methods

2.1. Happisburgh Case Study Description

Happisburgh is located on the soft sediment coast of Norfolk, eastern England (Figure 2).

The length of the coast that is simulated is ca. 3 km. The site is exposed to southern North Sea waves,

with average annual significant wave heights (Hs) of 0.9 m and peak periods (Tp) of 4 s from the

N-NNE. The wave climate is non-seasonal with similar moderate-energy summers (July to September,

Hs = 0.95 m and Tp = 4 s) and moderate-energy winters (October to June, Hs = 0.92 m and Tp = 4 s),

and extreme wave heights exceeding Hs = 6 m and Tp = 10 s. The coast is macro-tidal, with a mean

spring range of 4.2 m and mean neap range of 2.1 m. Relative sea levels at this location have been

rising for millennia, and under natural conditions, this part of the coast is erosional.

 

–

Figure 2. Study location: (a) Norfolk (grey polygon) on the east coast of England; (b) study site

location (red rectangle) and nearby locations mentioned in this paper; (c) wave rose for Happisburgh

created using downscaled data (1961–2016) from the Climate Projections 2009. Available at: http:

//ukclimateprojections.defra.gov.uk/ (accessed 30 Nov 2019).

Defences were constructed in 1958/59 (wooden revetments and steel sheet piles) and 1968 (wooden

groins) [23,24] (Figure 3) on the soft cliff coastline, which formerly eroded at < 1 m/yr [24]. The steel

sheet piles are at the landward limit of the groins that lie perpendicular to the coast with a length of

100 m and are spaced along the coast at intervals of 170 m. After construction of the defences, the

rate of erosion decreased, and any subsequent loss of land was caused by the failure of unstable cliff

slopes. From the late 1980s, the defences were not maintained, in part because of a lack of agreement

regarding coastal protection, and in part, because of a lack of funding [23]. By 1991, defence failure

led to selective defence removal on safety grounds along 900 m of coast [24], while adjacent defences

remained. Subsequently, where defences were removed, excessive retreat occurred and over a period
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of 14 years, the cliff eroded on average 100 m landward, creating a shallow embayment. Between

September 2001 and September 2003, 3.6 × 104 t of sediment was eroded from a 100 m section of

the cliff [25] with retreat rates recorded between 8 and 10 m/yr. In 2007, with financial support from

the local authority, the local community helped fund rock armouring along the cliff base to slow the

erosion [26].

–

− −

Figure 3. Human interventions along the Happisburgh coast; (a) aerial image from 2006 showing

the transect locations (source: Aerial photography© UKP/Getmapping Licence No. UKP2006/01);

(b) wooden revetments, steel sheet pile and groins in the northern part; (c) & (d) rock armouring

at north-end and south-end of the embayment; (e) rock armouring in front of the seawall at the

southern part.

At the southern end of the embayment, a sea-wall protects the low-lying farmland and tourist

area of Eccles-on-Sea (Figure 3). This sea-wall was constructed after catastrophic floods in 1953 and in

stages up to 1987. There are now three main elements making up the sea defence system: the beach, the

sea wall and the sand dunes [27]. The beach becomes highly mobile during storms and can be drawn

down to such an extent that the sea wall becomes unstable. In the early and mid-1990s, beaches in

the Eccles/Sea Palling area reached critical levels where the sea wall foundations started to fail. Three

emergency works contracts were implemented for placing rock protection along the toe of the sea wall.

If the sea wall was allowed to collapse, the sand dunes would offer the last line of defence and would

be breached rapidly by wave action [27]. Since 1996, the Environment Agency (EA) has undertaken a

series of beach nourishments (around 150,000 m3/yr on average [27]) at Sea Palling, about 5 km to the

south and down-drift of Happisburgh. This nourishment aims to offset the concomitant reduction in

sediment supply from cliff erosion along the Happisburgh-Trimingham coastal section and to maintain

sea defence.

The cliffs at the study site have slopes slightly lower than and within the range of their peak angle

of friction (i.e., 24 to 32 degrees [28]) and range in height from 6 m to 20 m above Ordnance Datum (OD)

(Figure 4). They are composed of a sequence dominated by glacigenic sediments including multiple

diamictons (admixtures of poorly-sorted clay, sand and gravel), separated by beds of stratified silt, clay

and sand [29–31]. These units were deposited during several major incursions of glacier ice into the

region during the Middle Pleistocene [32]. The basal unit that crops-out discontinuously at the base of
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the cliffs is the Crag Group (Early to early Middle Pleistocene age), which is typically obscured by

modern beach material but is periodically exposed following storms [25]. The Crag Group consists

of stratified sands and clays interpreted as shallow marine to inter-tidal in origin and punctuated by

occasional elongated lenticular bodies of fluvial muds [33,34]. The Crag Group rests unconformably on

an undulating upper surface of Chalk bedrock (Cretaceous age). Chalk bedrock depths increase from

about −25 mOD at the northern end to −40 mOD at the southern end. The large potential stock of sand

and gravel at the shore platform present in the Crag Group suggest that the beaches at Happisburgh

might not be sediment starved, providing that the waves and currents have enough energy to erode

and transport this material towards the coast.

 

Figure 4. Main geological units at the study site along the 1999 cliff top line: (a) cliff top line of the year

1999 is shown as a solid black line on top of the year 2010 aerial photography of the study site; (b) main

lithological units. Key landmarks along the cliff cross-section are named in (b), approximate locations

on (a) are indicated by white arrows. Across-shore distances are distances measured along the cliff

top line (starting at the northern end) and vertical elevation are relative to Ordnance Datum (which is

approximately at mean sea level for the study site). For clarity, the vertical scale has been exaggerated

10 times.

2.2. CoastalME: Concept and Data Structure

CoastalME [35], is a framework to integrate coupled mesoscale reduced complexity models,

reductionist coastal area models, data-driven approaches, and qualitative conceptual models.

Integration of these heterogeneous approaches gives rise to model compositions that can potentially

resolve decadal- to centennial-scale behaviour of diverse coupled open coast, estuary and inner shelf

settings. However, coupling existing software models is not a trivial task. One approach involves the

coupling of landform specific simulation models (e.g., cliffs, beaches, dunes and estuaries) that have
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been independently developed [36]. An alternative approach is to capture the essential characteristics

of the landform-specific models using a common spatial representation within an appropriate software

framework [35]. The latter avoids the problems that result from the model-coupling approach arising

from between-model differences in the conceptualisations of geometries, volumes and locations of

sediment. CoastalME should be understood as a software framework containing a minimum set of

objects and a data structure suitable to integrate any coastal evolution simulation to create a digital

model composition (i.e., CoastalME is a tool to create model compositions).

In CoastalME, the shoreface is conceptualised (Figure 5) as a set of sediment sharing cells

interconnected by the alongshore sediment transport. Coastal morphological change is simulated

as dynamically linked line and raster objects. The hierarchy of panels in Figure 5 illustrates how a

real coastal morphology (upper panel) is conceptualised in terms of shoreline, shoreface profiles and

estuary elements (middle panel). All elements can share sediment among them (double-headed arrow).

The shoreface comprises both consolidated and non-consolidated material that forms the cliff, shore

platform and beach, respectively (bottom panel). At every time step, the shoreline is delineated at the

intersection of the sea level and the ground elevation. Shore face profiles are defined perpendicular to

the shoreline. The sea level and wave energy constrain the proportion of shoreface profiles that are

morphologically active at each time step. Eroded sediment from the consolidated profile is added to

the drift material to advance the shoreline or loss as suspended sediment. Gradients of the littoral drift

further control the advance and retreat of the beach profile and the amount of sediment shared with

nearby sections of the coast.

Figure 5. CoastalME modelling approach concept (source; [35]).

Figure 6 illustrates CoastalME topography and subsurface data structure. Ground elevation is

characterised as a set of regular square blocks. The size of the square blocks is determined by the user
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based on the resolution of data availability and model outputs sensitivity. Each block has a global

coordinate x, y, z. Each block might be composed of six different sediment fractions made of coarse sand

and fine sediment sizes. Each sediment size fraction can be in a consolidated or unconsolidated state.

Figure 6. CoastalME data structure. Block types a, b, c and d illustrate blocks of same total elevation

but with different sediment composition. Consolidated and unconsolidated sediment are represented

by brighter-colours/non-capitalized-text and greys-colours/capitalized-text, respectively. (source; [35])

Input parameters for CoastalME are supplied via a set of raster, vector, and time series files and

a text-format configuration and steering file [37]. Raster files represent the initial ground elevation,

sediment thickness and coastal intervention. Vector files specify the locations within the model spatial

domain for which wave (wave height, direction and period) forcing time series are provided. Tidal

water surface elevation is also provided as a time series input file. CoastalME output consists of GIS

layer snapshots, a result summary file, and a number of time-series files. The GIS files include both

raster layers such as digital elevation models (DEMs) and sediment thickness and vector layers such as

the coastline.

2.3. Simulation Outcomes of Happisburgh Annual Evolution

To illustrate the different visualisation options, we have used CoastalME simulation outcomes [19]

of the relative contribution of back wearing and down wearing cliff and platform erosion to the

near-shore sediment budget under idealised annual forcing conditions at Happisburgh (Table A1).

This is based on a 360-day simulation at a 1-h numerical time step, with results saved after 1, 30, 60,

90, 120, 150, 180, 210, 230, 260, 290, 310, 340, 360 days. In [19], only the final beach thickness and

elevation were shown. For this work, we have used the outcomes obtained for the simulations in

best agreement with observations, which were obtained when the rock strength and hydrodynamic

constants for the platform and cliffwere set equal to 8 × 104 [m9/4s2/3] and 8 × 102 [m9/4s2/3], respectively.

The CoastalME-Happisburgh simulation produced 73 different types of outcomes (Table A2), which

includes 11 Comma Separated Value (CSV) files, 14 GIS vector files and 48 GIS raster files. The raster

and vector files are snap-shots at user-defined intervals, while CSV files contain time series for all

time-steps (here 86,400 representing 360 days at a 1-h interval).

Figure 7 illustrates the overall workflow followed by [19] to obtain the thickness model used

for the idealised Happisburgh simulation. Payo et al. [16] first generated a 3D thickness model

using three data sets (topography, bathymetry and subsurface lithology, using existing databases) as

required by the CoastalME data structure, although, the proposed workflow is transferable to any

112



J. Mar. Sci. Eng. 2020, 8, 235

other place where equivalent data sets are available. Firstly, the topography and bathymetry database

are combined to create a seamless topo-bathymetric Digital Terrain Model (DTM) of the study site.

For Happisburgh, this combined Environment Agency LIDAR DTM data for 1999 for the inland

topography and multibeam bathymetry for 2011. The composite data set has some gaps along the

coast, where water depth is too shallow for the vessels operating the multibeam to obtain good quality

data but still beyond the reach of the LIDAR. A seamless topo-bathymetric-DTM was produced by

interpolation after resampling to a 5 m grid. For the interpolation, we used the SAGA-Close Gaps

function with a tension threshold of 0.1. The Close Gaps function uses a method commonly called

minimum curvature under tension to interpolate missing data [38]. This DTM is then combined

with the subsurface database to produce, first, a 3D geological model of the Quaternary sediments

and, second, a thickness model. The 3D geological model was generated by combining the DTM,

surface geological line-work and downhole borehole and geophysical data to enable the geologist

to construct cross-sections by correlating boreholes and the outcrops to produce a geological fence

diagram. Interpolation between the nodes along the drawn sections and the limits of the units produces

a solid model comprising a stack of triangulated objects each corresponding to one of the geological

units present. For the interpolation of the 3D geological model, we used GSI3DTM software (Keyworth,

UK, version 2013) [39] as described in [19]. Then, the elevation of the top and base of each geological

unit (i.e., its thickness) is calculated by triangulating between digitized nodes along the cross-sections

and nodes around the edges of unit coverages. These tops, bases and thicknesses are then exported

from the model as grids with a user-defined cell size. Using empirical knowledge, supported by

data from the BGS National Geotechnical Database [40], the litho-stratigraphical units expressed in

the model were assigned average percentages for fines (<0.63 mm), sand (0.63–2 mm) and coarse

material (>2 mm) (Table A1 [19]). The chalk consists mainly of silt particles and, although it forms

a consolidated rock, was added to the fines fraction. All organic material was also assigned to the

fines fraction. The geological model was queried to calculate the average grain size distribution of

the geological sequence at each node of a 5 × 5 m grid. The resulting data were converted into raster

thickness layers.

–

 

Figure 7. General workflow to create a 3D thickness model from different databases including

topo-bathymetric and subsurface consolidated and unconsolidated sediment fractions.

113



J. Mar. Sci. Eng. 2020, 8, 235

3. Results

Figure 8 shows the different sediment fractions along the Happisburgh South transect for both

the unconsolidated material (e.g., beach deposits) and consolidated platform. The sediment fractions

(coarse, fine and sand) shown have been extracted from the raster outputs numbers 24, 25, 26 on

Table A2 for the consolidated material and outputs numbers 66, 67 and 68 for the unconsolidated

material at t = 1 day. QGIS (v 3.10.2) and the Profile-Tool (v 4.1.7) plugin were used to extract elevations

along the transect. Figure 8a shows the sediment fractions (as thicknesses) for the unconsolidated

material, which for Happisburgh represents the beach material. Given that the 3D grid is constructed at

a 5 m interval, a thickness of 1 m is equivalent to 25 m3 of material per spatial cell. For this transect, the

beach deposit is dominated by sand with a relatively uniform thickness of 0.8 m along the beach (and a

maximum of 1.34 m). The equivalent thickness of coarse material is an order of magnitude less (about

0.08 m with a maximum of 0.15 m). Fine material is negligible (<0.01 m). The unconsolidated material

is also dominated by the sand fraction with a maximum thickness of 37 m, followed the fine fraction

(maximum thickness of 10 m) and coarse material (always < 2.7 m). By adding together all fractions

for the consolidated and unconsolidated material, we obtain the top elevation of the consolidated

platform and actual topographic elevation, respectively (Figure 8c).

–

–

Figure 8. Visualisation of unconsolidated (a) and consolidated (b) sediment fractions (fine, sand

and coarse) along Happisburgh South transect. Top elevations of the consolidated and total (i.e.,

consolidated + unconsolidated) elevation are shown in panel (c).

Figure 9a shows the beach deposit thickness, obtained from the difference between the topographic

elevation and the consolidated platform top elevation, overlaid on an aerial image. Beach deposit

thickness varies across and along the shoreline, ranging from 4 m in the north, minimal to non-existent

along the undefended central section, and 2–3 m in the southern sector. As expected, the simulated

lowering of the consolidated platform (Figure 9b) is largest at places where the beach deposits thickness

is least and cannot offer protection. These differences in beach thickness, combined with the different

defence structures close to each transect, have an appreciable effect on the simulated elevation changes

(Figures 10–12).
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Figure 9. Beach deposit thickness (a) and simulated consolidated platform elevation ch

–

(a) 

(b) 

Figure 9. Beach deposit thickness (a) and simulated consolidated platform elevation change (b) along

the study area. North, Central and South transects are shown as black solid lines. (source: Aerial

photography© UKP/Getmapping Licence No. UKP2006/01).

Figure 10 shows the elevation change of the topographic elevation and consolidated elevation

along the North transect computed for the 360-day run. The overall topographic elevation (Figure 10a)

has been obtained by adding together all fractions for the consolidated and unconsolidated material of

the raster files numbers 24, 25, 26 and 66, 67, 68 on Table A2. The top elevation of the consolidated

platform (Figure 10b) has been obtained by adding all fractions of the consolidated material (i.e.,

outputs 24, 25, 26 on Table A2). On the North transect, where beach thickness is low (0–1 m) the

topographic elevation and the upper elevation of the consolidated platform coincide. This section of

coast is protected by sheet piling, which significantly reduces the erosion behind the defences. As

expected, the simulated elevation change is concentrated at the toe of the cliff, which retreats 6 m
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landward over the year. Elevation decreases along the entire profile (i.e., no accretion occurs) with a

maximum vertical erosion of 1 m.

 

–

–

−

Figure 10. Visualisation of topography and consolidated elevation change along Happisburgh North

transect; panel (a) and (b) show the initial and final topography and consolidated elevation respectively.

Panel (c) shows the elevation change (e.g., final minus initial elevation) for both topography (black line

and circles) and consolidated platform (blue solid line).

Figure 11 shows the elevation change of the top total elevation and consolidated elevation along

the Central transect. As with the North transect, where beach thickness is low (0–1 m), the topographic

elevation coincides with the top of the consolidated material. As expected for this undefended stretch

of coast, cliff toe retreat and vertical erosion are more rapid than that simulated for the defended North

and South transects. Cliff toe retreat is approximately 33 m and vertical erosion is up to 5 m. The beach

deposit is decreased by a maximum of 0.7 m but remains thick enough to protect the consolidated

platform underneath, the elevation of which remains unchanged.

–

 

–

−

Figure 11. Visualisation of topography and consolidated elevation change along Happisburgh Central

transect; panel (a) and (b) shows the initial and final topography and consolidated elevation, respectively.

Panel (c) shows the elevation change (e.g., final minus initial elevation) for both topography (black line

and circles) and consolidated platform (blue solid line).
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Figure 12 shows the equivalent results along the South transect, where the beach thickness is

greater (1–2 m). Cliff toe horizontal location remains unchanged because this section is protected

by a sea-wall. Topographic lowering is no longer restricted to the proximity of the cliff toe and is

appreciable, with an average value of −0.8 m, along the entire active transect with a maximum vertical

erosion of −2 m close to the sea-wall toe. However, lowering of the consolidated platform is still

constrained to the region nearby the sea-wall toe where it reaches a maximum of 2 m. This implies

that the topographic lowering is mostly due to vertical erosion of the consolidated platform near

the sea-wall toe while, seawards, the lowering is due to beach material being lost due to longshore

sediment transport gradient. Even here, the beach appears to remain thick enough to protect the

underlying consolidated platform from lowering.

−

 

Figure 12. Visualisation of topography and consolidated elevation change along Happisburgh South

transect; panel (a) and (b) shows the initial and final topography and consolidated elevation, respectively.

Panel (c) shows the elevation change (e.g., final minus initial elevation) for both topography (black line

and circles) and consolidated platform (blue solid line).

Figure 13 shows the initial and final simulated cliff top lines along with a Digital Elevation Model

(DEM) created from the topographic elevation. Cliff top lines were extracted using the CliffMetric

automatic delineation algorithm proposed by Payo et al. (2015). Cliff top and toe location points have

been converted into lines and the shortest distance between the final and initial cliff top points used

as an indication of cliff retreat. A maximum cliff top retreat of 30 m is obtained in the north of the

non-defended coastal section, while the cliff top remains unchanged (i.e., differences smaller than one

diagonal cell length or 7 m) for the defended sections. The lines are plotted on a 2D view of the study

area and 3D view with aerial imagery as background to facilitate geolocation.
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Figure 13. 2D (top) and 3D (bottom) views of the initial and final cliff top lines obtained from the

simulated DEM changes. Cliff top recession larger than one diagonal cell length is shown as coloured

circles. (source: Aerial photography© UKP/Getmapping Licence No. UKP2006/01)

4. Discussion

The credibility of any simulation of mesoscale coastal geomorphological change, for both specialist

and non-specialists, depend on three essentials: (1) Data—the quality of the data on which the

simulation model is based; (2) Model—the fidelity of the algorithms, the validity of the assumptions

and the correctness of the underlying computer code; and (3) Visualisation—representation of model

outputs that can be clearly linked to the underlying model prediction and the real-world problem.

These aspects are considered further here in relation to the Happisburgh case.

Regarding the quality of the data, we have shown how the Happisburgh study zone can be

represented using the CoastalME data structure (Figure 6) by combining existing digital elevation and

sub-surface data (Figure 7) to initialise a 3D thickness model. This 3D thickness model is based on

different types of data (LiDAR-DTM +Multibeam bathymetry + borehole logs and cross-shore sections

of the subsurface) and the steps required to combine this variable set of data types are transparent and

reproducible. In particular, the discrete nature of the databases (i.e., boreholes logs and cross-sections)

and the data gap of bathymetry in the very shallow nearshore region and offshore region can be

filled-in using different interpolation approaches. Combining these three databases allows a better

representation of the supply of transportable material, which is essential to obtain an accurate estimate
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of the nearshore sediment balance and ultimately the coastal morphological change. The amount of

transportable material can be visualised in a number of ways; as thicknessses of different sediment

fractions along selected transects (Figure 8) or as a raster map of beach thickness (Figure 9).

The fidelity of the algorithms included in the CoastalME model composition used for the

Happisburgh digital model was discussed in detail by [19]. They showed that the main features (i.e.,

cliff, beach, shore-platform, sea-wall, and palisade) and its interaction were incorporated in the model

composition (i.e., structural validity). Here, we have illustrated the validity of the assumptions and the

competence of the code by showing how the digital model forced with a one-year simulation of wave and

tidal forcing shows a rich and plausible behaviour as supported from field data [20] and expected for an

eroding soft coastline with defended and non-defended coastal stretches (Figures 10–12). Furthermore,

the simulation outputs also provide insights of a potentially significant platform down-wearing in-front

of the sea-wall that is very difficult to observe in the real system since the platform in-front of the

sea-wall is often covered by the beach, precluding direct observation of the lowering (Figure 9).

We have shown how model outputs can be clearly linked to the underlying model prediction

as 1D, 2D and 3D geo-indicators. Contrary to the loose linkage presented by [12] where 1D model

outputs were translated into 3D-DEM during the visualisation stage, we have shown here how the

CoastalME model output “sediment_top_elevation”, representing the top total sediment elevation, is

effectively a georeferenced evolving 3D-DEM. This sidesteps the need for further assumptions during

the visualisation stage (i.e., cliff toe line being parallel to cliff top line as done by [12]) that might not be

always scientifically justified. We have shown how other 1D and 2D geo-indicators of change used by

specialist and non-specialist [41] such as sediment fraction composition (Figure 8), elevation profile

(Figures 10–12), and cliff top line (Figure 13) can be extracted from the evolving 3D-DEM. CoastalME

uses the georeferenced system used for the 3D-thickness input model as the default reference system

for all the vector and raster outputs (Table A2), which makes it very straightforward to combine the

model outputs with other georeferenced information that facilitates communication of the outputs.

For example, we have shown how the outputs can be combined in 2D and 3D with aerial imagery, and

vector lines (Figure 13).

We acknowledge several key limitations that presently hinder the more widespread use of the

proposed methodology (Figure 7) to create digital representation at other locations throughout the UK.

In no particular order, these limitations are;

1. Lack of a national coastal defence database. The Environment Agency’s Asset Information

Management System contains the location of flood defences owned, managed or inspected by the

EA and coastal protection assets managed by other operating authorities. Data includes defence

type (i.e., groin, sheet pile, palisade, etc.) location and main dimensions as designed and may

include a condition grade from an asset inspection [42]. However, not all attributes are present.

Additionally, private defensive structures are excluded. This lack of data makes it very difficult

to ensure that the coastal interventions represented in the model correspond with the coastal

defence on the ground. For the example of Happisburgh presented here, the depth of the sheet

piles is unknown making it impossible to assess the risk of scouring undermining the sheet pile

and consequent ultimate failure.

2. Need for more frequently updated topo-bathymetric databases. The coastal topography and

bathymetry is dynamic and continuously changing over time. The EA-LiDAR DTM and UKHO

multi-beam bathymetries have good spatial coverage but provide only snap-shots at given dates

of the state of the physical system. As the different agencies in charge of updating the DTMs

operate independently and with different budgets, the date of the most up to date DTM available

might vary from place to place. While daily updates of the topo-bathymetry DTM are unlikely to

be needed for the purpose of exploring “what if” scenarios at decadal and longer time scales,

they are extremely valuable for ongoing model validation.

3. Sensitivity of simulation outputs to interpolations and modeller assumptions. Due to the

discrete nature of geotechnical data and the existence of gaps in topographic and bathymetric
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data, interpolation will likely remain an important part of any simulation model. The choice of

model resolution (spatial and temporal) is one of the many decisions that can affect the simulation

of sub-mesoscale scale features. Sub-grid features (and processes) are necessarily smoothed

out by interpolation onto coarser grids, and this may influence the depiction and prediction of

mesoscale morphological change. Although it has been argued [43,44] that mesoscale coastal

morphodynamics is substantially decoupled from small-scale processes, this is clearly an aspect

of model development that requires careful attention. Sensitivity testing of the overall simulation

outputs to different interpolation, resolution and other model assumptions ideally require a

standardised approach.

4. The need for a curator of model composition and model instances. To realise maximum benefit

from the resource investment in environmental/earth science models, it is necessary to record a rich

set of model metadata. This metadata should include attributes such as which environmental/earth

science discipline is involved, and which parameters are input and output in the modelling

process. In 2016, NERC created the Model Metadata Application (http://model-search.nerc.ac.uk/)

to help users discover and locate the existence of models, and also descriptive or "usage" metadata

which is of relevance when making use of a model, for example, when using a model code

developed by another researcher. As coastal model compositions and coastal model instances

become available in the future, they will need to be recorded accordingly in the Model Metadata

Application or any similar platform.

5. Conclusions

It has been recognised by [12] that by linking an erosion model with a GIS and then developing

the resulting spatial information into visualisations of the evolving coastal environment, information

on the changing hazard of future coastal recession can be made more accessible to non-specialists.

Non-specialists generally seem to welcome the additional detail and realism that the visualisations

provide, and acknowledge the communication and awareness-raising value of the images. The

credibility of the resulting virtual future landscapes is also enhanced by their derivation from scientific

data provided by specialists using simulation models. A key issue that emerges is that the quest

for realism in visualisation can lead to more detailed data demands than can be provided by the

underlying scientific model supplying the rationale for the landscape predictions.

In this work we have attempted to address a knowledge gap concerning the important but

still unexplored challenge of communicating simulations of mesoscale coastal dynamic evolution

to specialist and non-specialist audiences. We have shown how the risk of simulation model

outcomes becoming loosely connected to more realistic visualisations of model outcomes can be

minimised by using the Coastal Modelling Environment framework. CoastalME is a bespoke

modelling framework for coastal mesoscale morphological modelling with close linkages between

the scientific model abstractions, in the form of lines, areas and volumes, the 3D representation of the

coastal topo-bathymetry elevation and shallow sub-surface sediment fraction composition. We have

proposed and illustrated through the study case of Happisburgh, East England (UK), a transparent and

reproducible methodology to merge the required variety of data types and formats into a 3D-thickness

model that is used to initialise the simulation. We also highlight some of the limitations that are

preventing the direct adoption of the methodology proposed.
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Appendix A

Table A1. CoastalME composition model inputs for Happisburgh one year simulation (after [19]).

Input Value

Required for a generic landscape evolution
model

Run duration 360 days

Time step 1 h

Wave heights, direction, period UKCP09 hindcast data

Topo and bathymetric Digital Elevation Model LiDAR year 1999 & Multibeam 2011

Tides
Reconstruction of tidal signal using Cromer tide gauge data from
1999 to 2017

Residual elevation
Difference of Cromer tide gauge elevation and tidal levels (gap
filled assuming residuals follow a normal distribution)

CoastalME Datum +40 m above basement level

Coarse, sand and fine sediment content BGS thickness model

Coarse, sand and fine availability factor 0.3; 0.7; 1.0

Boundary conditions
Open boundaries (i.e., sediment at the boundaries is allotted to exit
the grid but no external sediment inputs are assumed over the
simulated period)

Required for COVE-sediment sharing module

CERC coefficient 0.79

Length of normal profiles used to create the
polygons

800 m

Required for CSHORE-wave propagation
module

Breaker ratio parameter γ 0.8

Friction factor fb 0.015

Required for SCAPE-beach & platform
interaction

Rock strength and hydrodynamic constant, R
RPlatform = 8 × 104 [m9/4s2/3]
RCliff = 8 × 102 [m9/4s2/3]

Beach volume & and beach thickness Derived from BGS thickness model

Full list of parameters provided in Table S1 in [19].

Table A2. CoastalME GIS simulation outcomes name and type. Sorted in filename alphabetical order.

ID Output name * Type

1 active_zone Raster

2 actual_beach_erosion Raster

3 avg_sea_depth Raster

4 avg_susp_sed Raster

5 avg_wave_angle Vector

6 avg_wave_height Raster

7 avg_wave_orientation Raster
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Table A2. Cont.

ID Output name * Type

8 basement_elevation Raster

9 beach_change_net CSV

10 beach_deposition CSV

11 beach_deposition Raster

12 beach_erosion CSV

13 beach_mask Raster

14 beach_protection Raster

15 breaking_wave_height Vector

16 cliff_collapse Raster

17 cliff_collapse_deposition CSV

18 cliff_collapse_deposition Raster

19 cliff_collapse_erosion CSV

20 cliff_collapse_net CSV

21 cliff_notch Vector

22 coast Vector

23 coast_curvature Vector

24 cons_sed_coarse_layer_X Raster

25 cons_sed_fine_layer_X Raster

26 cons_sed_sand_layer_X Raster

27 deep_water_wave_angle Vector

28 deep_water_wave_height Raster

29 deep_water_wave_orientation Raster

30 downdrift_boundary Vector

31 ErosionPotential CSV

32 intervention_class Raster

33 intervention_height Raster

34 invalid_normals Vector

35 landform_class TIF

36 local_cons_sediment_slope Raster

37 mean_wave_energy Vector

38 node Vector

39 normals Vector

40 platform_erosion CSV

41 polygon Vector

42 polygon_gain_or_loss Raster

43 polygon_raster Raster

44 polygon_updrift_or_downdrift Raster

45 potential_beach_erosion Raster
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Table A2. Cont.

ID Output name * Type

46 potential_platform_erosion Raster

47 rcoast Raster

48 rcoast_normal Raster

49 sea_area CSV

50 sea_depth Raster

51 sediment_top_elevation Raster

52 shadow_boundary Vector

53 shadow_downdrift_zones Raster

54 shadow_zones Raster

55 still_water_level CSV

56 susp_sed Raster

57 suspended_sediment CSV

58 top_elevation Raster

59 total_actual_beach_erosion Raster

60 total_actual_platform_erosion Raster

61 total_beach_deposition Raster

62 total_cliff_collapse Raster

63 total_cliff_collapse_deposition Raster

64 total_potential_beach_erosion Raster

65 total_potential_platform_erosion Raster

66 uncons_sed_coarse_layer_X Raster

67 uncons_sed_fine_layer_X Raster

68 uncons_sed_sand_layer_X Raster

69 wave_angle Vector

70 wave_energy Vector

71 wave_height Raster

72 wave_orientation Raster

73 wave_period Raster

* The output file name is completed by a four digit number indicating the time interval (i.e., wave_period_0001 is
the output for interval 1).

References

1. French, J.R.; Burningham, H. Coastal geomorphology: Trends and challenges. Prog. Phys. Geogr. Earth

Environ. 2009, 33, 117–129. [CrossRef]

2. French, J.; Payo, A.; Murray, B.; Orford, J.; Eliot, M.; Cowell, P. Appropriate complexity for the prediction of

coastal and estuarine geomorphic behaviour at decadal to centennial scales. Geomorphology 2016, 256, 3–16.

[CrossRef]

3. Kamphuis, J. Beyond the limits of coastal engineering. In Coastal Engineering 2006; World Scientific: Singapore,

2007; Volumes 5, pp. 1938–1950.

4. Hanson, H.; Aarninkhof, S.; Capobianco, M.; Jimenez, J.; Larson, M.; Nicholls, R.; Plant, N.; Southgate, H.;

Steetzel, H.; Stive, M. Modelling of coastal evolution on yearly to decadal time scales. J. Coast. Res. 2003, 19,

790–811.

123



J. Mar. Sci. Eng. 2020, 8, 235

5. Bray, M.; Hooke, J.; Carter, D. Planning for sea-level rise on the south coast of england: Advising the

decision-makers. Trans. Inst. Br. Geogr. 1997, 22, 13–30.

6. Green, D.R. The role of public participatory geographical information systems (PPGIS) in coastal

decision-making processes: An example from Scotland, UK. Ocean Coast. Manag. 2010, 53, 816–821.

[CrossRef]

7. Blunkell, C.T. Local participation in coastal adaptation decisions in the UK: Between promise and reality.

Local Environ. 2017, 22, 492–507. [CrossRef]

8. Robinson, S. Conceptual modelling for simulation part II: A framework for conceptual modelling. J. Oper.

Res. Soc. 2008, 59, 291–304. [CrossRef]

9. French, J.; Burningham, H.; Thornhill, G.; Whitehouse, R.; Nicholls, R.J. Conceptualising and mapping

coupled estuary, coast and inner shelf sediment systems. Geomorphology 2016, 256, 17–35. [CrossRef]

10. Payo, A.; Hall, J.W.; French, J.; Sutherland, J.; van Maanen, B.; Nicholls, R.J.; Reeve, D.E. Causal loop analysis

of coastal geomorphological systems. Geomorphology 2016, 256, 36–48. [CrossRef]

11. Forrester, J.W.; Senge, P.M. Tests for Building Confidence in System Dynamics Models; System Dynamics Group,

Sloan School of Management, Massachusetts Institute of Technology Cambridge: Cambridge, MA, USA, 1978.

12. Brown, I.; Jude, S.; Koukoulas, S.; Nicholls, R.; Dickson, M.; Walkden, M. Dynamic simulation and

visualisation of coastal erosion. Comput. Environ. Urban Syst. 2006, 30, 840–860. [CrossRef]

13. Appleton, K.; Lovett, A. Gis-based visualisation of rural landscapes: Defining ‘sufficient’realism for

environmental decision-making. Landsc. Urban Plan. 2003, 65, 117–131. [CrossRef]

14. Cowell, P.J.; Roy, P.S.; Jones, R.A. Shoreface translation model: Computer simulation of coastal-sand-body

response to sea level rise. Math. Comput. Simul. 1992, 33, 603–608. [CrossRef]

15. Walkden, M.J.; Hall, J.W. A mesoscale predictive model of the evolution and management of a soft-rock

coast. J. Coast. Res. 2011, 27, 529–543. [CrossRef]

16. James, J.; Region, A.; House, K.; Way, G.; Goldhay, O. Sediment input from coastal cliff erosion. Br. Geol.

Surv. 1995, 74 (TR/577/4/A).

17. Dickson, M.E.; Walkden, M.J.A.; Hall, J.W. Systemic impacts of climate change on an eroding coastal region

over the twenty-first century. Clim. Chang. 2007, 84, 141–166. [CrossRef]

18. Walkden, M. Scape Modelling of Shore Evolution: Cromer to Cart Gap, Appendix C of the Cromer to Winterton Ness

Coastal Management Study; Royal Haskoning Report for Mott Macdonald, on behalf of North Norfolk District

Council: Penryn, UK, July 2013.

19. Payo, A.; Walkden, M.; Ellis, M.; Barkwith, A.; Favis-Mortlock, D.; Kessler, H.; Wood, B.; Burke, H.; Lee, J. A

quantitative assessment of the annual contribution of platform downwearing to beach sediment budget:

Happisburgh, England, UK. J. Mar. Sci. Eng. 2018, 6, 113. [CrossRef]

20. López, P.M.; Payo, A.; Ellis, M.A.; Criado-Aldeanueva, F.; Jenkins, G.O. A method to extract measurable

indicators of coastal cliff erosion from topographical cliff and beach profiles: Application to North Norfolk

and suffolk, East England, UK. J. Mar. Sci. Eng. 2020, 8, 20.

21. Payo, A.; Walkden, M.; Barkwith, A.; Ellis, A.M. Modelling rapid coastal catch-up after defence removal

along the soft cliff coast of Happisburgh, UK. In Proceedings of the 36th International Conference on Coastal

Engineering, Baltimore, MD, USA, 30 July–3 August 2018; ASCE: Baltimore, MD, USA; p. 2.

22. Walkden, M.; Watson, G.; Johnson, A.; Heron, E.; Tarrant, O. Coastal Catch-Up Following Defence Removal at

Happisburgh; Coastal Management, ICE: London, UK, 2016; pp. 523–532.

23. Brown, S.; Barton, M.E.; Nicholls, R.J. Shoreline response of eroding soft cliffs due to hard defences. In

Proceedings of the Institution of Civil Engineers-Maritime Engineering; Thomas Telford Ltd.: London, UK, 2014;

Volume 167, pp. 3–14.

24. Clayton, K.M. Sediment input from the norfolk cliffs, Eastern England—A century of coast protection and its

effect. J. Coast. Res. 1989, 5, 433–442.

25. Poulton, C.V.; Lee, J.; Hobbs, P.; Jones, L.; Hall, M. Preliminary investigation into monitoring coastal erosion

using terrestrial laser scanning: Case study at happisburgh, norfolk. Bull. Geol. Soc. Norfolk 2006, 56, 45–64.

26. Frew, P. Adapting to coastal change in North Norfolk, UK. In Proceedings of the Institution of Civil

Engineers-Maritime Engineering; Thomas Telford Ltd.: London, UK, 2012; Volume 165, pp. 131–138.

27. Hayman, S. Eccles to Winterton on Sea Coastal Defences; SH/RG BF190712; Environment Agency, Norfolk

Broads Forum: Norfolk, UK, 2012; p. 3.

124



J. Mar. Sci. Eng. 2020, 8, 235

28. Hobbs, P.; Pennington, C.; Pearson, S.; Jones, L.; Foster, C.; Lee, J.; Gibson, A. Slope Dynamics Project Report:

Norfolk Coast (2000–2006); British Geological Survey: Nottingham, UK, 2008; p. 166.

29. Lunkka, J.P. Sedimentation and iithostratigraphy of the north sea drift and lowestoft till formations in the

coastal cliffs of northeast norfolk, england. J. Quat. Sci. 1994, 9, 209–233. [CrossRef]

30. Lee, J.R. Early and Middle Pleistocene Lithostratigraphy and Palaeo-Environments in Northern East Anglia.

Ph.D. Thesis, Royal Holloway, Egham, Surrey, University of London, London, UK, 2003.

31. Lee, J.R.; Phillips, E.R. Progressive soft sediment deformation within a subglacial shear zone-a hybrid

mosaic-pervasive deformation model for middle pleistocene glaciotectonised sediments from eastern

england. Quat. Sci. Rev. 2008, 27, 1350–1362. [CrossRef]

32. Lee, J.R.; Phillips, E.; Rose, J.; Vaughan-Hirsch, D. The middle pleistocene glacial evolution of northern

east anglia, uk: A dynamic tectonostratigraphic–parasequence approach. J. Quat. Sci. 2017, 32, 231–260.

[CrossRef]

33. Parfitt, S.A.; Ashton, N.M.; Lewis, S.G.; Abel, R.L.; Coope, G.R.; Field, M.H.; Gale, R.; Hoare, P.G.; Larkin, N.R.;

Lewis, M.D. Early pleistocene human occupation at the edge of the boreal zone in northwest Europe. Nature

2010, 466, 229. [CrossRef] [PubMed]

34. West, R.G. The Pre-Glacial Pleistocene of the Norfolk and Suffolk Coasts: With Contrib. By Pep Norton; Cambridge

University Press: Cambridge, UK, 1980.

35. Payo, A.; Favis-Mortlock, D.; Dickson, M.; Hall, J.W.; Hurst, M.D.; Walkden, M.J.A.; Townend, I.; Ives, M.C.;

Nicholls, R.J.; Ellis, M.A. Coastal modelling environment version 1.0: A framework for integrating

landform-specific component models in order to simulate decadal to centennial morphological changes on

complex coasts. Geosci. Model Dev. 2017, 10, 2715–2740. [CrossRef]

36. van Maanen, B.; Nicholls, R.J.; French, J.R.; Barkwith, A.; Bonaldo, D.; Burningham, H.; Brad Murray, A.;

Payo, A.; Sutherland, J.; Thornhill, G.; et al. Simulating mesoscale coastal evolution for decadal coastal

management: A new framework integrating multiple, complementary modelling approaches. Geomorphology

2015, 256, 68–80. [CrossRef]

37. Payo, A.; Favis-Mortlock, D.; Dickson, M.; Hall, J.W.; Hurst, M.; Walkden, M.J.A.; Townend, I.; Ives, M.C.;

Nicholls, R.J.; Ellis, M.A. Coastalme version 1.0: A coastal modelling environment for simulating decadal to

centennial morphological changes. Geosci. Model Dev. Discuss. 2016, 2016, 1–45.

38. Smith, W.; Wessel, P. Gridding with continuous curvature splines in tension. Geophysics 1990, 55, 293–305.

[CrossRef]

39. Kessler, H.; Mathers, S.; Sobisch, H.-G. The capture and dissemination of integrated 3d geospatial knowledge

at the british geological survey using gsi3d software and methodology. Comput. Geosci. 2009, 35, 1311–1321.

[CrossRef]

40. Self, S.; Entwisle, D.; Northmore, K. The Structure and Operation of the BGS National Geotechnical Properties

Database. Version 2; British Geological Survey: Nottingham, UK, 2012; p. 68.

41. Carapuço, M.M.; Taborda, R.; Silveira, T.M.; Psuty, N.P.; Andrade, C.; Freitas, M.C. Coastal geoindicators:

Towards the establishment of a common framework for sandy coastal environments. Earth Sci. Rev. 2016,

154, 183–190.

42. Flikweert, J.; Lawton, P.; Roca-Collel, M.; Simm, J. Guidance on Determining Asset Deterioration and the Use of

Condition Grade Deterioration Curves; Environment Agency: Bristol, UK, 2009.

43. Lazarus, E.; Ashton, A.; Murray, A.B.; Tebbens, S.; Burroughs, S. Cumulative versus transient shoreline

change: Dependencies on temporal and spatial scale. J. Geophys. Res. Earth Surf. 2011, 116. [CrossRef]

44. Murray, A.B.; Coco, G.; Goldstein, E.B. Cause and effect in geomorphic systems: Complex systems

perspectives. Geomorphology 2014, 214, 1–9. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access

article distributed under the terms and conditions of the Creative Commons Attribution

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

125





Journal of

Marine Science 
and Engineering

Case Report

Effects of Repeated Sand Replenishment Projects on
Runs of a Beach-Spawning Fish, the
California Grunion

Karen L. M. Martin 1,* and Loni C. Adams 2

1 Department of Biology, Pepperdine University, Malibu, CA 90236, USA
2 California Department of Fish and Wildlife, Marine Region, San Diego, CA 92123, USA;

Loni.Adams@wildlife.ca.gov

* Correspondence: karen.martin@pepperdine.edu

Received: 29 December 2019; Accepted: 3 March 2020; Published: 6 March 2020
����������
�������

Abstract: Beach habitats are diminishing globally, particularly in urban areas, as sea-level rise, erosion,

and shoreline hardening, along with reduced sediment inputs, combine to squeeze the coast. In

California, USA an endemic marine fish, the California grunion, spawns on sandy beaches during

late-night spring tides. Its unique recreational fishery is managed by the California Department

of Fish and Wildlife. The City of Oceanside, CA contracts for annual harbor dredging and, after

testing, places the sandy sediment on its public beach. The effects on local beach wildlife from this

annual sand replenishment are not known. We examined the effect of this repeated activity as a

case study over three years on the spawning runs of the California grunion. Some spawning runs

occurred in all three years, but the fish avoided areas with high scarps in the intertidal zone that

developed following sand placement activity. Grunion spawning runs have declined in the habitat

range as a whole over the past two decades, and those in Oceanside have declined to an even greater

extent. Increasing sandy beach habitat can be beneficial to wildlife, but the method of placement,

timing of the project, and fate of the beach afterward can modulate or prevent beneficial effects.

Frequent repetition of sand placement may accumulate impacts without allowing sufficient time for

the ecosystem to recover. Rather than improving the habitat, these repeated projects in Oceanside

may degrade the spawning habitat for the grunion. Alternative discharge methods and locations,

slope and elevation designs, sediment volumes, and greater care in beach fill practices should be

implemented to reduce future impacts.

Keywords: beach nourishment; beach restoration; ecosystem management; substrate; reproductive

habitat; human impacts; beach-spawning fishes; essential fish habitat

1. Introduction

Sand replenishment on beaches is commonly used as a means of restoring, building up elevation

or expanding beach width [1,2]. It is also used as a beneficial use of discarding the materials of a dredge

operation for harbor navigation. The slope, timing, frequency, amount and type of materials placed on

the beach are all tested and managed, as all may affect the biota that either live there permanently

or use the beach ecosystem for some part of their life cycle [3–6]. The effects of beach nourishment

are poorly known for most beach biota, either in the shorter- or longer-term [7–9]. Knowing how

coastal ecosystems and beaches and their sediments respond to storm conditions and repeated beach

replenishments is a pressing question for resource managers, particularly because beach replenishment

is now the preferred option in the United States for short-term stabilization of any eroding coastline

which is used for valued recreation or tourism [10].
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Oceanside Harbor in San Diego County, California, USA is a marina for commercial and recreational

vessels and is also used by the United States Marine Base at Camp Pendleton. To maintain navigability

for large vessels, the harbor is dredged on an annual basis under the auspices of the US Army Corps of

Engineers (USACE). The harbor dredge materials are tested for grain size and contaminants. If found

to be within suitable limits, they are placed on the shoreline on Oceanside City Beach nearby as a form

of sand replenishment or “beach nourishment” to increase the width of a recreational beach adjacent to

an urban shoreline.

Sand replenishment projects are often touted as being beneficial to beach wildlife because in

theory, they create more habitat by the placement of substrate [2,5]. “Beach restoration” is a term

often used for sand replenishment projects, but this “restoration” generally does not include plantings

or re-introduction of native species, whether adults or propagules, as is typical for other types of

ecological restorations [11–13]. The timing and frequency of projects also influence ecological recovery.

California is home to many animals that use sandy beaches as nursery areas, including birds,

mammals, reptiles, and fishes. The California grunion Leuresthes tenuis (Atherinopsidae) is a

beach-spawning marine fish that is famous for emerging fully from the water during spawning

runs under a full or new moon [14,15]. They bury their eggs under 10–20 cm of sand, where the eggs

remain out of the water above the water line, until being washed free nearly two weeks later by rising

tides. The spawning season may start as early as February and go through to August, with April

through to June as the months of peak activity [16]. Runs can be forecast according to the tides and are

most likely to occur within four days after a full or new moon, in a two-hour window following each

nightly high tide [17].

The main habitat range of the California grunion is a few hundred kilometers along one of the

most populated coasts in the world [18,19]. The city of Oceanside is in the heart of the southern

California range for this endemic species. The sandy beaches of Oceanside and nearby towns are

historically known to host significant grunion runs, to the extent that they are touted by the tourist

literature as a visitor activity [20].

Most coastal construction projects in California must avoid disturbance to sandy beaches during

key reproductive periods of beach-spawning birds and the California grunion [21,22]. Biological

monitors may be required on beaches prior to, and for the duration of the project, and projects may be

moved or temporarily halted if some species are present in the construction site.

Beach placement of harbor dredge material has taken place in Oceanside City Beach on nearly an

annual basis since at least 1965. The permitting of this project is managed by the US Army Corps of

Engineers and the California Coastal Commission. This annual dredging and beach replenishment

project has in the past been completed by April, or before the peak spawning season of the California

grunion. Recently, these projects have been permitted even during the peak spawning season for the

California grunion. Sand replenishment projects were approved to take place during the grunion

spawning season for Oceanside City beach in 2016, 2017 and 2018.

Although there have been dozens of sand replenishment projects along the coast of California

over the past decades, the effects of beach sand replenishment on the California grunion have not been

studied. For the California grunion, potential impacts could include disturbance to or stoppage of a

spawning run during active beach filling, because of the disturbance of bright lights and noise [23].

Disturbance of the sand by vehicles during nest incubation and excessive burial of eggs by longshore

drift after sand placement could prevent grunion hatchling emergence [3]. High turbidity of nearshore

waters could alter survival during larval emergence, and changes to the substrate composition could

affect the ability of the adult female fish to burrow into the sand for oviposition, or the eggs to wash

free for hatching. How the California grunion chooses a beach for spawning is not fully understood,

but changes in the substrate or sediment grain size may alter beach slope, and turbidity and sediment

plumes may alter chemical signatures or strength and direction of waves that may assist in natal

homing [24].
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California grunion are difficult to monitor; they cannot be assessed by traditional fisheries

methods such as trawl surveys or fishing reports, as they avoid nets and do not take a hook. Their legal

recreational capture occurs only while on the shore during a bare-handed fishery [16,25]. Reporting a

catch of California grunion is not required, and although individuals are required to have a California

fishing license to hunt the grunion, observers suggest that many do not [25,26]. The most reliable

method to monitor for grunion is to watch for spawning runs during the time of semilunar high

tides [22,25].

Previous projects have not been required to monitor for grunion after the completion of sand

placement. We hypothesized that grunion runs could be negatively affected by sand replenishment

activities on the shoreline. We also hypothesized that grunion populations may be negatively impacted

by frequent disturbances of repeated projects in Oceanside near to or during their spawning season.

2. Materials and Methods

The City of Oceanside has two sandy public beaches: Oceanside City Beach, in front of a residential

area south of the San Luis Rey River mouth, and Oceanside Harbor Beach, in front of a marina north of

the river mouth (Figure 1). Prior to the harbor jetties being built, the beaches south of San Luis Rey

River were naturally wide beaches.

 

′ ′

(a) (b) 

Figure 1. (a), Camp Pendleton is north and east of Oceanside, just above the map outline. Oceanside

Harbor Beach (blue line) is upcoast of the San Luis Rey River and outside of the filling zones. On

Oceanside City Beach, for grunion spawning observation sites, Area 1 (yellow line) is north of the pier

and Area 2 (yellow line) is south of the pier. Discharge pipe locations for 2016–2018 were within Areas

1 and 2. (b) Oceanside is on the West Coast of North America, shown by the blue arrow.

In the late 19th century, Oceanside’s beach was approximately 100 m wide and used as a

thoroughfare for horse-drawn wagons [27]. In Oceanside, CA, the prevailing ocean current direction

is to the south. Long-shore sand transport typically moves sand slowly to replenish down-coast

beaches [28], and tidal cycles affect beach profiles as well [29].

In 1942, the marine base Camp Joseph Pendleton was created, along with a jetty and a boat basin.

However, the harbor soon silted up with sediments that previously maintained the width of Oceanside

beaches [27]. After dredging the harbor to maintain its function, between 1942 and 1980 over 10 million

cubic yards of material, including cobble, were deposited on Oceanside beaches [27]. Cobble did not

appear on Oceanside beaches before 1965 [27].

Oceanside Harbor Beach (33◦ 12′ 12.86” N, 117◦ 23′ 34.08” W), upcoast from the replenishment

project, is a 1500 feet long sandy beach from San Luis Rey Jetty, to North Jetty (Figure 2). It is a relatively
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flat beach with all three intertidal zones present as well as a wide supratidal and dry beach area. There

was no beach-filling or bulldozing here between 2016 and 2018, although the beach was regularly

raked and groomed to remove litter and debris.

 

  

Figure 2. Photo of Oceanside Harbor beach (South end), on 19 March 2018. This beach was outside of

the project area and did not change in profile or character during the course of this study. Photo by

L. C. Adams,

Two sites on Oceanside City Beach were monitored for habitat and grunion spawning activity

before, during and after beach fill. Beach Area 1 is north of the Pier (33◦ 11′ 54.83” N, 117◦ 23′ 16.97”

W). Beach Area 2 is south of the Pier (33◦ 12′ 7.7” N, 117◦ 23′ 29.6” W). This beach was the site of the

sand replenishment project (see Figure 1).

In 1998, a method for assessment of grunion runs, the Walker Scale, was developed that evaluates

the number of fish on shore, the extent of shoreline involved, and the duration of the run [30], shown

in Table 1. This has been in use in conjunction with a group of trained citizen scientists, the Grunion

Greeters, since 2002 [31]. Their reports are reliable and consistent [25]. Since they are volunteers, the

beaches they observe and the number of nights they go out are not as regular as one might wish.

Nevertheless, Oceanside City and Oceanside Harbor Beaches have both been monitored for spawning

runs on many occasions by Grunion Greeters since 2004.

Table 1. The Walker Scale scoring system. Grunion Greeters watch a given stretch of beach for 2 h

beginning at the highest nightly tide, usually within the first four days following a new or full moon.

W0: No fish or only a few individuals appear, with little or no spawning; not a run

W1:
Between 10–100 fish present on the beach over the time of the run, in one or more

locations, with little spawning; poor run

W2:
During the peak of the run, 100–500 fish on the shore simultaneously, spawning

in one or more locations along the beach; small run

W3:
During the peak of the run, hundreds to thousands of fish spawning at the same

time in one or several areas of the beach; peak is less than 20 min; good run

W4:
During the peak of the run, thousands of fish are on the beach together, with little
sand visible between them, in a restricted or large area of the beach. Peak lasts

less than one hour.

W5:
At the peak of the run, fish fully cover an extensive area of the beach in massive
numbers, several individuals deep, a silver lining along the surf. It is not possible
to walk through the run without stepping on a fish. The peak lasts over an hour.

Using the Walker Scale, a section of beach is observed during a night when a run may occur

(www.Grunion.org) [22], four nights following a new or full moon. In many cases, with beaches that
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extend a long distance along the shore, only part of the beach may be involved in a run on a given

night [15,16]. Once a run starts, it may continue for several minutes to over an hour, however, the peak

of the run generally lasts between 20 min and 1 h. Runs typically do not continue beyond two hours

after the tide, as the ebb makes the proper tidal placement of the eggs difficult [15].

In 2016, 2017 and 2018, Oceanside Harbor and City Beaches were observed by CDFW staff and

Grunion Greeters on nights when the grunion were predicted to spawn. Professional biological

monitoring staff were contracted as required for the USACE permits to observe for grunion spawning

during the project activities. Their reports were compared with our reports for the same dates and

provided data for additional dates. Archival Grunion Greeter data were accessed for past grunion

run reports.

The grunion run on the sloped beach face in the intertidal zone, riding waves into the upper

intertidal zone. Scarps are sharp steep drops in the beach face that can block access to the upper

intertidal zone, where grunion normally spawn. Formation of scarps was documented with photos

and by measuring height and length. Beaches were compared for both the changes to the beach face

and grunion spawning activity. Photos were taken of spawning on cobble and sandy beaches, as well

as next to the discharge pipe and other activities related to beach filling.

3. Results

3.1. Effects on Sand Habitat

Beach-fill projects took place on Oceanside City Beach from 6 June to 31 October. The dredge pipe

length on the Oceanside Harbor beach was buried parallel to the shore in the dry beach sand above the

higher high tide. A ten-inch diameter pipe extended south across the San Luis Rey River and ran on

top of Oceanside City Beach. Approximately 50,000 cubic yards were deposited at the first discharge

point in Area 1. About 1000 feet farther south, 10,000 cubic yards were added. Finally, 190,000 cubic

yards were added just north and south of the Oceanside Pier (Figure 1), for a total of 250,000 cubic

yards of material.

The northern half of Area 1 on Oceanside City Beach initially showed very little upper intertidal

habitat suitable for grunion spawning due to cobble mounds. Adequate upper intertidal habitat was

initially present on Area 2, from Oceanside Pier South 1300 feet down the coast. In 2016, no new scarps

developed after beach filling (see photo Figure 3a).

 

  

(a) (b) 

Figure 3. (a), Before beach filling, 28 March, 2017, Area 2 near the Oceanside Pier had a low scarp.

Right, (b), Night of 26 June, 2017 in Area 1 showed a W3 spawning intensity, the highest seen on Area 1

that season. Beach filling blocked habitat in Area 2, diverting fish to Area 1. Photos by L. C. Adams.

In 2017, before beach fill, the northern half of Area 1 and the southern-most portion of Area 2

were mostly cobble or gravel. Closer to the pier, adequate grunion spawning habitat with flat, sandy

beach existed prior to beach fill (Figure 3b).
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In 2017 beach fill took place again during the peak of grunion season, from 17 April to 11 June.

A 28-inch discharge pipe diameter was used to deposit 420,000 cubic yards of sediment. During the

project, Area 1 beach developed steep scarps about 4 feet high on the north side adjacent to the pier

area, and in the north part of Area 1 (Figure 4). This steep scarp blocked the transition to the upper

intertidal zone, where grunion spawning could have otherwise occurred. The beach had a lot of cobble

below the scarp, with no sand patches between cobble swales.

 

(a) (b) 

Figure 4. (a), On 12 June 2017 in Area 2 south of Pier, a steep 5-foot scarp formed in upper intertidal.

No grunion spawned in this area after the scarp formed. (b), After beach fill, on 25 July 2017 in Area 1,

the scarp is lined with cobble in upper intertidal. Cobble was present before and after beach fill. Photos

by L. C. Adams.

The beach fill project included bull-dozers building a dike and sand discharge that caused a large

pit to form due to scouring on the north side of the pier on 17 May 2017. Sand was also deposited onto

the south side of the pier (Figure 5). Natural sand transport contributed to the building up of the Area

2 beach. The pits were later filled in. The Area 1 scarp leveled out, but Area 2 spawning habitat was

impacted when a new steep 5-foot scarp formed (Figure 6). In 2017, a lot of cobble was still visible on

the beach even after completion of the beach fill project.

 

(a) (b) 

Figure 5. (a), On 17 May 2017: Dykes were built up in the foreground, and pits were scoured out near

the Oceanside Pier in Areas 1 and 2 during peak grunion spawning season, causing temporary impacts

on grunion spawning habitat. (b), Area 2 south of Oceanside Pier. Photos by L. C. Adams.
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(a) (b) 

Figure 6. (a), Area 2 south of Oceanside Pier in March, 2018, showing scarp lingering from the 2017

project. (b), Area 1 north of the Pier showing scarps before the 2018 beach fill in October. Photos by

L. C. Adams.

In 2018, although beach fill did not occur during the grunion spawning season, tall scarps still

lingered in the high intertidal grunion spawning zone from the 2017 beach fill project (Figure 6). In 2018,

the beach fill project occurred from 18 October through to 6 November, after grunion spawning season

ended. A 28-inch pipe diameter was used for deposition of 285,000 cubic yards of dredged sediments

onto Oceanside City Beach. Along with the lingering scarps from 2017, new scarps developed, shown

in photos from September 2018. These were contoured flat by bulldozers by the end of the project in

November 2018.

3.2. Grunion Spawning Observations

From 2004–2018, Grunion Greeters provided 90 observations of grunion runs on Oceanside City

Beach and 82 observations on Oceanside Harbor Beach.

Observers from the contracted project provided Walker scores and observations on 25 nights

in 2016 and 13 nights in 2017 on Oceanside City Beach, during nights when runs were forecast, and

the project was ongoing. Because the 2018 project took place after the grunion spawning season,

observations of grunion were made only by volunteer California Department of Fish and Wildlife staff

and Grunion Greeters, not by contracted project staff. Volunteers contributed reports for eight nights

in 2016, six nights in 2017, and seven nights in 2018 on the three areas of Oceanside beaches.

The Walker Scale is categorical, not parametric, so scores were compared with non-parametric

statistics. Reports from the observations by professional biologists agreed with the reports from

the CDFW and Grunion Greeters when both were present in the same areas on the same nights

(Mann-Whitney comparison of two groups, range W0–W3, N = 15, U = 112.5, z = 0.02, p = 0.985).

During the recreational fishing open season, it was difficult to tell how many fish were present in

some locations because people caught them as soon as they appeared; often, nearly every fish that

approached the shore was taken before it had the opportunity to spawn.

In 2016, runs ranging from W0 to W2 were reported in Oceanside Harbor, with a median of W1.

At Oceanside City Beach within the project footprint, the range reported was W0–W1, with a median

of W1.

In May 2017, during beach fill, on Area 1 groups of about 5–6 grunion (W0) appeared along

the beach in a few locations, near the pipe while discharging a sand slurry directly seaward into the

intertidal zone (Figure 3B). In late May, no grunion were sighted on any of the run nights in either

project Areas 1 or 2. In July, no grunion were seen on Oceanside Harbor Beach. A spawning intensity

of W3 was seen in Area 1 of Oceanside City Beach in July on sand areas in between cobble. No grunion

spawning occurred in locations with high scarps. In Area 2, grunion were seen in the water only, with

no spawning as a scarp was still present over the intertidal zone. The upper intertidal scarps on the

affected beach areas blocked grunion spawning habitat. Waves ran up and hit the face of the scarps,

and sometimes reflected back or over-topped the scarp.

133



J. Mar. Sci. Eng. 2020, 8, 178

All grunion runs in 2018 were scored W2 or lower on both Oceanside Harbor and Oceanside

City beaches.

Spawning run scores on Oceanside Harbor Beach were not significantly different from scores on

Oceanside City Beach, either in 2006–2008 or in 2016–2018 (Wilcoxon Signed Rank test of paired data

for two groups, W = −13, z = −0.44, p = 0.66; Mann–Whitney test of all data, U = 102, z = 0.02, p = 0.98).

The majority of runs on Oceanside Harbor and Oceanside City Beaches from 2016–2018 were small,

with 86% of nights scored as Walker 0 or 1, and fewer than 100 fish seen during the run, with little or

no spawning. No runs at any of these beaches scored as Walker 4 or 5 over these three years.

In 2006–2008, grunion runs on Oceanside beaches were not different from southern California

beaches as a whole, but in 2016–2018, both the southern California grunion population and the

Oceanside grunion population show declines in run strength. In 2006–2008, the distribution of

frequencies of scores of Oceanside’s runs were not significantly different from those across southern

California (X2 = 8.57, df = 5, p = 0.128).

However, comparing reports from Oceanside City and Harbor Beaches in 2016–2018 with those

from 10 years earlier, 2006–2008, a significant difference in frequencies of Walker scores was found

(Chi-Square, X2 = 32.14, df = 4, p < 0.0001, Figure 7). Low Walker scores were reported with

significantly higher frequency in both Oceanside beaches in recent years than in the past (X2 = 32.14,

df = 4, p < 0.0001), with the median dropping from W2 in 2006–2008 to W1 in 2016–2018. Some nights

in April, May and June when spawning was forecast, no grunion were observed on affected beaches.

The likelihood of seeing few or no fish (W0) in Oceanside on a night when a run is forecast almost

quadrupled, from 14% in 2006–2008 to 54% in 2016–2018.

 

− −

 

Figure 7. Comparison of grunion run frequencies between the years 2006–2008 and 2016–2018, for

reports from all of Southern California (SC) as compared with combined data from Oceanside Harbor

and Oceanside City Beaches (Oside). Different letters above the bars indicate significant differences in

run frequencies from SC 2006–2008. Small runs were significantly more frequent in 2016–2018 than

in 2006–2008.

No runs above W3 have been reported on Oceanside beaches in recent years. By comparison,

between 2016–2018 across southern California, large runs (W4 or 5) occurred for 10% of the reports, on

many different beaches. Oceanside City and Harbor Beaches in 2016–2018 were significantly lower

in frequencies of medium (W2–3) and larger (W4–5) runs as compared with the southern California

grunion habitat range as a whole (X2 = 77.4, df = 5, p < 0.0001, Figure 7).

4. Discussion

Multiple stressors impact marine organisms, especially those along the coast [21,32,33]. California

grunion have never been an abundant species [14]. Currently, they face a dwindling spawning

habitat within a limited habitat range, along one of the most densely populated coastal zones of the

world [15,18]. Human recreational activities, capture during spawning, and coastal development
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activities can interfere with the critical portion of their life cycle during reproduction by scaring away

spawning fish and interrupting or stopping runs that depend on tidal timing [15,25,26]. California

grunion are important in the marine ecosystem and food web [17,34], although they are not state or

federally listed. They are a popular sport fish when they come ashore to spawn [18,25,35]).

Grunion Greeters have been monitoring grunion spawning for nearly two decades, in cooperation

with the California Department of Fish and Wildlife (CDFW). The stock size is difficult to assess, but it

is a restricted resource [14]. In recent years, grunion have expanded their spawning range north of

San Francisco [36], but the main population in southern California shows signs of decrease [25]. The

California Fish and Game Commission is currently considering changes in the open season for the

recreational fishery, which takes place while grunion are spawning.

Spawning runs in Oceanside at both the Harbor and City beaches were scored significantly lower

in the past three years than in three years a decade ago (Figure 7). No large runs occurred at Oceanside

during the past three years, although some other southern California beaches saw repeated large

runs [25]. The decline in runs was seen at both beaches, even though beach filling took place only on

one. This suggests that a nearby beach may have negative impacts from a beach filling project even if it

is not directly receiving dredged sand. It is likely that the individual fish that spawn at both nearby

beaches are part of the same metapopulation [36,37], thus changes to the reproductive success at one

beach may affect the other.

In 2016, dredgers deposited less than half the volume placed in 2017. Sediments were placed

slowly onto the beach by a 10-inch diameter discharge pipe, and high wave events caused some project

delays. Even with El Nino oceanographic conditions and a high amount of beach erosion during 2016,

beach scarps did not develop (Figure 3). Dredged sand remained on the beaches with mild slopes

throughout the summer and fall. The good sandy beach and spawning habitat conditions present long

after the 2016 beach fill may have occurred because the sediments were placed slowly. This may have

allowed build-up of beach height and time for waves to re-distribute and winnow away the sediments

naturally, keeping the beach sand stabilized with only temporary, low scarp formations (Figure 3).

In spring 2017, before beach fill, good spawning habitat conditions were present on most of the

grunion survey areas north and south of the pier. In 2017, a 28-inch diameter pipe was used, and the

beach in front of the discharge pipe built up quickly, likely causing beach scarps to form when large

quantities of sediment were placed in a short amount of time (Figure 4). After beach filling ended, the

5-foot scarp that formed south of the pier left no upper intertidal spawning habitat to support grunion

spawning in Area 2 along 700 feet of beach (Figure 6). The sandy beach habitat around the pier was

in better condition before the 2017 fill project, with no scarps and very little cobble, as compared to

afterward (Figure 6). Spawning in Area 2 before beach filling was a W3 (Figure 3B), but after beach

filling, no spawning was seen.

Sand scarps can create grunion spawning impacts by blocking access to the appropriate tidal

height and by eroding and burying nests during the incubation period [3,27]. During the observations

throughout the study, Oceanside Harbor Beach never developed significant scarps and remained a

mildly sloped, sandy beach (Figure 2), while Oceanside City Beach within the fill zone developed

steep, significant scarps blocking access to the tidal zone required for grunion spawning.

Small scarps form naturally on Oceanside City Beach, but beach fill can significantly contribute to

the steepness and elevation of the scarp, as well as its tidal height location. A sand cliff, much like a

seawall, can cause wave scouring of the intertidal zone [38,39]. A high beach scarp can linger in that

condition for many weeks or months, as one did from 2017–2018, until a bulldozer or high waves

knock it down (Figure 6).

In 2017, a large pit developed due to discharge scouring effects near the pier (Figure 5), which was

later filled in. This had immediate impacts preventing spawning runs in these locations. The scarp

in Area 1 leveled out, however, the steep scarp that formed in Area 2 from the rapid sand build-up

remained for the rest of the spawning season of 2017 and blocked the grunion spawning zone. In the

future, placement of the pipe on a mostly cobble beach could be a less impactful location for sand
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discharge. Alternatively, depositing sediments in areas in the nearshore within the depth of closure

would allow for gradual onshore beach replenishment via waves and currents [40,41].

Animals and plants on California’s sandy beaches face multiple stressors, both human-caused

and natural [42–44]. Climate change, sand erosion and sea-level rise exacerbate seasonal sand volume

changes [45–47]. Efforts to replenish sands and deposit dredge material must take into account the

impact of these projects on local beach biota [6,7,44], particularly as these projects become more common

and frequent in the future [48,49]. Complicating the issue, many marine organisms are shifting their

habitat ranges as climate changes [50], including the California grunion [36,37]. Movement into a new

habitat range has led to changes in ecological and life history characteristics that make predicting the

future of the California grunion difficult [19,25].

Grunion hatch timing is not consistently predictable. Embryos hatch according to an environmental

cue, being washed out of the sand into waves as the tides rise for the next semilunar high tides [51].

Because of this, grunion embryos may remain unhatched but viable on shore for up to four weeks (two

semilunar tidal cycles) or more, if not washed free into seawater [52,53]. Because of California’s mixed

semidiurnal tide regime, the height of the highest tides, on which the grunion spawn, differ greatly

between the new and full moons [16,54], and thus all eggs may not be washed back to sea to hatch

within a subsequent tidal cycle. However, some beach fill permits allow activity to re-commence in a

known grunion spawning site after 10 days (the earliest time that embryos are likely to be viable for

release) rather than avoiding the area until after the highest high tides occur.

The presence of numerous anthropogenic disturbances may create synergistic effects on vulnerable

organisms and ecosystems, particularly with high disturbance frequency [9,33,43]. The decline of the

grunion spawning runs in Oceanside probably is due to multiple stressors, and is similar to the decline

seen across southern California. However, in 2006–2008, Oceanside’s runs were not significantly

different from those seen in the total southern California population (Figure 7). Now, the runs at

Oceanside beaches are significantly lower than runs across southern California as a whole. Particularly

troubling is the complete absence of large runs (W4–5) in the past few years. This differs from many

other grunion beaches, that continued to have large runs between 2016–2018. The long-standing history

of frequent sand replenishment at Oceanside may explain this decline in runs today relative to the past,

or it may be affected by more recent changes in procedures or timing.

5. Conclusions/Recommendations:

1. Beaches are ecosystems. Beach replenishment projects done for human purposes of harbor

dredging have ecosystem effects that are not fully understood and may be negative rather than

positive for the ecology. Projects should take care to avoid or minimize disturbing critical habitats

during reproductive seasons. Ideally, beach fill in Oceanside and other California beaches

should be completed by the end of March to avoid the peak grunion spawning months of April,

May and June.

2. The addition of new substrate should be done gradually. The beach should build up slowly over

time, allowing for a more natural beach face with a gradual slope rather than a steep scarp. Then,

even if high wave events occur, a steep scarp is less likely to form or will have a lower elevation

allowing for waves and tides to break down the scarp naturally.

3. Pipe discharge scouring and bulldozing should be avoided on sandy beaches close to piers. Pier

locations are hot spots where grunion have historically spawned in high numbers [16,54].

4. Dredge sediments must continue to ensure a grain size similar to the natural sandy beach baseline

conditions, in order to provide an appropriate slope of the beach face and suitable habitat for

local biota.

5. Frequent repetition of sand placement and harbor dredging may accumulate impacts by not

allowing sufficient time for the ecosystem to recover before additional disturbance occurs. Rather

than improving habitat, these repeated projects in Oceanside may actually be degrading the

spawning habitat for grunion, both at the project site and neighboring beaches. Project impacts
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from 2017 lingered through the grunion season of 2018, even though the 2018 project itself started

after grunion spawning season.

6. Alternative discharge methods, attention to slope and elevation designs, smaller sediment

volumes, less impactful locations for placement, and greater care in beach fill practices should be

implemented to reduce future impacts.
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Abstract: This paper presents the results of a study carried out to support the Region of Tuscany Coastal

Sediment Management Plan, with the main aim of establishing the sediment budget considering the

time span from 1981–1985 to 2005 for the 56 coastal sectors into which the 215 km-long continental

sandy coast of Tuscany (Italy) was divided. The sand stability (according to a stability index) and

colour compatibility (according to the CIEL*a*b* colour space with an acceptability range conforming

to national guidelines) were determined in order to assess the possibility of using the available

sediment in accreting sectors to nourish the beach in eroding areas. Only in two cases—i.e., the

updrift of a harbour (at Viareggio) and in a convergence zone (at Marina di Pietrasanta)—are the

volumes of sufficient magnitude to support a large nourishment project; however, the mean sand size

is too small to guarantee efficient nourishment, even with medium-term stability. In contrast, the

colour difference, in most of the cases, was shown to be acceptable. Other small sediment stocks,

suitable for colour but not for grain size, can be used for periodic ephemeral nourishment works

to support seasonal tourist activities. The limited resources available make it necessary to adopt

a plan for their optimal use from a regional perspective. This kind of study is of great interest for

the proposal of sound management actions to counteract the increasing erosion processes linked to

climate change phenomena and human effects on rivers and coastal systems.

Keywords: key coastal erosion; sediment budget; fill stability; colour compatibility; beach

nourishment

1. Introduction

Tourism is one of the most important industries in the world; global international tourist arrivals

grew by 3.9% (1235 million people) in 2016 and 7% (1326 million people) in 2017 [1,2]. Beaches make

up a major part of this market [3,4], especially along the Mediterranean coast, which is characterized

by mild temperatures associated with annual precipitation in winter and a hot, dry season in summer,

which is very attractive for “the Sun, Sea and Sand (3S) tourism” market [5].

Beach erosion, which is a relevant threat to 3S tourism [6], is the result of a deficit in the coastal

sediment budget due to the prevalence of outputs over inputs. This process can be locally countered

by reducing debits—i.e., sand loss due to erosion processes—by putting shore protection structures in

place; however, these increase the deficit in downdrift coastal sectors [7]. Input credits can be increased,

favouring soil erosion and river transport or soft rock cliff erosion; both strategies are poorly-suited to

developed areas, such as the Tuscan coast in north-western Italy.
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The direct injection of sediment quarried on land or extracted from the sea floor to the coast,

by means of artificial nourishment works, is the most used approach to increase sediment input [6,8,9].

However, coastal segments where the sediment budget is positive exist; they are observed in both

natural conditions, e.g., when sediments are accumulated near headlands at the end of coastal cells or

in longshore transport convergence zones [10], and in human-created conditions, i.e., updrift, or in

correspondence with coastal structures such as harbours, jetties and breakwaters [11,12].

The sediment circulation framework and sediment budget at the regional scale have to be

characterized [13–16] based on the sediment volume continuity equation, which can be calculated both

in an analytical way, e.g., with empirically-derived equations [13,17–19] by propagating waves in an area

with well-known coastal morphologic and sedimentological characteristics, or by measuring eroded

and accumulated sediment volumes, with the latter being mostly relevant to coastal structures [20]

or at converging cells limits [13,21]. The former method considers “sediment potential transport”,

and is easily applicable when nearshore morphological, sedimentological and wave climate data are

available [22], whereas the latter deals with actual sediments, but needs accurate historical topographic

surveys of the emerged and submerged beach [12,23].

The importance of coastal sediments as a resource for the sound management of the coastal

environment and for countering erosion and the effects of climate change has increasingly taken

on a strategic value in recent years [24]. This is especially true for Mediterranean coastal areas,

which are strongly suited to tourism, and are often characterized by excellent environmental and

cultural value, which are strong drivers of economic growth. In this scenario, the management of

sediment resources entails the need for specific regional policies for the protection and sustainable

use of the different sources and of strategic reservoirs, as underlined by the “EUROSION” project

recommendations [25], and by the indications of the “National Guidelines for Coastal Erosion in

Italy” [26]. The different natures of the diverse sources involved result in the need to identify adequate

management, regulatory and authorization systems in order to favour the sustainable use of sediment

resources in a complementary and synergistic way for the purposes of coastal management and

protection, along with the principles of the Protocol on Integrated Coastal Zone Management in the

Mediterranean [27] for sustainable growth combined with the objectives of territorial safety and the

protection of the coastal environment.

A sound regional sediment budget can address shore protection strategies based on sediment

bypass from accreting to eroding sectors, which is being carried out though a Regional Sediment

Management (RSM) Project developed to implement adaptive management strategies across multiple

projects, optimizing the use of sediment while supporting sustainable solutions to navigation and

dredging, flood and storm damage reduction, and environmental enhancement missions [16,28,29].

Particular attention also has to be devoted to the effects on beach stability of the extraction of sediments

from the nearshore [30].

The coast of Tuscany has experienced significant erosion rates in past decades (Figure 1).

To counteract this trend, the Regional Administration planned to quantify and characterize the

sediment availability in the coastal area, consisting mainly of sand accumulated updrift of major ports

and marinas, and which could allow for significant bypass interventions to nourish eroding sectors.

In parallel, sand stocks on the shoreface were analysed which could be used to carry out seasonal beach

nourishments to support seaside tourism activities, which represent a significant part of the regional

economy. In order to quantify these resources, characterize sediments and assess their suitability for

the different coastal sectors experiencing shoreline retreat, a project founded by the Region of Tuscany

was carried out at the University of Florence in 2015.

Several aspects have to be taken into account to properly develop a management plan; e.g.,

designing an adequate, stable artificial beach profile [31–35] and choosing how to suitably borrow

sediment, which has to be compatible with the natural one according to textural [23,36] and chromatic

characteristics [37–39]. These two aspects have been analysed in this paper.
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Figure 1. Shoreline evolution along the Tuscan coast from 1981–1985 to 2005; the sectors into which the

coast has been divided for the present study are also shown. In Appendix A, the time interval for each

coastal sector is presented. Wave energy (KWh/m) directional distribution roses obtained from KNMI

data are also reported.

2. Study Area

The continental coast of the Tuscany Region, a microtidal environment, is approximately 380 km

long, 215 km of which comprises sandy beaches, with few segments characterized by mixed sand and

gravel sediments. This calculation excludes 9 km, or 4.0% of the total coastline, which once consisted

of sand beaches but today is protected by seawalls, usually emplaced in correspondence of residential

areas and coastal roads, or hosts port facilities [40,41].

The longest continuous offshore wave data series for this area is given by the Koninklijk Nederlands

Meteorologisch Instituut (KNMI); wave energy (KWh/m) directional distribution roses derived from

1961–1990 wave data are reported for the areas north and south of Elba Island (Figure 1). In the

northern area, wave energy essentially comes from south-west, and in the southern one, from the south.
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For more than a century, the Tuscan coast (Figure 1) has experienced an erosive process that,

despite the implementation of various counter measures, continues to expand [41]. The coastal

evolution in Tuscany was obtained by comparing two shorelines: from1981–1985 and from 2005 [42].

The 1981–1985 shoreline was obtained by means of aerial photographs at an original scale of 1:13,000

with an accuracy of 5 m [40], and the 2005 shoreline was obtained by means of accurate DGPS surveys.

Coastal erosion/accretion rates (m/yr) for the investigated period are shown in Figure 1; the

presented values comprise mean shoreline changes in 821 segments, each of which is approximately

250 m long. At each segment, the mean shoreline displacement value (m) was computed by dividing

beach area variation by segment length [43] using Geographic Information System (QGIS) tools.

In the period from 1981–1985 to 2005, 9.1% of the regional beaches underwent sever erosion,

with retreat rates of more than 3 m/yr; another 12.0% suffered less intense erosion, where beach retreat

was between 0.5 and 3.0 m/yr; 27.0% had a shoreline retreat that was slower than 0.5 m/yr (Figure 2).

This latter amount, as well as that corresponding to slow (<0.5 m/yr)-accreting areas (+21.8%) were

within the mapping accuracy and intrinsic beach variability, and hence have been considered stable

(Figure 2).

4 20 

 

Figure 2. Synthesis of the shoreline displacement rate of the Tuscan coast from 1981–1985 to 2005 based

on an unpublished report made by the University of Florence for the Tuscany Region.

The main cause of coastal retreat is the drastic reduction in past centuries of sedimentary inputs

by rivers flowing onto this coast and the adjacent regions due to reforestation within watersheds,

riverbed quarrying and the construction of weirs and dams [42]. This was reflected by the great retreat

observed at river deltas, e.g., at the Arno and Ombrone River mouths (Sectors 12, 13, 45 and 46; see

Figure 1). On the northern Tuscan coast, the Magra and Serchio river supplies are approximately 632,000

and 23,000 t/yr, respectively [44,45], and the R. Arno, the most important of the region, contributes

approximately 1,524,000 t/yr of the total load [46], which is far lower than that of the previous centuries,

i.e., only 37% of that estimated for the 1500–1800 AD period [47].

In the central Tuscan coast, the total load of the Cecina River is approximately 250,000, with half of

that being bedload. In the south, the Ombrone River total load is estimated to be 1.35 × 106 m3/yr [45],

far lower than the 5 × 106 m3/yr estimated by [45,48] for the XVI–XVIII centuries. For the other

small water courses emptying onto the Tuscany coast, no bedload data are available, but previous

authors have considered all of them (except R. Albegna, which has a drainage area of 749 km2) to be

insignificant to the sediment input.

A minor volume on the regional scale, but important at the local level, was lost in harbour dredging

projects to respect the environmental legislation, which led to sediments being deposited offshore or

in a Confined Disposal Facility area. In one case, the port authority was asked to compensate the
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dredging operations by nourishing a downdrift area with sediments from land deposits [49]. Shore

protection projects, which have been carried out since the end of the 19th century at river mouths but at

other places too (Figure 1), locally reduced the sediment deficit, limiting the debits but also favouring

the shift of beach erosion to the downdrift coastal sectors [50,51] according to the “domino effect” [52].

Littoral cells, determined via petrographic analyses [53], explain the impact of these works and

also the presence of few depositional areas, the most important being the one observed at Marina di

Pietrasanta (Sector 7), where sediments from the Magra River meet with those from the Arno River

(Figure 1). The southern littoral cell is fed by sediments delivered by Albegna River, emptying onto

the Latium coast and draining a volcanic area; the sand here is the darkest of that of all the other

regional beaches.

3. Materials and Methods

Data acquired by the Department of Earth Sciences of the University of Florence during recent

decades were used for the computation of available sediment volumes and the assessment of their

suitability for beach nourishment. In this paper, firstly, coastal segments with similar morphologies

(pocket beaches, barriers, urban vs. rural, shore protection types) and evolution trends (accreting or

eroding) were joined into 56 morphologically-uniform sectors ranging in length from 875 to 6946 m,

the former corresponding to a beach south of Marina di Cecina delimited by a groin and a creek mouth

(Sector 22), and the latter to the Tombolo di Feniglia (Sector 52), the southern tombolo closing Orbetello

lagoon (Figure 1).

Secondly, the sedimentary budget was calculated (Appendix A) for each of the sectors (Figure 1).

Bathymetric surveys were carried out in 1997–2005 and extended up to a water depth of 10 m along

profiles spaced 250 m apart, or 50 m in correspondence of shore protection structures. Depth accuracy,

evaluated on several Sea Control Points [54], was 5 cm. For each sector, volume change was calculated

considering a prism with dimensions “l” (sector length), “x” (shoreline displacement), “y” (depth of

closure), as in Figure 3.
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Figure 3. Parallel retreat (a) and slope declining (b) consequent to a beach sediment deficit.
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Finally, instead of a profile parallel retreat model (Figure 3a), a slope decline process was considered,

i.e., the erosion and accretion along one profile have an area equal to a triangle whose base corresponds

with the shoreline displacement and height equal to the depth of the closure (d) obtained by means of

the Hallermaier [55,56] equation (Figure 3b):

d = 2.28 Hs − 68.5 (Hs
2/gT2) (1)

where Hs is the effective wave height just seaward of the breaker zone that is exceeded for 12 h per

year, T is the associated wave period and g is the acceleration of gravity. This choice is supported

by the assumption that the upper shoreface responds on a much smaller time scale than the lower

shoreface, and the idea that the shoreface profile is not always and everywhere in equilibrium with its

forcing [57].

For the coast of Northern Tuscany (65 km long), such a model was also supported by [51], who

found steeper profiles in accreting areas and milder ones in eroding areas, as dictated by the inability

of the depth of closure point to migrate. In addition, a comparison between bathymetric maps in

front of the three most important Tuscany river mouths from 1881 and 1976 showed nonsignificant

depth changes (i.e., within the accuracy of the method) offshore of −10 m contour depth [47], which

is the depth of closure for a return period of a 50 yr storm [55,58]. Obviously, the volumes (positive

and negative) are double if a parallel profile retreat model is considered. For the sediments present

in the sectors characterized by a well-established sediment surplus, a hypothesis of their use for the

nourishment of eroding sectors was elaborated. For these cases, the suitability of sediments in the

deposition areas to fill eroding sectors, both in the dry beaches and in the shorefaces, was evaluated for

stability and colour compatibility.

Sediment stability was assessed by computing the Stability index (Si) [23], comparing potential

borrowed sediments with the native ones of the eroding beaches. The Si is based on the assumption

that the stability of each new grain deposited on the beach is inversely proportional to the percentage

of its size in the native sediment cumulative distribution. This data also derives from the archive

available at the University of Florence of dry beach and shoreface samples collected in several past

projects, upgraded with samples collected for this study, all sieved at a 1
2 phi interval.

For sand colour assessments and compatibility, the CIEL*a*b* quasi-uniform colour space [37]

was used, where coordinates are L* (Lightness), a* (Green–Red axes) and b* (Blue–Yellow axes); the

perceived distance between two colours is their Euclidean distance in that space. Measurements were

performed with a Konica Minolta CR-410, and the acceptability range was that adopted by the Tuscan

Region in several nourishment projects, and recently included in the “National Guidelines for Coastal

Erosion in Italy” [26], although small variations were allowed, according to the naturalness of each site:

−3 < ∆L*< +9 −3< ∆a* < +3 −1 < ∆b* < +3 ∆E*ab < 10 (2)

For each of the 56 coastal sectors, a detailed information form was filled out comprising a

site description, photos, shoreline evolution, shore protections (if any), sediment budget, previous

nourishments (if any), grain size characteristics and colour determination. For specific sites, additional

information is given, e.g., core position, dry beach and shoreface sediment texture maps, etc.

(Appendix B).

4. Results and Discussion

In order to counteract coastal erosion [44], actions to increase river sediment input are needed;

these include the favouring of soil erosion and the demolition of dams and weirs, as well as the

abandonment of the construction of river expansion tanks. All these actions increase flood risk in

inhabited areas, and therefore, are opposed by most stakeholders and, consequently, are not proposed

by politicians. Hence, the only viable strategy to balance the negative sediment budget is to increase

the credits by artificial beach nourishment. Due to the shortage of shelf sediment (relict gravel and
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sand reservoir [55]) to be used for artificial beach nourishment, and environmental limitations for

making use of inland quarried materials, the Region of Tuscany is looking with interest at coastal

sediments, at least for small projects and seasonal beach profile maintenance works. Hence, dry beach

and shoreface sediment deposits along the Tuscan coast have been assessed for their suitability to

nourish eroding sectors, considering their stability for the potential beach destination and colour

compatibility with local native sand.

Examples of this strategy exist in USA, with sediment bypassing across barrier island inlets [59,60]

in Louisiana [61], and in Australia, with the Tweed River Sediment bypassing, which serves to maintain

the Gold Coast beaches and related tourist activity [62]. Finally, beach nourishments carried out in

Portugal since 1950 have essentially used (>62%) sediment deposited near or inside harbours [63].

Compared with the traditional systems to define Regional Sediments Budgets, the one here

developed is based both on the need to maintain the original beach colour (for landscape and

environmental reasons [37,38]) and to guarantee the highest possible fill longevity [23] without strongly

modifying the beach itself; this is essentially linked to sand size [39].

On the Tuscan coast, assessment of the sediment budget gives an overallannual deficit of 88,452 m3,

differently spread within the sediment cells of the coast, with only the sectors fed by the Albegna River

(Sectors 49, 50, 51) showing a very small surplus (0.6 m3/m/yr, Figure 4). Identifying the processes

driving sediment leak and quantifying related volumes is beyond the scope of the present research,

but would be of interest of the Regional Administration, and will be the object of future research.

Abrasion is generally considered a minor issue [64], but in mixed sand and gravel sediment beaches,

i.e., several sites on the Tuscan coast, it is a significant cause of loss [65]. Landward sediment transport

by wind, especially where dunes have been lowered, or vegetation has been cut to create promenades,

parking areas and houses, is an effective process of beach sediment loss [12]. On managed beaches,

litter and Posidonia oceanica leaf removal involves the subtraction of large quantities of sand [66];

this activity is intensively carried out along most of the Tuscany coast. In addition, sand deposited

inside harbours is dredged and frequently dumped offshore, as it is not suitable for beach nourishment;

a volume of 305,000 m3 of sand and silt was lost in this way at the Marina di Carrara harbour from

1993 to 2008 [49].

In this paper, the volumes to be extracted have been determined at a few locations (Figure 4).

In two cases only (Viareggio, Sector 10, and Marina di Pietrasanta, Sector 7, Figure 4), the volumes

were sufficient to justify the implementation of a large nourishment project, but in both, the sand is too

fine to be stable on beaches that need additional sediment input, as the Si value shows. In other cases,

e.g., the updrift of major groins and jetties (e.g., Pietrabianca, Sector 17, and Marina di Grosseto, Sector

43, Figure 4), limited volumes can justify the utilization of only small mobile bypassing system or road

transport to address seasonal sand needs on tourist beaches. Some contexts for the possible use of the

results of this study in a regional sediment management program are hereafter described.
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Figure 4. Potential dry beach and shoreface borrow sites for beach nourishment.

4.1. The Beach Updrift of Viareggio Harbour (Sector 10)

The largest sediment deposit of the Tuscan coast is present south (updrift) of Viareggio harbour

(Sector 10; Figures 4 and 5), where the progressive expansion of the jetties emplaced (first) at the

entrance of the boathouse, and (later) of the harbour, made the beach expand by approximately 630 m

from 1878 to 2005. Today, sand partially blocks the harbour entrance, where a bar makes access for
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boats dangerous; many rescue operations are made each year to assist boats that come to a stop on the

shoal and, in 2009, there was a fatal accident. 9 20 

 

 

Figure 5. The updrift breakwater of Viareggio harbour and the beach close to it. Note that the sun

umbrella are far from the cabanas, bars and restaurants.

A volume of approximately 1.5 M cubic meters of sand can be excavated to make the shoreline

retreat to the 1986 position, leaving a beach large enough to support the intense tourist activity of this

site. Actually, the present beach is too wide for optimal tourist use, as sun umbrellas, positioned near

the sea, are too far from the cabanas, bars and toilets (Figure 5) [41]. Excessive sand accumulation

updrift affecting ports and structures is a common trend in many Mediterranean beaches as observed

in Spain [11,12], France [8] and in the south of Italy [67,68].

Due to the thickness of these deposits, 21 two-meter-long cores were taken along the 4.5 km

beach updrift of the harbour (Sector 10) to assess sand characteristics of the layer to be used, which

proved to have a greater size and colour homogeneity. Unfortunately, the sediments (borrowed sand

in Figure 6a,b) were finer than those present in the beaches that needed nourishment work in this

sedimentary cell (e.g., Sectors 5 and 12; see Figures 4 and 6). The beach of Sector 5, at Ronchi (native

sand in Figure 6a), is more to the north, but it has no fine sediment because it is fed by sand from the

north, i.e., the Magra River, that brings coarser sediments. The Si is 0.342, lower than 0.500, which

characterizes borrowed sand of equal grain-size distribution to the native one.

Further, the sediment updrift of the harbour (Sector 12, R. Morto beach) are also too fine (native

sand in Figure 6b), with a Si of 0.315, to nourish the area from which they originate, i.e., the Arno

River mouth (now mostly from the erosion of the river delta) where the shoreline retreats at 3.56 m/yr,

with an unitary annual sediment negative budget of 15.3 m3/m/yr (see Figure 4).
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Figure 6. Grain size distribution of the composite sample formed with the 14 cores taken on the

4500-meter-long southern Viareggio Sector (10, borrowed sand) and those of the beach of Sector 5

(a, native sand at Ronchi) and 12 (b, native sand at R. Morto beach).

Concerning colour characteristics, Viareggio sand (Sector 10) is compatible with that of the areas

to be nourished. All the parameters (L*, a*, b*) are within the required limits, and dE*ab is respectively

8.71 and 2.19 (Figure 7). The lower colour difference is with Morto River beach (Sector 12), which is

part of the same sedimentary subcell fed by Arno River sediment. The larger differences observed

with the Ronchi beach (Sector 5), which poses Viareggio sand near the acceptability range, is given by

higher L* and b* values; i.e., the sand is lighter and more yellow, both of which meet with appreciation

from the stakeholders. The town of Ronchi has an urban beach, extremely anthropized with bathing

establishment and several shore protections structures; and a small change in colour would effect

an environmental impact. Changes in sand colour as a result of artificial nourishment have been

accepted in different ways by stakeholders; at Varadero (Cuba), where beachgoers are not residents,

the darkening of the beach created no problems, whereas on the urban beach of Cagliari (Italy), a similar

change of colour led to legal action [38,39]. Although considered unstable, the Tuscany Region has

already devised a contract for a first project to dredge 100,000 m3 of sand from Viareggio to nourish

this beach.
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Figure 7. Colour compatibility of Viareggio sand with that of the Ronchi beach (Sector 5) and of R.

Morto beach (Sector 12). Acceptability range is delimited in red on dL* axis, with a red rectangle on a*,

b* plain. Left graph shows L* and a*b* absolute values of native (withe dot) and borrowed (red dot)

sediments; the graphs on the right show the distance of borrowed sediments from native ones.

4.2. Marina di Grosseto (Sector 44)

Another sediment accumulation point along the regional coast, albeit one that is less important

than the former, is the Marina di Grosseto recreational harbour (Figure 8), built at the terminal course

of an artificial channel in southern Tuscany. The channel, draining the northern Grosseto plain, was

excavated in the 1950s and, to prevent the closure of its mouth, a short jetty was built on the southern

side. This structure was later lengthened to cope with the growth of the beach, triggering an asymmetry

in the shoreline that, in 1998, was 75 m. Originally, the channel was used as a mooring place for small

boats but, in 2000, excavation started for a dock and twin curvilinear jetties to prevent entrance silting

and allow safe access. Now, the marina can host boats up to 24 m long.

South of the jetty, the beach further expanded by approximately 25 m along a ca. 3156 m segment;

the sediment budget for the investigated period is positive, with +7.1 m3/m/yr, and a mean shoreline

displacement of +1.56 m/yr (Figures 1 and 4).

In order to characterize the sediment at Marina di Grosseto, indicated as borrowed sand in

Figure 9a,b, 12 cores were taken on the dry beach and on the nearshore bar along a 2 km sector south of

the jetty. Their grain size and colour (Figures 9 and 10) were shown to be compatible with those of the

two northern, erosive sectors of the sedimentary cell (Sectors 39 and 40) some 10 km away, recording a

negative sediment budget of 0.7 and 2.1 m3/yr respectively (native sand in Figure 9a), and/or the beach

to the south near the Ombrone River mouth (Sector 45, native sand in Figure 9b), which is retreating at

a rate of 2.31 m/yr, with an annual sediment deficit of 10.5 m3/m/yr, but with an erosive hotspot of

10 m/yr near the river mouth (Figures 1 and 4).

However, the final destination of this small sand treasure will be decided within a general

program of coastal management of the area that the Region of Tuscany is designing on the basis of

the present study. The northern sectors are intensively used by tourism, although the coast has an
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ecologically-sensitive area [69] behind a dune belt. During storms, the dune foot is affected by the

run-up and eroded, bringing about the loss of several pines. The beach extension could be useful for

environmental and economic reasons although, because the low fill stability (Si = 0.240), nourishment

should be considered as ephemeral and would require periodic renourishment works to maintain the

beach attractive for tourist activity. If this sand is used to nourish a southern area, close to the Ombrone

River mouth, no colour differences will be observed and the fill will result much more stable (Si, i.e.,

0.525). However, here, the coast is part of the Maremma Regional Park; it is almost uninhabited and

the land is a few centimetres above the mean sea level, and locally below the mean sea level. Therefore,

a strategic retreat would be the most sustainable solution for this area.

11 20 

 

 

Figure 8. The boathouse at Marina di Grosseto, whose entrance is protected by two jetties. The updrift

one intercepts the long shore sediment transport, creating an extensive beach.

11 20 

 

Figure 9. Grain size distribution of the composite sample formed with samples of the borrow area,

Marina di Grosseto (12 cores of 4 samples each), compared with those of the potential fill beaches to the

northern end of the sedimentary cell (Sectors 39 and 40, a, native sand at Roccamare beach) and that

representing the beach north of the Ombrone River mouth (Sector 45; 8 samples, b).
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Figure 10. Colour compatibility of Marina di Grosseto sand (Sector 44) with that of Roccamare (Sectors

39, 40) and of Ombrone River North (Sector 45). Acceptability range is delimited in red on dL* axis,

with a red rectangle on a*, b* plain. The left graph shows L* and a*b* absolute values of native (with

dot) and borrowed (red dot) sediments; the right graphs show distance of borrowed sediments from

native ones.

4.3. Marina di Pietrasanta (Sector 7)

Larger volumes are available in the convergence area at Marina di Pietrasanta [21], where

sediments from the north (brought to the coast by the Magra River) meet those coming from the south

(from the Arno River); see Figures 1, 4 and 11. Here, the beach has grown by approximately 250 m

since 1878, which is the date of the oldest reliable topographic map; the 1984–2005 sediment budget is

+ 5.7 m3/m/yr, with a beach expansion of +1.3 m/yr [23]. Unfortunately, the natural downdrift fining

process make this sand the finest and best sorted of all the 65-km-long coastal cell between the Magra

River mouth and Livorno [70]; this is a common trend within littoral cells, and has been described by

several authors [10,17,21].

The Si of this sand (Figure 12a), if used to nourish the Ronchi beach (Sector 5), is extremely low

(Si = 0.065), whereas in the case of the nourishment of the Morto River beach (Figure 12b), the Si is a

bit higher (Si = 0.063) but never so much as to influence the evolutionary trend of this beach, not even

in the short term.
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13 20 

 

 

Figure 11. The beach at Marina di Pietrasanta, in the sediment transport convergence area.
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Figure 12. Grain size distribution of the composite sample formed with five samples from Pietrasanta

beach (Sector 7, borrowed sand in a,b) and that representing the native beach sand at Ronchi (Sector 5,

a) and north of the R. Morto beach (Sector 12, b), both averaging three samples.

However, at Marina di Pietrasanta, the entire dry beach is intensively used for tourism activities

(Figure 11), and it seems economically and politically impossible to accept a reduction of its surface

area. At most, an agreement could be reached with local stakeholders to maintain the present beach

width, allowing periodical dredging for the benefit of other coastal sectors, where this sand could help

to form/enlarge a beach for the tourist season only.

As far as colour is concerned (Figure 13), compatibility is guaranteed at the Morto River (on the

southern subcell), but not at Ronchi (northern sub-cell), suggesting an asymmetry in the longshore

transport in the convergence zone.
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Figure 13. Colour compatibility of Marina di Pietrasanta sand with that of Ronchi beach (Sector 5) and

of Morto River beach (Sector 12). Acceptability range is delimited in red on dL* axis, with a red rectangle

on a*,b* plain. The left graph shows L* and a*b* absolute values of native (withe dot) and borrowed

(red dot) sediments; the right graphs show the distance of borrowed sediments from native ones.

5. Conclusions

Beach monitoring and maintenance is linked to beach function as part of the defence of low-lying

coastal areas and assets for the regional tourism industry. On a regional level, approximately 48% of

the studied beaches are eroding, notwithstanding the solid protections (seawall, revetments, detached

breakwaters, groins) which have been built since the end of the 19th century. Coastal erosion in this

region is the result of a sediment deficit trigged by the reduction of river input for land use changes,

dam construction, riverbed quarrying, etc., and no actions are planned in the foreseeable future to

solve this issue. Furthermore, sea level rise will increase the deficit in coming years.

Sediment artificial input is the only solution to balance the beach budget; this has been performed

since the middle of the 20th century using land-quarried aggregates, mostly on the alluvial plains,

with the relevant environmental impact. Research to locate, quantify and characterize Holocene shelf

deposits has been carried out by the Region of Tuscany, but suitable sediments have not been found

yet. Shoreface deposits were therefore considered, assessing their suitability for beach nourishment in

eroding sectors joining the same sedimentary cell. Whilst sediment colour poses limited problems,

being in many cases compatible with that of the native beaches, grain size is a major issue, since the

sands available in depositional areas are finer than those present on eroding coastal sectors.

Sediments which have accumulated updrift of man-made structures or in natural convergent areas

can be used to carry out ephemeral nourishment works only, i.e., to create/enlarge narrow beaches of

limited temporal durability, which are able to support beach tourist activities for one summer period,

but further investigations are needed to define dredging costs, since mob-demob expenses and the

distance of the filling area greatly influence sand cost. In any case, the use of sediments does not solve

the structural problem of a lack of sand, because the overall sediment budget of the Tuscan coast

is negative (−88,452 m3/yr). Offshore loss due to sediment friction cannot be eliminated, but wiser

management of dunes and coastal vegetation could reduce wind landward transport.

A further reduction of sand loss linked to human activity could be achieved by carrying out hand

beach cleaning operations and avoiding Posidonia oceanica removal. Sediment bypasses at harbour

entrances could limit the need for harbour dredging, which negatively impacts beach sediment budget.

In any case, a regional coastal sediment management plan, like the one proposed in this paper,
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constitutes a useful instrument which can assist decision makers and designers in finding cost-effective

solutions for shore protection from an integrated coastal zone management perspective.
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