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Preface to ”Sustainable Energy Systems: Efficiency
and Optimization”

New, alternative energy technologies are rapidly becoming affordable, and it is expected

that these will be immensely disruptive to our traditional mode of centralised energy generation,

transmission, and distribution. Additionally, the severe climate (and other) impacts of many

traditional energy generation and utilisation techniques are widely accepted. As stated in the World

Energy Outlook of the International Energy Agency (IEA), “the global energy scene is in a state

of flux, thrown off balance by falling costs for a range of technologies, led by wind and solar. . . ”.

Furthermore, the IEA states that it “. . . expects renewable electricity generation to increase by a

further two-fifths by 2021. However, renewable heat and transport are lagging behind, despite

good potential. . . ”. For these changes or transitions to be just and sustainable, systemic analyses

are required, with an emphasis on optimizing the energy sector to be better integrated with the other

sectors of the economy, thereby ensuring the efficiency of future energy value chains. Such systemic

analyses utilise concepts, methods and tools such as system dynamics, urban metabolism, industrial

ecology, and life cycle analyses, to inform policy- and decision-making.

This book is a collection of papers from a Special Issue in the journal Energies, with contributions

from researchers across the globe. The book provides insights to scholars on how the concepts,

methods and tools of systemic analyses have been utilised in various contexts—from the household

and community level, to industrial and utility-scale levels—to enable a transition to sustainable

energy systems, with an emphasis on the efficiency and optimisation of future energy value chains.

Alan Brent, Toshihiko Nakata

Editors
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Abstract: Urban metabolism assessments enable the quantification of resource flows, which is
useful for finding intervention points for sustainability. At a household level, energy metabolism
assessments can reveal intervention points to reshape household energy consumption and inform
decision-makers about a more sustainable urban energy system. However, a gap in the current urban
metabolism research reveals that existing household energy consumption studies focus on outflows in
the form of greenhouse gas emissions, and have been mostly undertaken at the city or national level.
To address this gap, this study developed a method to assess household energy metabolism focusing
on direct energy inflows in the form of carriers, and through-flows in the form of services, to identify
intervention points for sustainability. Then, this method was applied to assess the energy metabolism
of different households in Cape Town, South Africa, as categorized by income groups. The study
argued that the developed method is useful for undertaking bottom–up household energy metabolic
assessments in both formal and informal city settings in which more than one energy carrier is used.
In cities where only national or city-level data exists, it provides a method for understanding how
different households consume different energy carriers differently.

Keywords: urban metabolism; household energy metabolism; household energy metabolism
assessment methods; household energy consumption

1. Introduction

Energy is an integral part of human well-being, and is one of the basic services that humans
require in order to thrive. It provides the means to cook, to heat, to cool, to light up homes, to charge
mobile phones, and to operate other electronic devices. The modern energy system causes significant
environmental impacts. Most (60–80%) of the global final energy consumption is in urban areas, and is
responsible for between 71–86% of greenhouse gas emissions [1,2], making it a large contributor to
climate change. Given the central role that cities play as energy consumers, it is crucial to understand
the different energy consumption patterns therein so as to identify intervention points for reshaping
energy flows toward a more sustainable energy system.

Cities can be examined at different levels, of which the household is the smallest structural level [3].
As a sector, the household is crucial driver of energy consumption in cities [4–7]. Despite technical
innovation in the form of energy efficiency and renewable energy technologies, household energy
consumption continues to rise [8,9]. Therefore, households are a critical point of intervention.

Many households in the Global South lack access to high-quality energy services [10]. In particular,
inadequate electricity access results in these households consuming alternative energy carriers that are
often inefficient or physically harmful. These households are expected to experience an increase in
energy consumption, which means increased greenhouse gas emissions [11]. Hence, the focus in the
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Global South should be on improving access in the most efficient way while addressing high levels
of consumption in other parts of the city [12], ultimately reducing greenhouse gas emissions while
increasing access.

Urban metabolism uses the concept of flows to understand how resources move through a city [12],
making it possible to understand flows that shape or have the potential to reshape urban areas to
become sustainable. Thomson and Newman [13] highlighted that a city’s metabolism consists of many
metabolisms. Therefore, it is vital to take a deeper exploration into cities to explore metabolisms of
different resource types or metabolisms at different levels. For instance, it can be scaled to address
specific resources (e.g., energy) at specific levels (e.g., household).

Studying energy at the household level provides the closest look at how human activity contributes
to energy consumption. It follows that researchers persistently recommend a household focus
for metabolism studies [14–16]. Although various urban metabolism tools have been developed,
including Integrated Land Use, Transportation, Environment (ILUTE) (ILUTE “simulates the evolution
of an integrated urban system over an extended period of time “[17]) [17], Integrated Urban
Metabolism Analysis Tool (IUMAT) [18], and URBANISM (“UrbanSim is an integrated transportation
land-use model” [19]) [19], few practical assessments have been done on energy metabolism at the
household level.

It is essential to understand how household characteristics and activities shape energy flows.
This includes addressing not only electricity, but also alternative energy carriers servicing many
households in the Global South, such as charcoal and paraffin. While some households may consume
large amounts of energy and have the potential for reducing this consumption, others still require
sufficient access to energy carriers that do not threaten their health. Existing household energy
metabolism assessments tend to use disaggregated city-level data, resulting in coarse estimates. In light
of this, bottom–up assessments may offer robust insights on how different household types use energy.
Further, both direct and indirect household energy consumption are overwhelmingly examined in
the literature. However, this paper focuses only on the direct energy consumption, because (i) it is
specifically focused on energy access, which is a concept that refers only to direct energy, and (ii)
indirect energy is the subject of further research, particularly around implications of transportation as
well as water and food consumption.

After presenting an overview of the literature related to urban energy metabolism and household
energy consumption, the objective of this paper is therefore to present a method developed for
undertaking a differential household energy metabolism assessment, focusing specifically on inflows
in the form of energy carriers and through-flows in the form of energy services. Further, the method is
applicable to both formal and informal settings within the urban environment, where formal dwellings
include brick and mortar houses and apartments in high-income areas, and where informal dwellings
are often built from scrap building materials and located in low-income areas. The method was applied
to the city of Cape Town, South Africa, as it is a city where bottom–up household energy data are
severely lacking. The city is also home to a broad range of income groups and dwelling types, making
it a useful location for developing and applying the method.

2. Urban Energy Metabolism for Sustainability

The origin of the term ‘urban metabolism’ is highly contested. In 1883, Marx first imagined the
notion that a society as a whole has a resource metabolism, in which nature is transformed as needed
to provide society with the necessary commodities [11,20,21]. Some argue the first explicit mention
of the term ‘urban metabolism’ was made in 1965 by Wolman, who presented the metabolism of a
hypothetical American city to demonstrate the metabolic needs of a city, such as the materials the city’s
inhabitants need to sustain their home, work and leisure lives [8,16,20,22]. Meanwhile, others believe
that Theodor Weyl pioneered the term in 1894, in his discussion of food consumption, comparing
nutrient discharge with the food intake into the city of Berlin [23].
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The most frequently cited definition of urban metabolism is that of Kennedy et al. (2007, p. 44),
which defines it as “the sum total of the technical and socioeconomic processes that occur in cities,
resulting in growth, production of energy, and elimination of waste”. The authors originate from
the Industrial Ecology discipline and, as the definition suggests, are particularly focused on the
quantification of resource flows. The definition is criticized for being too restrictive in its implied
methods and practical application of an urban metabolism assessment [3,11]. The main criticism
is the bias toward quantification and consequent disregard for the emergent properties that are
possible through resource exchange [11]. Similarly, Barrera et al. [3] argued that the definition should
also include the social and political aspects of a city, such as how resources are distributed. Currie
and Musango [14] and Musango et al. [11] call for the inclusion of people and information flows,
while acknowledging the role of built and natural systems in conveying flows.

Currie and Musango [14] thus define urban metabolism as the “collection of complex sociotechnical
and socioecological processes by which flows of material, energy, people, and information shape the
city, service the needs of its populace, and impact the surrounding hinterland”. This definition includes
a significantly broader scope, namely a shift from a purely accounting view to one that accounts for
complexity and an explicit consideration for the needs of the residents in a city, thereby addressing
not only efficiency, but also equity. However, this paper aims to understand a very specific aspect of
resource flows in the city: that of energy consumption within households. For this specific application,
the broad definition provides a foundation of accounting for various technical flows into and out of the
city. This foundation aids in contextualizing flows of specific resources on a specific scale of the city,
which, in this, case is household energy.

While the theoretical approach is developed enough for practical applications, urban metabolism
assessments of cities are still limited, particularly in the Global South [8,11,21]. Possible reasons are
that: (i) urban metabolism assessments lack standardized methods [11,16,24] and (ii) are simpler to
conduct where rich data for resource flows already exist [25]. Another argument is that cities have
different contexts, which implies that a standard method might not be as viable to large-scale practical
applications of urban metabolism as the literature suggests.

Urban metabolism can highlight intervention points for lightening resource dependence in cities.
Its inclusion of all types of resources may hinder its ability to make practical and spatially explicit
recommendations for cities. This paper is of the similar view with Carréon and Worrell [20] that in
order to progress toward a sustainable energy system, an important starting point is to understand the
flows of energy through the city. Approaching a sustainable energy system also means understanding
how people access and use energy differently in the city, to ensure access to safe, reliable, and modern
energy sources to all citizens.

The Urban Energy System

Energy is a unique resource to examine, as it does not flow in the same manner as most resources.
Instead, it flows through the different phases of the urban energy system. Zhang et al. [26] disaggregate
the system into five phases: namely energy exploitation, energy transformation, industry, living,
and recovery. Carreón and Worrell [20] indicate three phases of energy system, namely (i) energy
sources, which are connected by (ii) energy carriers to meet (iii) the city’s energy demand. Both studies
emphasize that energy flows from one phase to the next. Therefore, understanding the energy system
requires understanding urban energy flows.

A city’s energy system can be conceptualized as depicted in Figure 1, which was adapted from
Carreón and Worrell [20], Chen and Chen [27] and Zhang et al. [28]. Energy exploitation is the first
phase of the system, which allows the identification of the source of the various energy flows. This phase
includes all the mining activities for raw materials. In the second phase, energy is transformed into
carriers. The physical infrastructure of grids, refineries, and power plants transform energy into the
carriers of fuel, electricity, gas etc., which hold the energy.
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Figure 1. The urban energy system. Sources: Adapted from Carreón and Worrell [20], Chen and Chen [27], and Zhang et al. [28].
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The third phase is energy demand. According to Carreón and Worrell [20], this phase can be
divided into energy sectors and end use, which represent two flows within the same phase. Figure 1
shows a possible further disaggregation in sectors based on Chen and Chen [27], who provided detail
on the various energy sectors found in a city. Some disagreement exists around the difference between
energy end use and energy services. What Carreón and Worrell [20] regarded as end use, Bristow and
Kennedy [29] and Barrera et al. [3] regarded as services. Carreón and Worrell [20] regarded energy
services as a further phase after energy end use. This study makes use of the views of Bristow and
Kennedy [29] and Barrera et al. [3] based on Fell [30], who regarded energy services as the function
performed using energy. A fourth phase needs to be added in order to account for Zhang et al.’s [28]
energy recovery. The top arrow in Figure 1 indicates that the entire system represents the flow of energy
from extraction to processes in the city, and finally discharge into the environment. Not all energy may
flow through all phases, but it always flows from left to right, from exploitation to discharge.

3. Towards Conceptualizing Household Energy Metabolism

Various urban energy metabolism assessments have been conducted. Chen and Chen [27]
translated the city’s energy activities into carbon flows in order to model the carbon metabolism and
associated energy-use activities. Zhang et al. [31] studied the energy metabolism of various sectors in
a city as well as their associated carbon footprints. Both studies argue that carbon flows should be
central to urban energy metabolism assessments, as this helps to understand the carbon profile of cities
and consequently the amount of pressure that a city’s energy system places on the environment and
consequently the contribution of a city to climate change risk [27,31]. Therefore, the focus is mainly on
the energy outflows. Weisz and Steinberger [32] similarly focus on the energy outflows in their review
on the various ways in which a city can reduce both its energy and material flows. The notion to focus
strongly on greenhouse gas emissions is limited. Energy assessments also require expansion beyond
carbon to include the local dynamics of energy provision and use, so as to understand future energy
demand, infrastructure pressures, and how to effectively plan fast-growing cities.

There is another prevailing gap in addressing the through-flows of energy within the urban
system. While Chen and Chen [27] deemed the flows between sectors important, they mainly addressed
the inflows in the form of extraction and the eventual outflows to the carbon sink. This correlates
with the first and last phase of the energy system, and leaves a gap for addressing the flows within,
namely carriers, sectors, and services. This gap is addressed by Zhang et al. [28], who argued that
urban metabolism struggles to address ecological trophic levels within the energy system. They shifted
the focus to analyze the relationships within this system using through-flow analysis and ecological
network utility analysis, and found a total of 73 different metabolic pathways between 17 energy
sectors, concluding that it is possible to make the city’s energy flows more efficient by adjusting
these relationships [28]. For example, to balance out a system where demand is higher than supply,
energy consumption must either be lowered, or energy production must be increased. Consequently, it
is possible to grasp the adequacy of supply of primary energy sources to meet the needs of the energy
service phase.

Carreón and Worrell [20] identified another gap: most energy metabolism studies are
overwhelmingly linear, using only accounting approaches and input–output analysis, disregarding
causal relationships between elements such as climate, demographics, and infrastructure.
Beyond quantification are possibilities to address the other mentioned aspects of sustainability,
such as equity. The energy literature is firmly embedded in a perspective of reducing and controlling.
Weisz and Steinberger [32] argued that energy access is widely overlooked in energy metabolism
studies. Therefore, interventions in areas that still lack access to energy might involve increasing
inflows or shifting the energy carrier within a certain flow in order to provide more reliable, affordable,
or efficient energy services. The concept of a sustainable energy system should go beyond quantifying
carbon emissions and reducing energy flows [33]. Brunner’s [34] call to reshape flows rather than
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to reduce or control once again arises, and the energy metabolism literature can benefit from this
perspective, as reshaping will allow for increased flows or a change in energy carriers where necessary.

Another gap in the literature on urban energy metabolism is that most of these studies were done
at the city level, taking a top–down approach using national data, thereby disregarding the dynamics
of space and time within a city [20]. This study addresses this gap by focusing on household energy
metabolism, given the calls in Musango et al. [11], for conducting bottom-up research in cities in order
to account for spatio-temporal dynamics.

Cities exist in various structural and societal scales and levels [3,11,35]. Barrera et al. [3] provided
a useful representation of the levels within the energy system, distinguishing between the macro, meso,
aggregated, and micro levels. Each of these levels can then be divided into behavioral and structural
categories. Table 1 provides more detail.

Table 1. Levels of organization of energy systems.

Levels of Organization Behavioral Structural

Micro Households, firms Buildings (houses)
Aggregated Urban land uses Squares or neighborhoods; groups of buildings

Meso Economic sectors Urban districts
Macro Economic sectors Cities Cities

Source: Barrera et al. [3].

As Table 1 shows, the smallest scale of the energy system can be understood as buildings, or houses.
On the behavioral level, it specifies the household as the smallest scale, which indicates a difference
between a house and a household. However, the smallest scale of a city is the individual. Moll et al. [36]
and Biesiot and Noorman [37] argued that while individuals perform different consumer activities,
these are mostly focused within the household, and therefore the household, not the individual, is the
smallest unit. In terms of energy consumption, this paper views the household as the smallest unit,
as energy consumption within the household contributes to services that are shared between the
individuals within. Furthermore, the household is a standardized unit in metabolic study, and the
majority of energy consumption studies present their data for the household as a whole.

There exists no clear definition of a household energy metabolism. However, the literature
provides definitions of household metabolism, from which a definition for energy in particular can
be inferred. The most basic definition of household metabolism is “the integral patterns of natural
resources flowing into and out of households” [37]. Donato et al. [38] provided further detail by
defining household metabolism as the biophysical assessment of households from the point of view of
raw materials, energy carriers, and water required, and emissions and wastes resulting from household
consumption patterns. The inputs are further categorized in direct inputs of energy (electricity, heat,
and vehicle fluids) and material, and indirect inputs of economic goods and services.

Based on the above, a household energy metabolism can be understood as the process by which
energy flows are sourced and delivered through various carriers, which are conveyed through the
house to service a household’s direct and indirect energy requirements, and result in waste or emissions.
Through-flows are equally important to inflows and outflows, justifying the reference to through-flows
in the household energy metabolism definition.

A brief distinction between direct and indirect energy consumption in the household is needed,
as total household energy requirements include both. Direct energy is related to the energy consumed
within the household and includes energy for space heating, water heating, cooking, lighting,
and electronics, while indirect energy is used for the production, transportation, and disposal of goods
and services consumed by the inhabitants of the house [5,7,36]. While Benders et al. [7] indicate that the
majority of household energy consumption research includes only direct energy, the case for including
indirect energy has strengthened significantly, and other scholars have considered the total household
energy to include indirect consumption [3,36,38].
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Existing household metabolism assessments are mostly embedded in a sustainable development
approach. However, they vary considerably with regard to the resources studied. Both Moll et al. [36]
and Donato et al. [38] identified intervention points for making the household more sustainable, but the
former addresses total household energy requirements, while the latter reviewed a body of household
metabolism research papers, including both energy and material resources. Yang et al. [39] and Biesiot
and Noorman [37] focused on the environmental effects of household resource consumption with
a strong focus on greenhouse gas emissions. The former analyzes emissions from energy, material,
food, and waste, while the latter is interested only in total energy consumption. Frostell et al. [40] also
studied total household energy requirements, but went beyond accounting to find ways of changing
the energy consumption behavior. Within this variance exists a strong focus to measure the emissions
impact of households, whether this pertains to the energy consumption alone or a broader study of
household resource requirements [38].

In their literature review, Donato et al. [38] argued that the methods for conducting household
metabolism assessments have not yet reached maturity, and only provided a review of its status.
When considering the diversity in approaches to the household’s resources, it is understandable that
most of the studies reviewed use hybrid methods. Moll et al. [36] and Biesiot and Noorman [37]
used a combination of input–output analysis and process analysis to account for the complex nature
of quantifying indirect energy consumption. Biesiot and Noorman [37] outlined that the direct
energy requirements can be determined by: (i) considering the money spent on energy, (ii) dividing
this into energy activities, (iii) accounting for the energy requirements of these activities, and (iv)
converting this energy into CO2 emissions. The framework is useful, as it provides a method to
quantify various household activities in energy terms. The framework can be applied to different
scenarios, thereby projected future energy consumption.

Top–down approaches dominate in household metabolism assessments. Biesiot and Noorman [37]
and Yang et al. [39] acquired their data sets from national data and disaggregated it to the household
level. Yang et al. [39] acquired supplementary data from household surveys. Both Moll et al. [36] and
Donato et al. [38] argued for the need to undertake a bottom–up approach to assessing household
metabolism. Moll et al. [36] found significant variances in consumption patterns between the countries
they studied, and concluded that it is crucial to study different types of households before identifying
intervention points. Biesiot and Noorman [37] shared a similar view that different households display
different lifestyles, and therefore different consumption patterns. Therefore, a differential household
energy metabolism approach is crucial in order to account of variances in consumption patterns,
lifestyles, and countries or areas within specific cities.

In order to conduct a differential household energy metabolism assessment, reliable and accurate
data is crucial [36]. Biesiot and Noorman [37] recommended collecting the following data sets before
attempting a household energy metabolism assessment: (1) energy production and consumption
data, (2) economic input–output matrices, (3) household budget surveys, and (4) goods and services
price information.

The studies focusing specifically on direct household energy consumption fall mostly outside of
the urban metabolism field, but prove useful in identifying methods for collecting bottom–up data.
Smart meters in households are proving to be a very effective and reliable way of collecting quantitative
energy consumption data, as they account for exact consumption [41–43]. Studies that do not utilize
smart meters often measure electricity consumption using utility bills [15,44]. Neither one of these
approaches are appropriate for a study on direct energy consumption across a range of income groups
and energy carriers, as an approach is needed that accounts for the different energy sources that a
household may access, which is not depicted in smart meter data. While smart meters are excellent
for tracking direct electricity consumption, they do not indicate exactly how this electricity is used in
the house—for example, which appliances it services. A holistic understanding of household energy
consumption means examining how multiple carriers feed into a variety of services accessed.
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Existing household energy metabolism assessments account for the total energy requirements and
total emissions. Limited studies have explored how energy flows into and through the household [37,45].
To study energy through-flows, the concept of energy services is useful. Both Sovacool [45]
and Barrera et al. [3] advocated for household energy consumption studies to address services.
Barrera et al. [3] indicate that the usefulness of viewing energy flows as services is due to the simplicity
in translating the energy activities performed in a household, thereby making explicit what the
individuals in a household choose to consume. It relates energy consumption to activities, which is
easier for consumers to comprehend than referring to the amounts of Joules, kilowatt-hours, or liters of
carriers consumed. In this way, intervention points become more tangible or accessible to the individual.

The main energy services within the household across different regions are similar. Based on work
in the United States of America (USA) and Western Europe, Abrahamse et al. [4] developed an energy
service hierarchy and suggested that space heating is the highest energy consuming service, followed by
water heating, refrigeration, lighting, cooking, and finally space cooling. Sovacool [45] examined
middle-income households from a broad range of countries and suggested that the primary energy
services (in order) are space heating, water heating, cooking, appliances, and lighting. Kwak et al. [46]
studies North Korea, and found that space heating and space cooling were major contributors to energy
consumption due to the country’s four distinct seasons. In Finland, which experiences colder weather
than most countries, space heating is the primary energy service [47].

In contrast to hierarchies developed by country, studies that compare energy services between
low-income and high-income households have observed differing energy hierarchies. Sovacool [45]
found that the energy in low-income households predominantly service lighting and cooking,
while other surveys also include hot water, television, and radios. A study on energy services
in rural African regions listed cooking, lighting, and water heating as primary energy services [10].
Offering an interesting contrast is the types of additional energy services found in high-income
households: swimming in heated swimming pools or cooking with the television on are common
findings [45]. This once again stresses the need for a differential household energy metabolism
assessment in order to understand whether households in the same city may appear strikingly different
when their energy inflows and through-flows are analyzed.

Sovacool [45] stressed that services also make it possible to identify the level of access of the
household by a proposing an energy ladder. This energy ladder differs from the traditional energy
ladder, which focuses only on carriers, and suggests that households transition to more efficient fuel
types as their economic situation improves [48]. Sovacool’s [45] energy ladder includes three drivers
to be applied to the various steps of the ladder: satisfying subsistence needs; convenience, comfort and
cleanliness; and conspicuous consumption [45].

The basic energy carriers for a large number of households around the world are fairly consistent.
Sovacool [45] identified electricity, natural gas, coal, liquefied petroleum gas, kerosene, and fuel oil,
with electricity being the most dominant energy carrier. However, as with differences in service
between low-income and high-income households, subsistence households may demonstrate the
widest range of energy carriers. Figure 2 conceptualizes the energy ladder and household energy
services of various income groups according to Sovacool [45]. Households driven by subsistence only
can be regarded as not having sufficient access to energy.
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Figure 2. Household energy ladder, adapted. Source: Adapted from Sovacool [45].

A useful way to look at energy access is to consider the concepts of ‘energy poverty’, ‘fuel poverty’,
and ‘energy vulnerability’. All of these are conceptualizations that aim at identifying the group lowest
on the energy ladder, but they differ quite significantly. Energy poverty is a term that is typically used
to refer to inadequate energy access in the Global South, and links to the wider relationship between
energy and development [49]. Fuel poverty and energy vulnerability refer to people typically in the
Global North who have access to energy, but cannot afford to purchase sufficient amounts [49–51].
The difference between the two is that energy poverty is a state of being, while energy vulnerability
can change according to external factors such as the dwelling quality, energy costs, and stability of
household income [51]. Bouzarovski and Petrova [49] categorize all three terms under the umbrella
term of ‘domestic energy deprivation’.

It is essential to consider energy in terms of drivers rather than a state of being, as it provides
a clear pathway for improving energy security, which is important especially in the Global South,
where energy access is a concern. Rather than containing the household in a negative state of being,
the energy ladder creates a conceptualization of being able to climb up to a position in which energy
consumption ceases being driven by subsistence and starts being driven by comfort, cleanliness,
and convenience.

To achieve a more sustainable energy system may in some cases mean changing the energy carrier.
Camara et al. [52] explicitly stated the importance of addressing the forms in which low-income
households access energy, as a change in energy carrier could result in higher energy efficiency.
Therefore, these households could climb to the second level of the energy ladder without experiencing
an increase in energy spending. Examples of key intervention points in the Global South are improved
cook stoves and cleaner fuel, such as a transition away from solid fuels and paraffin toward gas or
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electricity and improved wood burning stoves with, for example, chimneys [10,53–57]. This shows that
improved access to modern energy carriers (such as electricity) is not the only possible intervention,
but that in some cases, changing the fuel type from solid fuel to liquid petroleum gas or kerosene
(widely considered to be modern fuel types) can also be beneficial [54]. Improved cook stoves and
cleaner fuel is mostly discussed within the context of improving health; however, Williams et al. [57]
and Maes and Verbist [55] discussed it in conjunction with air pollution, and Williams et al. [57]
included hardships experienced by the women collecting solid fuels on foot. Given that a sustainable
energy system must consider both social and environmental factors, the quality of cooking fuel or
technology must necessarily reduce pollutants, as well as negative health impacts.

This paper proposes a method for examining the relationship between carriers, services, and drivers
of household energy consumption. It forms part of a larger research project, which includes household
consumption of food and water, and production of wastes, and a number of methods were performed
together with co-researchers. However, this paper retains focus on the methods that relate only to
household energy metabolism.

4. Materials and Methods

In order to develop a method for conducting a differential household energy metabolism
assessment, this paper created two key conceptualizations. The first is that of Cape Town’s household
energy flows in terms of carriers, services, and drivers, and the second illustrates the relationship
between carriers and services in Cape Town households. In order to achieve this, various methods
were used. Figure 3 illustrates the process and methods used to reach these conceptualizations.

 

 

 

 

 

 

OBJECTIVE 1
Quantify direct household energy consumption

OBJECTIVE 2
Examine household energy consumption drivers

LITERATURE REVIEW
Framework for differential HH energy metabolism
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Figure 3. Method conceptualization. Note: CT is Cape Town; HH is household.

Defining components of the energy system was essential in conceptualizing Cape Town’s
household energy flows in terms of carriers, services, and drivers. However, since this energy system
was created based on studies from the Global North, it was essential to adapt the carriers and services to
correspond to the carriers and services accessed by the residents of Cape Town. This conceptualization
is depicted in Figure 4. Based on the iterative process between the literature and the data collected,
the paper made several changes to the services found in the literature:
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• The literature distinguishes between refrigeration and freezing, but this paper categorizes the
two together as Refrigeration, as the majority of respondents own combination fridge/freezers,
therefore requiring a single classification.

• The service of Personal grooming was added, as appliances such as hair dryers and electric shavers
are a regular addition to households in Cape Town.

• The literature refers to ‘mobile phone charging’; however, as residents of Cape Town often use
tablets for communication, mobile phones and tablets were grouped together as Communications.

• The service of House cleaning was added to account for the presence of dishwashers.

 

Figure 4. Cape Town household energy carriers and services.

The services of computing and entertainment were grouped together as Entertainment, since
many residents watch television or on-demand streaming services on their computers.

Following Sovacool [45], it was important to identify the drivers that are specific to the study.
Since this paper’s focus was in households in Cape Town that still require sufficient access to energy,
it was interested in the two drivers lowest on the energy ladder: how a household could move
from ‘satisfying subsistence needs’ (not having sufficient energy access) to ‘convenience, comfort,
and cleanliness’ (having sufficient access). For this reason, the top driver, namely ‘conspicuous
consumption’, was omitted, as this focuses on the next level of the energy ladder (mostly associated
with high-income households), and requires an in-depth study of its own.

Once the two energy drivers were selected, it was possible to add this information to the
conceptualization of Cape Town’s household energy flows in order to create a conceptualization
of Cape Town’s household energy flows—carriers, services, and drivers. This conceptualization is
depicted in Figure 5. The services are reorganized according to the energy ladder in the literature,
as well as the energy services and carriers applicable to Cape Town. The energy ladder specifies that
low-income households are driven by satisfying subsistence needs, while middle-income households
are driven by convenience, comfort, and cleanliness.

In order to understand the relationship between energy carriers and services, and thereby create
the second conceptualization for Cape Town’s household energy flows, a household energy survey
with questions about the use of 44 key household appliances was designed and distributed in Cape
Town. The appliances were categorized twice: first by energy carrier, and second by the energy
services detailed in Figure 5. After answering basic questions around household size, household
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income, and dwelling type, respondents were asked to explain the frequency with which they use the
44 appliances. The answers were presented in brackets: for example, 2–3 h per day or 4–5 times per
week. This allowed respondents to answer the surveys without having the exact amounts and times on
hand. While this is not as accurate as a metering exercise, it allows the opportunity to understand how
energy is consumed in households that use more energy carriers than electricity (for which metering
exercises are ideal). This survey was also designed in such a way to be easily understandable to all
residents and to gain a broad idea of how many households consume energy, rather than a specific
idea of a small sample of households.

 

 

Figure 5. Conceptualization of Cape Town’s household energy flows.

An online version of the survey was aimed at reaching middle-income and high-income households.
A group of enumerators visited low-income suburbs of Cape Town with hard copies of the surveys.
The income groups were determined using the local income groups, as reflected in the South
Africa Statistics.

The total number of households surveyed was 676, with only 391 surveys that were completed in
full. Only 360 surveys that were useful for Cape Town were utilized in this paper. Responses came
in from 56 of Cape Town’s 190 suburbs, with the most responses (66) received from the suburb of
Khayelitsha. The enumerators surveyed a larger group of respondents than the online survey. However,
some of their respondents earn middle or high incomes. This indicates that within suburbs such as
Khayelitsha, Mfuleni, and Mitchell’s Plain reside many middle-income and high-income residents,
and that enumerators visited these households, too.

5. Results

Figure 6 represents energy consumption based on activity for the household brackets using the
average consumption per bracket. This consumption is divided into energy carriers (the left-hand side
of each diagram) and energy services (the right-hand side of each diagram). Energy carriers indicate
the total amount of activity for each carrier for each income bracket, while energy services indicate
the end-use of energy for each bracket. This diagram provides a basic understanding of how the
relationship between carriers and services changes with income. Figure 6a provides insight on the
household level, and Figure 6b shows energy consumption per capita, which highlights the effect on
average consumption as household size decreases and income increases.
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Figure 6. Household energy consumption categorized into carriers and services.
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Figure 6 provided a basic understanding of how the consumption of carriers and services changes
with monthly income, indicating that the method applied can provide this overview for a city, especially
where a huge discrepancy exists in income levels. The monthly income levels display the income
brackets that were presented to the respondents when answering the survey. However, it was also
important to also understand more closely the relationship between carriers, services, and drivers for
each income group in order to make more specific interventions for sustainability and to create the
second pivotal conceptualization, namely diagrams that connect the carriers, services, and drivers for
various income groups. These results and intervention points are discussed in detail in Strydom et al.
(58). This section discusses how these results were reached.

In order to understand the inflows and through-flows of energy for various income groups,
the first step was to create pie charts for each income group depicting the average carriers and services
for that income group. Figure 7 depicts these pie charts for a low-income household in Cape Town.

 

Figure 7. Average carriers and services for low-income households in Cape Town Source:
Strydom et al. [58].

While Figure 7 provides insight into the size of various carriers and services, and could do so
for other cities where this method is applied, it does not yet clarify the relationship between carriers
and services. In order to understand carriers and services in terms of inflows and through-flows,
Sankey diagrams were useful. Figure 8 is a Sankey diagram connecting carriers and services for a
low-income household in Cape Town.
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Figure 8. Average energy flows for low-income households in Cape Town. Source: Strydom et al. [58].

Figure 8 makes it possible to understand the relationship between carriers and services of the
studied city, thereby making apparent intervention points for sustainability. In the case of Cape Town,
it becomes clear that paraffin contributes greatly to lighting in low-income households. However,
as paraffin is a very inefficient carrier, one requires much more paraffin to light a house than one would
should electricity be the main lighting source. This means that replacing paraffin with electric light bulbs
in low-income households will provide the same amount of lighting, if not more, while using less energy.
Further insights and intervention points for Cape Town are discussed in full in Strydom et al. [58].
This diagram illustrates the potential insights into the household energy consumption of a specific
income group that can be gained when applying the discussed method to a city.

In order to create the final conceptualization for energy consumption, it is important to connect
energy carriers and services with energy drivers. Figure 9 provides this conceptualization for
low-income households in Cape Town.

Figure 9 was created by totaling the energy services Sovacool [45] defined as satisfying subsistence
needs and totaling the services defined as comfort, convenience, and cleanliness in another Sankey
diagram. Creating such a diagram for each of the four income groups in Cape Town provided the
opportunity for comparison and for understanding what drives energy consumption across income
groups. The full results are discussed in Strydom et al. [58].

By viewing the two types of Sankey diagrams together, it is possible to arrive at a conceptualization
of the relationship between carriers, services, and drivers for various income groups in cities across the
world. Especially in the Global South, where low-income households consume a variety of energy
carriers, it is possible to understand the importance of different energy carriers to fulfill different
households’ needs. Once such an understanding of household energy consumption is reached, it is
possible to identify different intervention points for different income groups based on these energy
flows. It is also possible to understand the core driver for accessing energy. In low-income households
in Cape Town, it is clear that residents simply aim to satisfy subsistence needs, but that certain services
associated with comfort, convenience, and cleanliness are important to them. By comparing these
findings across income groups in other cities, it is possible to know what drives energy consumption
and consequently which energy services a city’s residents view as essential. With this knowledge,
locally applicable intervention points for sustainability can be identified.
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Figure 9. Energy drivers for low-income households. Source: Strydom et al. [58].

6. Conclusions

This paper reviewed the literature on urban metabolism, urban energy metabolism, and household
energy metabolism to identify a conceptual framework with which to examine the inflows and
through-flows of direct energy at the household level. The framework was further expanded to include
drivers of energy consumption as they correlate with the services accessed in order to understand the
level of access experienced in the household. It further examined the relationship between energy
carriers and energy services based on income in Cape Town. The results show that both pie charts and
Sankey diagrams provide the means to identify intervention points for sustainability.

This can in the future be applied to other cities where data is scarce and where residents access a
range of energy carriers, not just electricity, as current studies assessing household energy consumption
focus predominantly on electricity use and take national or city-level data to speak for household
level energy consumption. It is flexible in that the carriers and services can be adapted depending
the city studied. Since this study was conducted in a city that has both formal and informal housing,
it also shows that the method can be used for both settings and for comparing results across formal
and informal settlements. By using this method, it is possible to gain insight into the energy inflows
and through-flows of households across income groups and dwelling types, and therefore provides a
means to collect bottom–up data at the city level for a high-resolution image of the current state of
energy consumption in our cities.
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Abstract: In the grid-tied micro-grid context, energy resilience can be defined as the time period
that a local energy system can supply the critical loads during an unplanned upstream grid outage.
While the role of renewable-based micro-grids in enhancing communities’ energy resilience is
well-appreciated, the academic literature on the techno-economic optimisation of community-scale
micro-grids lacks a quantitative decision support analysis concerning the inclusion of a minimum
resilience constraint in the optimisation process. Utilising a specifically-developed, time-based
resilience capacity characterisation method to quantify the sustainability of micro-grids in the face of
different levels of extended grid power outages, this paper facilitates stakeholder decision-making on
the trade-off between the whole-life cost of a community micro-grid system and its degree of resilience.
Furthermore, this paper focuses on energy infrastructure expansion planning, aiming to analyse the
importance of micro-grid reinforcement to meet new sources of electricity demand—particularly,
transport electrification—in addition to the business-as-usual demand growth. Using quantitative
case study evidence from the Totarabank Subdivision in New Zealand, the paper concludes that at the
current feed-in-tariff rate (NZ$0.08/kWh), the life cycle profitability of resilience-oriented community
micro-grid capacity reinforcement is guaranteed within a New Zealand context, though constrained
by capital requirements.

Keywords: renewable energy systems; microgrids; optimal expansion planning; energy resilience;
resilient energy systems; critical loads; electric vehicles; techno-economic analysis; HOMER Pro;
New Zealand

1. Introduction

The past two decades have witnessed a remarkable evolution of micro-grids (MGs) from a
nascent concept to a pivotal player in the transition to 100% renewable energy [1–3]. The power
industry has accordingly seen an ever-increasing penetration of distributed energy resources into
utility grids. The key drivers behind the stakeholders’ willingness towards additional, often non-trivial,
capital investments for resilience capacity are [4–6]: (1) the constantly falling costs of renewable
energy technologies, which are transforming the economics of green energy, most notably solar
photovoltaic (PV) panels and battery energy storage systems (BESSs), (2) the growing awareness about
the inadequacy of current approaches to energy resilience at community-scale, specifically the use of
diesel generators to provide backup power during utility grid outages, and (3) the growth of engaged
prosumers, who place great value on their energy self-sufficiency for sustainable living.
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In the context of on-grid MGs, energy resilience is generally defined as “the amount of time that
an MG can sustain critical loads during a grid outage”, and often serves as a synonym for outage
survivability [7]. A recent, growing strand of the literature has documented and emphasised the
increasingly important role of planning for resilience within the context of grid-tied MGs, which,
in turn, improves the resilience of a nation’s entire power grid. For instance, Eskandarpour et al. [8]
have formulated a mixed-integer linear programming problem for the optimal sizing and siting of
MGs within power systems by considering the cost of unserved energy during utility grid outages as
the objective function, while adhering to a limited budget for resilience improvements. In another
instance, Barnes et al. [9] have revealed the potentially significant benefits of including energy resilience
constraints in the long-term investment planning problem of networked MGs in terms of the prolonged
outage survivability and overall cost-efficiency. Furthermore, Anderson et al. [7] have shown the
economic and resilience benefits delivered by renewable energy technologies in a hybrid MG. More
specifically, they have demonstrated that adding a 845-kW PV system together with a 172-kWh BESS
to an existing 305 kW of backup diesel generators extends the time period the MG can sustain crucial
loads by 1.8 days, while generating savings of US$104,000 in energy costs over the reinforced MG
life-cycle. Table 1 provides an overview of recent studies centred on the optimal capacity expansion
planning of grid-tied renewable energy systems. Moreover, Table 2 presents a summary of the previous
studies that focused on the long-term, integrated resource and resilience planning in the context of
renewable and sustainable energy systems (in addition to the studies reviewed above). The reader is
referred to [10] for a more detailed review of the methods and research trends in the MG resilience
improvement literature.

As Tables 1 and 2 indicate, no previous study, as far as can be ascertained, has introduced
a systematic method to quantify the cost of insuring grid-tied renewable energy systems against
sustained grid outages in the optimal equipment capacity expansion planning processes—to meet
some desired minimum level of resilience. Accordingly, this paper bridges the gap between these two
streams of literature by proposing a modelling framework to estimate the additional costs incurred
to procure energy resilience in the optimal capacity expansion planning processes of grid-connected
community MGs. The paper additionally presents a sensitivity analysis to highlight the impact of
varying minimum degrees of energy resilience required by stakeholders on the optimal life-cycle costs
associated with the capacity reinforcement of grid-connected MGs.

The remainder of this paper is organised as follows. Section 2 describes the overall structure of
the test-case, the fundamental assumptions underlying the study, and data requirements for the case
study. Section 3 provides the modelling approach, while Section 4 presents the results and examines
the robustness of optimal MG capacity configurations. Finally, conclusions are made and potential
areas for future work are discussed in Section 5.
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Table 1. Summary of the recent previous work dealing with the cost-optimal capacity expansion planning of renewable energy systems.

Ref.
Technologies Considered in

the Candidate Pool
Optimisation Approach Key Contribution(s) Key Insight(s) from Case Study Analyses

[11]

Solar photovoltaic (PV), wind
turbine, fuel cell, diesel
generator, heat storage,

and battery

Mixed-integer linear
programming solved using the

General Algebraic Modeling
System (GAMS)

• Using interval linear
programming to characterise the
uncertainty associated with
long-term weather projections.

• Taking a multi-period planning
approach to improve the precision
of decision-making in the
allocation of renewable
energy resources.

• The technology diversity degree
decreases, as the acceptable level of
robustness against weather forecast
uncertainties increases.

• At present, fuel cells are not
cost-competitive with mature
battery technologies.

[12]
Solar PV, wind turbine, diesel

generator, and battery
Scenario-based stochastic

optimisation

• Considering multiple conflicting
objectives, namely the
minimisation of life-cycle costs,
greenhouse gas emissions, and the
non-renewable fraction of power
generation capacity.

• The total net present cost of capacity
additions would have been
underestimated by about 23% if the
model-inherent uncertainties
(forecasts of load demand and
climatic variables) were not modelled.

[13]
Wind turbine, bi-directional

electric vehicle charging
infrastructure

Semi-dynamic, semi-static
programming

• Formulating the utility generation
expansion planning problem to
determine the optimal additional
capacity of wind generation and
the optimal penetration of electric
vehicles that maximise the utility’s
profits in the long run.

• Integration of vehicle-to-grid
technology can play a significant role
in improving the economic viability of
renewable energy capacity
expansion decisions.
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Table 1. Cont.

Ref.
Technologies Considered in

the Candidate Pool
Optimisation Approach Key Contribution(s) Key Insight(s) from Case Study Analyses

[14]
Solar PV, wind turbine, diesel

generator, battery,
and utility line

Mixed-integer nonlinear
programming solved using
meta-heuristic optimisation

algorithms

• Simultaneous optimisation of
long-term investment costs and
short-term operating costs.

• Co-optimisation of investment
planning and energy scheduling
problems reduces the total life-cycle
costs by about 10%.

• Increasing the capacity of the line
connecting the micro-grid (MG) to the
upstream grid results in lower costs of
handling the uncertainties in load and
weather forecasts.

[15] Solar PV and wind turbine Multi-agent systems

• Bi-layer, agent-based simulation of
the capacity expansion planning
problem to aid MG operators in
decision-making among a range of
candidate investment plans to
maximise their profits. The inner
(operational) layer simulates the
renewable energy market
behaviour, the outputs of which
are fed into the outer (planning)
layer, which evaluates the
profitability of each
investment scenario.

• Characterising the competitive
behaviour of MG operators within an
existing utility’s territory makes the
numeric simulation results more
accurate and representative of
real-world practice.
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Table 2. Summary of the previous work focused on the integration of resilience constraints into the long-term investment planning processes of renewable
energy systems.

Ref.
Technologies/Resources/Systems
Considered in the Candidate Pool

Optimisation Approach Key Contribution(s)
Key Insight(s) from Case Study

Analyses

[16] Unspecified distributed generation
Mixed-integer linear

programming solved using
GAMS

• Treating the uncertainty associated
with the occurrence of extreme
weather events using information
gap decision theory.

• Proposing a resilience planning
model for active distribution grids
to produce optimal trade-offs
between the added capacity of
backup distributed generation and
hardened utility lines within certain
budget constraints.

• Information gap decision theory is
an effective approach for supporting
decision-making in the planning of
distribution electricity networks
for resilience.

• The best-compromise solution
between additional distribution
generation allocation and
distribution line hardening highly
relies on the acceptable degree of
conservativeness for the resilience
of the system.

[17]
Hydro, wind, solar, geothermal,

nuclear, coal, natural gas, and oil

Multi-objective optimisation of
the national-level, energy

infrastructure capacity
expansion problem

• Assessing the resilience of the U.S.
national energy and transportation
systems to a set of extreme events.

• Considering cost, sustainability,
and resilience as three
independent objectives.

• Proposing a resilience measure to
quantify the ability of the energy
and transportation systems to
recover from the consequences of a
large-catastrophic event.

• Investment and operating costs,
sustainability degree, and resilience
level are competing objectives,
which cannot be improved at the
same time, when jointly planning
national energy and
transportation systems.
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Table 2. Cont.

Ref.
Technologies/Resources/Systems
Considered in the Candidate Pool

Optimisation Approach Key Contribution(s)
Key Insight(s) from Case Study

Analyses

[18]
Electric power system and natural

gas system
Two-stage robust optimisation

• Proposing an integrated expansion
planning framework for electricity
and natural gas systems, which
aims at improving power grid
resilience against extreme events.

• Joint investment planning of
electricity and natural gas networks
provides the opportunity to
significantly reduce the cost of
resilience as compared to the case
where resilience requirements are
met alone through additional power
grid resources.

[19]
Solar PV, battery, and combined

heat and power
HOMER software

• Characterising the desired resilience
preferences of a site based on the
battery bank’s duration of
autonomy. Specifically, battery
banks were sized to serve the peak
load demand for 4 h in cases of a
grid outage.

• The expected costs for the additional
battery bank to meet the resilience
requirements scale with the size of
the project (that can be measured by
the mean load demand).

• Achieving resilience requirements
using additional battery arrays
incurs sizable capital, replacement,
and operation and
maintenance costs.

[20]
Unspecified distributed generation

technologies
Two-stage robust optimisation

• Proposing an optimal distributed
generation placement model that
minimises the total load shedding in
extreme events, whilst additionally
characterising the uncertainty
coupled with the time of occurrence
and duration of natural disasters.

• Increasing the penetration of
distributed generation resources
within distribution networks
significantly improves the
cost-efficiency of procuring
resilience provisions.
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Table 2. Cont.

Ref.
Technologies/Resources/Systems
Considered in the Candidate Pool

Optimisation Approach Key Contribution(s)
Key Insight(s) from Case Study

Analyses

[21]
Solar PV, wind turbine, diesel

generator, and battery
Two-stage robust optimisation

• Proposing a grid-tied MG
investment planning model to
optimally site and size candidate
sets of distributed energy resources
and utility lines, whilst adhering to
a pre-specified degree of resilience
to N-k contingencies. 1

• Increasing the minimum required
resilience level increases the
life-cycle cost of
grid-connected MGs.

• The computational time increases
exponentially with the maximum
number of simultaneous
contingencies considered.

[22] Battery and diesel generator
Mixed-integer linear

programming solved using
GAMS

• Developing a framework to
optimise the type and size of
backup power equipment for
critical services in islanded
operation modes of grid-tied MGs.

• Measuring the end-consumer
preferences for resilience to grid
outages using the average critical
customer interruption index.

• Quantification of the stochasticity
associated with extreme weather
events in terms of occurrence time
and duration.

• Capturing the stochasticity of
extreme weather events could
reduce the cost of MG capacity
reinforcement—through dedicated
additional backup power
capacity—to meet the resilience
requirements by up to about 12%,
as compared with
deterministic models.

1N-k contingency criterion guarantees that N critical components within a power network can continue normal operation in cases any k components simultaneously suffer a failure.
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2. Test-Case System: Totarabank, New Zealand

The Totarabank Subdivision consists of eight freehold residential lots (ranging in size from 1200 m2

to 2100 m2) and a communal building (on the ninth, common lot) with a large area of around 6 ha
held in common ownership [23]. Located in central Wairarapa, New Zealand (GPS coordinates:
41◦1′4” S 175◦40′0” E), the subdivision adheres to sustainability design criteria to suggest ways for
resilience integration. Figure 1 shows the geographical location and description of the case study
subdivision Totarabank.

 
(a) (b) 

—
site’s energy resilience, self

Figure 1. Satellite photographs of the case study area: (a) location of the subdivision on a New Zealand
map; (b) layout of the subdivision showing the lots (image courtesy of Google Earth).

As of May 2020, Totarabank has 14 inhabitants, and an existing installed grid-integrated power
generation capacity of 11.4 kW, 100% from solar PV modules, which have an average remaining life
span of 19.25 years. Accordingly, the load power demand is met through electricity importing from the
main grid at night when the onsite PV system is not delivering, while any surplus electricity is sold
back to the grid during the day. However, the primary issue of the current power dispatching strategy
is its failure to serve the crucial loads at night if the upstream network fails or requires maintenance.
This, together with the anticipated growth in demand (led by the electrification of transport), reveals
the necessity for the reinforcement of the current energy system—to improve the site’s energy resilience,
self-sufficiency, and security of supply.

2.1. Candidate Technologies

The considered site is richly endowed with renewable energy resources, particularly solar and
wind. The candidate technologies included in the model for optimisation are (1) PV modules, (2) wind
turbines (WTs), and (3) a BESS. Furthermore, an unreported preliminary techno-economic study
suggested that a BESS is the most cost-effective technology for onsite energy storage among feasible
options for Totarabank, namely hydrogen storage system (electrolyser, hydrogen reservoir, and fuel cell),
batteries, flywheels, and super-capacitors. More specifically, a Li-ion battery system was chosen, as it
offers the best combination of energy density, low self-discharge, and manufacturing cost, compared
with other mature battery technologies [24]. Accordingly, the selected components were assembled in
an AC-coupled configuration to form the grid-connected MG shown in Figure 2.
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Figure 2. Schematic of the conceptualised grid-tied, AC-coupled MG system.

2.1.1. PV Modules

The power output from each PV module in time t is obtained from Equation (1) as a function of
solar irradiance and the module’s temperature, which is estimated from Equation (2) [25].

Pt
PV = PPV,r × ηPV × fPV ×
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where PPV,r, ηPV, fPV, kp, and NOCT denote the module’s rated power, efficiency, derating factor,
temperature coefficient, and nominal operating cell temperature, respectively; Gt

T
is the global

horizontal irradiance in time t; GT,STC and TSTC represent the solar irradiance and temperature at the
standard test conditions, respectively; and Tt

a is the ambient temperature.

2.1.2. Wind Turbines

The power output from each WT is obtained from the manufacturer-provided power curve, shown
in Figure 3 [26]. Additionally, the wind speed data is hub height normalised using the power-law,
which is expressed in Equation (3) [27].

𝑡
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Figure 3. Power curve of the selected wind turbine. Data source: [26].
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where Vre f represents wind speed measured at the height of hre f in time t, and γ is the wind
shear exponent.

2.1.3. Battery Arrays

The energy content of the battery bank, comprising of battery packs connected in parallel, in time
t can be calculated from Equation (4) [28].

Et
B = Et−∆t

B +
(

Pt
B × ∆t

)

, (4)

where ∆t denotes the operating time increment and Pt
B

is the charging/discharging power of the battery
bank in time t that can be calculated based on the system-wide supply-demand balance constraint
from Equation (5) [29].

Pt
B = Pt

PV + Pt
WT ∓ Pt

g − Pt
L, (5)

where Pt
WT

is the power output from WTs in time t, Pt
g is the exchanged power with the utility grid,

a positive (negative) value of which represents an imported (exported) power, and Pt
L

is the total
residential load power demand. A positive value of Pt

B
represents the charging state, whereas negative

values signify the discharging state.
Moreover, the energy stored in each battery pack is constrained to lie within the feasible range of

values, [E
B,min

, E
B,max

].

2.1.4. Hybrid Inverter

A grid-interactive inverter (also called multi-mode battery inverter/charger, or bidirectional
dual-mode hybrid inverter) is used in an AC-coupled configuration, which is capable of managing
inputs from multiple sources in both on- and off-grid operating modes. The hybrid inverter is modelled
by its overall efficiency.

2.1.5. Utility Grid

The cost of importing/exporting electricity from/to the utility grid in time t is obtained from
Equation (6) [30].

costt
g =

{

πt
ex × Pt

g × ∆t i f Pt
g > 0,

FiT × Pt
g × ∆t i f Pt

g < 0,
(6)

where πt
ex is the wholesale power price in time t and FiT represents a fixed feed-in-tariff.

2.1.6. Electric Vehicle Charging Station

AC level 2 charging, which is the most common home charging solution, is considered in this
project [31]. Accordingly, a level 2 electric vehicle supply equipment (EVSE) is employed, which is
modelled by its efficiency. It is connected directly to the MG’s hybrid inverter via a dedicated circuit
and provides charging through a 240 V AC plug.

2.2. Key Assumptions

The following simplifying assumptions were made:

• The MG capacity expansion planning was carried out from a macro (centralised) perspective.
Accordingly, this study does not focus on how to optimally assign the equipment capacity to
each lot.

• The costs associated with the replacement and operation and maintenance (O&M) of the existing
installed solar inverters were not reflected in the model. The reason lies in the fact that these
assets are privately owned, while the new capacity additions were assumed to be shared by the
community. That is, accounting for the replacement and O&M costs of the currently privately held
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solar inverters will require more sophisticated market designs (such as peer-to-peer markets) for the
intra-community electricity exchanges to establish a fair playing field—which are currently cleared
under a pure flat-rate tariff structure. Note that the rationale behind making this assumption
stems from the difference in the service life of PV panels and solar inverters.

• The energy stored in the stationary battery bank is not allowed to be used for electric vehicle (EV)
charging purposes—allowed only for critical loads to address the resilience of the community and
to improve the service life of the stationary battery bank.

• The case study site’s mobility requirements were assumed to be 40 km/day/lot, while the EVs’
average efficiency was assumed to be 0.12 kWh/km, considering a Nissan Leaf, which is New
Zealand’s most popular EV [32–34].

• A cooperative energy scheduling strategy (for example the one proposed in [35]), to be materialised
in the implementation phase, was assumed to be able to coordinate the flexible charging of EVs,
such that the daily periods of time the EV charging infrastructure sits unused is minimised.

• Vehicle-to-grid (V2G) services [36], as well as the effect of load growth due to the eco-village’s
population growth, were not taken into consideration. Rather, the system expansion is planned to
meet the expectation of growing loads from the existing number of inhabitants.

• The product models were chosen, based on the authors’ judgement of both efficiency and
cost-effectiveness, from the options available in the Australia and New Zealand renewable energy
markets, while costs are always cited in New Zealand currency.

2.3. Data

The techno-economic specifications of the selected components and the associated sources are
summarised in Table 3.

Table 3. Techno-economic specifications of the components.

Specification Component

PV Modules 1 Wind Turbines 2 Battery Arrays Converter

Manufacturer part
number

TSM-285 PD05,
Trina Solar

X-2000L
RESU 3.3,
LG Chem

SPMC240-AU,
Selectronic

Rated capacity 285 W 2 kW 3.3 kWh 3 kW

Capital cost $237/unit $3967/unit $3645/unit $4600/unit
$832/kW $1984/kW $1105/kWh $1533/kW

Replacement cost 3 $237/unit $3229/unit $3645/unit $4600/unit
O&M cost 3 $0.7/unit/year $26.4/unit/year $7.3/unit/year $3.9/unit/year
Useful life 25 years 20 years 4 15 years 15 years
Efficiency 17.4% N/A 5 95% 6 96%

Source [37,38] [26] [39–41] [42,43]
1 Photovoltaic (PV) module costs include the cost associated with the solar inverter. 2 WT costs include the
cost of the required guyed tower. 3 The replacement and O&M costs were adjusted in accordance with the
capital-to-replacement and capital-to-O&M cost ratios used in [44–46]. 4 The approximate average operational
service life of small and micro WTs is 120,000 h. However, since they do not operate at wind speeds below cut-in,
their service life is typically considered as 20 years [47]. 5 N/A: Not applicable, since the WT’s performance is
modelled by its characteristic power-speed curve, in the same way as in [48]. 6 The battery bank’s efficiency
represents its round-trip efficiency.

Moreover, in view of the study objectives and simplifying assumptions outlined above, the costs
associated with the EVSE were exogenously treated. More specifically, they were taken into account through
cost premiums imposed on the optimised MG whole-life cost solutions. Specifically, the Delta AC Mini
Plus EVSE, was chosen in this analysis to serve the level 2 charging. It has the following techno-economic
specifications [49,50]: capital and replacement costs = $2564/unit, O&M cost = $17/unit/year, service
life = 25 years, efficiency = 99%, maximum output power = 7.36 kW, and input rating = 230 V AC.
Accordingly, the EV charging load was classified as deferrable, the monthly average value of which was
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assumed to be constant throughout the year, with an average value of 48 kWh/d, and a peak value of
(n × 7.36) kW, in compliance with the maximum power output from n EV chargers.

Table 4 presents the data and sources for the parameter settings of the conceptualised MG system.

Table 4. Conceptualised MG system’s scalars and sources.

Scalar Value Source Scalar Value Source

fPV 88% [51] hhub 7 m (this paper)
kp −0.41%/◦C [37] hre f 50 m [52]

NOCT 44 [37] FiT $0.08/kWh [53]
GT,STC 1 kW/m2 [54] ∆t 1 h [55]
TSTC 25 ◦C [54] E

B,max
1 2.9 kWh [40]

γ 0.15 [56] E
B,min

2 0.29 kWh [40]

1E
B,max

denotes the maximum usable capacity of each module. 2 By definition, E
B,min

= (1−DOD) × E
B,max

, where
DOD is the depth of discharge [%] [35].

Figure 4 shows the average wholesale power price for each hour across the five-year period of
2015 to 2019 [57], which were considered as forecasts of utility power price.

Conceptualised MG system’s scalars and sources.

𝑓𝑃𝑉 ℎℎ𝑢𝑏𝑘𝑝 − ℎ𝑟𝑒𝑓𝑁𝑂𝐶𝑇 𝐹𝑖𝑇𝐺𝑇,𝑆𝑇𝐶 ∆𝑡𝑇𝑆𝑇𝐶 𝐸𝐵,𝑚𝑎𝑥 𝛾 𝐸𝐵,𝑚𝑖𝑛 𝐸𝐵,𝑚𝑎𝑥 𝐸𝐵,𝑚𝑖𝑛 = (1 −𝐷𝑂𝐷) × 𝐸𝐵,𝑚𝑎𝑥 𝐷𝑂𝐷

 

GREEN Grid study’s sample of dwellings to the Totarabank’s household population according to the 

Figure 4. Forecasted profile for the wholesale electricity price at hourly resolution. The numerical
values belonging to this figure are listed in Table S1 in Supplementary Material.

Figure 5 depicts the forecasted residential load power demand profile. The time-series data were
synthesised from the GREEN Grid household electricity demand data [58] through downscaling the
GREEN Grid study’s sample of dwellings to the Totarabank’s household population according to the
proportionate scaling method described in [59].

Conceptualised MG system’s scalars and sources.

𝑓𝑃𝑉 ℎℎ𝑢𝑏𝑘𝑝 − ℎ𝑟𝑒𝑓𝑁𝑂𝐶𝑇 𝐹𝑖𝑇𝐺𝑇,𝑆𝑇𝐶 ∆𝑡𝑇𝑆𝑇𝐶 𝐸𝐵,𝑚𝑎𝑥 𝛾 𝐸𝐵,𝑚𝑖𝑛 𝐸𝐵,𝑚𝑎𝑥 𝐸𝐵,𝑚𝑖𝑛 = (1 −𝐷𝑂𝐷) × 𝐸𝐵,𝑚𝑎𝑥 𝐷𝑂𝐷

GREEN Grid study’s sample of dwellings to the Totarabank’s household population according to the 

 

Figure 5. Forecasted profile for residential loads at hourly resolution. The numerical values belonging
to this figure are listed in Table S2 in Supplementary Material.
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Forecasts of wind and solar resources were determined using the NASA Surface Meteorology
and Solar Energy database [52]. Accordingly, the monthly-averaged wind speed values over a 10-year
historical period, and monthly-averaged insolation and air temperature values over a 22-year historical
period were retrieved from the database. Monthly mean forecasts of wind speed and solar radiation
are shown in Figure 6, while Figure 7 displays monthly mean temperature [52]. In general, an annual
average wind speed value of 5 m/s, and an annual insolation value of 4 kWh/m2/d are commonly
considered acceptable thresholds for the commercial viability of wind and solar projects, while seasonal
variations of resources can also affect the optimal resource combination of a PV/WT renewable energy
system [60]. As can be seen from Figure 6, not only is wind energy a more reliable source of power
than solar in the considered area, but it also shows a more constant trend than solar energy.

 

The U.S. National Renewable Energy Lab’s Hybrid Optimization of Multiple Energy Resources 
was used to minimise the project’s life

free optimisation algorithm, called “HOMER Optimizer”, which frees the user 
from the need to define the search space. Additionally, the conceptualised MG’s life

Figure 6. Forecasted monthly average insolation and wind speed data.

 

The U.S. National Renewable Energy Lab’s Hybrid Optimization of Multiple Energy Resources 
was used to minimise the project’s life

free optimisation algorithm, called “HOMER Optimizer”, which frees the user 
from the need to define the search space. Additionally, the conceptualised MG’s life

Figure 7. Forecasted monthly average ambient temperature data.

3. Methodology

This section presents the methodology developed for the resilience-constrained capacity expansion
planning of MGs.

3.1. Modelling Approach

The U.S. National Renewable Energy Lab’s Hybrid Optimization of Multiple Energy Resources
(HOMER) Pro software (version 3.13.8) [61] was used to minimise the project’s life-cycle cost subject to
techno-economic design constraints for different levels of energy resilience. The software features two
algorithms to search for the cost-optimal design configuration: (1) an original grid search algorithm
that simulates all of the feasible resource combinations that meet the loads, and (2) a new proprietary
derivative-free optimisation algorithm, called “HOMER Optimizer”, which frees the user from the
need to define the search space. Additionally, the conceptualised MG’s life-cycle cost reflects all
of the cost components associated with supplying energy to the considered site in present value,
namely, the capital, replacement, and O&M costs of new energy infrastructure, as well as the net
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cost of energy exchange with the utility grid. At each time-step of the MG operation, an energy
dispatch analysis is carried out, whereby the load demand is served by the least-cost combination of
dispatchable and non-dispatchable distributed energy generation units, released energy from storage
devices, traded energy with the upstream grid, and load shifting. Additionally, deferrable loads are
placed in second priority, and supplied using the surplus power (to the needs of primary loads) from
non-dispatchable micro-generation units—solar PV and WT technologies—ahead of charging the
storage devices. The energy scheduling problem is solved for each time-step of the baseline year and is
repeated for the remaining years of the planning horizon, while discounting future cash flows to adjust
the results for inflation. HOMER Pro is also equipped with the “Multi-Year” module, which allows for
modelling the dynamic characteristics of the economic MG planning problem by running a simulation
for each ensuing year of the project lifetime. However, since the HOMER Optimizer does not support
multi-year planning, first, the optimal capacity configuration was determined using the HOMER
Optimizer without considering the dynamic characteristics of the problem, and then the search space
was defined based on the preliminary results obtained, with adequate margins, in size steps of 1 unit.
Finally, the model was re-run using the HOMER’s original grid search algorithm—which simulates all
of the feasible equipment capacity combinations with respect to the defined design space. This enabled
avoiding sub-optimal solutions, while retaining computational tractability. The conceptualised MG
system was simulated under both the cycle-charging and load-following energy dispatch strategies in
each simulation case, and the strategy that resulted in a lower levelised cost of energy (LCOE) was
selected as the optimum solution.

In addition, HOMER employs specifically-developed algorithms to synthesise one-year of hourly
time-series insolation, air temperature, and wind speed data from the corresponding monthly average
values to reflect the characteristics of real data (of the same level of granularity) in terms of seasonal,
daily, and hourly patterns. Accordingly, hourly-basis, year-round profiles for weather data were
derived based on the corresponding monthly average data, shown in Figures 6 and 7.

3.2. Characterisation of Energy Resilience

To quantify the resilience capacity of the MG system to prolonged utility grid outages,
the simulation was executed multiple times with varying values of grid reliability. Three built-in
parameters in HOMER Pro were used to characterise the grid reliability, namely, (1) mean outage
frequency, (2) mean repair time, and (3) repair time variability. Each random outage was injected
into the model at a pseudo-random time-step throughout the year-long operational period, while
the associated failure duration was determined by independent sampling from a normal distribution
defined by mean repair time and repair time variability. Accordingly, the mean outage frequency
was varied from 1 to 20 in steps of 1, the mean repair time was varied from 1 h to 168 h (2 weeks) in
steps of 4 h, while the repair time variability was fixed at 1 h—which adds a stochastic dimension to
the model. That is, 840 ((168 h/4 h) × 20 frequencies) independent outage time-series were produced
for the optimisation model. Moreover, to improve the cost-efficiency of the optimal MG capacity
configuration solutions, the model was designed to sustain only the critical loads during extended
utility grid outages.

In this light, the total load on the MG system was partitioned into critical and non-critical loads,
and non-critical loads were turned off when the grid was off. To this end, first, the residential load
duration curve was derived by sorting the hourly-basis, one-year residential load curve, as illustrated
in Figure 8. Accordingly, the average value of intermediate loads was determined and set as the
threshold criterion for residential load partitioning. More specifically, the residential load profile was
clipped at this point to form the critical residential load profile. The amounts of residual residential
demand that was left from the peak being clipped established the profile of time-stamped non-critical
residential load demand, which was only active under the normal, grid-connected operation regime.
Additionally, in the grid outage events, the deferrable load was limited to as much as the energy
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needed to fully charge one EV (Nissan Leaf, battery capacity = 30 kWh [34])—to meet the emergency
management needs at the site.

 

MG capacity expansion planning model’s parameters.

ads (this 

 

Figure 8. Illustration of the proposed method to determine the load partitioning threshold on a
representative load duration curve presented in [62]. (The load curve was taken from the cited reference,
and then adapted to describe the proposed load partitioning process.)

3.3. Model Assumptions and Design Standards

Table 5 lists further input data for the model parameters and their respective sources.

Table 5. MG capacity expansion planning model’s parameters.

Parameter Value Source

Nominal discount rate 4.5% [63]
Expected inflation rate 1.9% [64]

Project lifetime 25 years (this paper)
Minimum autarky ratio 1 80% (this paper)

Maximum annual capacity shortage in meeting critical loads 0% (this paper)
Load growth rate 1.1% per annum [65]

1 The time-based autarky ratio indicates the self-sufficiency degree of the MG and can be determined by dividing
the yearly number of time-steps where no electricity is purchased from the grid (to meet the full demand) by the
total number of time-steps considered for the representative year of the optimisation [66].

Figure 9 shows a flowchart of the research methodology to include energy resilience criteria in
the long-term MG optimisation model implemented in HOMER, which is illustrated by means of
the considered case study example. As Figure 9 shows, first, the HOMER model is run for each of
the above-described 840 outage time-series for the test-case under investigation and the solutions are
recorded. Then, the model results of the numerical case example at each simulation run are aggregated
to obtain the sensitivity of the total discounted system costs, energy exchange levels with the national
grid, and the optimal MG configuration to the variations of the key grid outage parameters.
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Figure 9. Flowchart of the research methodology.

4. Results and Discussion

This section presents and discusses the numerical simulation results obtained for the test-case MG
laid out in Section 2 by applying the method described in Section 3.

4.1. Feasibility and Optimal Capacity Configuration

The optimum equipment capacity configuration was determined first with the grid reliability
level set at 100%. Table 6 presents the optimisation results for this baseline scenario. (It should be
noted that all the simulation results are based on the manufacturer-provided equipment specifications
and technical data, which represent the performance of the equipment under standard test conditions.)
The table demonstrates that a WT is a more economically viable power generation technology than
solar PV for generation expansion at the considered site, as it could be expected from the historical
meteorological data (see Figure 6). However, given the complementary daily and seasonal cycles
of wind speed and insolation, the existing installed capacity of solar PV is still expanded in the
cost-optimal solution, albeit by a small margin. This not only validates the viability of the existing PV
generation system, but also indicates its sizeable impact on the diversification of the feasible future
generation mix for the site.
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Table 6. Optimal capacity additions and corresponding costs for a 100% reliable grid.

PV 1,2

[kW]
WT 1

[kW]
Battery 1

[kWh]
Inverter 1

[kW]
EVSE 1,3,4

[kW]
TNPC 5

[$]
LCOE

[$/kWh]

0.855 4 6.6 3 14.72 35,891 0.094
1 The optimal equipment capacity was determined as multiples of the selected components’ nameplate capacities.
2 The optimal PV capacity represents the newly added capacity of the site’s PV plant. 3 The electric vehicle supply
equipment (EVSE) did not take part in the optimisation procedure. The optimal size of the EVSE was determined
outside the model by finding the total minimum EV charging capacity that meets the peak EV charging demand of
the site under cooperative EV charging conditions. The obtained total minimum capacity was then divided by the
maximum charging capacity of each charger and rounded up to the nearest integer to obtain the optimal number
of chargers. 4 The optimal size of the EVSE is defined based on the maximum charging capacity of each charger.
5 TNPC represents the conceptualised MG’s “total net present cost”. The reader is referred to [67–69] for a detailed
description of the net present value method and levelised cost of energy (LCOE) calculations.

The total net present cost (TNPC) of the system is broken down into the main cost components
in Figure 10. Three key observations emerge collectively from Table 6 and Figure 10, which can be
generalised to any MG capacity reinforcement problem: (1) the system’s low O&M costs helped
offset its relatively high capital costs, which were mainly generated by new WT and BESS capacity
additions, (2) a comparison of the obtained LCOE with the current average price of domestic electricity
in the Wairarapa region, New Zealand, where the site is located ($0.34/kWh [70]) indicates that an
optimally planned community-based renewable power generation system even surpasses retail grid
parity, and (3) the negative value obtained for the net energy purchased from the utility grid suggests
that not only did energy exchange with the utility grid provide power quality benefits and help avoid
energy spillage (which was often carried out through a dedicated dump load to balance supply and
demand), but it also contributed to the profitability of the project, albeit slightly.

The optimal equipment capacity was determined as multiples of the selected components’ nameplate 
The optimal PV capacity represents the newly added capacity of the site’s PV plant. 

TNPC represents the conceptualised MG’s “total net present cost”. The reader is referred to 
–

generalised to any MG capacity reinforcement problem: (1) the system’s low O&M costs helped offset 

 

Breakdown of the MG’s total net present cost ($).
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Figure 10. Breakdown of the MG’s total net present cost ($).

To understand in more detail the active power flow pattern between the MG and the main grid,
the year-round profiles for energy purchased from the grid and energy sold to the grid, obtained for
the cost-minimal solution under normal, grid-connected conditions, are plotted in Figures 11 and 12,
respectively. The trends visible when comparing the figures are revealing. The battery bank in the
optimal equipment combination enabled the MG to engage in energy arbitrage, by charging when utility
rates were low and discharging during more remunerative times of day, (The buy-back rate is fixed at
NZ$0.08/kWh. However, given the availability of long-term data forecasts, the optimisation protocol
incorporates some degree of forward-looking behaviour into the energy exchange decision-making
process with respect to the load on the MG in the medium to longer term—identifying the more profitable
time-steps for feeding power back into the grid. That is, the profitability is measured independently of
the single rate feed-in tariff.) and/or by shifting the excess power from non-dispatchable renewables
for sale at more valuable times of day. This, additionally, helped reduce peak demand charges.
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station’s capacity 

family community’s energy demand for mobility.

Figure 11. Year-round profile for energy purchased from the grid (kWh). The numerical values
belonging to this figure are listed in Table S3 in Supplementary Material.

 

station’s capacity 

family community’s energy demand for mobility.

Figure 12. Year-round profile for energy sold to the grid (kWh). The numerical values belonging to this
figure are listed in Table S4 in Supplementary Material.

4.2. The Cost of Energy Resilience

Using the methodology described in Section 3 for the planning for energy resilience, the optimal
MG capacity expansion problem was solved independently to global optimality for a series of different
scenarios defined by mean grid outage frequency and mean grid repair time. As an example, Figure 13
shows the one-year outage database (with hourly intervals) built stochastically for the middle-case
scenario, with a grid outage frequency of 10 per year and a mean repair time of 84 h. Accordingly,
Figures 14 and 15 respectively depict the resulting TNPC and the corresponding LCOE of the MG
expansion under varying degrees of grid reliability characterised by the above two parameters.
Moreover, the total annual amount of electricity sold to the grid [kWh] and the total annual amount of
electricity purchased from the grid (kWh) at different grid reliability levels are displayed in Figures 16
and 17, respectively. Note that all of the results presented in this sub-section are adjusted for the EVSE
costs, which were determined outside the model by matching the charging station’s capacity to the
peak EV charging demand of the site subject to the cooperative use of the charging infrastructure.
Such cooperative behaviour within the community is expected to uphold the installation of only two
EV chargers at the site (as indicated in Table 6) to fit for the considered multi-family community’s
energy demand for mobility.
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Sensitivity of the MG’s TNPC to variations in grid reliability parameters. 

Sensitivity of the MG’s LCOE to variations in grid reliability parameters. 

Figure 13. Micro-grid system state (normal/outage) for the middle-case outage scenario.

 

Sensitivity of the MG’s TNPC to variations in grid reliability parameters. 

Sensitivity of the MG’s LCOE to variations in grid reliability parameters. 

Figure 14. Sensitivity of the MG’s TNPC to variations in grid reliability parameters. The numerical
values belonging to this figure are listed in Table S5 in Supplementary Material.

Sensitivity of the MG’s TNPC to variations in grid reliability parameters. 

 

Sensitivity of the MG’s LCOE to variations in grid reliability parameters. Figure 15. Sensitivity of the MG’s LCOE to variations in grid reliability parameters. The numerical
values belonging to this figure are listed in Table S6 in Supplementary Material.
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Figure 16. Sensitivity of the total annual energy exports to variations in grid reliability parameters.
The numerical values belonging to this figure are listed in Table S7 in Supplementary Material.
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• The values of total annual energy imports and exports indicate that the MG’s net purchased 
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Figure 17. Sensitivity of the total annual energy imports to variations in grid reliability parameters.
The numerical values belonging to this figure are listed in Table S8 in Supplementary Material.

The two-way sensitivity analyses, shown in Figures 14–17, are revealing in the following ways:

• The values of total annual energy imports and exports indicate that the MG’s net purchased
electricity from the grid was approximately a monotonically decreasing function of the grid
unreliability. That is, as the failure frequency of the grid and/or its mean repair time increased,
the total power sold back to (purchased from) the grid increased (decreases) or remained
constant. The underlying reason responsible for this model behaviour is the increase in the excess
non-dispatchable power generation capacity of the MG during normal, grid-connected operations,
as the grid reliability decreases. However, the increase in revenues generated from trading with
the grid, as the MG’s resilience to grid outages improved, only partially offset the additional costs
incurred. This emphasises the necessity to include a minimum acceptable limit for the target
community’s energy resilience—to be derived from specifically-developed surveys to estimate
the value of lost load—in the resilience-oriented MG capacity expansion planning processes to
improve the accuracy of results.
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• Non-surprisingly, increasing the unreliability level of the grid through dedicated parameters,
increased the TNPC of the MG capacity expansion, which, in turn, increased the LCOE associated
with the cost-minimal system.

• The failure frequency of the grid and its mean repair time show almost the same degree of
negative effect on the system’s life-cycle cost when normalised to the same scale (e.g., in the
range of (0 to 1)). Additionally, there seems to exist a front of solutions with respect to the
grid reliability parameters, beyond which the whole-life cost of the system grows exponentially.
For example, in the middle case scenario, where the grid’s mean repair time and failure frequency
were respectively considered to be 84 h and 10 per year, the system’s TNPC was increased only by
about 48%. However, a further 10% increase of either of the above two parameters raised the MG’s
TNPC by a further 26%. This observation can be rationalised by the change in the MG architecture
when the grid unreliability level reaches a critical point, which is discussed in the next sub-section.

4.2.1. Optimal MG System Type

Figure 18 provides the resulting optimal system architecture for different levels of the failure
frequency of the grid and the associated mean repair time. As this figure shows, the MG design space
is divided approximately equally across two grid-connected system structures, namely, (1) existing
PV/added PV/added WT/added BESS, and (2) existing PV/added WT/added BESS. Notably, the figure
indicates that it is cost-optimal to add new PV generation capacity for a system resilient to relatively
low-frequency, long-duration outages, or high-frequency, short-duration outages, or any combination
in between. However, for grid outage scenarios that lie inside the region enclosed by the upper
pseudo-triangle shown in Figure 18, the optimally reinforced MG structure excludes additional PV
panels. This can be explained by the increase in the probability of occurrence of sustained outages during
the night-time hours, where solar panels produce no electricity. Thus, it is more economical to only add
WT and BESS capacity, in view of the lower diurnal variations of wind speed and dispatchability of the
BESS. It is also worth noting that while the considered bounds for the two-dimensional sensitivity
analyses might far exceed the local utility grid’s reliability (especially the scenarios that lie in the
region enclosed by the upper pseudo-trainable in Figure 18), the results of such sensitivity analyses
are important in evaluating the robustness of the baseline system costs and architecture. Accordingly,
Figure 18 demonstrates that the obtained grid-connected MG configuration of existing PV/added
PV/added WT/added battery in the baseline scenario (100% reliable grid) is highly robust to variations
in grid reliability.

•
negative effect on the system’s life

example, in the middle case scenario, where the grid’s mean repair time and failure frequency 
and 10 per year, the system’s TNPC was increased only 

MG’s TNPC by a further 26%. This observation can be rationalised by the change in the MG 

dimensional sensitivity analyses might far exceed the local utility grid’s reliability (especially 

 

Figure 18. Optimal MG configuration at different grid reliability levels. The numerical values belonging
to this figure are listed in Table S9 in Supplementary Material.
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4.2.2. Indicative Resilient System Optimisation Analysis

According to the results presented in Figure 14, addressing energy resilience is possible at
comparably small total discounted cost increases of about 16% for a sufficiently resilient system (within
a New Zealand context), tolerable of two sustained outages per year with each duration of the outage
lasting up to four days (or, nearly equally, tolerable of four outages per year each with a maximum
outage duration of up to two days), while optimally planning the capacity additions for the site
under study. To indicate the effect of planning for energy resilience on the added MG equipment
capacity, and in turn, the MG’s life-cycle cost, this sub-section details the results obtained for the MG
system resilient to two extended outages per year each with a maximum outage duration of up to
four days. Moreover, all the analyses presented hereafter are based on this scenario. Table 7 details
the capacity expansion planning results obtained for the case considered in this paper under the grid
unreliability scenario outlined above. The table demonstrates that the only change in the optimal
capacity configuration of the MG with respect to the baseline case (refer to Table 6) is the addition of
one more battery module to cater for the prolonged grid outages, which will need to be replaced in
year 15 of the project.

Table 7. Optimal capacity additions for the system resilient to 2 extended outages per year each with a
maximum duration of up to 4 h.

PV (kW) WT (kW) Battery (kWh) Inverter (kW) EVSE (kW) TNPC ($) LCOE ($/kWh)

0.855 4 9.9 3 14.72 41,783 0.109

4.3. Capital Budgeting Metrics

This section measures the profitability of the investigated MG capacity expansion project based
on three key investment appraisal metrics, namely the return on investment (ROI), internal rate of
return (IRR), and discounted payback period (DPP). HOMER calculates theses economic sustainability
metrics with reference to a base case, which is normally the system with the lowest capital cost that can
meet the load demand on the MG. Accordingly, given the presence of the utility grid at the considered
site, the base case in this analysis is the existing PV/grid architecture, which incurs no capital costs in
view of the presence of a 50 kVA transformer at the site.

4.3.1. Return on Investment

The ROI is defined as the yearly cost savings an investment project generates for the injection of
the financial capital, which can be calculated from Equation (7) [71–73]:

ROI =

∑PL
i = 0

(

CCre f (i) −CC(i)
)

PL×
(

CC−CCre f

) , (7)

where CC and CCre f represent the capital cost of the suggested system and the reference system,
respectively; CC(i) and CCre f (i) denote the nominal cash flow for the proposed system and the reference
system in year i; and PL represents the project lifetime.

4.3.2. Internal Rate of Return

Considering the base case defined above, the IRR is defined as the discount rate at which the
net present value of all cash flows from the proposed investment equals to that of the base case.
Accordingly, the IRR can be calculated as follows [71,72]:

IRR =
PL
∑

i = 0

(

PV(NCIre f (i) −NCI(i)
)

(1 + dr)i
−

(

CC−CCre f

)

, (8)
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where dr is the real discount rate, and the term (PV(NCIre f (i) −NCI(i)) indicates the present value of
the difference of the two net cash inflow sequences (for the proposed project and the base case) during
the period i, while the net cash inflow represents the system’s income from selling electricity to the
grid and assets’ salvage value minus the components’ capital, replacement, and O&M costs, and the
costs associated with the purchase of electricity from the grid.

4.3.3. Discounted Payback Period

The DPP refers to the time required to recover the difference in the discounted cash flow difference
between the proposed system and the base case system, which can be expressed mathematically
as [71,72,74]

DPP =

1−
ln













1

(CC−CCre f )×dr













(PV(NCIre f (i)−NCI(i))

ln(1 + dr)
, (9)

where ln represents the natural logarithm.

4.3.4. Resulting Cash Flow Metrics

Table 8 lists the obtained cash flow metrics for the proposed MG capacity expansion programme
with reference to the case where any shortfalls in meeting the growing residential load power demand
and EV charging loads—arising from the shortage in the existing PV generation capacity—is drawn
from the utility grid.

Table 8. Calculated capital budgeting metrics for the proposed resilience-oriented, community-scale
renewable energy development project.

Metric
Return on

Investment (%)
Internal Rate of

Return (%)
Discounted Payback

Period (Years)

Value 47.63 54.51 4.74

Table 8 demonstrates that the project yields relatively high ROI and IRR values through cost
savings realised by building an at least 80% energy self-reliant community energy system, which
is able to exploit the differences between the feed-in-tariff rate and wholesale power prices during
off-peak periods of energy-use—by making effective use of a battery bank. The table also shows that
the conceptualised resilient community MG for critical services would pay for itself in as little as
4.74 years, which provides further support for the financial sustainability of the proposed development
plan. Finally, the results of this cost-benefit analysis collectively indicate that not only is the proposed
capital project economically feasible without any subsidies delivered as tax incentives (e.g., renewable
energy investment tax credits or production tax credits), but it also represents an attractive investment
opportunity, which is capable of generating moderate to substantial savings in the community’s energy
bills in the medium to long run.

5. Conclusions

Radial electricity distribution networks have historically been designed to reduce unplanned,
equipment failure-induced outages. However, the combination of multi-day outages as a result
of many of the recent extreme weather events, and the improved cost-efficiency of distributed
energy resources—including renewable energy generation and storage technologies—have stimulated
considerable interest in deploying community-led sustainable energy systems that are capable of
meeting critical loads if the upstream network fails. This study developed the first grid-connected
community MG equipment capacity expansion planning method that integrates energy resilience
constraints without creating redundant capacity. The proposed method yields robust decision-making
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support by evaluating the trade-off between life-cycle costs and the resilience of energy supply.
Specifically, to quantify the resilience of the proposed MG, a time-series of random outages throughout
the year were generated for a range of outage frequencies of certain durations and incorporated into
the HOMER Pro model.

The numerical simulation results obtained from the application of the model to the case example
of Totarabank eco-village, New Zealand, have provided several novel insights:

1. Over the 25-year project life-cycle (planning horizon), the optimally expanded MG system can
gain resilience against two outages per year, each up to four days in length, at relatively small
discounted cost increases of 16% (equating to NZ$5892). This lends support to the idea that at
current costs of renewable energy technologies, it is financially feasible for a community-level site
to achieve a sufficient degree of survivability against sustained grid outages.

2. The optimal architecture (component type combination), namely grid-connected existing
PV/added PV/added WT/added BESS MG system, determined for the case with a 100% reliable
grid, seems to be highly robust against a wide range of grid unreliability values. Much of the
reason for this lies in the fact that solar resource tends to complement wind resource at the
site. However, the evidence from this study shows that in high wind, low solar regions it is
not cost-optimal to add PV capacity when the degree of grid unreliability passes certain limits.
This can mainly be attributed to the lower capacity factor of the PV plant.

3. With an IRR of about 55%, the initial investment required for the capacity expansion of the site’s
energy infrastructure to meet the projected energy consumption growth (driven primarily by
the decarbonisation of the transport), can be recouped in less than five years, while additionally
ensuring backup power supply to critical loads for two outages per year, each up to four days
in length. This, together with the capital affordability of the project, suggests that it can be
financed completely by the local community. Moreover, given the demonstrated evidence of the
cost-efficiency of such programmes, it is expected to be attractive to many third-party investors.

Although this paper has focused particularly on the capacity expansion planning of grid-tied
community MGs, the proposed framework of planning for resilience can be generalised to handle
various types of sustainable energy systems of different scales. Moreover, the area of application of the
proposed framework is not restricted to the expansion planning problems. It can be easily extended
for application to the general renewable energy system capacity planning problem of greenfield sites
having access to the national grid.

The study has a number of limitations, namely:

1. All the estimates were based on defining energy resilience in terms of sustained grid outages.
That is, the study has not accounted for the impact of extreme weather episodes on the operability
of the considered site’s renewable energy generation assets.

2. The proposed method does not account for the planned extended power outages related to grid
capacity additions or equipment maintenance and repair.

3. The study did not include any inputs from the site on the value the community places on the
unserved energy during non-grid-connected operations. It is not implausible that the average
annual loads that are deemed critical by end-consumers be different from the adjusted threshold
criterion for load partitioning in this study.

4. While the integration of unidirectional EV charging infrastructure is shown to be both technically
feasible and economically viable, no attempt is made in this study to investigate the role that
bidirectional charging (powered by V2G technology) can play in improving the profitability of
the project.

Future Work

To address the limitations outlined above, future work needs to develop a more detailed
resilient-oriented MG capacity expansion planning modelling framework that: (1) takes into account
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the local extreme weather impact on the MG’s own onsite renewable energy generation equipment
and expands the proposed resilience quantification method to include the hours of the autonomy of
the storage bank; (2) integrates scheduled outages into the resilience-oriented MG capacity planning
processes by combining them with those of the random unplanned outages to generate an integrated
outage time-series to be fed into the optimisation problem; (3) considers the true value of lost
load perceived by end-consumers that can be derived from specifically-developed surveys, whilst
additionally reflecting the seasonal differences in the elasticity of non-critical loads; and (4) harnesses
the potential of EV batteries in facilitating the integration of renewable energy sources, which may
provide the opportunity to reduce the total discounted system costs and improve the cost-efficiency of
planning for resilience, security, and autonomy of community energy systems.
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Nomenclature

Acronyms

BESS Battery energy storage system
DPP Discounted payback period
EV Electric vehicle
EVSE Electric vehicle supply equipment
HOMER Hybrid Optimization of Multiple Energy Resources
IRR Internal rate of return
LCOE Levelised cost of energy
MG Micro-grid
O&M Operation and maintenance
PV Photovoltaic
ROI Return on investment
TNPC Total net present cost
V2G Vehicle-to-grid
WT Wind turbine
Indices

i Index of year
Scalars

∆t Length of time-step t in hours
ηPV PV module’s efficiency
γ Wind shear exponent
dr Real discount rate
DOD Depth of discharge
E

B,min
, E

B,max
Minimum/maximum usable capacity of each battery module
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fPV PV module’s derating factor
GT,STC Solar irradiance at standard test conditions
hhub Hub height of the wind turbine
hre f Reference height of wind speed records
kp PV module’s temperature coefficient
NOCT Nominal operating cell temperature
PPV,r PV module’s rated power
PL Project lifetime
TSTC Cell temperature at standard test conditions
Parameters

Pt
L

Total load power demand on the micro-grid in time t

Pt
PV

Power output from the PV system in time t

Pt
WT

Power output from the wind turbine system in time t

πt
ex Wholesale electricity price in time t

FiT Feed-in-tariff
Tt

PV
PV module’s temperature in time t

Gt
T

Global horizontal irradiance in time t

Tt
a Ambient temperature in time t

Vt
hub

Hub-height wind speed in time t

Variables

costt
g Cost of power exchange with the main grid

CC(i), CCre f (i) Capital cost of the suggested micro-grid/reference system in year i

Et
B

Energy content of the battery bank in time t

NCI(i), NCIre f (i) Net cash inflow sequence of the proposed micro-grid/baseline case in year i

Pt
B

Charging/discharging power of the battery bank in time t

Pt
g Imported/exported power from/to the national grid in time t

Functions

PV Present value function
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Abstract: To solve the problem of the low utilization ratio of clean renewable energy in public
institutions, the basic information of energy utilization in public institutions was investigated.
The suitability of passive energy use in public institutions was studied. According to the basic
information and evaluation index of passive energy utilization in public institutions, the suitability
of different types of passive energy (solar and geothermal energy) was studied by combining the
resource conditions in different climate zones and the characteristics of energy utilization in typical
public institutions, and the suitability distribution map was formed. In terms of research methods,
the CRITIC (Criteria Importance Though Intercrieria Correlation) method based on the characteristics
of objective data, and the natural breakpoint method based on the structure of objective data, were
selected. Based on the climatic zoning of the buildings, this study conducted a suitability zoning.
Each climatic region of buildings was divided into three sub-regions, which were the passive energy
suitability regions of public institutions in the climatic region of the buildings. Finally, all of the regions
with the same suitability were partitioned in order to obtain the final results. The distribution map of
suitability for the different types of public institution buildings in the different regions is creatively
established, which provides the basis for the selection of passive energy technology application
schemes for public institution buildings in different regions, and provides macro guidance for energy
planners and scheme designers.

Keywords: public institution; passive energy; CRITIC method

1. Background

After more than ten years of development, with the gradual attention of the state to the energy
conservation work of public institutions, public institutions in various places have carried out many
explorations in their own energy management and have achieved certain results [1–7] The relevant
systems research and construction have been carried out throughout the country [8]. Some provinces
and cities have introduced local approaches and supporting policies. In Beijing, solar hot water systems
are mandatory in new homes. In Fujian, measures have been taken to strengthen the promotion,
application, and management of renewable energy in civil buildings. Guangdong has incorporated
green building management requirements into legislation. Some provinces and cities have carried out
energy consumption data statistics, energy audits, or publicity for some public institutions. At the same
time, however, there are also some problems that restrict the continuous promotion of the establishment
of energy-saving institutions, and have not yet played a role in social demonstration.

In 2017, China accounted for 23.2% of the global energy consumption and 33.6% of the global
energy consumption growth. China has led the world in energy growth for 17 consecutive years.
In 2017, China’s natural gas consumption increased by 15%, accounting for 32.6% of the net increase in
global natural gas consumption. Coal accounted for 60.4% of China’s energy mix in 2017, down from

51



Energies 2019, 12, 2446

the 73.6% of a decade earlier and the 62.0% of 2016 [9]. The five-year plan is an important part of China’s
national economic plan, as well as its long-term plan. It mainly anticipates major national construction
projects, the distribution of productive forces, and a significant proportion of the national economy,
and sets goals and directions for the long-term development of the national economy. The outline of
the 12th Five-Year Plan for the National Economic and Social Development of the People’s Republic of
China (2011–2015) is referred to as the 12th Five-Year Plan. The energy consumption structure of public
institutions in the 12th Five-Year Plan is as follows: electricity accounts for 45.37%, raw coal 30.86%,
and other 23.77%. Compared with 2010, the proportion of electricity increased by 11.07 percentage
points, while that of raw coal decreased by 17.16 percentage points. Compared with 2012, the per
capita energy consumption of the national public institutions decreased by 15.21% in 2017, and the
energy consumption per unit of building area decreased by 12.39%. The average energy consumption
decreased by 12.85% in 2016, and the energy consumption of construction area decreased by 10.17%.
Compared with 2008, the energy consumption per unit building area of public institutions decreased
by 22.9% in 2017, and the per capita energy consumption decreased by 29.4%.

However, as of the 12th Five-Year Plan, China’s total building energy consumption was 857 million
tons of standard coal, accounting for 20% of the country’s total energy consumption. The total energy
consumption of public institutions is 183 million tons of standard coal, accounting for 21.35% of the
total energy consumption of buildings in China, and 4.26% of the total energy consumption of the
whole society. The per capita comprehensive energy consumption is 370.73 kg of standard coal per
person, and the energy consumption per unit building area is 20.55 kg of standard coal per square
meter. The energy consumption per unit area of urban residential buildings is 12.90 kg of standard
coal per square meter, and that of the rural residential buildings is 7.82 kg of standard coal per square
meter. The energy consumption per unit floor area of public institutions is 1.60 times that of urban
residential buildings, and 2.63 times that of rural residential buildings [10].

Donglin Zhang, of Chongqing University, points out that the government’s focus on energy
efficiency in office buildings is to reduce the use of electricity and increase the use of renewable
energy [11]. The energy intensity of office buildings of state organs in China is high, which is an
abnormal situation. Meanwhile, with the development of residential buildings to high-rise and
super-high-rise buildings in recent years, the energy consumption of power facilities has increased
significantly, while the utilization rate of solar energy has decreased significantly, leading to the increase
of energy intensity of such buildings [12]. Moreover, the utilization rate of clean renewable energy in
universities and hospitals is low [13].

To sum up, public institutions are not only an important subject of energy consumption, but also
an important field of energy conservation. This study explores and studies the current status, existing
problems, and causes of passive energy applications, and promotes the use of passive energy sources
in public institutions in China. In view of the current low utilization rate of clean renewable energy in
public institutions, the basic information and research about the energy utilization of public institutions
was carried out in order to study the suitability of passive energy utilization in public institutions,
and to creatively establish the buildings suitable for different regions and different types of public
institutions. The suitability map provides the basis for the selection of passive energy technology
application schemes for public buildings in situations in different regions, providing macro guidance
for energy planning and solution designers.

2. Content

Passive energy: For buildings, renewable energy that can be used in large quantities is a passive
energy source. Renewable energy is inexhaustible, but not all renewable energy can be used for
buildings. So, renewable energy includes passive energy, and solar energy, geothermal energy, and
wind energy are all passive energy sources. The passive energy sources in the study are solar energy
and geothermal energy. Active energy: For buildings, non-renewable energy, secondary energy, and
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renewable energy that cannot be used in large quantities are active energy sources, such as natural gas
(non-renewable energy) and electric energy (secondary energy).

China is located in the eastern part of Eurasia in the Northern Hemisphere, mainly in the temperate
zone and subtropical zone, with relatively abundant solar energy resources. According to the long-term
observation data accumulated by more than 700 meteorological stations nationwide, the annual total
solar radiation in China is roughly between 3.35 × 103 MJ/m2 and 8.40 × 103 MJ/m2, with an average
value of about 5.86 × 103 MJ/m2. China is rich in geothermal resources [14]. More than 2700 geothermal
outcrops have been discovered. Most provinces (districts) in China have different geothermal outcrops,
and there are many hotspots in Yunnan—345 places in Tibet, 342 places in Tibet, 320 places in Hebei,
295 places in Sichuan, and 229 in Guangdong, and so on. Most of the geothermal resources in China
are in the low temperatures and have hot water, and there are only 600 hot spots above 80 ◦C. From the
perspective of geothermal distribution in China, there is a trend of increasing geothermal quantity and
increasing water temperature from the central to the eastern continental margin and the southwest.
According to the survey and evaluation results of the China Geological Survey of the Ministry of Land
and Resources, the amount of shallow geothermal energy resources in the cities above the prefecture
level is equivalent to 95 × 108 t of standard coal, and the annual recoverable resources are equivalent
to 7 × 108 t of standard coal. China has many types of geothermal resources, a wide distribution, large
reserves, and great potential for development and utilization.

In view of the lack of basic data for passive energy applications in public institutions and
the underutilization of passive energy sources, the scope and objectives of the research are first
determined. The utilization of solar energy in public institutions mainly includes photothermal
conversion, photovoltaic power generation, and solar lighting, and the utilization of geothermal energy
in public institutions mainly includes underground water source heat pumps and soil source heat
pumps. The main types of public institutions are government agencies (mainly office buildings) and
educational buildings (for teaching in universities). In the three aspects of building and health-related
buildings (mainly in outpatient and inpatient buildings), passive energy mainly considers solar energy
and shallow geothermal energy. The utilization of solar energy is photothermal conversion, and the
utilization of geothermal energy is shallow geothermal energy.

Public institutions were referred to as “government agencies” in early comprehensive policy
documents. Among the ten key energy-saving projects in the “11th Five-Year Plan”, the “Government
Institutions Energy Conservation Project” defines government agencies as government agencies,
institutions, and social organizations at all levels, including the military, armed police, education,
public services, and so on. Government agencies include party organs, people’s organs, administrative
organs, Chinese People’s Political Consultative Conference organs, judicial organs, procuratorial
organs, and other public institutions, such as those directly under the state organs, and receiving all or
part of financial funds for education, science and technology, culture, health, sports, and other related
public welfare industries. Business unit organizations include social groups and related organizations
such as workers, youth, and women who use financial funds in whole or in part. In the Regulations
on Energy Conservation of Public Institutions promulgated in October 2008, public institutions are
defined as state organs, institutions, and organizations that use financial funds in total or in part [15].

2.1. Government Buildings

Government buildings are public buildings constructed by central or local governments at all
levels through financial allocation or administrative financing, and they are exclusively used by
government departments at all levels. Government office buildings are mainly used for public
management affairs and public services. The social functions they carry are necessary for social
and economic development. The distribution of building energy consumption aims to meet the
reasonable-use functions of buildings [11]. (1) Functional features of government office buildings:
(a) Office space, including the leadership office and the general staff office. (b) Public service rooms,
including conference rooms, reception rooms, printing rooms, archives, information centers, mailrooms,
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guard rooms, toilets, and so on. (c) Equipment room, including refrigeration machine room, variable
pressure pump room, elevator machine room, power distribution room, and so on. (d) Auxiliary rooms,
including canteens, fire rooms, garages, and so on. (2) Government building features: Government
buildings are mostly multi-story buildings with sloping roofs or high-rise buildings with flat roofs.
Limited by decoration and energy-saving standards, few government office buildings are equipped
with glass curtain walls. The exterior is solemn and there is no balcony [16].

The factors affecting the energy consumption of government office buildings are as follows:
(1) Construction scale. Buildings larger than 20,000 m2 are classified as large government buildings,
otherwise, they are classified as non-large government buildings. According to the survey and analysis,
in non-large government office buildings, the energy consumption generally decreases with the
increase in the building scale, but it shows a smooth trend in a certain interval. In general, the energy
consumption per unit area of large government office buildings is much lower than that of non-large
government office buildings, as shown in Figures 1 and 2.
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Figure 1. Relationship between the scale and energy consumption of non-large government
office buildings.
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Figure 2. Energy consumption map of different building areas of government office buildings.

(2) Air conditioning form. The survey found that the energy consumption of government office
buildings is easily affected by personnel behavior and load rate [17]. Therefore, although the central
air conditioning system is superior to the non-central air conditioner in the performance of a single
unit, the application process is not for a central air conditioning system to save energy and the central
air conditioning system [11], as shown in Figure 3.
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Figure 3. Energy consumption per unit area of different air conditioning forms in government
office buildings.
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2.2. University Building

A university building is not a building, but a building group that contains many types of buildings.
The functions of various buildings are not identical. The main types of college buildings are as
follows: (a) Laboratory building. Most of the equipment used in the experimental building is mostly
used during the day, and its energy consumption is closely related to various professions. Therefore,
the energy consumption of the experimental building is significantly related to the type of colleges
and universities. (b) Administrative building. The administrative building is mainly an office space.
The density of the energy consumption is related to the working hours. The energy consumption is
related to its scale. The site has high requirements for environmental comfort. The air conditioning
energy consumption is large in summer, and the energy consumption of indoor office equipment is
relatively fixed. The frequency of use of power equipment, such as elevators, is high during commuting
hours. (c) Teaching building. The teaching building is a place for students to study and attend classes.
As a result of the concentration of personnel, the main energy-consuming equipment in winter is certain
lighting fixtures and multimedia. In summer, the air-conditioning energy consumption is too large,
and the utilization rate of night classrooms affects the total energy consumption of such buildings.

From what has been discussed above, the sum of the energy consumption of different functional
buildings in colleges and universities constitutes the total energy consumption of campus buildings.
The energy consumption of public buildings in colleges and universities is related to many factors, such
as the climate zone in which universities are located, as well as the types of colleges and universities.
However, each university building group includes seven categories, namely: laboratory buildings,
administrative buildings, teaching buildings, gymnasiums, libraries, dormitories, and restaurants.
Common public buildings (because dormitories and canteens are gradually contracted by enterprises,
so they are not in the scope of public institutions): the energy consumption of these buildings accounts
for a large proportion of the total energy consumption of the campus [18], and the research is mainly
based on teaching buildings.

2.3. Hospital Building

The outpatient department is the first place to contact the patient. The patient and family members
must come to the hospital first to register in the clinic, and then will distribute to the various parts
of the hospital. Therefore, the outpatient building is the place with the highest population density.
Hospital composition: According to the functional department, it can be divided into various outpatient
departments, public departments, and medical technology departments. The outpatient department
includes the departments of internal medicine, surgery, pediatrics, office, treatment room, and so on.
The public department includes the registration office, the toll collection office, the checkout office,
and the medicine taking office, and the medical technology department includes the laboratory and
the X-ray inspection room. Characteristics: (1) The flow density is large, and the stagnation time is
extremely long. (2) The service target is a special group, so the air environment quality in the ward
is very high. (3) The air conditioning system is a seasonal air conditioning system. (4) There is a
certain pressure difference between the inside of the clinic and the corridor, so as to maintain the
positive pressure in the room [19]. (5) Seasonal characteristics: The survey found that the seasonal
characteristics of hospital energy consumption are significant. The hospital’s electricity consumption
is different in different months. Electricity peaks occur in July–September, while other seasons use
less electricity, as shown in Figure 4. (6) Regional characteristics: Because the number of hospitals
and climate characteristics are different in different regions, the energy consumption varies greatly,
as shown in Figure 5 [20].
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Figure 4. Monthly power consumption-change chart of a large hospital.
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Figure 5. Comparison of the average energy consumption and average energy consumption of the
average unit building area in each city.

3. Methods

Currently, the main method of suitability research is an indicator using the weight method, and
currently, the method of determining the weight can be divided into the subjective weight method,
the objective weight method, and the main objective weight method. The subjective weighting method
is a kind of method in which researchers assign weights to each index according to their subjective
value judgment. This kind of method is divided into the expert evaluation method, analytic hierarchy
process, and so on. The weight of each index depends on the knowledge structure and personal
preference of each expert. Although this is a good reflection of the subjective will, it lacks scientific
stability. Considering its obvious defects, it is generally only applicable to the evaluation of data
collection difficulties and information that cannot be accurately quantified. The objective weighting
method is used to determine the weight according to the relationship between the original data, using
a certain mathematical method. The judgment result does not depend on the subjective judgment
of the person and has a strong mathematical theoretical basis [21]. Combination weighting method:
Combining the results of subjective and objective weighting methods.

3.1. Method Selection

In the empowerment of the indicator system, the existing method of empowerment is both
subjective and objective. Because this research is relatively pioneering, there are few domestic related
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researches. Therefore, the subjective empowerment method seems very weak. At this stage, the most
widely used method of objective weighting is the entropy method [21–23].

Entropy was originally a thermodynamic concept. It was introduced by Claude Elwood Shannon
to information theory, and it has been widely used in engineering, social, and economic fields [24–26].
In general, if the entropy of an index is smaller, the greater the degree of variation in the value of
the target, the greater the amount of information, and the greater the role of the overall evaluation,
the greater the amount of weight it has in the overall evaluation. On the contrary, the greater the
entropy (Ej) of certain indicators shows the smaller the degree of variation of its index value, the smaller
the amount of information provided, the smaller the comprehensive evaluation of the role, and its
weight should be smaller. The information entropy calculation formula of the indicator j is as follows:

E j = −(ln m)−1
m
∑

j=1

pi j · ln pi j (1)

where, m is the number of objects to be evaluated, and pi j =
di j

m
∑

j=1
di j

if pi j = 0, we define the following:

lim
pi j→0

pi j · ln pi j = 0 (2)

Scope of application: (1) can be used to determine the weight of the indicators in any evaluation
question, and (2) can be used to eliminate the indicators that contribute little to the evaluation results
in the indicator system [22]. Advantages: Objectivity, relative to those subjective valuation methods,
the accuracy is higher and the objectivity is stronger, which can better explain the results obtained.
Adaptability can be used for any process that needs to determine the weight, and can also be used
in combination with some methods. Disadvantages: only the influence of the index variation on
the weight is considered, and the conflict between the indexes is not considered [23]. To sum up,
in order to make up for the shortcomings of the entropy method, we have chosen the CRITIC (Criteria
Importance Though Intercrieria Correlation) method as the method of empowerment in this study.
Its basic idea is to determine the objective weight of the indicators based on two basic concepts.
First, the contrast intensity, which represents the value difference between the different evaluation
schemes of the same index, is expressed in the form of standard deviation, that is, the standard
deviation difference indicates the value difference between the different schemes within the same index.
The larger the standard deviation is, the greater the value difference between different schemes will
be. The second is the conflict between the evaluation indicators. The conflict between the indicators
is based on the correlation between indicators. For example, there is a strong positive correlation
between two indicators, indicating that the conflict between two indicators is low. The first j indicators

and other indicators of the conflicting quantitative indicators are for
n
∑

i=1
(1− rt j), rtj is the correlation

coefficient between evaluation index t and evaluation index j, and σj is the standard deviation of the
index j. The determination of the objective weight of each index is a comprehensive measure of the
comparative strength and conflict. If n is the number of evaluation indicators, let Cj denote the amount
of information contained in the indicator j, then Cj can be expressed as follows:

C j = σ j

n
∑

i=1

(1− rt j) (3)
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where, σj is the standard deviation of the jth index. The larger the Cj is, the more information the
indicator j contains, and the greater the relative importance of the index is, so the objective weight Wj

of indicator j should be as follows [27]:

W j =
C j

n
∑

j=1
C j

(4)

3.2. Selection of Indicators

The evaluation index of passive energy utilization of public institutions is determined. When the
selection of the index is taken into consideration, it considers both the supply side and the demand side
and covers the characteristics of public institutions and the characteristics of energy [28]. According to
the basic information and evaluation indexes of the passive energy utilization of public institutions,
combined with the resource conditions in different climate zones and the characteristics of the energy
use of typical public institutions, the research on the suitability of different types of passive energy is
conducted so as to form the suitability distribution map.

Considering the characteristics of public institutions and passive energy, from the perspective of
the supply-side, the energy distribution in various regions is extremely important. The amount of
energy in a region can reflect how much energy the region can provide to public institutions, which
plays a major role in the suitability research index system. From a macro point of view, the application
of technology is not considered. Therefore, technical indicators related to passive energy, such as
average sunshine duration and hydrogeological factors, are not considered in this study. In addition,
economic factors should also be considered. This study selects regional fixed asset investment. Because
public institutions are funded by the government to complete construction projects, the selection
of fixed asset investment can reflect the size of the government’s investment in the construction of
the area.

From the demand-side perspective, it is necessary to understand the building’s energy use
characteristics. From the perspective of the nature of building energy consumption characteristics, it
can be seen from the existing building climate zoning map that the energy consumption characteristics
of all kinds of buildings are the same in each partition. Therefore, in the research on the passive energy
suitability of public institutions, this research is carried out based on the climate zoning map. From the
perspective of building energy consumption characteristics, the energy consumption index of public
institutions is basically the same, so the number of public institutions can be used to reflect the size of
the energy consumption.

The mathematical explanation for this is as follows: assume that the five climate zones are I1, I2, I3,
I4, and I5. According to the characteristics of the climate zone, the energy consumption characteristics
of the buildings in each climate zone are the same. The suitability of renewable energy in buildings is
influenced by factors such as building energy consumption. The main component of building energy
consumption is the building load. Estimating the building load of the entire city can be calculated by
the area thermal index method. Assume that the number of cities studied in the I1 climate zone is m.
As the cities are all in the I1 climate zone, the area heat index (a1 = a2 = . . . = am) is the same, and the
total area of the public institutions in the kth city is Sk. Therefore, the total load of all of the public
institutions in the kth city is Fk = ak × Sk. In the later data processing, the most normalized method will

be used, and the normalized data will be Fk*, F∗
k
=

F∗
kmax−Fk

F∗
kmax−F∗

kmin
=

akSkmax−akSk
akSkmax−akSkmin

=
Skmax−Sk

Skmax−Skmin
. Assuming

that the number of public institutions is n and the S
n = α of each province is the same, then Sk

nk
= α

is the same. So, F∗
k
=

Skmax−Sk
Skmax−Skmin

=
αnkmax−αnk
αnkmax−αnkmin

=
nkmax−nk

nkmax−nkmin
. Thus, the main factor that ultimately

affects energy consumption is the number of buildings.
In summary, this study conducted a suitability study on the basis of building a climate zoning

map. The selected indexes were the average growth rate of the fixed asset investment, passive
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energy distribution in various regions, the number of public institutions, and energy consumption per
unit area.

4. Research Process

In this study, the objective weighting method was used as the weighting method of the evaluation
system, and the natural breakpoint method was used as the partitioning and data visualization method.
Both of them are based on the characteristics of the data, excluding subjective factors to get the results,
and they follow the scientific principle–the principle of objectivity, and the principle of feasibility by
considering the characteristics of public institutions of passive energy suitability, in order to select
the evaluation index. Then, the dirty data are removed by data features, and then the data are
normalized. Secondly, the weight of the indicators is given, and the final score is obtained again.
Finally, the natural breakpoint method was used to divide the country into 10 suitable areas (data
visualization). In order to avoid subjective factors, CRITIC has made up the subjective disadvantages
of the subjective empowerment law. This method has a strong objectivity and can indicate the degree
of correlation (independence) between the indicators. At the same time, the natural breakpoint method
is a statistical method for classification according to the objective data structure [29].

In the research on the passive energy suitability of public institutions, it is necessary to construct
a corresponding evaluation system, which is generally required in order to give weight and score,
and to find out the demarcation points for partitioning. Empowerment becomes the most important
step. However, at the same time of empowerment, because of the great difference in the degree of
data fluctuations, it is necessary to filter and eliminate the data, and then to conduct standardized
processing. Therefore, the idea of this study is to screen and eliminate the data first, then carry out
standardized processing, and finally carry out empowerment. In normalization, MMN (Min-max
normalization) is a linear transformation of the original data, so that the resulting value maps are
between (0–1) or some self-defined interval. The transformation function is as follows:

X∗ =
X −Xmin

Xmax −Xmin
(5)

X∗ =
Xmax −X

Xmax −Xmin
(6)

If the larger play a superior role in the index evaluation system, Equation (5) is used, otherwise
Equation (6). Where, Xmax is the maximum value of the sample data and Xmin is the minimum value
of the sample data. The disadvantage of this method is that when there are individual dirty data, such
as an attribute value that is too large or too small, it may lead to changes in Xmax and Xmin, which in
turn affects the processing of the entire data. At this time, only the greatest value normalization can be
redefined. The extreme value has the exclusion of dirty data [22].

In mathematics, the difference of two orders of magnitude can be regarded as the infinity of the
higher order ratio and the infinitesimal of the lower order ratio. Therefore, it is necessary to consider
the fluctuation degree of data when selecting indicators, and to try to select the one with the fluctuation
degree within two orders of magnitude. If it is not within two orders of magnitude, data filtering and
elimination are required. It can be observed that in an indicator, the interval within two orders of
magnitude is taken to cover most data, and the interval is (ai, bi), where, bi/ai < 100. Let pi be the
data of the indicator. If pi > bi, the value takes 1 after normalization. If pi > ai, the value takes 0 after
normalization. The calculation is shown in Tables 1–3.
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Table 1. Some provinces’ and cities’ geothermal energy data processing.

Province
Geothermal Energy

[MJ/(◦C ×m2)]
Standardization

(Unchecked Dirty Data)
Standardization

(Checked Dirty Data)

Fujian 157.73 0.01 0.19
Gansu 160.09 0.01 0.19

Guangxi 506.46 0.02 0.88
Hainan 565.13 0.03 1.00
Jiangsu 413.38 0.02 0.70
Qinghai 63.62 0.00 0.00
Sichuan 454.55 0.02 0.78
Tianjin 496.89 0.02 0.86

Xinjiang 18764.20 1.00 1.00
Zhejiang 532.76 0.03 0.94

Note: The formula for the standardization of this indicator is Equation (5) [30]. Of a total of 31 sets of data, we
selected 10 sets of data.

Table 2. The original data of each indicator of some provinces.

Province
Average Growth Rate of
Fixed Asset Investment

Number of Public
Institutions

Solar Energy Multi-Year
Average (0.01 MJ/m2)

Fujian 0.10 117,063 1.47
Gansu −0.20 69,259 1.46

Guangxi −0.40 86,813 1.68
Hainan 0.03 26,451 1.66
Jiangsu 0.11 127,608 1.38
Qinghai 0.14 41,668 1.61
Sichuan 0.16 103,631 1.03
Tianjin 0.19 15,678 1.57

Xinjiang −0.02 54,331 1.64
Zhejiang 0.11 44,668 1.22

Table 3. The normalization of various indicators in some provinces and cities.

Province
Average Growth Rate of
Fixed Asset Investment

Number of Public
Institutions

Geothermal
Energy

Solar Energy

Fujian 0.85 0.09 0.19 0.68
Gansu 0.34 0.52 0.19 0.66

Guangxi 0.00 0.36 0.88 1.00
Hainan 0.72 0.9 1.00 0.97
Jiangsu 0.86 0 0.70 0.54
Qinghai 0.91 0.77 0.00 0.89
Sichuan 0.95 0.21 0.78 0.00
Tianjin 1.00 1 0.86 0.83

Xinjiang 0.64 0.65 1.00 0.95
Zhejiang 0.85 0.74 0.94 0.30

Note: As the quantity of public organizations are reflected by the energy consumption, and the lower the quantity
of energy consumption, the formula for standardization selection is Equation (6).

As the number of public institutions can objectively reflect the local energy consumption,
the amount of energy can objectively reflect the local passive energy supply. Therefore, the weight of
these two indicators is large, as shown in Figure 6.
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Figure 6. Weight diagram of passive energy for public institutions.

The final score for each region is as follows:

F = W ·X∗ (7)

The calculation results are as shown in Figure 7.
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Figure 7. Public institution passive energy score map.

Finally, the data are partitioned and visualized in the form of a graph. The method used is the
natural breakpoint method in ArcGIS. The natural breakpoint method is a statistical method that
classifies according to the statistical distribution law, which can maximize the difference between classes.
There are some natural turning points and feature points in any statistical series. With these points,
the research objects can be divided into similar groups. Therefore, the crack itself is a good boundary
for grading. Generating statistical data into frequency histograms, slope curves, and accumulated
frequency histograms all help to find natural cracks in the data. This can be understood as follows:

1. The smallest difference within the class, the largest difference between classes
2. A map grading algorithm that considers that the data itself has a breakpoint and can be graded

using the characteristics of the data.
3. The algorithm principle is a small cluster. The clustering end condition is that the variance

between groups is the largest and the variance within the group is the smallest.

A suitability map was formed according to the above method.
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5. Research Results and Analysis

The passive energy suitability of public institutions is based on the characteristics of public
institutions to conduct zoning research. Therefore, it is necessary to classify public institutions with the
same architectural characteristics into a class of suitability research. Therefore, on the basis of building
climate zoning, suitability zoning was carried out. Each building climate region was divided into three
sub-regions (suitability region, general suitability region, and unsuitable region), which serve as the
passive energy suitability region of public institutions in the building climate region. Then, the suitable
areas, general suitable areas, and unsuitable areas of different climate zones were classified into passive
energy suitability divisions of national public institutions, and then the appropriate areas, general
suitable areas, and unsuitable areas of the country were divided into 10 different areas. The Figures 8–11
show the following: (1) the suitability map of passive energy use in public institutions was roughly
the same as the trend of the energy distribution maps, that is to say, places with more passive energy
sources are more suitable for public institutions. (2) The suitability map was based on the architectural
climate map as a base map, so it contains the energy consumption characteristics of the building. From
the details, the trend of the suitability map of passive energy use in public institutions was not exactly
the same as the trend of energy distribution maps. (3) The development of buildings to the upper
levels has led to a significant decline in the utilization of solar energy in government office buildings,
but the solar energy in Yunnan is abundant, so government office buildings are more suitable for solar
energy [12]. This conclusion is consistent with the distribution map I have drawn. (4) Taking Beijing
as an example, Guanghui Xu evaluated the geothermal energy in Beijing, and listed a large number
of engineering cases to prove the suitability of ground source heat pumps in public institutions in
Beijing [31]. This conclusion is consistent with the distribution map I have drawn. The distribution
map is shown in the Figures 8–11. The higher the level of appropriateness, the more appropriate, that
is to say, the darker the color, the more appropriate.

–

–

 

Figure 8. Distribution map of the geothermal energy (left) and solar energy (right) of the
public institutions.

–

–

Figure 9. Distribution map of the geothermal energy (left) and solar energy (right) of schools.
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People’s

Figure 10. Distribution map of the geothermal energy (left) and solar energy (right) of
government buildings.

–
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People’s

Figure 11. Distribution map of the geothermal energy (left) and solar energy (right) of hospitals.

Author Contributions: Conceptualization, S.Y. and H.L.; formal analysis, H.L.; funding acquisition, S.Y.;
investigation, H.L., L.B., and F.H.; methodology, H.L.; project administration, S.Y.; resources, L.B.; writing (original
draft), H.L.; writing (review and editing), H.L.

Funding: This research was funded by the National Key R&D Program of China, grant number 2017YFC0702601;
the Shenyang Young and Middle-Aged Science and Technology Innovation Talents Program, grant number
RC170313; and the Liaoning Provincial Natural Foundation, grant number 20170540761.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Xu, Q. Research Status and Thinking of Energy Consumption Quota for Public Buildings. Build. Technol.

2010, 8, 35–37.
2. Xue, S.; Li, Y.; Ma, Y.; Yu, Y. Research on energy consumption quotas in universities in Hubei Province.

Build. Sci. 2013, 29, 93–97.
3. Zhang, W. Energy-saving design and operation strategy of air-conditioning cold and heat source in Shanghai

Fengxian Central Hospital. HVAC 2013, 43, 52–54.
4. Tang, P.; Ling, S.; Yang, Y.; Cui, Q.; Gong, Y. Measurement and Analysis of Buried Tube Heat Exchangers in

Nanjing Area. Sol. Energy 2017, 38, 378–385.
5. Li, J.; Du, S.; Lai, Z. Application Test Analysis of Soil Source Heat Pump Air Conditioning System in Guiyang

Area. Sichuan Build. Sci. Res. 2015, 41, 204–207.
6. Sun, W.; Zhou, N.; Huang, J.; Cai, W.; Wang, Y. Analysis of the variation characteristics of the geothermal

field in the heat transfer zone of the ground source heat pump system. Acta Energ. Sin. 2017, 38, 2804–2810.
7. Hu, W.; Yan, D.; Liu, W. Study on the Guide to Energy Consumption Limits of Wuhan Civil Buildings.

Build. Sci. 2015, 31, 42–47.
8. Lai, M. GB/T5116-2016, Energy Consumption Standard for Civil Buildings; Ministry of Housing and Urban-Rural

Development of the People’s Republic of China, China Building Industry Press: Beijing, China, 2016.
9. 2018 BP World Energy Statistical Yearbook. Available online: http://www.bp.com/en_US/china/ (accessed on

23 May 2019).
10. Hou, E. Release of the annual development research report on building energy conservation in China 2018.

Build. Energy Conserv. 2008, 46, 133.

63



Energies 2019, 12, 2446

11. Zhang, D.; Ding, Y.; Xie, L.; Kuang, Y. Investigation and analysis of energy consumption in government
office buildings in chongqing. Civ. Eng. 2012, 34, 271–274.

12. Liu, Y.; Wu, D.; Li, H.; Lin, J.; Tang, L.; Cui, Y. Preliminary Analysis of Energy Consumption Statistics of Civil
Buildings in Yunnan Province. HVAC 2016, 46, 6–11.

13. Long, W. Reflections on Building Energy Efficiency 2.0. HVAC 2016, 46, 1–12.
14. Yuan, X.; Gu, X.; Wang, J. Research Progress in Solar Energy Resource Assessment in China. J. Guizhou

Meteorol. 2011, 35, 1–4.
15. Regulations on Energy Conservation in Public Institutions. Order of the State Council of the People’s Republic

of China. Available online: http://www.nea.gov.cn/2017-11/03/c_136725251.htm (accessed on 1 March 2019).
16. Chen, Y.; Wang, J.; Lin, W.; Fei, R.; Zhao, D. Study on the Suitability of Renewable Energy in Office Buildings

in Zhejiang Province. Zhejiang Archit. 2016, 33, 50–54.
17. Libz, D. Part load operation coefficient of air-conditioning system of public building. Energy Build. 2010, 42,

1902–1907.
18. Liu, M. Research on Energy Consumption Prediction Model and Energy Conservation Management System

of Public Buildings in Universities in Xi’an. Master’s Thesis, Xi’an University of Architecture and Technology,
Xi’an, China, 2017.

19. Guo, C. Research on Energy Saving Potential and Energy Saving Measures for Hospital Buildings. Master’s
Thesis, Hebei University of Engineering, Handan, China, 2018.

20. Lu, W.; Chang, Y.-X. Study on the Energy Consumption Survey of Hospitals in Zhejiang Province and Its
Influencing Factors. Build. Sci. 2010, 26, 48–51, 107.

21. Baake, P.; Boom, A. Vertical Product Differentiation, Network Externalities, and Compatibility Decisions.
Int. J. Ind. Organ. 2001, 19, 267–284. [CrossRef]

22. Zhang, S.; Zhang, M.; Chi, G. Science and Technology Evaluation Model and Empirical Study Based on
Entropy Weight Method. Chin. J. Manag. 2010, 7, 34–42.

23. Wang, K.; Song, H. A Comparative Analysis of Three Objective Weighting Methods. J. Technol. Econ. Manag.

2003, 6, 48–49.
24. Wu, L.; Tan, Q.; Zhang, Y. Network connectivity entropy and its application on network connectivity

reliability. Physics A 2013, 392, 5536–5541. [CrossRef]
25. Zou, Z.; Yun, Y.; Sun, J. Entropy method for determination of weight of evaluating indicators in fuzzy

synthetic evaluation for water quality assessment. J. Environ. Sci. 2006, 18, 1020–1023. [CrossRef]
26. Liu, L.; Zhou, J.; An, X.; Zhang, Y.; Yang, L. Using fuzzy theory and information entropy for water quality

assessment in Three Gorges region, China. Expert Syst. Appl. 2010, 37, 2517–2521. [CrossRef]
27. Diakoulaki, D.; Mavrolas, G.; Papayannakis, L. Determining objective weights in multiple criteria problems:

The critic method. Comput. Oper. Res 1995, 22, 763–770. [CrossRef]
28. Long, W. Demand Side Energy Planning Adapts to Supply Side Structure Reform-Written in Front of “Urban

Demand Side Energy Planning and Energy Microgrid Technology”. HVAC 2016, 46, 135–138.
29. Wang, C. Evaluation of the Main Stream Resources in the Middle and Lower Reaches of the Yangtze River.

Ph.D. Thesis, Graduate School of the Chinese Academy of Sciences (Nanjing Institute of Geography and
Limnology), Nanjing, China, 2000.

30. Wang, G.; Zhang, W.; Liang, J.; Pei, W.; Liu, Z.; Wang, Y. Evaluation of geothermal resource potential in
China. Chin. J. Earth 2017, 38, 449–450, 451–459, 584.

31. Xu, G. Demonstration Research on Shallow Geothermal Energy Resources Evaluation in Beijing. Ph.D.
Thesis, China University of Geosciences (Beijing), Beijing, China, 2007.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

64



energies

Article

Optimal Municipal Energy System Design and
Operation Using Cumulative Exergy
Consumption Minimisation

Lukas Kriechbaum * and Thomas Kienberger
Chair of Energy Network Technology, Montanuniversitaet Leoben, Franz-Josef Straße 18,
A-8700 Leoben, Austria; thomas.kienberger@unileoben.ac.at
* Correspondence: lukas.kriechbaum@unileoben.ac.at; Tel.: +43-3842-402-5408

Received: 25 November 2019; Accepted: 26 December 2019; Published: 1 January 2020
����������
�������

Abstract: In developed countries like Austria the renewable energy potential might outpace
the demand. This requires primary energy efficiency measures as well as an energy system
design that enables the integration of variable renewable energy sources. Municipal energy
systems, which supply customers with heat and electricity, will play an important role in this
task. The cumulative exergy consumption methodology considers resource consumption from the
raw material to the final product. It includes the exergetic expenses for imported energy as well
as for building the energy infrastructure. In this paper, we determine the exergy optimal energy
system design of an exemplary municipal energy system by using cumulative exergy consumption
minimisation. The results of a case study show that well a linked electricity and heat system using
heat pumps, combined heat power plants and battery and thermal storages is necessary. This enables
an efficient supply and also provides the necessary flexibilities for integrating variable renewable
energy sources.

Keywords: energy systems optimisation; exergy analysis; cumulative-exergy consumption
minimisation; multi-energy systems; energy-system design; municipal energy systems

1. Introduction

Recent studies for Austria showed that the available potential for renewable energy sources (RES)
is smaller than the current demand [1,2]. To reach the goal of a fully climate neutral society, imports of
RES from other countries or local efficiency measures are necessary. In this context, exergy is a useful
concept for identifying efficiency potentials. Although energy is subject to the law of conservation and
can never be created or destroyed, exergy is the maximum useful work that can be extracted from a
form of energy. It is consumed when brought to equilibrium with its surroundings, therefore it is a
potential which describes the ability to cause change. It is the motive force that determines the flow of
energy and it constantly deteriorates on its way through the energy system [3]. In the literature, there
exist a variety of tools and methods [4,5] to identify and reduce exergy destruction and exergy losses.
Their main aim is to increase resource efficiency.

The various forms of energy have different exergy contents, e.g., electricity is pure exergy, whereas
low temperature heat has a very low exergy content. Most of today’s used (fossil) energy carriers have
a high exergy content. Data for 2016 shows that 50.7 % of the final energy consumption in Austria is
used for heat applications [6]. 66.1 % of the heat is used for low temperature applications like domestic
heating, hot water or air conditioning. The rest is used for steam or in furnaces in high temperature
industrial applications. In a number of energy strategies of highly developed countries, the focus is
on decarbonising the electric power generation [7], even though in the OECD member countries only
22.2 % of the final energy consumption is electricity [8].
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A comprehensive decarbonisation of the energy system requires efficiency measures and a
replacement of fossil fuels by renewable electricity [9]. In multi-energy systems (MES) several sectors
(e.g., electricity, heat and transport) and energy carriers (e.g., electricity, natural gas, biomass) are
considered in an integrated approach [10]. The coupling of energy sectors and their infrastructures
using suitable technologies (e.g., heat pumps, CHPs, etc.) enables the utilisation of synergies,
and provides the necessary flexibility for integrating variable RES. MES can also relieve the strain on
the energy transmission and distribution infrastructure [11,12].

Today’s typical way of energy system optimisation often focus solely on the electricity system,
mainly aiming at an optimum dispatch of power plants and storages. The well-developed electricity
grid makes electricity an easy to transport good and establishes operational competition between the
individual electricity producers. The present approach delivers optimum operational strategies for the
whole system, but does not investigate its optimum design. For heat the situation is different, as heat
supply is a local issue and individual buildings or small heat grids are usually supplied by one or few
plants. The main decision regarding energy and exergy consumption of heat supply is made during
the system design process, and the technology selection. Therefore the main two research questions
which occur when designing an exergy efficient MES, where heat and electricity sectors are linked:

• What is the optimum system design? How can it provide the necessary flexibility options for the
integration variable RES?

• How can this system be efficiently operated to always meet the demand?

This calls for a model which combines planning and operational aspects [13]. The cumulative
exergy demand (CExC) methodology [14] includes both the above outlined points. Next to the exergy
consumed during operation it also considers the exergy consumed to create the energy system’s
infrastructure.

In this paper, we present the application of the CExC-minimisation on municipal energy systems.
First we present the current research and the relevant literature on exergy analysis and energy system
optimisation in Section 2. This is followed by an introduction into the concept of exergy, the CExC
methodology and the optimisation approach in Section 3. Section 4 presents the results from applying
the methodology on a municipal energy system. We close this paper with a comprehensive discussion
of the results in Section 5.

2. State of Research

The term exergy was first mentioned by Rant in 1953 when he described the “technical working
capacity” [15]. Today, the concept of exergy is used in different kind of fields in environmental science
and technology. In this section, the basics of exergy are first presented and then a literature overview
of the current tools and methods of exergy analysis is given.

2.1. Fundamentals: Exergy, Exergy Destruction and Exergy Losses

The first law of thermodynamics describes the energy conservation. The second law indicates
the irreversibility of natural processes. This means that in any real process, exergy is consumed and
entropy is created. The second law also provides information regarding the convertibility of energy
forms and the direction in which a process proceeds. For example, electricity or mechanical work
theoretically can be fully converted into any other form of energy, whereas for instance for heat the
convertibility depends on the temperature difference. In general, energy E consists of a useful part
exergy B and the useless part anergy A.

E = B + A (1)

Exergy is the useful work that can be theoretically extracted from a form of energy when it is
brought to equilibrium with its ambient conditions. Anergy in contrary cannot conduct any work.
A well-known example for anergy is heat at ambient temperature.
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Four different forms contribute to the total exergy of a system: potential exergy Bpot (system
height relative to the environment), kinetic exergy Bkin (system velocity relative to the environment),
chemical exergy Bch (deviation of the chemical composition to the environment) and physical exergy
Bph (deviation of pressure p and temperature ϑ from the environment p0, ϑ0) [5]. Potential and kinetic
energy are pure exergy; the chemical exergy can be approximated by using the lower heating value [16].
The physical exergy, Bph, of a mass, m, can be calculated by the enthalpy, h, and entropy, s, of a system
with its p and ϑ compared to the ambient conditions (T0, s0).

Bph = [(h − h0)− (ϑ0s − ϑ0s0)] · m (2)

Thermodynamic inefficiencies in an energy system are either caused by exergy destruction BD or
exergy losses BL [17]. A well known example for exergy destruction is the production of hot water
by burning natural gas. Irreversible thermodynamic transformations cause exergy destruction BD by
entropy generation sgen. For a system with the mass m these irreversibilities can be described by the
Guoy–Stodola theorem (Equation (3)). As exergy is always dependent on a reference state; it is usually
described by the reference pressure p0 and reference temperature ϑ0. Commonly this reference is the
“standard atmosphere”.

BD = ϑ0sgen · m (3)

Exergy losses BL are caused by exergy transfers over the system boundaries. That might be work,
heat or physical streams that cannot be further utilised. Examples are heat losses in a district heat
network or flue gas exhaust streams from boilers.

2.2. Exergy Analysis: Tools and Methodologies

So far, for exergy analysis several tools and methodologies have been developed [4,5]. Examples
are the the cumulative exergy consumption [14], the exergetic cost theory [18,19], thermoeconomics [20]
or the extended exergy analysis [21]. They all share the same major goal to help to improve the system
design, even though they have different system boundaries. As exergy is the potential to conduct
work, it is especially suited as a common base in MES where different energy forms with different
exergy contents are compared [16].

Cumulative exergy consumption (CExC) and the exergetic cost methodology extend exergy
analysis of a single process beyond its boundaries to include all processes from natural resources to
the final product. They both use a “fuel–product concept”, where for any system a fuel exergy and a
product exergy can be defined. Their exergetic definitions depend on the requirements of the task [18].
CExC analysis was introduced by Szargut in 1957 [22] and includes all exergetic expenses from raw
materials to the final product [23]. The exergetic cost theory was introduced by Valero et al. [18] and
is defined as “the sum of exergy contained in all resources entering the supply chain of the selected
product or process” [5]. In this case, the term “cost” is the exergetic expenditure and has not monetary
relation. Even though both methods use a different formalisation, their results are equivalent [5].

Both methodologies are applied to different fields. Szargut et al. [14] proposed the the CExC
method to improve the “cumulative degree of perfection of chemical processes”. Applications in energy
conversion deal with an oxy-fuel combustion plant [24], or an organic Rankine cycle for waste heat
power generation [25]. Valero et al. [26] applied the exergetic cost theory to the CGAM problem [27]
and represented the productive structure explicitly, which allows optimisation at a local level. Lozano
and Valero [28] performed an exergetic cost analysis on a steam boiler in a thermal generating station.
In this study, the authors analysed variations in the exergetic costs of the total product and their
causes in order to draw conclusions on the boiler’s real performance. As seen in Misra et al. [29],
the application of exergetic costs to a LiBr/H2O vapour absorption refrigeration system enables an
approximate optimum design configuration.

The CExC-method was also applied to analyse the resource consumption on a larger scale
with different countries and societies [30], for example the United States [31] and China [32]. On
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a city scale, it was applied to compare energy scenarios in the smart city planning of Milan [33].
Waste heat [34] and low temperature district heat systems [35] were also investigated using exergy
analyses. Krause et al. [16] carried out optimum power flow calculations for a MES to maximise its
operational exergy efficiency. We did not find any recent literature where the CExC- or exergetic cost
method was applied on municipal energy systems.

3. Methodology

In this work, we adapt the CExC-method to determine an exergy optimal design of a municipal
MES. This requires modelling the energy system, and the assessment of energy as well as materials
streams flowing in and out of the system. The optimal system design is reached when the CExC
reaches a minimum. Therefore, we need a precisely formulated objective function and to model all the
necessary constraints [21].

3.1. Cumulative Exergetic Consumption

CExC includes all exergetic losses and exergy destruction from raw materials or energy carriers to
their final utilisation. Therefore, it quantifies the consumption of primary resources embodied in a
product or service [23]. In an energy system, the exergy expenditures are stored in the energy imports,
the materials necessary to build the infrastructure and the locally produced RES. RES and the imported
energy carriers are converted to the desired form of energy to supply the load. Therefore, the services
produced are both the load as well as the excess energy (Figure 1).

Energy system

Materials

Energy
imports

Load

,�

∗�

�

∗�

�

�

System Boundary

Excess
energy

�

�

RES
�

�

�

∗��

Figure 1. Material, RES, energy imports, load and excess energy flows over the system boundaries in
an energy systems (source: own representation).

The imported energy flows may include renewable and nonrenewable sources. For the exergetic
assessment of imported and exported energy following assumption are made [23]:

• Raw materials or energy carriers are attributed their reference exergy.
• Pre-treated materials or energy carriers are attributed an exergy content of their raw value and

the exergetic expenses for the pretreatments.
• Any energy delivered to the load gets attributed its exergy content.
• Next to the energy produced to meet the load, excess energy might be created (Figure 1). If it can

be further used, it is considered using its exergy content.

Therefore, for energy and material flows, we have to differentiate between their exergy content
and their CExC. The exergy content B of an energy stream is the sum of its embodied physical, chemical,
kinetic and potential exergy.

B = Bpot + Bkin + Bch + Bph (4)

The “cumulative exergetic consumption” (CExC), B∗, of a stream is its exergy content, B, and all
the exergy destruction, BD; exergy losses, BL; and exergetic expenses, Bexp, that occurred throughout
the steps p of the production process PP of a stream. Any expenses are caused by irreversibilities within
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the production processes [19]. These can occur “directly or indirectly, in the extraction, preparation,
transportation, pretreatment and manufacturing process” [21].

B∗ = B + ∑
p∈PP

(

BD,p + BL,p + Bexp,p
)

(5)

This means that the production route has an impact on the CExC of a product. The same product
delivered by two different production processes can have a different CExC.

3.1.1. Unit Expenditures and Unit Content

In energy systems modelling, the descriptive variables are usually energy flows and the capacities
of the installed infrastructure. Therefore, we use unit expenditures or unit contents to convert energy,
E; materials, m; or capacities, C, to CExC or exergy. The unit expenditures describe the CExC per unit
of energy, material or capacity. The conversion factor is called CExC-factor. The unit content describes
the actual amount of exergy stored in a unit of energy. This conversion factor is therefore called exergy
factor. The use of those conversion factors makes the CExC methodology applicable together with a
broad range of energy system modelling tools.

The exergy factor r is used to convert energy to exergy. It is the proportion of exergy B in energy E:

r =
B

E
(6)

The CExC-factor r∗ is used to convert energy to CExC and describes the CExC per unit energy.
It is the ratio between CExC B∗ and energy E (Equation (7)). For materials the calculation is equivalent,
but relative to a unit of mass m.

r∗ =
B∗

E
(7)

CExC for the different energy carriers can be taken from literature. In the cases where no data is
available, the use of cumulative energy demand (CED)-values is also acceptable. This is applicable,
because we only consider energetic resources in this paper. In such cases, CED and CExC-values have
a comparable magnitude with a coefficient of determination of more than 99 % [36]. Therefore we
assume CED and CExC-values to be identical.

CExC B∗
I of the infrastructure units is incorporated in the materials necessary to build these

conversion units, RES and storages. Therefore the infrastructure-CExC-factor r∗ can be defined as the
CExC per capacity unit C of a conversion unit, a RES, or a storage:

r∗ =
B∗

C
(8)

For some energy technologies, the CExC-factors are directly available in literature. As the lifetime
of infrastructure units is usually longer than the investigated period in the model, CExC are only
taken into account proportionally. Therefore, we can define the equivalent periodic CExC-factor r∗p. It
expresses the CExC B∗ over the investigated period per unit installed capacity C.

r∗p = r∗ ·
T

TLT
(9)

If CExC-factors are not directly available in literature they can be calculated using data from
existing infrastructure units. CExC over the lifetime TLT of an infrastructure unit with the nominal
capacity Cn can be calculated based on its material consumption mm, and the respective material
CExC-factors r∗m. We assume linear relations between the capacity and the required materials, as well
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as between the investigation period T and the lifetime TLT . Thus, the equivalent periodic CExC-factor
expresses the CExC for one unit of capacity for a certain period of time:

r∗p =
∑m r∗mmm

Cn
·

T

TLT
(10)

3.1.2. Example CExC for Domestic Heat from an Electric Resistance Heater

For district heating, we want to produce heat with an exergetic content of 0.2 (physical exergy
calculated using Equation (2) and based on following assumptions; feed temperature 70 ◦C and
reference temperature 0 ◦C). The installed electric heater shall have a capacity of 1 MW and an efficiency
of 99 %. In an investigation period of one year, the annually produced heat shall be equivalent to 2000
full load operating hours.

Electrical heater equivalent periodical CExC-factor: An electric heater with a nominal capacity
of 10 kW and a lifetime of 15 a consists of 40 kg of steel. Steel has a CExC-factor of 1.75 × 10−5 TJ

kg .
Material consumption of this boiler results in a CExC of 0.2 MW h. Therefore, using Equation (10) the
equivalent periodic CExC for an electric heater is 1.3 MW h

MW a .
Electricity and heat CExC-factors and exergy factors: Even though the exergy content of electricity

is 1, in Austria its CExC is 2.96. The annual heat production has an energy content of 1980 MW h
and an exergy content of 396 MW h. The total exergetic expenditures (electricity and materials for the
electric heater) add up to 5933.3 MW h per year. The exergy expenditures can be divided into 1.3 MW h
for plant investment, 3920 MW h for pretreatment of the electricity and 2000 MW h for the electricity
itself. Accordingly, the produced energy has a CExC-factor of 2.99, but only an exergy factor of 0.2.

For a plant with a given nominal capacity, the unit expenditures vary dependent on the annual
full load operational hours. They include expenditures for the resistance heater and expenditures
for the electricity. The latter ones consist of the expenditures, due to the consumption of physical
exergy and the expenditures for the pretreatment. Pretreatment expenditures are those expenditures
necessary to provide an energy carrier with its embodied physical exergy at the system boundaries.
In this example, we assume that the pretreatment for electricity is constant. Also, the efficiency of
the resistance heater is constant, which leads to a constant consumption of electricity per unit heat.
Therefore the expenditures for physical exergy and pretreatment are independent of the full load
operational hours and stay constant in Figure 2. For the expenditures from infrastructure investment it
is different, because they only occur once during the investigation period. The more heat is produced
with the resistance heater, the smaller becomes their share on the total unit expenditures (Figure 2).
The cumulative unit expenditures for the electric heater with one full load operational hour are 4.3.
For 8760 full load operational hours they decrease to 2.99. Then the share caused by plant investment
is negligible.

3.2. CExC Minimisation of Multi-Energy Systems

The main objective in this paper is to design an energy system, which has minimum cumulative
exergy destruction and exergy losses. We use a greenfield design approach, that means we do not
consider existing energy infrastructure. A municipal energy system shall be designed for a given
electricity and heat demand. On the one hand, exergy is needed in the form of materials to set up the
physical infrastructure of the energy system. On the other hand, it is consumed in form of conventional
energy carriers or RES to operate the system and supply the demand (Figure 3). In the case of high RES
production, excess energy might be produced. The optimum system is reached, when the difference
between exergy flowing into the system and exergy flowing out of the system gets a minimum.
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Figure 2. Total unit expenditures for investment, pretreatment and exergy consumption. (Source: own
representation).
A model must be set up which includes all relevant boundary conditions, but still leaves a certain

degree of freedom for optimisation. For this task, we use the optimisation framework oemof, which is
specifically designed for energy system optimisation. The model must allow several different supply
routes using RES, conversion units (e.g., power plants, boilers, grids, etc.) and storages (e.g., batteries,
hot water tanks, etc.). For these infrastructure elements, the used materials and their CExCs must be
specified. The operational boundary conditions include the imported energy (e.g., electricity, natural
gas, biomass, etc.) and RES potentials (e.g., wind, PV) and their CExC.
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Figure 3. Cumulative exergetic consumption (CExC) flows, equivalent periodic CExC flows and exergy
flows in an energy system. (Source: own representation).
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3.2.1. oemof —Open Energy Modelling Framework

The Open Energy Modelling Framework (oemof ) [37,38] is an open source framework for
cross-sectoral and multi-regional modelling and optimising of MES. It can deal with multiple energy
carriers, for example electricity, heat, biomass, natural gas, etc. In oemof, an energy system is represented
by a graph, consisting of a set of edges and nodes. The edges are the logic links between the nodes,
they describe the structure of the energy system. The nodes represent the technical components of the
infrastructure. The components include all the main technical equipment of an energy system: sources,
sinks, conversion units, grid elements and storages. The individual components can be connected via
busses to each other.

Sources represent any imported energy, for example fuels, RES, natural gas and electricity from
the grid. Sinks are used to model energy flows out of the energy system, for example, loads and
electricity export. Energy conversion processes are described by conversion units, e.g., in power plants,
boilers, etc. They can have multiple inputs (Pin) and multiple outputs (Pout) for a set of different energy
carriers α, β, . . . ∈ Γ = {electricity, naturalgas, biomass, heat, . . .} and are described by their conversion
efficiencies η [16].
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Energy storage is modelled using a differential energy balance between the state of energies SOE

of two consecutive time steps (Equation (12)). It includes inflow and outflow conversion losses (ηin,
ηout) and standby losses ηloss over a time step τ.

∆SOE = ηin · Pin − ηloss · SOEt−1 · τ − ηout · Pout (12)

Transmission and distribution infrastructure (e.g., power lines, district heat or natural gas
pipelines) are modelled like conversion units with a conversion efficiency. They have the same
input and output energy carrier. For any component a nominal value, minimum and maximum values
as well as an actual value including a time series can be defined.

3.2.2. Objective Function

Cumulative exergy losses and exergy destruction become a minimum when the difference between
expenditures and yields are a minimum. The expenditures include all the consumed exergy: for RES
B∗R, for imported energy B∗Im and for the infrastructure B∗I . The yields include all the useful produces
exergy: the load BL, and any excess exergy BE due to the variable production of RES.

As exergy is a potential compared to a reference state, this reference state must be selected
carefully taking into account the objectives of the model. Therefore, we define the following assessment
guidelines for the exergetic assessment of any inflow and outflow streams.

• All flows into the energy system get attributed their CExC-factor.
• All flows out of the energy system get attributed their exergy factor.
• Any form of energy becomes valuable as soon as it has a common usable and transportable form,

therefore when it is secondary energy (e.g., electricity, district heat, natural gas, hydrogen or
biomass). We do not assign the raw energy forms like solar irradiation or the kinetic energy
stored in the wind speed any exergy. This is consistent with the international recommendations
for energy statistics [39]

Based on these guidelines and the system boundaries specified in Figure 3, the objective function
for the energy system over the time period T can be formulated as follows.

min(B∗Im + B∗I + B∗R − (BL + BE)) (13)
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In oemof, the descriptive variables of streams and infrastructure units are power flows P and
capacities C. With the help of time step τ power is converted to energy. CExC-factors and exergy
factors described in Section 3.1.1 are used to convert these variables to exergies. All flows need to be
summed up over the investigation period T = {tstart, . . . tend}.

All the imported energy flows must be converted to the CExC B∗Im for the period T:

B∗Im = ∑
t∈T

∑
i∈Im

PS
i (t) · r∗S

i (t) · τ (14)

Assessment of the outflows is analogous, but this time we use the exergetic value instead.
The consideration of the outflows is only necessary, because we consider the excess energy E

as valuable.
BL = ∑

t∈T
∑
j∈L

PL
j (t) · rL

j (t) · τ (15)

BE = ∑
t∈T

∑
k∈E

PE
k (t) · rE

k (t) · τ (16)

CExC calculation for all infrastructure elements I is based on the capacity C, and the equivalent
periodic CExC r∗,p.

B∗I = ∑
l∈I

r
∗p
l · Cl (17)

According to guideline (3), RES R are different. Electricity PR from RES is seen as an exergy
expenditure and rated with its exergy factor. Operational upstream exergy losses, for example,
from solar irradiation to electricity, are not taken into account. Next to the operational exergy
expenditures, the infrastructure investment must also be considered. CExC is treated as analogous to
the other infrastructure investments. Consideration of operational expenditures is necessary to avoid
CExC-factors for electricity from RES, which are lower than its respective exergy factors.

B∗R = ∑
t∈T

∑
m∈R

PR
m(t) · rR

m(t) · τ + ∑
m∈R

r
∗p
m · Cm (18)

3.3. Result Evaluation

The major results are the installed capacities of conversion units, storages, RES, the energy
consumption from the grids and the excess energy produced. We also calculate total CExC for energy
inflows and the exergy outflows. To rate the operational performance of conversion units, the capacity
factor cl of any conversion unit l can be calculated:

cl =

∫ tend
t=0 Pl(t)

Pl,insttend
=

Eout
l

Eout,max
l

(19)

It compares the energy Eout
l a conversion unit produces during a certain period to the maximum

energy Eout,max
l a conversion unit could produce during this time.

The storage cycles cs for any storage s show how often an energy storage is fully charged or
discharged. It is the discharged energy Eout

s during a certain period divided by the installed storage
capacity Cs,inst

cs =

∫ tendPout
s

t=0
Cs,inst

=
Eout

s

Cs,inst
(20)

4. Case Study

For our case study, we use the presented methodology in a greenfield approach to determine the
optimum design of a municipal energy system. A greenfield approach means to model the energy
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system from the scratch. No existing infrastructure is considered. Energy loads, RES characteristics,
exergetic indices and an available set of energy conversion technologies and storages are given.
To account for the different shares of RES in the electricity from the grid, four different scenarios with
different CExC-indices are evaluated. For any scenario a model is created in oemof and the results
are discussed.

4.1. System Description

The medium-sized model city is located in a region attractive for wind power and PV installations,
but has no potentials for run of the river hydro power or pumped hydro. Our case study focuses on
municipal energy systems, therefore it considers electricity, process heat and domestic heat demand
from the residential, commerce and public services sector. Industrial demand is not encompassed
in our case study, because such consumers are mostly supplied by transmission grids and not by
municipal distribution grids.

The energy system is connected to the electrical and natural gas transmission grids. RES potentials,
biomass potentials and waste heat from an industrial process are available. For the sake of simplicity,
we use an aggregated representation of the municipal energy system. All the individual conversion
units, energy storages, RES, energy sources and energy loads of one kind are lumped together to
a single one. This aggregation process is carried out according to the “cellular approach” [40]. To
account for distribution grid losses, energy production and domestic consumption are modelled in
two different regions or so called cells (Figure 4). Both are connected by electrical power lines and
district heat networks.
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Figure 4. Two cell model with the exergy expenditure and yields. Conversion units, storages, renewable
energy sources (RES) and the process heat load are located in the production cell. All domestic
consumers are located in the production cell. (Source: own representation).

The values to be determined are the nominal capacities from conversion units, storages, RES as
well as the imported energy and the excess electricity produced. Input parameters for the model
are the loads, the available technologies, the maximum RES potentials and the possible conversion
routes. In addition, CExC-factors and exergy factors must be provided for all specified technologies
and energy carriers.

The electricity grid connection is bidirectional, that means that energy can be imported and
exported. Even though in reality this is a single unit, in oemof, it is modelled using a source for imports
and a sink for the excess electricity with a maximum connection power (Tables 1 and 2). Natural gas,
waste heat and biomass are unidirectional, and therefore modelled using a source (Table 1). Natural
gas and waste heat also do have a maximum capacity. The local biomass potential equals 22.5 GW h
and must be fully exploited. Because biomass has no energy transport restriction like grid based energy
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carriers and can be easily stored, no maximum capacity is prescribed. CExC-factors for electricity,
natural gas and biomass are taken from literature Table 1. Because there was no value available for
waste heat, we estimated the CExC-factor based on its physical exergy using Equation (2) (assumptions:
feed temperature 70 ◦C and reference temperature 0 ◦C).

Table 1. Energy sources: grid connection capacities and CExC-factors.

Imported Energy Max. Capacity CExC-Factor
MW MW

MW

Electricity 60 r∗el = 2.96 [41]
Natural gas 60 r∗g = 1.12 [42]
Waste heat 3 r∗wh = 0.21

Biomass r∗b = 1.10 [42]

Table 2. Excess energy: grid connection capacities and exergy factors.

Excess Energy Max. Capacity Exergy-Factor
MW MW

MW

Electricity 60 rel = 1.00

In our case study, we look at the domestic sector as well as at the businesses and commercial
services sector. The annual demands specified in Table 3 include electricity, process heat, as well as
domestic heating and hot water. Domestic heat has a temperature of 70 ◦C. Process heat is consumed
by businesses and commercial services for the production of goods. The mean application temperature
is assumed with 273 ◦C. Using Equation (2), this leads to the exergy factors specified in Table 3.

Table 3. Loads: annual demand, maximum power and exergy factors.

Load Annual Demand Max. Power Exergy Factor
GW h MW MW

MW

Electricity 55 11.9 rel = 1.00
Domestic heat 90 38.2 rdh = 0.20
Process heat 9 2.2 rph = 0.50

In oemof, all loads are modelled as sinks with fixed time series. We used the load profile generator
oemof demandlib [43] to create load profiles with a resolution of 15 min from annual demand values .
The required temperature data was retrieved from renewables.ninja [44,45] which uses the MERRA-2
data set. Exemplary for our model data of the year 2014 and the location of Eisenstadt (city in
the eastern part of Austria; latitude: 47.84◦, longitude: 16.54◦) will be used. oemof demandlib uses
standardised BDEW load profiles for modelling domestic and process heat time series [46,47] and
electricity time series [48]. We assume that 30 % of the heat is used in single family houses, 40 % in
multi family houses and the remaining 30 % in small businesses, commerce and services. The domestic
heat demand is calculated for windy conditions and includes the hot water consumption. 20 % of
the electricity is consumed by households, the remaining 80 % by small businesses, commerce and
services. The electric load profiles do not include any demand for hot water production, as this is
already considered in the domestic heat load profiles.

All conversion units, storages, RES and the process heat load are located in the production cell.
Energy conversion is modelled using Equation (11), energy storage using Equation (12). All the
available energy conversion, energy storage and RES technologies in the model are listed in Tables 4–6.
Note that the biomass boiler, gas boiler and resistance heater are made available for both the production
of domestic heat and process heat. In addition, we assume that 20 % of the high temperature process
heat are waste heat, and can be further used for domestic heating. The specification parameters are
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conversion efficiencies, charge and discharge efficiencies, standby losses, maximum RES capacities,
and equivalent periodic CExC per unit installed capacity. A detailed derivation (including all the
references) of the equivalent periodic CExC for the individual units can be found in Appendix A.
Normalised time series for PV and wind yields are retrieved from renewables.ninja using the same
location and year as for the demand. Grid losses are modelled using transmission efficiencies and the
networks do not have a restricting capacity (Table 7)

Table 4. Conversion units: considered conversion technologies.

Technology Efficiency Equivalent Periodic CExC-Factor
MW h
MW a

Biomass boiler [49] ηth = 0.85 r
∗p
th = 8.14

Gas boiler [50] ηth = 0.95 r
∗p
th = 6.83

Heat pump [51] COP = 3 r
∗p
th = 2.60

PEM eletrolyser [52] ηH2 = 0.8 r
∗p
el = 126.68

PEM fuel cell [52] ηel = 0.8 r
∗p
H2

= 126.68
Resistance heater [53] ηth = 0.99 r

∗p
th = 1.30

Biomass CHP [54] ηth = 0.5 ηel = 0.35 r
∗p
el = 81.5

Gas CHP [55] ηth = 0.5 ηel = 0.35 r
∗p
el = 24.34

Table 5. Considered energy storage technologies.

Technology Inflow Efficiency Outflow Efficiency Capacity Loss Equivalent
Periodic

CExC-Factor
MW h

MW h a

Battery storage [56] ηin = 0.86 ηout = 0.86 ηl = 10−8 r
∗p
el = 16.42

Thermal energy storage [57] ηin = 0.99 ηout = 0.99 ηl = 2 ∗ 10−4 r
∗p
dh = 4.19 · 10−1

Hydrogen storage [58] ηin = 0.98 ηout = 0.98 ηl = 10−8 r
∗p
H2

= 1.24

Table 6. Considered variable RES.

Technology Max. Potential CExC-Factor Equivalent Periodic CExC-factor
MW MW

MW
MW h
MW a

PV [59] 60 rel = 1 r
∗p
el = 347.6

Wind [60] 33 rel = 1 r
∗p
el = 67.1

Table 7. Transmission efficiencies of the energy grids.

Grid Efficiency

Electricity ηel = 0.99
Domestic heat ηth = 0.85

Using all the specified data, the objective function is composed according to Equation (13).

4.1.1. Sensitivity Analysis with Respect to the Electricity Source CExC

Electricity from RES has a lower CExC-factor compared to today’s prevalent thermal generation.
This is because RES do not include the exergy destruction expensive conversion from chemical to
thermal energy. Also the assessment guidelines (see Section 3.2.2, guideline three) support this, as the
the produced electricity are the exergy expenditures and not the raw energy form like wind or solar
irradiation. Therefore, the proceeding integration of RES into the future electric energy system will
lead to decreasing CExC-factors for electricity from the grid. As these are relevant design parameters
for the model, the different scenarios will lead to different optimum system designs.
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An accurate value for future CExC-values cannot be determined at the present. Therefore, we will
carry out calculations for four different scenarios, starting with the reference case SR. It describes the
current state for the CExC-factor for electricity in Austria [41]. The following scenarios S1, S2 and S3
represent future electricity systems with higher shares of RES (Table 8). The other parameters stay the
same in all four scenarios.

Table 8. Electricity CExC-factor for the sensitivity analysis.

SR S3 S2 S1

CExC in MW
MW 2.96 2.00 1.50 1.25

4.2. Results

The high exergy expenditures for imported electricity in the reference case SR lead to the highest
total exergy expenditures (Figure 5). They also make investments into conversion units, storages
and RES worthwhile. This leads to the higher expenditures for investment and RES as well as fewer
energy imports. The large installed capacities of variable, non-dispatchable RES also generate more
excess electricity.

At times when the grid connection is not a limiting factor, the CExC-factor for electricity from the
grid determines the maximum unit expenditures for local electricity generation. The unit expenditures
are influenced by the CExC-factor of the used energy carrier, the investment expenditures, the efficiency
and the capacity factor (compare to Figure 2). Only technologies which comply with this limit will be
selected, otherwise the energy will be drawn from the grid. Therefore, the lower CExC-factors in S3,
S2 and S1 will not allow for an infrastructure investment as extensive as in SR. This leads to reduced
total exergy expenditures and a shift from infrastructure investment to energy imports. Due to the
lower installed RES capacities, excess electricity also decreases in those scenarios.
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Figure 5. Exergy expenditures and yields of the different scenarios. Expenditures include CExC from
energy sources, RES, and for RES and infrastructure investment. The yields include the exergy for the
load and excess exergy. (Source: own representation.)
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The following sections provide further details on installed capacities and operation of conversion
units, RES and storages for all four scenarios. Afterwards the operational exergy expenditures and
exergy yields are presented, followed by a discussion of the results.

4.2.1. Infrastructure Capacities and Expenditures

The capacities and the corresponding CExC from installed conversion units and RES are shown
in Figure 6. Available technologies described in Section 4.1 that have not been selected for deployment,
are not shown in the results. All the displayed capacities relate to the power produced (e.g., heat for the
heat pump and boilers, electricity for RES). In the case of the CHP, which produces heat and electricity,
the nominal electrical output is displayed.

Compared to the other conversion units, the high installed capacities of heat pumps and wind are
apparent. PV and CHP capacities rise with an increase in the CExC-factors in the scenarios. While wind
power is expanded to its maximum potential in all scenarios, PV never uses its maximum potential. A
PEM electrolyser and fuel cell are installed only in SR. Biomass boilers and gas boilers are only used
to supply the process heat load, but not for domestic heat. Even though RES do not have the highest
installed capacities, their CExC exceeds the expenditures for conversion units by several orders of
magnitude in all scenarios.
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Figure 6. Calculated optimum conversion unit capacities and the corresponding CExC
(Source: own representation).

All the different conversion units and storages are operated exergy efficiently and depending on
the overall composition of the system. Even though we used 15-minute mean values in our model,
we use daily mean values to present the results for unit operation in Figure 7. This provides a better
visualisation of the long-term results. In this case, for the period of a whole year.

The heat pump provides domestic heat all year long except for the summer month. The biomass
CHP operates mainly during times with a high heat demand and a low PV yield. At the same time,
process heat in S3 is produced by a biomass boiler, and in SR, it is produced by a biomass and gas
boiler. In the complementary times, the process heat is provided by a biomass or gas boiler and a
resistance heater, which is operated with excess electricity from PV or wind (Figure 7). In S1 and
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S2, high temperature heat is provided by biomass boilers and resistance heaters. The electrolyser
is predominately operated in the second half of summer and in autumn. The conversion back to
electricity takes place at the beginning of the year and in the second half of the year.
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The more different conversion units available, the lower the capacity factors (Table 9), which are
calculated according to Equation (19). Exceptions are small scale units with dedicated base-load
operation, for example, the process heat biomass boiler in SR. Because of the major seasonal component
of domestic heat and hot water demand, the capacity factors for the production units are restricted by
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the shape of the load profile. The same applies for the electrolyser and the fuel cell. They are part of
the long term H2 storage and only one can operate at a time.

Table 9. Capacity factors of conversion units and RES.

S1 S2 S3 SR

Heat Pump 16.6 13.4 12.9 13.2
Biomass CHP 27.5 23.5 15.9 10.0

PH biomass boiler 46.4 46.4 27.0 51.4
PH gas boiler - - - 18.1

PH resistance heater - - 19.4 20.7
PEM electrolyser - - - 20.0

PEM fuel cell - - - 5.2
Wind 24.1 24.1 24.1 24.1

PV 14.9 14.9 14.9 14.9

The installed storage capacities are shown in Figure 8. The thermal storage capacity is several
orders of magnitude larger than the battery and the hydrogen storage. Even though, the CExC for
batteries and thermal energy storages are of a comparable magnitude. Hydrogen storage only makes
exergetically sense in scenario SR. Remarkable is the vast increase of battery and thermal energy
storage increase between the scenarios S2 and S3.
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(Source: own representation).

The storage facilities are operated exergy-efficiently to bridge the gap between variable RES
production and demand. Figure 9 shows the daily mean state of energy. With the help of the discrete
Fourier transform (DFT), the state of energies time series can be decomposed into their individual
periodical components. The results in Figure 10 show the amplitude and the numbers of cycles per
year. Components which are smaller than 15 % of the maximum amplitude are removed from the plots.

In all four scenarios, the battery shows the highest states of energy during spring and autumn.
During summer, the storage cycles are shorter, but the mean states of energy are also lower (Figure 9).
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The DFT analysis shows clearly defined annual (one cycle per year) and daily cycles (365 cycles per
year) in all three scenarios in which a battery is installed. The thermal energy storage is mainly used
during the heating season with similar peak states of energy in the beginning and the end of the year.
Exceptions are S3 and SR, where the peaks in autumn are more than twice as high compared to the
spring. In all four scenarios, the amplitude of annual cycle is clearly dominant. The amplitude of this
annual cycle is all the more significant with larger installed storage capacities. The hydrogen storage
starts to get charged in July to shift electricity from the sunny periods to autumn and winter. Its state
of energy has significant annual and biannual cycles.
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Figure 9. Daily mean states of energy. (Source: own representation).

The full cycles that a storage can achieve depends on load and production time series, as well
as the size and purpose of a storage (Table 10). The battery in S2 has more than twice as many full
cycles compared to the ones in S3 and SR. The thermal storage has the most utilisation during the
heating season and is barely utilised in summer. Although the thermal storage peak states of energies
are in the same order of magnitude for spring and autumn in S1 and S2, they are more than twice as
high in autumn for scenarios S3 and SR. Excess electricity is used by heat pumps to shift the excess
energy from PV over longer periods to times with higher demand and less supply. This requires higher
storage capacities where large shares of the total capacity are not very often used. This and the great
demand difference between summer and winter leads to significantly less storage cycles compared to
the battery. Even though the hydrogen storage is a seasonal storage technology, it has 8.4 full storage
cycles per year.
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Figure 10. Periodical components of the state of energy. (Source: own representation.)

Table 10. Full storage cycles per year.

S1 S2 S3 SR

Battery storage - 140.1 68.6 67.2
Thermal energy storage 37.7 22.2 11.5 10.3

Hydrogen storage - - - 8.4

4.2.2. Energy Imports, Excess Energy and Loads

Figure 11 shows annual energy and exergy loads, excesses, imports and the RES production.
Loads, waste heat imports, biomass imports and electricity production from wind stay constant in
all four scenarios. Imported electricity and natural gas, PV production and excess energy vary across
scenarios with the CExC-factor for imported electricity. The higher the CExC-factor, the higher are
PV-production and excess electricity, and the lower are the electricity imports. In scenario SR where
the CExC-factor is the highest, no electricity is imported, but natural gas. Also, it is clearly visible
that the exergy content of domestic heat is low when comparing annual energy and exergy loads of
the domestic heat.

Figure 12 shows the daily mean power for loads, electricity excess, and energy imports. Electricity
and process heat loads mainly fluctuate over days and weeks, the annual variations are secondary.
For the domestic heat load it is different. Its major annual fluctuation is caused by its strong temperature
dependency. Biomass and gas imports are the highest when the heat load is highest as well. The waste
heat is consumed to its maximum extent, except for short periods in summer.
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Figure 11. Energy sources and energy load, and the corresponding CExC, exergy load and excess
exergy. (Source: own representation.)

Daily average values for electricity imported from the grid show a high variability. Although
there are days with very little to no consumption, those days can be followed by peaks up to an
average of 12 MW. The highest daily average values for electricity drawn from the grid occur during
the winter months. In the summer months, those peaks drop to half of those values for S1 (Figure 12).
This spread increases with increasing electricity CExC-factor until no electricity is consumed in SR.
Excess electricity is produced between March and November, and in winter in case of high wind
production. For SR Figure 12 shows that the exported electricity decreases from its peak in spring
until autumn.

4.2.3. Result Discussion

Compared to imported energy, RES can provide energy for lower expenditures, but their
fluctuating production does not necessarily meet the current demand. This gap must be compensated
by energy drawn from the grid, or additional local power plants and storage facilities. Between the
two options, the choice depends on unit expenditures for energy imports, and the investment as well
as operational expenditures for conversion units and storage facilities. The unit expenditures of the
imported energy carriers limit the maximum unit expenditures of local energy production, as long
as there is no import capacity restriction. The local unit expenditures for an energy carrier include
expenditures for conversion units and storages, and for exergy destruction and losses. The results
reflect this context in higher total expenditures and a shift from operating to infrastructure expenditures
in scenarios with higher CExC factors for imported electricity. Therefore, of all the scenarios, SR has
the highest installed capacities of RES and conversion units (Figure 6), and is the only one where a
long-term hydrogen storage makes sense (Figure 8).
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Figure 12. Daily mean power of the operational expenditures and yields. (Source: own representation.)

In our model, electricity imports can be seen as unrestricted, because the maximum load is well
below the maximum grid capacity (Tables 1 and 3) This means that local production is only preferred
if it has lower expenditures than the energy imports. In the case of excess electricity from RES, it can
be stored locally for later use or it can be returned to the grid. For a useful storage investment,
unit expenditures for electricity from RES and the battery must be lower than for imported electricity.
The yield for electricity export must be also considered. This is the context that leads to the installed
capacities of RES and storages. In all four scenarios, the wind power potential is used to its maximum.
No PV is used in S1, but it rises up to 24.8 GW in SR, which is equal to 99.1 % of the available potential.
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The higher CExC-factors for imported electricity make PV installations and battery storage practical in
S2, S3 and SR. Long term storage using power to gas is exergetically only reasonable in SR.

For domestic heat, the situation is different. The maximum waste heat import power of 3 MW
covers only 8 % of the maximum domestic heat load. The remaining heat will be provided by the
plants with the lowest total unit expenditures, under the consideration that the local biomass has to be
used. The biomass is used in a biomass CHP which is mainly operated in times where the heat demand
is high and PV yields are low. Heat pumps together with thermal energy storage cover the rest.

From S2 to S3 the CExC-factor and therefore the unit expenditures for electricity imports rises from
1.5 MW

MW to 2 MW
MW . This results in an increase of the battery storage capacity from 2 MW h to 39.5 MW h

and of the thermal energy storage from 895 MW h to 2193 MW h. Apart from the two scenarios,
there are no others where the increase in storage capacity is so large. As already discussed above,
raising the limiting unit expenditures for electricity imports allows for higher total unit expenditures.
The increase can be totally attributed to the infrastructure expenditures, because the operational unit
expenditures stay constant. This tolerates lower capacity factors or annual storage cycles. Due to
the fact that the investment unit expenditures follow a reciprocal function (see Figure 2), such a vast
increase of the storage capacities between these two scenarios is possible.

5. Conclusions

The method of the CExC minimisation has proved to be applicable to energy systems planning
and operation. The usage of CExC-factors makes the methodology applicable to a wide range of
modelling tools. Aggregation concepts like the “cellular approach” [40] allow for the deployment on
different spatial scales with different levels of accuracy. Even though we presented a greenfield design
approach, it is also well suited for brownfield design approaches, for unit commitment, and even for
optimal power flow calculations.

The major point of the overall results is that a well linked electricity and heat sector, using heat
pumps and thermal energy storage, can enable a resource efficient supply while providing the necessary
flexibility for integrating variable RES at the same time. Co-generation of heat and electricity is
beneficial to separate production. The second point is the consideration of the load collective of the
different plants. Although the operational efficiency of one technology might be higher compared
to another, its high investment CExC makes this technology more costly in cases with low annual
capacity factors.

In general, for the same rated power an exergy efficient plant will be larger compared to a less
exergy efficient one (e.g., compare the sizes of compression and absorption chillers.) [61]. This is
because exergy efficient plants have to operate with lower driving potentials, which leads to larger
plants and therefore to higher CExC for the plant investment. For example, for the same heat transfer
capacity, heat exchangers with higher temperature differences between the hot and the cold fluid
need smaller exchange surfaces than heat exchangers with lower temperature differences. This means
that operational expenditures shift to investment expenditures. Therefore, exergy efficient plants
need higher capacity factors than less exergy efficient plants to reach the same unit expenditures.
The variability of RES requires additional storages and dispatchable back-up plants with high capacities.
This will lead to low annual capacity factors for the individual plants, which contradicts the use of
exergy efficient technologies. In such cases, investment expenditures might not be negligible any more
compared to the operational expenses. The CExC methodology takes both discrepancies into account
and supports finding an optimal solution.

Although exergy factors for energy streams can be unambiguously calculated by thermodynamic
laws, we know that the CExC-factors for the inflows do not have such a high degree of accuracy and
are subject to uncertainties. The influence of the investment CExC should also not be overestimated,
because in none of the scenarios it exceeds 10 % (Table 11). For a comparison, the conversion losses
(exergy losses and destruction within the energy system) range from 21.8 % to 25.1 %. A sensitivity
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analysis of the investment CExC of the individual plant can help to get a better understanding of
their implications.

Table 11. Share of investment and conversion losses on the total CExC input.

S1 S2 S3 SR
% % % %

Investment 2.1 4.6 8.0 9.4
Conversion losses 25.1 24.7 23.4 21.8

Most of the current applications of technical exergy analyses differ in two points: the assessment
of consumed energy carriers and materials according their physical exergy or CExC, and the use
of either an energy-based or power-based perspective. Energy-based means that only the energy
consumption over a certain period of time (usually one year) is considered for analysis. A power-based
perspective also takes into account the variation in energy consumption over time [11].

Both of the above-stated points can have significant impacts on the relevance of the results.
The use of physical exergy as an evaluation criterion could favour energy sources with high exergy
losses outside the system boundaries over those produced internally. A power-based approach,
as we use it in our work, is important for the sizing of system components and, in the case of
involved storages, for considering their operational impact. Applications using physical exergy and a
power-based approach mainly concern individual industrial processes or plants to identify internal
exergy destruction and losses [5]. Energy-based perspectives are used above all when larger energy
systems, in which the individual processes are no longer comprehensible, are considered over a longer
period of time. Some consider only the flows of energy carriers, others include both energy and
material flows [30].

Municipal energy systems lie between these two extremes. Our approach with using
CExC-minimisation for design and operation of such energy systems helps to overcome this gap.
It contributes to the identification of the location and magnitude of high exergy destruction and losses
within the system. However, the use of CExC shows whether these are better treated within or outside
the system boundaries. Including the materials for the plant investment permits optimum sizing of
the plants for the respective load collective.

In future modelling applications, there are several improvements that can be made:

• A better representation of the electric grid connection. In this paper, we use a constant
CExC-factor for electricity from the grid. We assume grid availability for feed in and drawing
energy all the time. This might not be true for future applications. The CExC-factor might vary
over the day and the seasons. There might also be shortages or congestion in the transmission grid.

• The spatial dimension. The current model does not account for the distribution of energy.
Restricted energy transport capacities and the unavailability of network coverage in some areas,
especially heat and gas grids, will lead to different results. The network restrictions can be
modelled using total transfer capacities, or if more detail is necessary, power flow models.

• Include further technologies. Currently, only a basic set of conversion technologies (Table 4), RES
(Table 6), and storages (Table 5) is used in the model. Possible additional technologies are demand
side management; absorption heat pumps; solid oxide fuel; and electrolysis cells, pumped hydro,
tidal energy, etc. The use of storage capacities inherited in heat and gas networks can also support
the integration of RES.

• Include additional sectors. Currently, only the residential sector, and commercials, private and
public services sector are considered in the model. Together they consume 34.3 % of Austria’s
final energy demand. The other large consumers are the industry sector with 29.3 % and the
transport sector with 34.4 %. An incorporation of both sectors into a municipal energy system
model can support in finding an exergy efficient design. A better model of industrial processes
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can lead to synergies between industrial and municipal energy systems. In addition, a shift to
electric mobility will increase electricity demand and include a high DSM potential.
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Abbreviations

The following abbreviations are used in this manuscript:

CED cumulative energy demand
CExC cumulative exergy consumption
CHP combined heat and power
DFT discrete Fourier transform
OECD Organisation for Economic Co-operation and Development
RES renewable energy sources
A anergy
B exergy
B∗ CExC
cc capacity factor
cs annual full storage cycles
E energy
h enthalpy
η efficiency
m mass
P power
r exergy factor
r∗ CExC-factor
r∗p equivalent periodical CExC-factor
s entropy
t time series
T time period
τ time step
ϑ temperature

Appendix A

Equivalent Periodic CExC

Equivalent periodic CExC-factors for infrastructure units are calculated using Equations (9) or (10).
All data regarding RES, conversion units and storages is available in Tables A1–A5.
Material CExC-factors are composed of exergy demand for RES, non-RES and other energy sources
and can be found in Table A6.
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Table A1. CExC-factors and lifetime for PEM fuel cell and electrolyser.

CExC-Factor Lifetime
MW h
MW a

PEM fuel cell [52] 1900.2 15
PEM eletrolyser [52] 1900.2 15

a Because PEM electrolysis and fuel cell technology are comparable, we assume the same CExC-factors
for both.

Table A2. CExC-factor and lifetime for the Li-ion battery.

CExC-factor Lifetime
MW h
MW h a

Battery storage [56] 328.3 20

Table A3. Capacity, lifetime and material data for conversion units—part I.

Capacity Lifetime Steel Concrete Organic PVC HDPE
kW a kg kg kg kg

Gas boiler [50] 10 15 200 10
Gas CHP [55] 250 15 5000 50,000
Wind [60] 500 20 50,000 300,000 7500
Biomass CHP [54] 800 20 48,000 800,000

Table A4. Capacity, lifetime and material data for conversion units—part II.

Capacity Lifetime Steel Copper Silicon Aluminium
kW a kg kg kg kg

PV [59] 300 30 60,000 1500 30,000 5400
Resistance heater [53] 10 15 40
Heat pump [51] 10 15 80
Biomass boiler [49] 50 15 1250

Table A5. Capacity, lifetime and material data for storages.

Capacity Lifetime Steel Concrete Organic PVC HDPE
kW h a kg kg kg kg

Thermal energy storage [57] 466 50 970 230
Hydrogen storage [58] 1 50 13

Table A6. CExC-factors of the used materials of the considered conversion units and storages.

Material CExC-other CExC-Renewable CExC-non CExC
Renewable

TJ/kg TJ/kg TJ/kg TJ/kg

Steel [62] 2.66 × 10−6 1.15 × 10−8 1.49 × 10−5 1.75 × 10−5

Organic PVC [63] −5.7 × 10−7 4.6 × 10−6 1.36 × 10−5 1.76 × 10−5

Concrete [64] 5.18 × 10−8 1.42 × 10−7 4.62 × 10−6 4.81 × 10−6

HDPE [65] 2.82 × 10−7 1.03 × 10−7 1.18 × 10−5 1.22 × 10−5

Aluminium [66] 3.24 × 10−6 3.16 × 10−5 1.05 × 10−4 1.40 × 10−4

Copper [67] 1.80 × 10−6 3.70 × 10−6 3.38 × 10−5 3.93 × 10−5

Silicon [68] 7.63 × 10−6 5.05 × 10−5 2.55 × 10−4 3.13 × 10−4

The results for conversion units and RES are presented in Table A7. The results for the storages in
Table A8.
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Table A7. Equivalent periodic CExC for conversion units and RES technologies.

Equivalent Periodic CExC
MW h
MW a

Gas boiler 6.83
Gas CHP 24.33
Resistance heater 1.30
Heat pump 2.60
Wind 67.06
PV 347.6
Biomass boiler 8.13
Biomass CHP 81.50
PEM fuel cell 126.68
PEM electrolyser 126.68

Table A8. Equivalent periodic CExC for storage technologies.

Equivalent Periodic CExC
MW h

MW h a

Battery storage 16.42
Thermal energy storage 0.42
Hydrogen storage 1.24
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Abstract: Renewable Energy Technologies are rapidly gaining uptake in South Africa, already
having more than 3900 MW operational wind, solar PV, Concentrating Solar Power (CSP) and
biogas capacity. CSP has the potential to become a leading Renewable Energy Technology, as it
is the only one inherently equipped with the facility for large-scale thermal energy storage for
increased dispatchability. There are many studies that aim to determine the potential for CSP
development in certain regions or countries. South Africa has a high solar irradiation resource by
global standards, but few studies have been carried out to determine the potential for CSP. One such
study was conducted in 2009, prior to any CSP plants having been built in South Africa. As part of a
broader study to determine the impact of CSP on South Africa’s water resources, a geospatial approach
was used to optimise this potential based on technological changes and improved spatial data. A tiered
approach, using a comprehensive set of criteria to exclude unsuitable areas, was used to allow for the
identification of suitable areas, as well as the modelling of electricity generation potential. It was
found that there is more than 104 billion m2 of suitable area, with a total theoretical potential of more
than 11,000 TWh electricity generating capacity.

Keywords: concentrating solar power; geographic information systems; potential assessment;
renewable energy; solar thermal; South Africa; CSP

1. Introduction

Global interests in CSP is said to grow with 87% by 2021 [1], with South Africa likely to undergo
various possible development scenarios [2]. The approach applied in literature for determining
potential CSP capacities for a region or country typically follows a generic tiered approach using
geographical information systems (GIS) [3]. First, certain spatial zones within a region are removed
from consideration based on explicit exclusion criteria, while others are regarded as more suitable
based on preferred inclusion criteria. Thereafter, considerations are made for distance to and from
required supporting infrastructure, such as the electrical transmission network, roads and water sources.
Once these limits have been implemented, suitable zones are then identified within the respective
region or country.
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Second, the CSP potential of these suitable zones are then calculated based on assumptions
regarding Land Use Efficiencies (LUE, %) or Power Densities (km2/GW). Due to the complex nature
of multiple criteria being used, these zones can also be ranked based on certain economic, social or
technical criteria, according to a multi-criteria decision-making method, such as an analytical hierarchy
process (AHP). An AHP makes use of hierarchal structures to represent a problem and incorporates
priority scales based on key criteria to inform decision making [4]. Third, and finally, the potentials
for generation are then aggregated and/or ranked according to administrative borders, or some other
spatially explicit boundaries of interest. Once this has been done, estimations can be made of the
amount of potential energy that can be generated, based on further assumptions regarding plant
capacity factor and location-specific conditions. This method is illustrated in Figure 1.
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Figure 1. Standard approach for Concentrating Solar Power (CSP) potential studies.

A detailed account of the suitability criteria from various CSP potential studies using the process
depicted in Figure 1 is given in [5]. The ranking of suitable zones in step E is optional. Typically, after
identifying the final suitable zones in Step D, calculations are done to determine the potential CSP
capacity associated with those zones. This, of course, requires that certain assumptions are made
regarding the CSP technology; the plant configuration and site-specific solar resource, particularly that
of Direct Normal Irradiance (DNI); and meteorological conditions. Finally, as mentioned before, these
capacities can be represented as installed power or total annual electricity generated, and are then
aggregated according to user-defined discrete borders, such as administrative boundaries of provinces
or districts, economic development areas or some other definition of interest.

The aim of this paper is to apply this approach to optimise the theoretical potential of CSP in South
Africa, by considering recent technology changes and improved spatial data that is now available.

2. Materials and Methods

Before determining whether a certain area is technically suitable for the development of a CSP
plant, all explicitly non-suitable areas are to be excluded. These areas generally constitute “no-go”
areas for infrastructure development due to intrinsic unsuitability, or because of a conflict of some sort.
In the case of South Africa (SA), these areas can be grouped into intrinsic unsuitability, ecological and
economic conflict.

2.1. Exclusion Criteria: Intrinsically Unsuitable Areas

As CSP requires large areas of reflective mirror surfaces, typically unsuitable areas include surface
water (rivers and dams) and steep slopes. Rivers can be classified based on how their water flows
vary seasonally (class) and what order they are within a catchment (1 to 7). The class can be perennial,
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non-perennial or dry, while the order refers to how many river-branches have joined upstream of
a certain river-segment. For example, if Streams A and B converge to form Stream C, but Streams
A and B have no converging streams upstream of them, then Streams A, B and C have orders of
1, 1 and 2, respectively. These two classifications are important when deciding which streams can
easily be diverted in large, flat catchments and which cannot. Therefore, streams which adhere to the
following classifications have been excluded: (Class = Perennial), AND (Order > = 5). This implies
that dry river beds in large flat areas, for example, are considered technically suitable areas, while large
perennially flowing rivers with many upstream converging rivers are not. An arbitrary buffer of 5 m
was applied to the rivers data file. All dams are excluded, with a 500 m buffer around their polygons.
The data files for these exclusion criteria are from the Department of Water and Sanitation of SA, and
are available online. Figure 2A shows the rivers and dams.

 

A B 

C D 

Figure 2. Maps of South Africa showing excluded areas due to (A) rivers and dams, (B) slope,
(C) unsuitable areas—ecological conflict and (D) unsuitable areas—economic conflict.

The second most critical technical feasibility criterion for a CSP plant is whether it is physically
possible to construct the plant on the ground. The major criterion is slope, or the rate of change in
vertical altitude over a certain horizontal distance. This can be expressed in degrees or % change in
altitude per horizontal distance. The two existing commercial CSP technologies—Parabolic Troughs
(PT) and Central Receivers (CR)—are capable of being constructed on surfaces that have a slope of
between 1% (0.57◦) and 7% (4.00◦), relating to a rise of between 1 m and 7 m over a horizontal distance
of 100 m [6]. Surfaces with slopes steeper than this range would require intensive civil works and
ground preparation to construct the long rows of mirrors required for PT or complicate the construction
and layout of the thousands of heliostats used to reflect sunlight onto the receiver mounted on a high
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tower, in the case of CR. The slope used in this study is 3%, in accordance with the slope found at
existing CSP sites in SA, as shown in Table 1, and with the previous study for South Africa [7]. A digital
elevation model raster file, showing height above sea level, from the South African Environmental
Observation Network, was used, with a spatial resolution of 90 m × 90 m. A slope raster, using the
ESRI ArcGIS®® (ESRI, Redlands, CA, USA) Spatial analyst slope toolbox, was generated, shown in
Figure 2B.

Table 1. Suitability conditions at existing CSP plants in SA.

CSP Plant
Name

CSP +
Cooling

Type

Location
(Decimal
Degrees)

DNI
(kWh/m2/y)

Slope
(%)

Km to
Excl.

Water
Body

Km to
Ecological
Conflict
Area *

Km to
Economic
Conflict

Area

Km to Tx
Liné **

Kaxu and Xina PTDC
−28.89,
19.59

2927 1.17 <27 <1 (IBA) <26 <4 (Ex)

Khi Solar One CRDC
−28.54,
28.08

2922 0.58 <11 <12 (wet) <8 <4 (Pl)

Kathu Solar Park PTDC
−27.61,
23.04

2801 0.44 <50
<0.5
(wet)

<7 <9 (Ex)

Bokpoort PTWC
−28.78,
21.96

2930 2.44 <2 <5 (wet) <5 <0.4 (Pl)

Illanga PTDC
−28.49,
21.52

2912 2.44 <12
<0.3
(wet)

<11 <31 (Pl)

This study NA NA >2400 <3.00 5 m NA NA <20

* IBA: important bird areas, wet: Wetalnds; ** Ex: Existing Tx lines, Pl: Planned Tx lines.

2.2. Exclusion Criteria: Unsuitable Areas due to Ecological Conflict

Regarding CSP development, the same basic ecological exclusion criteria apply as to any large
infrastructure project. In SA, the following national areas are always considered “no-go” areas:
important bird and biodiversity areas, conservation areas, protected areas and wetlands.

Conservation and protected areas are determined by the national Department of Environmental
Affairs under the Protected Areas Act of 2003. These databases contain areas under formal legislative
protection, of which the legal statuses of these areas are audited against official gazettes before inclusion.
The inclusion of certain areas into the database is governed by the relevant environmental conventions
of the Act and is updated at quarterly intervals. The types of areas considered as conservation
or protected include biosphere reserves, botanical gardens, wetlands, forest nature reserves, forest
wilderness areas, marine protected areas, mountain catchments, national parks, nature reserves,
protected and special nature reserves and world heritage sites. For wetlands, only those larger than
0.5 km2 were excluded. Important bird areas (IBA), compiled by Birdlife South Africa, are objectively
determined using globally accepted criteria. An IBA is selected based on the presence of the following
bird categories: bird species of global or regional conservation concern, assemblages of restricted range
bird species, assemblages of biome-restricted bird species and concentrations of congregatory bird
species [8]. These unsuitable areas are shown in Figure 2C.

2.3. Exclusion Criteria: Unsuitable Areas due to Economic Conflict

Another basis on which any new large-scale infrastructure development can be excluded from
consideration in a particular area is the likely conflict with existing economic activities. In SA,
agriculture uses a significant portion of land to support many people’s livelihoods and contribute to
the economy. In order to determine which areas are not suited to CSP plants because of a conflicting
economic activity, the 72-class 2013–2014 South African National Land-Cover Dataset was used, which
is a 30 × 30 m raster for the entire SA. This dataset was compiled by Geoterraimage for the Department
of Environmental Affairs [9] Since the list of excluded classes totals 59, only a brief overview of these
shall be given, and readers are invited to review the relevant document, available online, for more detail.
Naturally, areas classified as bodies of water were excluded (class 1–2). Indigenous forests were also
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excluded since special environmental permits are required to clear these for infrastructure developments
(class 4). Cultivated lands with commercial annual rainfed and irrigated crops, commercial permanent
crops, and commercial sugarcane crops were excluded due to their high economic value (classes 10, 11,
13–17, 19, 20, 22, 26–31). All forest plantations were excluded (classes 32–34), as well as mine-related
bodies of water and buildings (classes 37–39). Finally, all built-up areas were excluded due to conflict
with human settlements (classes 42–72). Another type of area excluded from consideration is the
area dedicated to the construction and development of the Square Kilometer Array (SKA). This is an
international project to build the world’s largest radio telescope, with eventually over a million square
meters of collecting area. The area within SA which has formally been dedicated to the SKA, is located
in the Northern Cape Province, and is shown in Figure 2D, along with the other excluded areas from
the land cover dataset. This area includes a buffer of 30 km for electrical infrastructure with a rating of
greater than 100 kVA, to prevent interference with the sensitive radio telescope equipment [10].

2.4. CSP-Specific Suitability Criteria: DNI

The most critical suitability criterion for the determination of CSP potential is Direct Normal
Irradiance (DNI), measured in kWh/m2 per time period (day, month or year). This is the amount of
direct irradiance incident on a surface normal to the direction of the sunrays. The amount of DNI which
reaches the earth’s surface is influenced by the relative position of the earth to the sun (season and
time of day), position on the surface of the earth (elevation, latitude and longitude) and atmospheric
conditions (aerosols, dust, water vapour and most importantly clouds) [11]. As DNI is the primary
energy source for a CSP plant, it is the major determining factor of a plant’s techno-economic feasibility.
For this reason, the general consensus is that the minimum required DNI is between 1800 and
2000 kWh/m2/y, with increases in DNI directly related to reductions in cost of generated electricity [12].
The threshold DNI employed in any CSP potential study is relative to the average DNI in the study
area. The inclusion of areas with lower DNI, even though it might be equal to or larger than 1800
kWh/m2/y, will only result in the consideration of areas that are less favourable than others. SA has
a minimum, average and maximum DNI of 1290 kWh/m2/y, 2397 kWh/m2/y and 3141 kWh/m2/y,
respectively. The annual DNI data source used in this study is from SolarGIS ®®, and is a raster file
with a spatial resolution of 30 arc-seconds, shown in Figure 3A [13]. Based on the high average DNI of
SA, the DNI threshold selected in this study is 2400 kWh/m2/y, as opposed to the minimum of 2000
kWh/m2/y used in other study areas with substantially lower average DNI.

 

 
A 

 
B 

Figure 3. Maps of South Africa showing CSP-related suitability criteria (A) Direct Normal Irradiance
(DNI) and (B) transmission network.
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2.5. CSP-Specific Suitability Criteria: Distance to Required Infrastructure

Theoretically, CSP infrastructure only requires suitable land and high DNI to be feasible. However,
for this infrastructure to be economically and logistically practical, it must be located near adequate
transport, transmission and water supply infrastructure. In fact, water is the only other natural resource
on which CSP depends [3]. The co-location of theoretically suitable areas and artificial infrastructure
can be directly due to the development of the CSP infrastructure, or due to independent, existing
infrastructure expansion plans. In the case of the former, the costs associated with these infrastructure
developments must be added to those of the CSP plant, but not necessarily in the case of the latter.

The same distance to transmission (Tx) infrastructure will be used as in [7], namely less than,
or equal to, 20 km. The use of 20 km as the limit for distance to transmission infrastructure is
to ensure continuity with previous the study done for CSP potential in South Africa. Ultimately,
the selection of this limit should be based on careful techno-economic modelling of the selected CSP
technology configuration’s performance at a particular location, and its resulting profit (a function
of performance and power purchase tariffs) and weighed against the cost of transmission network
connection. These considerations are, however, beyond the scope of this study. This study does,
however, expand on these criteria by comparing it to that of actual CSP plants built in South Africa
(Table 1), and by the inclusion of Planned transmission lines, as indicated by the national, fully vertically
integrated electricity supplier, Eskom.

This study did not include consideration for transport infrastructure, as dirt roads are a low-cost
option for accessing highly suitable areas. Furthermore, no consideration has been given to proximity
to water infrastructure, as was the case in [7], and is not included here, although it is the focus of
further research efforts [14]. This work includes new planned Tx lines in its analysis to explore likely
future CSP potential in these areas. The transmission network in SA can be seen in Figure 3B, acquired
from the national utility, Eskom.

2.6. Suitability Conditions at Existing CSP Plants in SA

To align the assumptions used in this work with the actual conditions at existing CSP plants
in SA, the available GIS datasets were used to evaluate the locations of these plants. The results
are summarized in Table 1 for PT with wet cooling (PTWC) and dry-cooling (PTDC), and CR with
wet-cooling (CRWC) and dry-cooling (CRDC).

The DNI at all locations of existing operational CSP plants in South Africa is above 2800 kWh/m2/y,
compared to the generally accepted minimum of 2000 kWh/m2/y. The slope at these sites varies
between 0.4% and 2.5%, therefore the use of a maximum acceptable slope of 3% in this study. Generally,
the sites are located relatively far from economic exclusion areas. It is apparent that the sites are
also mostly near to high-voltage Tx lines, and that some of the plants have been built near to those
considered “under planning”, indicating that these lines might already have existing by the time the
plants were connected to the grid.

3. Results

The final aim of the greater project, which this work forms part of, is to model monthly CSP
operation and water consumption across large geographical areas. To simplify this, SA was divided
into a 1 × 1 km grid. Blocks within the grid were then excluded if more than 50% of their area (0.5 km2)
intersected with any of the explicit shapefiles of the various exclusion criteria. The exclusion reason(s)
for a certain block was recorded as attribute data in that block. The result was a grid leaving only
suitable blocks, either located near Existing or Planned Tx lines, shown in Figure 4A,B, respectively.
Thereafter, the DNI values intersecting with these suitable areas were stored as attribute data in
each block.
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Figure 4. Maps of South Africa showing suitable areas near (A) existing Tx lines and (B) planned
Tx lines.

CSP Potential Modelling

The potential amount of electrical energy generated from a CSP plant in a specific location depends
on the CSP technology configuration in use and the solar resources at that location. The CSP technology
configuration used depends greatly on the business model used to generate profit, the tariff structure
and various financially driven criteria. However, to determine the theoretical potential at a location,
certain high-level assumptions can be made based on the fundamental energy conversions taking
place in a CSP plant, and these assumptions can be used to estimate the amount of electricity, in
GWh, a CSP plant can generate, based on knowledge of the prospective location’s DNI. A common
approach is using efficiencies for the energy conversions in a CSP plant. This process was explained in
detail, with relevant equations and assumptions, in [5]. For clarity, the governing equations are given
in Equation (1).

QELNET = LUF×NSE ×DNI ×A, (1)

QELNET represents the net electrical energy (GWh) that is generated, based on the Land Use Factor
(LUF) and area (A). LUF refers to the ratio between total footprint and solar field area. The assumptions
used in this work, to calculate total annual generation potential, are given in Table 2. The Solar-to-electric
efficiency (STE) values were determined by modelling the annual operation of a 50 MW PTWC, PTDC,
CRWC and CRDC plant, with 9 h of storage at the locations of the five existing CSP plants in SA [15].
A storage capacity of 9 h was arbitrarily selected based on the maximum storage capacity of an
operational CSP plant in South Africa (Bokpoort). This value has minimal effect on the annual STE
of a CSP plant. Furthermore, if a simplified STE is used to calculate electrical energy generation
potential, the thermal storage required can be calculated if a specific installed generation capacity
is specified. The annual average STE depends greatly on seasonal variations in DNI, solar geometry
and atmospheric conditions (temperature and relative humidity). Monthly simulations were therefore
carried out at each of the locations identified and summed over a period of 12 months to determine
annual results, as explained in detail in [15].

Table 2. Efficiency assumptions used.

Parameter Description Symbol Unit PTWC PTDC CRWC CRDC

Land Use Factor LUF % 28 28 23 23

99



Energies 2020, 13, 3258

4. Conclusions

This paper applied a standard approach to optimise the theoretical potential of CSP in South
Africa and showed how recent technology changes and improved spatial data need to be considered
for a comprehensive analysis. An expanded version of Equation 1 was used to calculate the monthly
generation potential from the four different CSP and cooling technology configurations for each block
in the suitable areas grid. This study calculated the potential for both PT and CR CSP technologies,
as well as in combination with wet- or dry-cooling, to reflect the impact that such design decisions
will have. In Figure 5, the annual generation potential in GWh per 1 × 1 km block is shown for the
wet-cooled options for PT and CR, near existing and planned Tx lines, respectively. The total suitable
area identified is 104,709 km2, which is less than 9% of the total SA surface area.

 

A B 

C D 

Figure 5. Maps of South Africa showing Annual generation potential from CSP: (A) PT with wet cooling
(PTWC) near existing Tx lines, (B) CR with wet-cooling (CRWC) near existing Tx lines, (C) PTWC near
planned Tx lines and (D) CRWC near planned Tx lines.

The higher efficiency of CR plants results in the generally higher annual electricity generation
reflected in the colour scale. The quantitative results are given in Table 3. The annual generation
potential from CSP at all suitable locations identified in this study exceeds the national annual demand
for electricity in South Africa by between 4.768% and 5.184%. In fact, it would require less than
2400 km2, or 0.2% of the total SA surface area (2% of the identified suitable areas) with the highest
DNI, covered with the least efficient PTDC configuration to generate the annual electricity demand of
231.5 TWh for 2018 [16]. This surface area is shown in Figure 5B, for spatial reference, and depends on
the DNI of the locations selected, but serves as a general indication of relative size.
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Table 3. Summary of CSP potential results in identified suitable areas.

Transmission
Line

Area (km2)
PTWC

(TWh/y)
PTDC

(TWh/y)
CRWC

(TWh/y)
CRDC

(TWh/y)

Existing 71,457 7695 8191 8069
Planned 33,252 3581 3505 3811 3754

Total 104,709 11,276 11,037 12,002 11,823
% SA Total * 8.59% 4871%% 4768% 5107% 5184%

* SA area: 1,221,037 km2. SA 2018 electricity demand: 231.5 TWh, [16].

To put this into perspective, the total amount of electricity generated from all RETs in South
Africa in 2018 was 10.483 TWh, less than 4.53% of the 2018 annual electricity demand [17]. The major
advantage of CSP, in comparison to PV and wind without storage, is that it is inherently capable of
large-scale storage for dispatchable generation. This is a critical benefit over these RETs, as the energy
generated from CSP can coincide with the times of day when it is needed from the grid, not only
when the resource is available, as is the case for PV and wind. However, in light of the recent decline
in battery storage costs (−85% compared to 2010 values), and cost of generation from PV and wind
(−85% and −49% compared to 2010 values, respectively), a more detailed economic evaluation of CSP
generation potential in SA is needed to fairly compare it with other RET and storage options [18].

However, the value that CSP can hold for longer duration energy storage and dispatch in countries
with high DNI generation potential, like that pointed out in this study for South Africa, should be
included in planning models. This is of particular importance when planning the replacement of
fossil-fuel based dispatchable energy (coal, diesel and natural gas) in the electricity supply mix, and to
assist in transitioning to a cleaner energy mix dominated by renewables.
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Abstract: Globally, many countries are experiencing economic growth while concurrently increasing
their energy consumption. Several have begun to consider a low-carbon energy mix to mitigate the
environmental impacts caused by increased fossil fuel consumption. In terms of maximizing profits,
however, power producers are not sufficiently motivated to expand capacity due to high costs. Thus,
the Korean government initiated the Renewable Portfolio Standard (RPS), an obligation to generate
a certain proportion of a producer’s total generation using renewable energy for power producers
with capacities of 500 MW or more, and the Emissions Trading Scheme (ETS), designed to attain a
carbon emissions reduction goal. We propose a mathematical model to derive the optimal operational
strategy for maximizing power producer profits with a capacity expansion plan that meets both
regulations. As such, the main purpose of this study was to obtain the optimal operational strategy
for each obligatory power producer. To that end, we defined a 2 × 2 matrix to classify their types and
to conduct scenario-based analyses to assess the impact of major factor changes on solutions for each
type of power producer. Finally, for the power generation industry to operate in a sustainable and
eco-friendly manner, we extracted policy implications that the Korean government could consider for
each type of power producer.

Keywords: renewable portfolio standards; emissions trading scheme; optimal operational strategy;
generation expansion plan; energy planning

1. Introduction

Globally, interest in future-oriented values such as sustainability or green growth is rising
steadily [1,2]. Many countries experiencing economic growth have an accompanying increase in energy
consumption [3]. In recent decades, these countries have been considering environmental threats and
the risks of depletion of traditional energy sources.

As part of this effort, a new climate regime was launched under the United Nations Framework
Convention on Climate Change (UNFCCC) in 2015. At this meeting, each country voluntarily
established greenhouse gas (GHG) reduction targets, and adjusted policies are being established to
achieve these targets [4]. The main policies include the Renewable Portfolio Standard (RPS) and the
Emissions Trading Scheme (ETS), which reduces fossil fuel consumption and carbon emissions.

Korea is the eighth largest energy and electricity consuming country in the world [5,6], as its
main industries are energy-intensive, including steel and semiconductor manufacturing. The energy
consumption of Korea’s main industries is increasing continuously, and electricity consumption
represents a large portion of this. However, the Korean generation industry’s dependence on highly
non-renewable energy (NRE) sources has been an issue. To solve this problem, in 2012, the government
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implemented RPS, which obligates power producers with 500 MW or more of NRE generation capacity
to produce a certain percentage of the previous year’s NRE generation capacity from renewable energy
(RE) sources. The government aims to have more than 10% of electric power generation come from RE
sources by 2023.

At the 21st Conference of Parties, Korea, whose GHG emissions were 7th among Organization for
Economic Co-operation and Development (OECD) countries in 2016, declared a national reduction
target of 37% compared to business as usual (BAU) by 2030 [4]. In order to achieve this, in 2015,
the government started ETS, which assigns companies Carbon Emissions Reductions (CER) based on
annual and sectoral GHG reduction targets. Each company complies with this regulation by buying
CER surplus, selling CER shortage, or paying penalties for excess emissions.

Korea’s major producers in the power generation industry, which accounts for more than one-third
of national GHG emissions [7], must follow both regulations. RPS and ETS act as means to implement
international commitments, from a national viewpoint, and to create a new paradigm that can affect
operations, from an enterprise perspective. Therefore, obligatory power producers (hereafter, power
producers) should be aware of the mechanisms of both regulations. They should also provide a stable
power supply and establish an efficient future operational strategy.

Korea’s power industry is moving towards increasing the private-sector share from the nation-led
sector. Thus, from a corporate management perspective, RPS and ETS will affect revenues and costs.
Most previous studies have derived energy plans that expand generation capacity and minimize the
total cost from a national perspective [1,3,5,8–11]. Therefore, our study aimed at maximizing the
profit of power producers that are required to meet electricity demand while operating under both
regulations. As such, we developed a mathematical model to maximize profits and provide optimal
operational strategies, including capacity expansion plans and RPS/ETS implementation plans, for each
power producer. In addition, we proposed a 2 × 2 matrix to classify them for analysis from the power
producer’s perspective and to analyze the optimal operational strategy for each scenario according to
type using this matrix.

The rest of the paper is organized as follows. In Section 2, we review previous studies on both
regulations in other countries and on quantitative studies on generation expansion planning (GEP)
optimization. Differences between our study and previous studies are highlighted here. Section 3
examines the RPS and ETS mechanisms in Korea in detail and derives an operational scheme oriented
towards the power producers regulated by both systems. Mathematical models for deciding operational
strategies are developed in Section 4. In Section 5, a scenario-based analysis is conducted to assess
how major factor changes affect solutions for power producers in each scenario. Finally, meaningful
insights and political implications are provided in Section 6.

2. Literature Review

2.1. Associated with Government Policy

The expansion of RE sources is necessary for sustainable generation in the future. However,
the insufficient incentive to expand the RE capacities for a power producer is a problem because it
requires a lot of capital for new capacity expansion. Thus, the Korean government implemented RPS
and ETS in order to reduce carbon emissions by increasing the proportion of RE power generation.

2.1.1. Renewable Portfolio Standards (RPS)

Many studies on RPS have been conducted including studies on the effects and contributions
of an RPS introduction, policy proposals for effective RPS implementation, and portfolio design that
reflects RPS uncertainty.

First, some researchers conducted studies analyzing the effect of introducing RPS in the United
States (US) [12,13]. The study in Reference [14] found that the introduction of RPS contributed 4.2%
and 6.1% to the adoption of wind and solar power, respectively, as a result of excluding political and
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economic factors. In addition, References [15,16] evaluated the introduction of RPS in consideration of
new variables.

Some studies on implementing RPS have been conducted in Korea. First, Reference [17] conducted
a preliminary evaluation of Korea’s RPS introduction by comparing Feed-in tariffs (FIT) and RPS in
terms of capacity expansion, technological progress, cost-effectiveness, and market risk. Furthermore,
References [4,18] investigated the current RPS policy in Korea, identified problems, and derived a
future outlook based on quantitative indicators. Reference [18] conducted a virtual evaluation of
current RPS policy in Korea based on a bottom-up model. Reference [4] analyzed an optimal portfolio
for 2050 in the Korean power sector.

Some studies addressed the implementation of RPS in the European Union (EU). The study in
Reference [19] proposed an optimization model to increase power supply stability and sustainability.
It analyzed the EU policy to compare the benefits of RE sources to traditional energy sources from a cost,
risk, and pollutant emissions perspective. In order to minimize costs and risks, the study analyzed the
EU RPS status by year and derived the indicators, such as pollutant emissions and target achievement
rates. In addition, Reference [20] conducted a study to evaluate the policy coordination impact when
implementing RPS and carbon cap-and-trade according to the effective policy mix interval.

2.1.2. Emission Trading Scheme (ETS)

Existing studies on ETS derive a framework for ETS adoption, evaluate the effectiveness of specific
state and country ETS policies, and evaluate the impact of ETS on social surplus.

Some researchers have been conducted on ETS framework designs and implementation schemes.
First, Reference [21] focused on the development of the ETS regulatory framework in Shenzhen, China,
including economic aspects and GHG emissions. An overview of key elements and progress of the
Shanghai ETS design was presented in Reference [22]. In addition, Reference [23] conducted an overall
evaluation of the ETS framework implemented in Korea in 2015 and analyzed the main points of
policy design for consistent policy development. Reference [24] analyzed a scenario-based analysis
and simulation for establishing a multi-regional integrated ETS scheme using computable general
models in China, the US, Europe, Australia, Japan, and Korea.

Many studies regarding implementing ETS schemes have been conducted lately. The study
in Reference [25] investigated the problems that arise when implementing an ETS scheme,
which considered the decision making of power generation companies in the management areas of
local government. References [26,27] studied the price effects of carbon credits.

On the other hand, some studies discussed the risks of introducing ETS and the factors that hinder
the cost-effectiveness of ETS. Reference [28] classified risks (market risk, policy risk, green investment
risk, etc.) from the supply chain perspective when implementing ETS and derived a strategic portfolio
for risk mitigation. In addition, Reference [29] evaluated Korean ETS based on factors that actually
limit the cost-effectiveness of ETS and established an operational strategy to control them. Establishing
an operating system for ETS that takes into account realistic constraints and risks can be used as a
sustainable policy tool.

2.2. Generation Expansion Planning (GEP) Optimization

Generation Expansion Planning (GEP) optimization is a research area that derives the optimal
power generation portfolio composition. This research area includes many studies, mainly focused on
the development of expansion plans for power generation capacities using mixed-integer programming,
and on considering uncertainty in expansion plans. In addition, many studies have analyzed the effects
of various factors (incentive systems, climate change, decentralized development, etc.) in the models.

Some researchers have presented a new framework for considering uncertainties in GEP.
First, Reference [8] proposed a model based on mixed-integer programming that reflected the
uncertainties of electricity demand, investment, and operating costs using robust optimization

105



Energies 2019, 12, 1667

techniques. Reference [30] derived an expansion plan that included stability and reliability constraints,
and Reference [9] presented a GEP model that considered input variables uncertainty.

References [31,32] studied a power plant expansion problem using mixed-integer programming
models. Reference [32] included both supply-side and demand-side approaches. The study in
Reference [33] solved the problem by considering three objective functions: project lifetime economic
return, minimization of CO2 emissions, and minimization of fuel price uncertainty. Reference [34]
presented a multistage expansion planning problem of a distribution system that considered both
distribution networks and distributed generation. That model was based on cost minimization
considering investment cost, maintenance cost, production cost, loss cost, and residual energy cost,
and the energy loss cost reflected by piecewise linear approximation. Reference [35] studied generation
expansion planning to expand the share of RE. This study developed a multi-objective (minimizing the
total cost, maximizing generation at the peak load, and maximizing the contribution of RE) optimization
model and analyzed the Brazilian case based on a scenario.

Other researchers have presented two-step decision-making methods. Reference [36] addressed
the maximization of investor returns at the upper level and the maximization of social surplus at
the lower level. In addition, Reference [37] suggested heuristic-based dynamic programming for
expansion plans. The study in Reference [10] defined the GEP problem of a restructured power
system reflecting multi-period uncertainty for facility investment decisions in terms of price maker
and suggested a framework accordingly. Reference [1] presented a power generation expansion
(PGE) model incorporating various low-carbon elements for low-carbon economic growth. For the
scenario-based experiments considering a low carbon situation, a compromised modeling approach
was used to reduce model complexity.

A study on the optimum operational strategy for a power producer considering the sales and
purchasing of renewable energy certificates (REC)/CER, penalty cost, and capacity investment cost
under the simultaneous regulation of the RPS and ETS systems has not yet been conducted. Specifically,
most quantitative studies considering RPS or ETS were conducted from a country perspective (cost
minimize) [38]. However, this study proposes a mathematical model for maximizing power producer
profits. This is because the viewpoint of the study is likely to be more effective in achieving power
producer sustainability, given that the role of private power producers is expanding.

3. An Operational Scheme Considering a Combined Regulatory Environment

This section examines the RPS and ETS mechanisms in Korea’s power generation industry.
It defines an integrated operational scheme for power producers under both regulations.

• Renewable Portfolio Standards (RPS)

Sixteen countries around the world implemented the RPS [39], and the Korean government made
it mandatory for power producers with 500MW or more of generation capacity (18 companies in
2017) to supply a certain proportion of RE. Table 1 shows the yearly RPS target ratio in Korea’s power
generation industry.

Table 1. RPS target ratio. (RPS: Renewable Portfolio Standard).

Year 2017 2018 2019 2020 2021 2022 2023 on

RPS target ratio (%) 4 5 6 7 8 9 10

The government assigned the REC targets, calculated by multiplying the amount of electric power
from NRE in the previous year and the yearly target ratio to power producers. REC targets are satisfied
in three ways: self-generation, purchase of RECs in the market, or penalty payment. Figure 1 is a
diagram of the RPS mechanism with the power producer in the center.
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Figure 1. Diagram of the RPS mechanism. (KEPCO: Korea Electric Power Corporation).

As shown in Figure 1, power producers need to satisfy their obligations either by electric power
generation using RE or by purchasing RECs in the market. To deal with the RECs themselves,
the addition of RE capacity is necessary. However, since the investment cost for each RE source
differs, the issue is that, if the same weight is given, the investment of power producers in a certain RE
source can be biased. In order to prevent such biases, the Korean government has set REC weights
differentiated for each energy source. Therefore, each power producer has to consider different weights
when deciding how much of an energy source to add and which RECs to buy and sell in the REC market.

• Emissions Trading Scheme (ETS)

The Korean government has set a carbon emissions reduction target of 37% versus BAU by 2030,
and it began implementing the ETS in January 2015. Because reduction goal in the power generation
sector is very high according to the National Emissions Allocation Plan [7], the government assign
the annual CERs to the power producers Figure 2 diagrams the ETS operation mechanism for power
producers reflecting the situation described below.

 

 

 

 

 

Figure 2. Diagram of the ETS mechanism. (ETS: Emissions Trading Scheme).

• Operational Scheme Considering a Combined Regulatory Environment

While most countries that implement RPS are obliged to supply RE to electricity sellers, Korea is
uniquely obliged to supply each power producer because the government monopolizes the electricity
market. Korea’s power producers must comply with RPS duties and ETS emissions quotas. Therefore,
a decision-making system that maximizes profits by considering REC/CER price changes, different
power generation and operating costs for each energy source, new capacity investment costs, periodic
obligations, and emission quotas is necessary. This study designed an operational scheme for Korea’s
power producers regulated by RPS and ETS simultaneously, shown in Figure 3.
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Figure 3. Integrated operational scheme for Korean power producers.

• Input Parameter Estimation for the Mathematical Model

For use as input values in the mathematical model, we first must estimate SMP, REC, and CER
prices that change in the market.

First, this study uses the SMP estimation method in the previous study [40]. For REC and CER,
forecasting is somewhat difficult due to the lack of existing data because the market operation period
is short. Therefore, we use the average change rates of REC/CER to predict each price for the planning
horizon to simplify parameter estimation.

Additionally, the total number of power producers considered in this study is 18 companies in
Korea, which accounts for about 90% of Korea’s total power generation capacity. This proportion (θ)
will be a parameter to adjust the annual demand and emissions quota. For example, if the forecasting
demand for 2018 is 100 TWh, the demand for power producers will be 90 TWh. These values are used
as input values in our model.

4. Mathematical Modeling

4.1. Problem Structure and Definition

This study proposes a mathematical model based on mixed-integer linear programming to derive
optimal operation strategies for Korea’s power producers to maximize profit. Section 3 addressed
the integrated operational scheme. The operational strategy corresponds to the value of the arrows
derived from the power producers, composed of the decision variables of the proposed mathematical
model. The decision variables are Xe,m,t, denotes the new generation capacity completed by each
period, xe,m,t,k, constructs the generation capacity of each period to achieve, and Xe,m,t and Ye,m,t,k,
the binary variables for establishing the power generation plan. To calculate various revenue/cost
values, the model uses the sale/purchase/non-fulfillment of REC and CER as variables. Figure 4 shows
the structure of the problem proposed in this study. The blue variables have a positive effect on profit,
while the red variables have a negative effect on profit.
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Figure 4. Problem structure.

4.2. Mathematical Model for Operational Strategy

This study uses the electricity demand and reserve margin of each planning period, based on
data from the 7th basic plan for long-term electricity supply and demand [41]. This study considers
18 power producers (called M1 to M18) with capacities of 500 MW or more, which is the RPS standard.
In addition, the capacity expiration and expansion plans included in the 7th basic plan are known,
and power producers can sell their generated electric power to KEPCO, and the extra REC and CER can
be sold to the market without limitation. However, this study assumes that the amount of additional
REC/CER purchases are different depending on the size of the power producer. The annual unit
generating and operating costs are known for all planning periods for each generation source [3,42–46].
Lastly, power plant expiration has not been confirmed in the 7th basic plan for the whole period, and
the lifetimes of newly added power plants are not considered in this study.

4.2.1. Objective Function

The purpose of this model is to maximize the total profit of Korea’s power producers.
Power producers generate electricity to meet annual demand, sell it to KEPCO, and earn revenue
by selling additional REC and CER. In terms of cost, additional costs for purchasing REC and CER,
penalty costs, power generation and operation costs, and investment costs for new capacity expansion
are taken into account. The objective function is expressed as Equation (1).

Minimize Total Profit (TP):

TP =
{

∑

m,t

(

ESm,t + QR+
m,tPRt + QC+

m,tPCt
)}

−
{

∑

m,t

(

QRPU−m,tPRt + QCPU−m,tPCt + RECpen
m,t + CERpen

m,t + GOCm,t+ Invm,t)}.
(1)

To simplify the objective function, the model used the expressions such as ESm,t, RECpen
m,t , GOCm,t,

Invm,t and calculated as follows:

ESm,t = ε
∑

e

HreEffeCapae, m,tPEt,∀m, t (2)

RECpen
m,t = 1.5PRt ×max

(

0, QRPE−m,t

)

,∀m, t (3)

CERpen
m,t = 3PCt ×max

(

0, QCPE−m,t

)

,∀m, t (4)

GOCm,t = ε
∑

e

(

HreEffeCapae, m,tgence,t

)

,∀m, t (5)
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Invm,t =
∑

e

t−1
∑

k=1

(1 + γ)−k(ICexe,m,t,k),∀m, t. (6)

Equation (2) is the electricity sales of each power producer in period t, and Equations (3) and (4)
are the penalty costs due to failing to achieve REC and CER targets. Equation (5) is the generation
and operation cost of each power producer in period t, and Equation (6) is the investment cost for the
expansion capacity.

4.2.2. Constraints

This chapter considers the following constraints.

Capae, m,t = Capae, m,t−1 + Xe,m,t − expe,m,t−1 +adde,m,t,∀e, m, t (7)

ε















∑

e,m

HreEffeCapae, m,t















≥ θ(1 + RMt)Dt,∀t (8)

xe,m,t,k ≤ δeYe,m,t,k,∀e, m, t, k (9)

Xe,m,t =
t−1
∑

k=1

xe,m,t,k,∀e, m, t (10)

∑

m

Xe,m,t ≤ CapaP
i∈e,t,∀i ∈ e, t (11)

Invm,t ≤ Budgetm,t,∀m, t (12)

ETSQuota
m,t + QC−m,t =

∑

e

(

HreEffeCapae, m,tCFe
)

+ QC+
m,t,∀m, t (13)

QCPE−m,t + QCPU−m,t = QC−m,t,∀m, t (14)

QCPU−m,t ≤ CULm,∀m, t (15)
∑

e,m

(

HreEffeCapae, m,TCFe
)

≤
∑

m

ETSQuota
m,t , where t = T (16)

RPSTarget
m,t × ε

∑

j∈e

(

HrjEffjCapaj, m,t−1

)

+ QR+
m,t = ε

∑

i∈e

(

HriEffiCapai, m,tWRi∈e

)

+ QR−m,t,∀m, t (17)

QRPE−m,t + QRPU−m,t = QR−m,t,∀m, t (18)

QRPU−m,t ≤ RULm,∀m, t (19)

∑

i∈e,m

(

HriEffiCapai, m,t ×WRi∈e

)

≤
∑

m

















RPSTarget
m,t ×

∑

j∈e

(

HrjEffjCapaj, m,t−1

)

















, where t = T (20)

All variables are non− negative,∀e, m, t, k. (21)

Equation (7) represents the cumulative capacity updating formula for each energy source by
power producer and period, including new capacity to be completed during the period, planned
capacity increases during the period, and expired capacity in the previous period. Equation (8) is a
constraint for meeting demand, and Equation (9) represents the feasible expansion amount that can be
added in period k. Equation (10) expresses that the sum, up to the amount of (t − 1) period added by
period k, is completed in t period. Equation (11) is used to set the RE potential capacity upper limit,
and Equation (12) is an expression that shows the investment budget constraints for each company.

Equations (13) through (16) reflect the ETS policy. Equation (13) is the CER balance equation for
each power producer. QC−m,t denotes the CER shortage and expresses the sum of additional purchase
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amounts and the penalty amounts from Equation (14). However, Equation (15) represents an upper
limit on the number of additional purchases. Equation (16) expresses constraints on achieving the
goals set by the country in the final year of the planning horizon.

Equations (17) through (20) reflect the RPS policy. Equation (17) is the REC balance equation for
each power producer. QR−m,t used in this equation means that REC shortage and can be expressed as
the sum of the additional purchases and the penalty amounts given by Equation (18). Equation (19) is
used to set an additional purchase upper limit. Equation (20) represents the constraints for achieving
the goal set by the country in the final year of the planning horizon. Finally, Equation (21) implies that
all variables used in this model should be non-negative.

Section 5 will perform scenario-based analyses, and the mathematical models applied to all
scenarios are basically identical. However, this study can discover some differences in input parameters
for each factor considered in each scenario, and the constraints may require changes. For example,
consider Equations (22) and (23) below.

{

Xe,m,t = 0, where e = 10 and m , 1, ∀t
Xe,m,t = 0, where e = 8 or e = 10, ∀m, t

Equation (22) is a constraint that makes it impossible for other companies to expand nuclear
power plants, as nuclear power plant expansion in Korea is only possible for M1. Equation (23) is a
restriction that makes it impossible to add new coal-fired and nuclear power plants.

5. Scenario-Based Analysis

This study examines how various factor changes affect the optimal operational strategy of power
producers using the proposed model. First, we define four scenarios, and basic information for each
scenario is shown in Table 2. In summary, Scenario 1 aims at creating a reference case by deriving
operational strategy based on the current situation in Korea as an input value. Scenario 2 analyzes the
impact of strengthening RPS duty ratio through nuclear and coal phase-out, and Scenario 3 aims to
analyze the impact of tightening the carbon emissions regulations by increasing CER prices. Lastly,
Scenario 4 is to analyze the impact of reaching the RE grid parity.

Table 2. Basic information for each scenario.

No Description

Control Factor

Enhanced
RPS Duty

Nuclear
Option

CER
Price

Generation
Cost

SC1 Reference case - - - -

SC2
Nuclear and coal phase-out scenario:

Considering strengthened RPS duty ratio
O O - -

SC3 Impact of increasing the unit CER prices - - O -

SC4
Influence of reaching grid parity:

Changing the generation and operation
cost of RE sources

- - - O

5.1. Input Data

In this model, it is assumed that the electricity demand and reserve margin in the entire planning
horizon are already known, beginning in 2017 [41]. However, the demand is scaled using the initial
generation capacity ratio of power producers under both regulations in Korea. (See Table 3)

The initial generation capacity data for each power producer is collected from the total generation
capacity report. It is assumed a 3.59% transmission and distribution loss factor, constant during the
entire period [43]. In addition, planned expanded and expired generation capacity amounts for each
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power producer were gathered from the 7th basic plan [41], and the realizable potential of each RE
source was obtained from previous research and statistics [42,47].

Table 3. Demand (TWh) and reserve margin (%).

Year 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029

Demand (TWh) 498 522 544 563 580 597 612 627 642 657 671 684 698
Reserve Margin (%) 26.3 24.9 23.7 23.2 26.8 27.7 25.3 22.4 21.2 21.3 21.4 21.5 21.6

Next, the annual investment budget of each power producer during the planning horizon is
deterministic. In this case, it is assumed that this value starts from 7% of initial sales and increases
by an annual average of 3%. Data such as the capacity factor for each energy source, the investment
cost per unit capacity addition, carbon emissions coefficients, generation and operation costs, and
historical price data to use for estimation were collected from previous research [3,6,42,44–49] and the
Electric Power Statistics Information System (EPSIS) (see Table 4) [43]. In scenario 4, considering the
attainment of grid parity, it is assumed that the generation and operation costs of RE decrease linearly,
lower than that of the lowest among NRE after 2021.

Table 4. Investment, capacity factor, generation and operation costs, and CO2 emissions coefficient.

Type Energy
Source

Investment
Cost (M

KRW/MW)

Capacity
Factor

(h)

Generation and Operation
Costs (KRW/MWh)

CO2 Emissions
Coefficient

(kgCO2/MWh)Low High

Renewable
Energy (RE)

Solar PV 3500 1314 65,000 271,000 33
Wind 2500 2891 35,000 83,000 12
Hydro 1170 4643 32,000 108,000 4

Biomass 3500 7271 83,000 119,000 18
Fuel cell 5680 7446 115,000 181,000 221
Ocean 3824 1752 249,000 271,000 37

Non-renewable
Energy (NRE)

LNG 620 6132 54,000 87,000 450
Coal 540 7446 70,000 162,000 950
Oil 1908 7621 114,000 129,000 680

Nuclear 1562 7884 60,000 147,000 16

Lastly, the annual RPS target ratio uses the values specified in the regulations. Scenario 2 assumes
a planned annual target ratio that can achieve 20% in the last period to reflect the government’s intent
to increase the proportion of RE through the implementation of a nuclear and coal phase-out roadmap
(See Table 5).

Table 5. Strengthened RPS target ratio plan.

Year 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029

RPS Target Ratio (%) 4.0 6.0 8.0 10.0 12.0 13.0 14.0 15.0 16.0 17.0 18.0 19.0 20.0

Table 6 shows the annual carbon emissions targets for the power generation industry, obtained by
applying a linear interpolation method to the initial and final year target values.

Table 6. Total CO2 emissions targets.

Year 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029

CO2 Target
(MCO2ton)

247 249 250 252 254 255 257 259 260 262 264 265 267
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5.2. Results

5.2.1. Scenario 1: Reference Case

Figure 5 presents the amount of newly installed capacity of each energy source over the planning
horizon. First, it seems that biomass generation capacity steadily expands, though the investment
cost is high. This is because biomass generation is an attractive means to fulfill the RPS obligations,
in that it has a higher capacity factor than other RE sources and can receive a REC. Second, wind and
fuel cell generation tend to expand more after 2023, after most power producers have achieved their
obligations. This preference increase is to improve profits by adding more energy sources with higher
REC weights after eliminating the RPS penalty from not satisfying the RPS regulation conditions.
Lastly, hydropower generation consistently increases. This happens because it has advantages such
as low generation and operation costs, low carbon emissions, and RECs can be issued in the case of
small-hydro generation.

 

  
  

Figure 5. Newly installed capacity of each energy source in SC1.

Figure 6b presents the changes in capacity and generation share of RE/NRE from 2016 to 2029,
respectively. In 2029, 12.6% of the power producer’s total installed capacity will be comprised of
RE sources, accounting for 9.7% of generation. In addition, the rates of capacity and generation
increase from 2016 to 2029 show that RE increases more rapidly than NRE. As such, the government’s
regulations (RPS and ETS) have an effective impact on the expansion of RE proportion in the power
producer’s energy mix.

 

  
(a) (b) 

Figure 6. The proportion of RE/NRE capacity and generation. (a) Trends in the proportion of RE/NRE
capacity (SC1); (b) trends in the proportion of RE/NRE generation (SC1). (RE: Renewable Energy, NRE:
Non-renewable Energy).

The main purpose of this study was to derive an optimal operational strategy for each power
producer. In order to analyze from each individual power producer’s perspective, we created a
power producer classification matrix. This matrix classified power producers into four types, with
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initial RE capacity proportion and initial sales as two axes. Clockwise from the right top in Figure 7,
the quadrants are defined as industry leaders (IL), reliable supporters (RS), industry followers (IF),
and aggressive participants (AP). Characteristics of each segment are described in Table 7.

 

 

Figure 7. Power producer type matrix.

Table 7. Characteristics of each segment.

Segment Characteristics

Industry
Leaders

Power producers whose initial RE capacity proportion and initial sales are both high
The group with the largest installed capacity share in the entire group

Reliable
Supporters

Although initial RE capacity retention ratios are high, power generation is less than that of IL, and
with lesser sales
Power producers with a reliable response to government regulation

Industry
Followers

The group with the largest number of producers
Relatively low initial sales and initial RE capacity share
Power producers who accommodate requests slowly to minimize the damage caused by government
regulations

Aggressive
Participants

The group with higher sales but low RE capacity retention ratio
Power producers with a motive force to maximize profit through aggressive additional RE investments

In order to analyze the power producer’s behavior in each segment, we first divided 18 power
producers into four categories and analyzed the change in RPS duty achievement. First, since the IL
segment has a large amount of installed capacity, it takes time to achieve RE duty. Therefore, instead of
investing heavily in the early period, it also maximizes profits by combining appropriate long-term
investment and profitable activities, such as selling electricity and excess CER.

The RS segment has a smaller generation capacity than the IL segment, and the RE capacity
retention ratio is high, so they easily satisfy the RPS duty. Therefore, to minimize the penalty
expenditure, they achieve the RPS duty from the beginning to maximize profits.

Finally, power producers in the IF segment usually maintain proper investment from the beginning,
but it takes a while to achieve the RPS duty because of the low initial RE capacity retention ratio
compared to the RS segment. Figure 8 shows the change of RPS duty ratio among 11 power producers
in the IF segment. Unlike other power producers, M10 and M16 show a high achievement ratio from
the beginning.

This is because M10 and M16 have larger sales per unit generation capacity (since they provide
city gas or solar operations and maintenance business in addition to electric power generation) than
other power producers in the same IF segment. This helped them pursue profit maximization through
aggressive RE investments. Thus, it can be inferred that power producers with large sales per unit
generation capacity (like M10 and M16) will be effective in maximizing profits by following the strategy
corresponding to the AP segment because the same investment has a greater impact on the energy mix.
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Figure 8. RPS ratio changes of each power producer in the IF segment.

A growing number of power producers will be regulated by RPS. Some of them will be able to
make aggressive investments due to large sales, although the RE capacity ratio is low, and they are
clearly distinguishable from the IF segment. Therefore, in order to consider such characteristics, it is
more realistic and suitable to divide the group into four segments, as shown in Figure 9.

 

 
Figure 9. Power producer type matrix (adjusted).

5.2.2. Scenario 2: Nuclear and Coal Phase-out Scenario Considering a Strengthened RPS Duty Ratio

Scenario 2 considers the abolition of 6 nuclear power plants (totaling 8.8 GW) and 10 coal-fired
power plants (totaling 3.34 GW), the prohibition on the addition of new nuclear and coal-fired power
plants, and the strengthened RPS duty ratio as a constraint.

Compared with the reference scenario, this result shows the capacity of all RE sources increases
more rapidly (see Figure 10). In particular, fuel cells with a higher REC weight are installed to meet
the RPS duty ratio early on. In addition, wind and biomass generation capacity rise more than in
the reference scenario. This indicates that RE sources, which can generate revenue through REC and
can minimize penalties from excess carbon emissions, can play an alternative in a situation where
nuclear power generation, which accounts for a very large proportion of the national energy mix
and has very low carbon emissions, must be replaced. However, to meet the demand in the nuclear
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and coal phase-out environment, there is a limit to the addition of solely RE sources. Thus, the new
installation of competitive liquefied natural gas (LNG) generation capacities among NRE sources tends
to increase quickly.

 

  
  

Figure 10. Newly installed capacity of each energy source in SC2.

Figure 11a,b shows that 20.8% of the total power producers generation capacity and 17.8% in terms
of generation amount will be composed of RE sources in 2029 (see Figure 12). In addition, we increased
the investment budget proportion by 15%, and most power producers tend to aggressively increase
RE capacities to gain more REC sales. This tendency is most noticeable in the RS and AP segments.
Furthermore, power producers with relatively large capacity in the IF segment continue to make
better decisions between payment of penalties and additional investment in achieving their duties.
In conclusion, in order to achieve the strengthened duty ratio, the government can use a policy that
causes the IF segment (with the most power producers) to be more burdened with penalty payments.
Additionally, the RS and AP segments, which are reliably responsive to government regulations,
may apply supporting policies, such as loan interest benefits on investment expenditure.

 

  
(a) (b) 

Figure 11. The proportion of RE/NRE capacity and generation. (a) Trends in the proportion of RE/NRE
capacity (SC2); (b) trends in the proportion of RE/NRE generation (SC2).

5.2.3. Scenario 3: Impact of Increasing the Unit CER Prices

The CER price of Korea set in the reference scenario is somewhat low, and thus we considered
this scenario with increasing CER price conditions (annual averages of 5%, 10%, and 15%) to more
strongly regulate emissions. Ultimately, we examined how the power generation industry and power
producers from each segment would react to such CER price increases.

First, the changes in RE/NRE generation amounts according to the CER price increases are shown
in Figure 13.
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Figure 12. Power generation changes in SC 2 (TWh).

 

 

Figure 13. Power generation changes of RE/NRE considering CER price increases.

It shows the ratios of RE/NRE generation amounts by CER price increase level when the generation
amount of the reference scenario is set to 1 in 2029. As the annual average increase rate rises, the total
generation amount is the same in 2029, but the RE generation amount increases and the NRE generation
amount tends to decrease. For instance, at an annual average CER price increase of 15%, the RE
generation increases by 1800 GWh compared to the reference scenario, close to the amount of solar
generation capacity (1400 MW). However, the generation capacity represents only a 0.1% difference.
This means that power producers with the same energy mix will pursue a different power plant
utilization strategy according to the CER price change.

Figure 14 shows the changes in RE/NRE generation changes for each segment according to the
CER price change when the reference scenario power generation is set to 1 in 2029. As the price increase
rate rises, the NRE power generation tends to decrease. Table 8 shows the actual generation (TWh)
with CER price changes according to representative companies in each segment. In summary, since
the IL segment accounts for a large share of the total installed capacity, additional NRE generation,
the amount that is reduced by the power producers of other segments, tends to happen to satisfy the
demands. In addition, the AP segment shows a tendency to increase the RE generation amount most
sensitively as the CER price increases. Meanwhile, the RS segment steadily increases RE generation
as the CER price increases, for up to a 5% increase, and the power producers of the IF segment do
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not increase RE generation due to the small penalty, but they start responding at the 10% increase
level. Therefore, a more effective approach would be to apply differentiated penalty rates to each
segment, divided into more than and less than certain emissions amounts, at current low prices of the
CER market.

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 14. RE/NRE power generation changes with CER price increases in: (a) AP segment (M10);
(b) IL segment (M1); (c) IF segment (M18); (d) RS segment (M5).

Table 8. RE/NRE power generation (TWh) with CER price changes for each segment.

RE/NRE
Generation

(TWh)

Scenario 1 (Reference) 5% Case 10% Case 15% Case

2017 2023 2029 2017 2023 2029 2017 2023 2029 2017 2023 2029

M1
(IL)

RE 3.42 11.26 21.53 3.42 10.88 21.46 3.42 9.68 20.99 3.42 9.18 20.69
NRE 174.4 262.1 310.7 174.4 264.2 312.6 174.4 269.7 317.3 174.4 272.6 319.7

M5
(RS)

RE 1.65 5.27 8.38 1.65 5.46 8.56 1.65 5.77 8.92 1.68 6.07 9.21
NRE 72.03 75.54 75.54 72.03 74.84 74.84 72.03 73.39 73.39 71.63 71.63 71.63

M10
(AP)

RE 0.45 5.74 5.74 0.45 3.49 5.99 0.45 3.87 6.38 0.45 4.03 6.54
NRE 5.85 15.62 15.62 5.85 14.44 14.44 5.85 12.57 12.57 5.85 11.76 11.76

M18
(IF)

RE 0.18 1.41 1.41 0.18 0.88 1.41 0.18 0.96 1.52 0.18 0.97 1.57
NRE 10.14 10.88 10.88 10.14 10.88 10.88 10.14 10.5 10.5 10.14 10.43 10.43

Next, we examine the emissions intensity trend (tCO2/MWh) according to the CER price change
from the power generation industry and power producer’s side.

The IL segment, which accounts for more than 20% of total capacity, is the group with the highest
reactivity according to the increase in demand, and the emissions intensities of companies in that group
are similar to the increase in demand. The RS segment also shows an increase in emissions intensity
versus the same year as CER price increases. What is unusual is that, even if the CER price increase rate
rises, the emissions intensity increases. This has a logical explanation: the NRE generation capacity of
the IL and RS segments increases to compensate for the decrease in NRE generation caused by the
decrease in the AP and IF segment emissions (see Figure 15, Figure 16a–d).
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Figure 15. Changes in the emissions intensity (tCO2/MWh) of the power generation industry with CER
price increases.

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 16. Changes in the emissions intensity (tCO2/MWh) with CER price increases in: (a) AP segment
(M10); (b) IL segment (M1); (c) IF segment (M18); (d) RS segment (M5).

Next, we examined the change in the RPS duty ratio with CER price changes for each segment.
Figure 17 shows the yearly RPS target ratio, and that the level of achievement differs for each segment.
The AP segment presents the greatest increase in RPS ratio, and both the IF and RS segments increase
steadily beyond the RPS target ratio. On the other hand, the IL segment is close to the target in the latter
half of the planning horizon, and even if the CER price increases, it does not reach the goal. This can be
understood in the same manner as for the emissions intensity and it is a phenomenon caused by the
fact that power producers with a large share in the whole industry have to compensate for the decrease
in NRE generation because of the increase in the RPS ratio of the remaining segments. This indicates
that the government should not set RPS targets in a lump sum regardless of the power producer’s
type, but that differentiating the regulatory level based on capacity size and RE/NRE generation will
be more effective in achieving the RPS goal.
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 17. RPS ratio changes with CER price increases in: (a) AP segment (M10); (b) IL segment (M1);
(c) IF segment (M18); (d) RS segment (M5).

In addition, except for SC2, achieving RPS targets through PV capacity expansion are rarely
executed. It is due to the low capacity hours, low power generation efficiency and high generation and
operation cost caused by the low amount of sunlight in Korea. Therefore, policy support (increasing
power generation subsidies, improving REC weights, etc.) is needed to make the power producers
consider solar energy as an attractive generation capacity expansion option in the future.

5.2.4. Scenario 4: The Influence of Reaching Grid Parity by Changing the Generation and Operation
Costs of RE Sources

In the early stages of the planning horizon, the generation and operation costs of RE are higher than
those of NRE, so there is a tendency to expand coal and LNG, which are both economically superior to
other sources, and the RPS duty ratio is achieved primarily by using biomass and small hydropower.
After reaching grid parity, profits seem to be created by increasing new capacity investments in fuel
cells with high REC weights in order to maximize the cost-benefit of RE (see Figure 18).

 

 

Figure 18. Newly installed capacity of each energy source in SC4.
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Next, we checked to see how the RE/NRE generation capacity and power generation changes
compare to the reference scenario. In terms of generation capacity and amount of generation, there is
no difference from the reference scenario by 2022, but the proportion of RE generation exceeds 10%
by 2029. In particular, the proportion of RE capacities decreases but the proportion of RE generation
amount increases (see Table 9). This implies that power producers follow different utilization rates for
RE/NRE capacity under the same energy mix after reaching grid parity. In this case, the increase in
the RE capacity utilization rate is the force that drives up SMP prices. In other words, if grid parity is
attained and the RE capacity utilization rate is increased, the profitability deterioration problem of
power producers caused by SMPs being too low can be solved. However, when grid parity is attained
without adopting the nuclear and coal phase-out option, it is difficult to attain an RE capacity and
generation proportion of 20% or more nationally. This implication should be considered when the
government intends to increase the RE proportion to achieve sustainability in the national energy mix.

Next, Figure 19 shows how the profit of each segment’s representative power producers changed
in the same year versus scenario 1. Profits are calculated as profit per MWh to compare on an equal
basis, not on a total profit basis. Our results show that the AP segment shows the greatest profit
increase per MWh during the planning horizon, as it further strengthened its aggressive investment
propensity previously shown in the reference scenario. The IL segment shows a different behavior:
a relatively small increase in profits, due to its role in supporting the industry.

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 

Figure 19. Profit change amount (KRW/MWh) and rate (%) of: (a) AP segment (M10); (b) IL segment
(M1); (c) IF segment (M18); (d) RS segment (M5) (compared to SC1).

Table 9. Comparison of the ratio of RE/NRE by scenario (SC1 and SC4).

Scenario 1 (Ref) Scenario 4

% of Electricity
Generation Capacity(A)

% of Electricity
Generation(B)

% of Electricity
Generation Capacity(A)

% of Electricity
Generation(B)

Year RE NRE RE NRE RE NRE RE NRE

2016 2.8 97.2 1.7 98.3 2.8 97.2 1.7 98.3
2022 7.2 92.8 5.9 94.1 7.1 92.9 5.9 94.1
2029 12.6 87.4 9.7 90.3 11.4 88.6 10.2 89.8
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6. Discussion and Conclusions

6.1. Discussion and Political Implications

To enable the future power generation industry in Korea to operate in a sustainable and
eco-friendly manner, this study derived optimal operational strategies for each power producer
under the governmental policies (RPS and ETS). It considered 10 energy sources (six types of RE, four
types of NRE) and 18 power producers under both regulations, and developed a mathematical model
that included actual policy constraints along with other generation-related constraints. This study
formulated the mathematical model intended to maximize the total profit for power producers, and
to determine the capacity expansion plans, sales/purchase amounts of REC/CER, and penalty levels.
Additionally, a scenario-based analysis was conducted to derive the optimal operational strategy for
each power producer based on the scenario design that considered four different influential factors.
Furthermore, this study proposed a matrix to analyze the behavior of each power producer in detail.
The proposed matrix classified the types of power producers and analyzed how the influential factors
of each scenario affect the strategies of power producers in each segment. Based on the analysis, this
study drew some meaningful insights. First, the scenario-based analyses show that small hydropower
generation adopts steadily, so it is necessary to consider the support policies specializing in small
hydropower generation or policies that encourage technological research and the development for
expanding realizable potential generation capacity. In addition, in order for the government to more
rapidly increase the proportion of RE sources, it is worth targeting the IF segment, to which most
power producers belong. Only for those IF segment’s power producers that continue to make more
favorable decisions between paying penalties and additional capacity investments to accomplish their
RPS duties, the government will be able to set policies that increase the penalty rate from the beginning
of the regulation to drive IF’s decisions toward additional capacity investments. In addition, in the case
of the RS and AP segment power producers that are faithfully responding to government regulations,
it is possible to consider policies such as loan interest rate benefits and preferential treatment of REC
weights depending on the number of successive years of achieving duty.

Plus, in terms of strengthening the carbon emissions regulations, the CER price, which is currently
20,000 KRW per unit CER, does not fulfill the effective regulatory function for reducing the carbon
emissions of the power producers. However, the CER price cannot be intentionally increased. Thus,
in order to achieve the national goal, the government must be able to establish policies for grading
power producers according to the amount of power generation and applying differentiated penalties
rate to each grade. Finally, this study expected that attaining grid parity can solve the power producer
profitability deterioration problem caused by SMPs that are too low. However, reaching grid parity
was not sufficient to achieve RE generation amounts greater than 20%. Therefore, the solution for this
problem should contain the nuclear and coal phase-out roadmap, or the development of facility designs
and generation technologies that are not biased toward one or two generation sources. In addition,
if a power producer invests in energy sources with high investment costs and REC weights, greater
support policy should provide for maximizing the effect of reaching grid parity. These insights
are important implications that must be considered in order to maximize the effectiveness of the
policy-making process and to enact policy that ensures the future sustainability of the national power
generation industry. Additionally, in our analysis, one significant conclusion is that, for accomplishing
the regulation goals at the national level and for achieving the sustainability of Korea’s future power
industry, implementing different policies that consider characteristics of each segment is more effective
than implementing identical policies for every segment.

6.2. Limitations and Future Research

Despite the above implications, this study has some limitations. First, the research that determines
the future energy mix of a country or a company needs to consider the electricity supply and demand
uncertainty that changes over time. Our study does not take this into consideration because it mainly
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aims at analyzing the operational strategies and behaviors of power producers under the RPS and ETS
regulations. Second, some assumptions and parameter estimation methods described in this study
make the model impractical. In particular, some parameters were inevitably estimated and used in the
model due to the limitations regarding available data and data collection.

For future research, it is necessary to overcome these limitations. Such a study must consider
uncertainties such as generation and operation costs and price data (for SMP, REC, and CER) to
make the model more realistic. In addition, if the technical constraints associated with electric power
generation were to further enhance and parameters were to be standardized to make it possible for their
more accurate use, the results of our operational strategy optimization model will then become more
reliable and more useful. In addition, in order to address various situations from the power producer
perspective, it is necessary for the scenario-based analyses to consider fluctuations in electric power
demand and fuel prices. Finally, the model could enhance by adding more sophisticated constraints
regarding the RPS and ETS regulations.
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Abbreviations

RPS Renewable Portfolio Standard
ETS Emissions Trading Scheme
GHG Greenhouse Gas
NRE Non-renewable Energy
RE Renewable Energy
CER Carbon Emissions Reductions
REC Renewable Energy Certificates
GEP Generation Expansion Planning
BAU Business as Usual
KEPCO Korea Electric Power Corporation
EPSIS Electric Power Statistics Information System
SMP System Marginal Prices
LNG Liquefied Natural Gas
IL Industry Leaders
RS Reliable Supporters
IF Industry Followers
AP Aggressive Participants
Indices
e Power generation source index (e = i ∪ j, e = 1, 2, . . . , 10)
i Renewable energy (RE) source index (I = 1,2, . . . , 6)
j Non-renewable energy (NRE) source index (j = 7, 8, 9, 10)
m Power Producer (PP) index (m =M1, M2, . . . , M18)
t(↔ k) Time Horizon (2017(t = 1)~2029(t = T = 13), 2029: Target year)
Decision Variables
Xe,m,t New generation capacity of energy source e of each power producer in period t (MW)

xe,m,t,k
Constructed new generation capacity of energy source e of each power producer in period
k to complete in period t (MW)

Ye,m,t
1 if the capacity expansion of energy source e is considered for each power producer in
period k to complete in period t (∈{0,1})

QR+
m,t Sales amount of Renewable Energy Certificate (REC) of each power producer in period t
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QRPU−m,t Additional purchasing amount of REC of each power producer in period t
QRPE−m,t Non-fulfillment amount of REC of each power producer in period t
QC+

m,t Sales amount of Carbon Emission Reduction (CER) of each power producer in period t
QCPU−m,t Additional purchasing amount of CER of each power producer in period t
QCPE−m,t Non-fulfillment amount of CER of each power producer in period t
Parameters
adde,m,t Planned expansion capacity of energy source e of each power producer in period t (MW)
Budgetm,t Budget limitation of each power producer for capacity expansion in period t (KRW)
CapaP

i∈e,t Potential expansion capacity of energy source i in period t (MW)
Capae,m,0 Initial generation capacity of power producer of each energy source e (MW)
CFe CO2 emission coefficient of energy source e (kgCO2/MWh)

CULm
Upper limit of additional purchasing amount of CER of each power producer in period t
(tCO2)

Dt Electric power demand in period t(MWh)
Effe Power generation efficiency of energy source e (%)
ETSQuota

m,t CO2 emission limitation of each power producer in period t (tCO2)
expe,m,t Planned expired capacity of energy source e of each power producer in period t (MW)
gence,t Power generation and operation cost of energy source e in period t (KRW/MWh)
Hre Annual generating hours of energy source e (hour)
ICe Investment cost of unit expansion capacity of energy source e (KRW/MW)
M Big M
PCt Predicted CER in period t (KRW/MWh)
PEt Predicted SMP in period t (KRW/MWh)
PRt Predicted REC in period t (KRW/MWh)
RMt Reserve margin in period t (%)

RPSTarget
m,t RPS target ratio of each power producer in period t (%)

RULm
Upper limit of additional purchasing amount of REC of each power producer in period
t (tCO2)

WRi∈e Weight of REC issued of renewable energy source i
Γ Interest rate (%)
δe Available constructed capacity of energy source e in each period (MW/year)
ε Net ratio of transmission and distribution
Θ Capacity proportion of power producer (obligatory) compared to total capacity (%)
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Abstract: The world economy and society are in a complex process of transition characterized by
a high degree of uncertainty. Therefore, further development and management of the transition
will largely depend on the quality of the decisions made and, accordingly, on the decision-making
process itself. The main goal of this study is to analyze the reliability of International Energy Security
Risk Index as a tool to support the process of energy and economy transition decision making, as
closely related and highly interdependent phenomena. The index is composed of 29 aggregated
variables (grouped into eight categories), and the research is conducted on a research sample of
25 countries over a period of 36 years. The reliability assessment is performed by using Multiple
Regression Analysis. Multicollinearity test, plus Multicollinearity test with Variance Inflation Factors,
is used for methodological verification. The test results indicate a high degree of unreliability of
the Index, as is concluded based on the observed errors in its methodological settings. These errors
primarily relate to a high degree of multicollinearity in all 29 variables, whereby independent
variables lose their independence and thus jeopardize reliability of the total Index. Out of the eight
groups of variables, the fuel imports group is the only one that does not show big methodological
errors. The paper presents a recommendation for the improvement of the observed Index (review of
the role of individual variables found to be particularly methodologically indicative), as well as a
recommendation for different distribution of weighting coefficients.

Keywords: energy and economy transition; decision making; international energy security risk index;
multiple regression analysis; multicollinearity test; multicollinearity test with variance inflation factors

1. Introduction

Energy, geopolitical and economic transition, along with changes in other fields of development,
represents a great challenge facing humanity in the XXIst century [1]. In such a situation,
decision making, as an already complex and demanding process, becomes even more difficult
because it is associated with a high degree of uncertainty on several grounds [2]. Firstly, decisions must
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be made in the unforeseen circumstances that characterize the present time, with extremely difficult
possibilities for predicting future events: geopolitical turmoil at the global level (as well as in some
countries and regions), economic crises and problems at the micro and macro levels, the consequences
caused by the Covid-19 virus pandemic, social tensions and unrest, changes in the field of security,
resource exploitation, environmental concerns, climate change challenges and the like. Decision making
in conditions of such a high degree of uncertainty, risk and ambiguity, is an extremely demanding and
very important issue that calls for adequate solutions by taking into account specific circumstances [3].
Therefore, these solutions cannot be universal [4]. Secondly, decision making is hampered by the fact that
decisions can be made in different ways, while using different approaches: from extremely subjective
to milti-attribute decision making, which is supported by the objective fact that some decisions must be
made in an extremely short time, caused by certain emergencies. Therefore, robust decision-making
approaches are useful, yet, studies on them are rare [5]. In addition, there is no consensus on or uniform
guidance about which decision-making method should be used under what conditions or for what
purpose [6].

Since energy and economy transition takes place in the same conditions, with positive causal
relationship [7]. Energy and macroeconomic variables are highly connected and evaluated in scientific
literature [8]. Upon analysing the relation between energy security and macroeconomic variables in
European countries, it was found that increase of Gross Domestic Product (GDP) is positively correlated,
while the Consumer Price Index (CPI) is negatively correlated with energy security [9]. Analysing the
relation between energy security and five macroeconomic variables (GDP, inflation, current account
balance, foreign direct investment, and employment) in EU countries, Granger causality tests of the
panel VAR model reveal that in the short run only employment may be negatively affected by energy
security. Thess results may suggest to EU policy makers that the focus of energy policy should be
primarly devoted to technological advances and energy consumption efficiency [10]. Empirical research
based on 10 Asian economies provides evidence that energy price volatility has a positive impact on
GDP in the short-run and the opposite in the long-run [11]. Another study [12] confirmed that increases
in oil prices have a lower effect on GDP growth the lower the oil-to-energy ratio. These results are in line
with the hypothesis that a higher energy import dependency makes a country more vulnerable to price
variations. Facing a decline of oil-to-energy ratios, the decreasing influence of oil price fluctuations
on GDP growth during the past 40 years can be explained. Emprirical research in which the impact
of unexpected oil price changes on macroeconomic indicators in 19 major oil-related countries was
analysed [13] showed that the macroeconomic overview of energyiimporting countries is under the
higher pressure due to the fact they must pay more attention to the oil price shock response system.
Therefore, further research should be implemented not only to analyse the relation between energy
and macroeconomic indices, but also to design advanced indicators of energy security [14,15].

Taking into consideration the strong connection between energy and economy transition,
decision making in this field is also complex and has certain additional specifics [16].
Namely, every country strives to adapt to the conditions of transition and, at the same time,
to achieve and maintain a satisfactory level of economic stability and energy security for as long as
possible, which allows it to create important preconditions for economic development, political stability
and quality of life. In addition, transition decision making should take into account a large number
of parameters [17], with specifics to be considered when it comes to developed or developing
countries [18], among which many have been changed and aligned with the requirements of sustainable
development [19]. Decisions in this area are more complex when developing a common energy policy
in countries that have their own differences [20].

The decision-making process in the energy security area is further aggravated for several reasons.
First of all, energy security is not defined in a unique way and, therefore, methodologies for measuring
energy security can be considered questionable. However, with the increasing importance of energy
security, efforts to solve this problem to some extent are growing as well. Therefore, a number of
approaches and indices for measuring energy security have been developed and measurements have
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been carried out in individual countries, regions or globally, with the aim of determining the situation,
defining the trends and predicting the future [21].

Energy security can be viewed in different ways, but for the purpose of decision making it is
necessary to first clearly define the parameters that make up energy security [22]. On this point,
there are already different views and analyses made on the basis of energy security concepts [23]
that are set differently, i.e., insufficiently defined relations between the dimensions that make up
energy security [24], with differences in conceptualization for decision with long and short-term
impact [25]. The European Commission agrees as it defines energy security as the “uninterrupted
physical availability of energy products on the market, at a price which is affordable for all consumers
(private and industrial), while respecting environmental concerns and looking towards sustainable
development” [26], whereby it considers availability and accessibility of supply, economic affordability
and environmental sustainability to be basic dimensions.

Energy security can be viewed as an indicator of availability, accessibility, affordability,
and acceptability [27], whereby it is proposed to add fifth dimension (efficiency) to the four dimensions
mentioned [28]. In the Energy Trilemma Index case (World Energy Council), energy security is observed
through the unity of four dimensions: energy security, environmental sustainability, energy equity and
country context [29]. Efforts are also evident to develop special measurement methods for countries with
certain specificities. Thus, in the case of energy import dependent countries that are, at the same time,
large consumers, energy security is viewed as a unity of vulnerability, efficiency and sustainability [30].
In the case of highly industrialized countries, it is recommended to use a four-dimensional energy
security model: availability, affordability, energy efficiency, and environmental stewardship [31].
Different combination of indicators is used in case of assessing energy security in Baltic States. In this
case, combination of technical, economic, geopolitical and sociopolitical aspects of energy security has
been used [32]. On the other hand, energy security should be planned and implemented by respecting
sustainability prerequisites [33]. Energy security could be evaluated as the ability of the energy system
to resist disruptions [34]. It can be concluded that the list of dimensions that make up energy security
is continuously expanding. At the same time, there is an emphasized impossibility of developing all
dimensions in parallel and simultaneously, and it further complicates decision making [35].

By analyzing the literature, it can be said with a high degree of certainty that a single definition
will probably never be adopted. However, it is much more important to analyze the existing methods
and to find ways to improve and adapt them [36].

After analyzing 63 studies on measuring energy security, some conclusions have been defined and
they can, in a sense, serve as directions of further research. For the purposes of this paper, the selected
conclusions relate to the assessment of the reliability of the methods applied. A multivariate analysis
(usually in the form of Principal Component Analysis) was performed in only 10 studies, while more
complex sensitivity and robustness analyses are even rarer. “During the process of building an index,
many decisions are made, such as the selection of the indicator set, data normalization, indicator
weighting and aggregation. The validity of these decisions and the resulting indices may thus be
contested. Uncertainty, sensitivity and robustness analysis support the confidence into an index and its
underlying policy messages”. Regardless of its importance, this analysis was performed in only three
studies. In summary, out of a total of 63 studies, certain assessment of the methodological settings of
the index under observation, and analysis of its reliability, was conducted in only 13 cases [37].

Due to all of the above, and primarily due to the great importance of decision making in energy
transition, with an emphasis on energy security as an important goal of energy and economic transition
strategies, a study on the International Energy Security Risk Index (hereinafter IESRI), created by the
U.S. Chamber of Commerce, is conceived and implemented in this paper, with an emphasis on the
analysis of its methodological settings, the variables used, the assessment of correlation between them,
the assessment of multicollinearity—all with the aim of drawing a conclusion on its reliability for the
application in energy transition decision making, and with recommendations for improvement.
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The paper is divided in five sections. The Introduction section presents the background, subject and
goal of the research, as well as a review of the literature related to it. In the Material and Methods section,
the research is presented, the sample is defined and the methods used are described. The results of the
research are presented in the Results section. The interpretation of the obtained results, along with
certain comments and recommendations, are provided in the Discussion section. Finally, an overview
of the study, its basic results and interpretations are provided in the Conclusions section, along with
indications of the directions of further research.

2. Materials and Methods

A reliability assessment in this research was conducted for International Index of Energy Security
Risk which tracks variables in the field of energy security in 25 selected countries, grouped per
regions [38]:

The European region includes 11 countries: Denmark, Germany, France, Italy, Norway,
The Netherlands, Russian Federation, Poland, Spain, Ukraine and United Kingdom.

The Americas includes four countries: Brazil, Mexico, Canada and United States of America.
The Asian region is represented by China, India, Indonesia, Japan, South Korea, Thailand

and Turkey.
Australia and New Zealand.
The only country from Africa represented in this study is South Africa.
The International Index of Energy Security Risk consists of eight groups of variables, presented as

follows:

• The Global fuels group is represented by six variables: Global oil reserves, Global gas reserves,
Global coal reserves, Global oil production, Global gas production and Global coal production.

• Fuel imports consists of five variables: Oil import exposure, Coal import exposure, Gas import
exposure, Fossil fuel import expenditure per GDP and Total energy import exposure.

• Energy expenditures are explained with four variables: Crude oil prices, Retail electricity prices,
Energy expenditure intensity and Energy expenditure per capita.

• Price and market volatility: GDP per capita, Energy expenditure volatility, Crude oil price volatility
and World oil refinery usage.

• Energy use intensity includes Energy intensity, Energy consumption per capita and
Petroleum intensity.

• Electric power sector is described with two variables: Electricity diversity and
Non-carbon generation.

• Transportation sector, includes two variables: Transport energy intensity and Transport energy
per capita.

• Environmental group is presented with three variables: CO2 emission trend, CO2 GDP intensity
and CO2 per capita.

The research was conducted for the period from 1980 to 2016 with data updated for that period,
and the methods used in this paper are:

• Multiple Regression Analysis, selected because it allows one to define the contribution of each
selected predictor to the level of the variance of the total Index [39], which is the first important
assumption for the analysis of the methodological settings of the observed index.

• The Multicollinearity test is used to determine whether and to what extent the independent
variables under observation are correlated. The occurrence of a high degree of correlation is
certainly a significant methodological problem, because independent variables thus lose their
presumption of independence as one of the most important preconditions for their use.

• A Multicollinearity test with Variance Inflation Factors (VIF) was conducted in addition to a
Multicollinearity test, with the aim of establishing whether there is a real possibility to reduce
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multicollinearity to a satisfactory framework. The VIF value between 1 and 5 indicates a correlation,
but not significant enough to be subject to correction. If the VIF value is greater than 5, it indicates
a high degree of multicollinearity and shows that methodological corrections are necessary [40].

The research started from the hypothesis that the existing methodology for IESRI assessment is
too complex and that it can be simplified. In each of the six groups special metrics were developed to
express the values of its variables. Not all of the variables from one group have the same importance.
This difference is expressed by weighting factors (weights) assigned to them. Thus, the importance of a
group represents the cumulative value of weighting factors of its parameters.

In order to examine the impact of the parameters on IESR, Multiple Regression Analysis was
performed first. Given a large number of parameters which together describe 100% of IESRI,
the verification of methodological correctness was performed by using a Multicollinearity test. The main
purpose of this test is to detect mutual corelations among the IESRI parameters as independent variables.
The large number of variables used in model indicated the necessity of the Multicollinearity test.
Variance Inflation Factor (VIF) and Tolerance were used as measures to detect multicollinearity. We used
both of them as they have reciprocal nature based on coefficient of determination (R). Both factors
express a degree of contribution of observed parameter to the standard error. Emphirically, if the
VIF values are less than 10, and the Tolerance values are above 0.1, cross-correlation of variables is
considered to be within the tolerance, i.e., variables are considered as independent. In other words,
if the VIF values are 10 and higher and the Tolerance values are less than 0.1, in that case there is a
large cross-correlation between the variables, i.e., not all variables are independent.

3. Results

The formation of IESRI from variables of unequal importance, as determined by affiliation to a
group and by weighting factors assigned, may seem like a satisfactory solution, however, when all
variables are observed together (since only in this way do they determine the index completely to
100%), multicollinearity or mutual overlap (correlation) between the variables is much higher than
allowed. This finding was confirmed by the Multicollinearity test.

Table 1 provides a set of the variables, their importance for the formation of IESRI, and their
cross-correlation. Presented coefficients (Beta, T-test, Sig, Partial, VIF) are important for reliable
determining candidates (parameters) for removing from the model (shown in Bold). The Beta
coefficient determines how changes of predictor parameters influence on change of IESRI as a
dependent variable. It is important only if the T-test value is greater than 2. Then then Beta coefficient
has satisfactory significance for further consideration about the predictor. A significance or p-value
(Sig) greater than 0.05 shows that there is no significant partial correlation with IESRI (dependent
variable) and observed parametar is a candidate for exclusion.

Table 1. Multicollinearity and partial correlation without influence on IESRI.

Parameter Beta T test Sig Partial VIF

(Constant) −0.702 0.497
Global_Oil_Reserves 0.044 8.685 0.000 0.934 32.369

Global_Oil_Production 0.022 1.078 0.304 0.309 527.363
Global_Gas_Reserves 0.037 4.185 0.002 0.784 96.703

Global_Gas_Production 0.102 5.880 0.000 0.871 376.293
Global_Coal_Reserves 0.043 2.752 0.019 0.639 296.586

Global_Coal_Production 0.060 3.154 0.009 0.689 448.817
Oil_Import_Exposure 0.037 2.617 0.024 0.619 252.046
Gas_Import_Exposure 0.136 13.090 0.000 0.969 133.207
Coal_Import_Exposure 0.160 10.640 0.000 0.955 280.947
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Table 1. Cont.

Parameter Beta T test Sig Partial VIF

Transport_Energy_Intensity Exposure 0.037 1.745 0.109 0.466 558.111
Energy_Expenditure_Intensity 0.224 4.045 0.004 0.677 335.98

Fossil_Fuel_Import_Expenditure_per_GDP 0.096 2.870 0.015 0.654 1390.620
Energy_Expenditure per Capita 0.123 3.477 0.005 0.724 1543.139

Crude_Oil_Prices 0.305 29.979 0.000 0.994 128.419
Retail_Electricity_Prices 0.074 10.958 0.000 0.957 57.219

Crude_Oil_Price_Volatility 0.283 79.371 0.000 0.999 15.807
Energy_Expenditure_Volatility 0.144 32.418 0.000 0.995 24.645
World_Oil_Refinery_Utilization 0.025 2.592 0.025 0.616 118.180

GDP per Capita 0.099 1.168 0.267 0.332 8862.667
Energy_Consumpiton per Capita 0.059 3.993 0.002 0.769 266.549

Petroleum_Intensity 0.071 1.386 0.193 0.386 3234.543
Energy_Intensity 0.108 2.998 0.009 0.665 198.808

Non-Carbon Generation 0.002 0.337 0.743 0.101 66.905
Electricity_Diversity 0.062 5.247 0.000 0.845 172.240

Transport_Energy_Intensity 0.102 2.287 0.001 0.545 76.555
Transport_Energy per Capita 0.104 3.037 0.011 0.675 1462.486

CO2 per Capita −0.043 −0.657 0.525 −0.194 5299.321
CO2_Emission_Trend 0.224 1.892 0.667 0.747 112.003
CO2 GDP Intensity 0.178 2.076 0.062 0.530 9160.721

The partial correlation indicator with dependent variable (Partial) indicates a very low contribution
of all variables to the formation of the index, given that the partial correlation with dependent variable
(IESRI average value for OECD countries) is statistically insignificant (p > 0.05). In addition, there is a
problem of mutual collinearity a large degree of overlap with other independent variables (the VIF
indicator significantly higher than 10). Based only on the value of VIF it is noticed that none of the 29
variables used in the calculation of IESRI meet the condition of independence. Variables with high
VIF value, significance (Sig) greater than 0.05 (which shows that the partial correlation with IESRI as
dependent variable is not significant) and low significance of the Beta coefficient due to low value of
T-test are marked and they represent candidates for possible exclusion from the model.

Given an excessively high degree of correlation between independent variables on the one hand,
as well as their low contribution to the formation of the total IESRI on the other hand, the procedure
was repeated at the level of all 8 groups of variables. The goal of this approach is not to change the
model based on the entirety but based on an insight gained into the behavior of individual variables
within the group to which they belong. This refers to an insight into whether some variables are
redundant and whether they can be replaced by other variables without significant losses after the
formation of IESRI. The following sections describe the groups and associated variables in more detail.

3.1. Global Fuels

Based on the regression analysis, six variables from the Global Fuels group jointly show a
high coefficient of determination for this group in relation to the linear model being described.
Their contribution to the formation of the total IESRI is almost 87.90%, as presented in Table 2.

Table 2. The result of Multiple Regression Analysis for six parameters from the Global Fuels category.

Model R R Square Adjusted R Square Std. Error Estimate

1 0.938 0.879 0.855 28.82304

Multicollinearity and partial correlation of parameters from this category are shown in Table 3.
Constant is included as an artificial parameter (a technical part of the statistical model) that provides
zero mean of residuals. It represents the response value in case of zero values of predictor variables.
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Constant provides the consistent regression line. Without it, the regression line will not fit the model.
In other words, the absence of Constant will produce additional bias of regression coefficients used
in analysis.

Table 3. Multicollinearity and partial correlation of the parameters from the Global Fuels group.

Parameter Beta T test Sig Partial Tolerance VIF

(Constant) −0.579 0.567
Global_Oil_Reserves 0.304 1.458 0.155 0.257 0.093 10.782 10.782

Global_Oil_Production −0.162 −0.715 0.480 −0.129 0.078 12.803 12.803
Global_Gas_Reserves −0.309 −2.027 0.052 −0.347 0.174 5.763 5.763

Global_Gas_Production −0.783 −3.291 0.003 −0.515 0.071 14.092 14.092
Global_Coal_Reserves 2.281 4.156 0.000 0.604 0.013 74.894 74.894

Global_Coal_Production 0.916 4.454 0.000 0.631 0.095 10.526 10.526

In contrast to the summary results presented in Table 1, statistical indicators (primarily the Beta
weight) at the level of this group show a greater differentiation of the importance of parameters for the
formation of IESRI. For example, the Global Coal Reserves and Global Coal Production parameters are
of much greater importance for the formation of IESRI values (because they show the highest Beta
values), while the Global Oil Reserves and Global Oil Production parameters (shown nin Bold) are at
the level of redundant parameters and are almost insignificant for the formation of IESRI (in addition
to smaller Beta values, they also show a high degree of overlap with other parameters from the same
category (Tolerance values < 1, VIF > 10)).

Based on the Pearson correlations of parameters from the Global Fuels group, the problem of
multicollinearity is noticeable in Global Coal Reserves-GCR, Global Oil Production-GOP, Global Gas
Production-GGP, Global Gas Reserves-GGR Table 4, where the values of Pearson coefficient are greater
than limit of 0.7 (shown in Bold), as shown in Table 4.

Table 4. Pearson Correlation parameters from the Global Fuels group.

IESRI GOR GOP GGR GGP GCR GCP

IESRI 1.000 −0.739 0.693 0.464 0.470 0.648 0.274
Global_Oil_Reserves −0.739 1.000 −0.314 −0.289 −0.257 −0.404 −0.505

Global_Oil_Production 0.693 −0.314 1.000 0.701 0.785 0.887 −0.263
Global_Gas_Reserves 0.464 −0.289 0.701 1.000 0.876 0.837 −0.272

Global_Gas_Production 0.470 −0.257 0.785 0.876 1.000 0.928 −0.424
Global_Coal_Reserves 0.648 −0.404 0.887 0.837 0.928 1.000 −0.416

Global_Coal_Production 0.274 −0.505 −0.263 −0.272 −0.424 −0.416 1.000

It can be noted that the greatest correlation exists between the Global_Gas_Production and
Global_Coal_Reserves variables (0.928). Cross-correlation of these variables indicates the need to
separate these variables, i.e., not to place them in the same group (if the above proves to be justified).

3.2. Fuel Imports

The Fuel Imports category contains the most important parameters, given that their contribution
to the formation of the total IESRI is 92.9%. The results of the analysis of this group of variables are
presented in Table 5.

Table 5. The result of Multiple Regression Analysis for parameters from the Fuel Imports group.

Model R R Square Adjusted R Square Std. Error Estimate

1 0.964 0.929 0.917 21.78287

133



Energies 2020, 13, 3691

In addition to satisfactory R Square values (0.929), no special methodological problems were
observed regarding the Fuel Imports group, as was confirmed by multicollinearity analysis and
presented in Table 6.

Table 6. Multicollinearity and partial correlation of parameters from the Fuel Imports group.

Parameter Beta T test Sig Partial Tolerance VIF

(Constant) 4.004 0.000
Total_Energy_Import_Exposure −0.157 −2.362 0.025 −0.391 0.518 1.929

Gas_Import_Exposure 0.285 3.089 0.004 0.485 0.270 3.699
Oil_Import_Exposure 0.251 2.246 0.032 0.374 0.183 5.458

Coal_Import_Exposure 0.361 3.396 0.002 0.521 0.204 4.910
Fosil_Fuel_Import_Expenditure per GDP 0.545 4.415 0.000 0.621 0.151 6.639

The results of this analysis show that the variables that make up this group do not overlap
significantly (Tolerance min = 0.151, VIFmax = 6.639). In accordance with the obtained results, it can
be said that there is no need for methodological changes in variables from the Fuel Imports group.

3.3. Energy Expenditure

The Energy Expenditure category contains variables that contribute 84.4% to the variance of the
total IESRI (84%). The results of Multiple Regression Analysis for this group are shown in Table 7.

Table 7. The result of Multiple Regression Analysis for parameters from the Energy Expenditure group.

Model R R Square Adjusted R Square Std. Error Estimate

1 0.918 0.844 0.824 31.77544

Further analysis of parameters from the Energy Expenditure category and, as verified,
multicollinearity test, show their polarized nature as presented in Table 8.

Table 8. Multicollinearity and partial correlation of parameters from the Energy Expenditure group.

Parameter Beta T test Sig Partial Tolerance VIF

(Constant) 9.94 0.000
Energy_Expenditure_Intensity 0.371 3.524 0.001 0.529 0.440 2.270
Energy_Expenditure per Capita −0.032 −0.157 0.0877 −0.028 0.115 8.674

Retail_Electricity_Prices 0.150 1.553 0.130 0.265 0.526 1.902
Crude_Oil_Prices 0.597 2.908 0.007 0.457 0.116 8.621

Although there is no methodological problem of multicollinearity, the low value of Beta coefficient
in the Energy Expenditures per Capita and Retail Electricity Prices parameters indicates that they have
no importance within this group for the formation of IESRI values. Therefore, their contribution to
IESRI formation should be further considered in more detail.

3.4. Price and Market Volatility

As shown in Table 9, parameters from the Price and Market Volatility category are important for
the formation of the total IESRI (77.5%).

Table 9. The result of Multiple Regression Analysis for parameters from the Price and Market
Volatility group.

Model R R Square Adjusted R Square Std. Error Estimate

1 0.880 0.775 0.747 38.12479
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The multicollinearity test results for this group of variables are given in Table 10.

Table 10. Multicollinearity and partial correlation of parameters from the Price and Market Volatility group.

Parameter Beta T test Sig Partial Tolerance VIF

(Constant) 3.877 0.000
Crude_Oil_Price_Volatility 0.476 3.426 0.002 0.518 0.364 2.748

Energy_Expenditure_Volatility 0.310 2.025 0.051 0.337 0.301 3.322
World_Oil_Refinery_Utilization −0.389 −10.960 0.059 −0.327 0.178 5.607

GDP per Capita −0.166 −0.847 0.403 −0.148 0.184 5.447

It is noticeable that the GDP per Capita and World Oil Rafinery Utilization variables do not
contribute significantly to the formation of the total IESRI (the significance of World Oil Rafinery
Utilization is at the limit value of 0.05, while it is far below the significance limit for GDP per Capita).
None of the variables in this category have a multicollinearity problem. It is evident that the Crude Oil
Price Volatility and Energy Expenditure Volatility variables have a significant impact on the formation
of IESRI.

3.5. Energy Use Intensity

Multicollinearity test for the Energy Use Intensity group shows that variables from this group
contribute the least to the formation of the total IESRI (40.4%, shown in Bold), as shown in Table 11.

Table 11. The result of Multiple Regression Analysis for parameters from the Energy Use Intensity group.

Model R R Square Adjusted R Square Std. Error Estimate

1 0.636 0.404 0.350 61.07523

Further analysis showed that only one of the three parameters (Energy Consumption per Capita)
statistically significantly (Sig value, shown in Bold) contributes to the formation of IESRI, while Energy
Intensity and Petroleum Intensity do not make a significant contribution, as shown in detail in Table 12.

Table 12. Multicollinearity and partial correlation of parameters from the Energy Use Intensity group.

Parameter Beta T test Sig Partial Tolerance VIF

(Constant) 2.646 0.012
Energy_Consumption per Capita −0.563 −3.121 0.004 −0.477 0.554 1.805

Energy_Intensity 2.710 1.701 0.098 0.284 0.007 140.643
Petroleum_Intensity −2.969 −1.916 0.064 −0.316 0.008 132.928

As regards the Energy Intensity and Petroleum Intensity parameters, a significant problem is
evident in multicollinearity which is reflected in an extremely high VIF index and in a low Tolerance
indicator (shown in Bold). A more detailed insight is provided in the correlation table obtained from
Pearson analysis, as shown in Table 13.

Table 13. Pearson Correlation parameters from the Energy Use Intensity group.

IESRI
Energy_Consumption

per Capita
Energy_Intensity Petroleum_Intensity

IESRI 1.000 −0.516 0.080 0.035
Energy_Consumption

per Capita
0.516 1.000 −0.578 −0.543

Energy_Intensity 0.080 −0.578 1.000 0.995
Petroleum_Intensity 0.035 −0.543 0.995 1.000
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Correlation between the Energy Intensity and Petroleum Intensity parameters, which is almost
100%, unequivocally indicates that they do not individually contribute to the explanation of IESRI as a
dependent variable.

3.6. Electric Power Sector

Electric Power Sector is a group of variables that do not contribute significantly (48.7%) to the
formation of IESRI values, as defined by multiple regression and shown in Table 14.

Table 14. The result of Multiple Regression Analysis for parameters from the Electric Power Sector group.

Model R R Square Adjusted R Square Std. Error Estimate

1 0.698 0.487 0.457 55.82863

The multicollinearity test identified the only two parameters from this category (Electricity
Diversity and Non-Carbon Generation), and these parameters statistically significantly (Sig, shown in
Bold) contribute to the IESRI explanation, as shown in Table 15.

Table 15. Multicollinearity and partial correlation of parameters from the Electric Power Sector group.

Parameter Beta T test Sig Partial Tolerance VIF

(Constant) −1.808 0.080
Electricity_Diversity −0.614 −3.191 0.003 −0.480 0.407 2.456

Non-CO2_Emitting_Share_of_Electricity_Generation 1.050 5.457 0.000 0.683 0.407 2.456

At the same time, the Electricity Diversity and Non-Carbon Electricity Generation parameters
meet the condition of mutual independence (values of Tolerance > 0.1 and VIF values < 10).

3.7. Transportation Sector

Transportation Sector is a group of variables that, as in the case of the Energy Use Intensity group,
record the smallest contribution (40.2%, shown in Bold) to the formation of IESRI values Table 16.

Table 16. The result of Multiple Regression Analysis for parameters from the Transportation
Sector group.

Model R R Square Adjusted R Square Std. Error Estimate

1 0.634 0.402 0.367 60.26841

The only two parameters from this category: Transportation Energy per Capita and Transportation
Energy Intensity, statistically significantly (Sig value, shown in Bold) contribute to the IESRI explanation
Table 17.

Table 17. Multicollinearity and partial correlation of parameters from the Transportation Sector group.

Parameter Beta T test Sig Partial Tolerance VIF

(Constant) 8.327 0.000
Transportation Energy per Capita −0.805 −4.718 0.000 −0.629 0.604 1.654
Transportation Energy Intensity −0.610 −3.579 0.001 −0.523 0.604 1.654

At the same time, these two parameters from the Transportation Sector category meet the condition
of mutual independence (Tolerance values greater than 0.1 and VIF less than 10).
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3.8. Environmental

Parameters for the Environmental category contribute 58.4% (shown in Bold) to the formation of
the total IESRI Table 18.

Table 18. The result of Multiple Regression Analysis for parameters from the Environmental group.

Model R R Square Adjusted R Square Std. Error Estimate

1 0.764 0.584 0.547 51.00798

All individual parameters within this category significantly (Sig<< 0.05, shown in Bold) contribute
to the determination of IESRI, and the problem of multicollinearity exists in each of them (extremely
high VIF indicator), as shown in detail in Table 19.

Table 19. Multicollinearity and partial correlation of parameters from the Environmental group.

Parameter Beta T test Sig Partial Tolerance VIF

(Constant) 2.550 0.016
CO2_Emissions_Trend 5.553 5.005 0.000 0.657 0.010 97.750

CO2_ Emissions per Capita −4.474 −5.637 0.000 −0.700 0.020 50.029
CO2_GDP_Intensity 2.679 4.599 0.000 0.625 0.037 26.957

Pearson correlation test shows the existence of a significant positive correlation between the CO2

Emissions Trend and CO2 Emissions per Capita parameters, as well as a high negative correlation
between the CO2 Emissions Trend and CO2 GDP Intensity parameters (shown in Bold). The results of
this test are shown in Table 20.

Table 20. Pearson Correlation parameters from the Energy Use Intensity group.

IESRI CO2_Emissions_Trend CO2_ Emissions per Capita CO2_GDP_Intensity

IESRI 1.000 −0.286 −0.491 −0.008
CO2_Emissions_Trend −0.286 1.000 0.866 −0.733

CO2_ Emissions per Capita −0.491 0.866 1.000 −0.309
CO2_GDP_Intensity −0.008 −0.733 −0.309 1.000

The correlation between the the CO2 Emissions Trend and CO2 Emissions per Capita variables
imposes the conclusion that there is no need to use them together, as this impairs the methodological
correctness of the model.

4. Discussion and Recommendations

The results of detailed analyses of the variables included in the IESRI calculation indicate
weaknesses of the methodology used. The authors sought to create a model whose complexity is also
its greatest weakness. The essential problem lies in a large number of variables (29) and in a way in
which the variables are distributed by groups. The variables were grouped in order to apply common
metrics to them. The importance of variables is determined by weighting values assigned to them.
Thus, the importance of a group is expressed as the sum of weighting values of its variables. Given that
the sum of all weights in the IESRI calculation model is 100%, it is concluded that the authors used an
empirical model to express the significance of groups and variables. To prove this claim, the regression
analysis of variables by groups (as independent variables) was used in the research in order to express
the importance of each group for the formation of IESRI (as dependent variable).

The obtained R squared values were used to express the significance of individual categories
(Section 3.1, Section 3.2, Section 3.3, Section 3.4, Section 3.5, Section 3.6, Section 3.7, Section 3.8).
If normalized, these values could be used for a different distribution of weighting values by categories
Table 21.

137



Energies 2020, 13, 3691

Table 21. IESRI vs proposed weight distribution.

Model
Global

Fuel
Fuel

Import
Energy

Consumptions

Price &
Market

Volatility

Energy
use

Intensity

Electric
Power
Sector

Transportation
Sector

Environmental

IESRI
model

14 17 20 15 14 7 7 6

Proposed
model

16.6 17.5 15.8 14.7 7.5 9.2 7.5 10.9

Table 21 shows small differences in some groups of variables (Fuel import, Price & Market Volatility
and Transportation), but significant differences in most categories. The defined IESRI model gives
too much importance to the Energy consumptions and Energy use intensity categories. The model
proposed by the authors shows a more uniform distribution of weighting values by categories (the
standard deviation of the proposed model is 4.15 compared to the IESRI model where it is 5.21).
It emphasizes the importance of the Environmental category, and significantly reduces the importance
of the Energy consumptions and Energy use intensity categories, giving added importance to the
Global fuel, Fuel import and Electric power sector categories.

Another, no less significant result is the assessment of mutual correlativity of the parameters
for verifying the correctness of the method of obtaining IESRI. Multicollinearity test is used as an
instrument, and the obtained result at the IESRI level shows that none of the variables meet the
VIF criterion < 10. In order to decompose the problem, multicollinearity test was performed at the
category level.

The obtained results indicate that only the Electric power sector and Transportation sector
groups meet the determination and correlativity conditions. The correlativity condition indicates that
individual variables from the same group should be combined, i.e., that two or more variables should
be replaced by one variable. For example, the Energy Intensity and Petroleum Intensity variables in
the Energy Use Intensity group are problematic due to their small impact on the formation of IESRI.
The inflation of value of these two variables was due to cross-correlation at almost 100%. On the
other hand, there are variables whose individual importance for the formation of IESRI is insignificant,
although they do not correlate with other parameters from their group. For example, the GDP per
Capita parameter from the Price & Market Volatility group is far below the significance limit and
represents a candidate for exclusion from the model.

The results of this study indicate the general and the particular problems that exist in the area
of decision-making on the basis of data on the level of energy security and energy policy in general.
The creators of different quantitative energy security indicators use different approaches and variables
in their work, but they still relatively rarely check their reliability and robustness. In general, it is
necessary and recommended that, when creating and using the index for measuring energy security,
the concept of energy security (for which plans and assessments are made) has to be defined, because it
has a different essence in different countries, as well in the same country, but in different time periods.
Priorities are certainly changing, which could be followed by the creation of dynamic indices, taking
into account the observed specifics, which is often not the case at the moment. Curently, in most cases,
the level of energy security is determined on the basis of a methodology that is defined in advance
and equal to all, countries are ranked and receive recommendations based on that, very important
decisions often are made on the basis of these assessments.

Second, it is necessary to select the variables that will be used to measure energy security.
There are a large number of basic, but even more complex variables (as in the case of the index
observed in this paper), which are not adequately selected to represent a particular phenomenon, or,
which is methodologically absolutely unacceptable, are contained in each other (high degree of overlap
observed). Furthermore, it was observed that traditional energy security indicators (related to security
of supply and energy prices) still have the greatest weight and significance in describing overall energy
security. The inclusion of additional variables is certainly desirable, especially indicators that describe
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the environmental impact, but the results obtained could be unrealistic and misleading. For example,
the indicators of harmful gas emissions (in combination with others) can by no means be attributed
solely and exclusively to the use of energy sources. In addition, the use of GPD and GDP related
variables is further quesionable, as there are a significant number of criticisms of this macroeconomic
indicator, but for now there is no clear replacement.

Due to all the above, it is necessary to re-examine the type and number of variables and it is
not necessary to methodologically complicate the assessment (which leads to erroneous results) by
including additional indices at all costs. Certainly, energy transition towards more sustainable path
is certainly imposed by the need to incorporate new indicators, but their uncontrolled inclusion and
neglect of reliable indicators that have been used for decades, does not bring more correct and more
accurate results. On the contrary, exaggeration in the number of indicators is both fundamentally and
methodologically wrong. The number of variables is nowhere clearly defined, but they can be included
gradually, on a previously defined set of indicators that are methodologically reliable, and after the
inclusion of each new variable, a reliability check should be done. This iterative procedure allows to
immediately include or exclude variables for which a certain reliability assessment is made. Certainly,
grouping variables makes sense (as defined by the observed Index), but the groups showed clear
differences, with overlaps, so that certain indicators should not be part of the group in which they are
classified, or they should be excluded in total. It can be assumed that the grouping of variables and
their further analysis within groups (especially the relationship between them) is expedient and can
yield significant results in a methodological sense.

The choice of data processing method is a special issue. The research presented in this paper
provides an insight into the analysis of the reliabiliyty testing that was applied on the structure of
the index itself, which should be applied (and certainly extended) to each index. Therefore, every
evaluation of energy security level should be followed by both reliability and robustness check
of the methodology used, because energy security is too important issue to be assessed by using
methodologically incorrect and questionable procedures.

5. Conclusions

The main goal of this study is to assess the reliability of the International Energy Security Risk Index
as an energy and economy transition decision making tool. Transition takes place under conditions
of high uncertainty, so decision-making gains increasing importance. If we take into account that
said Index refers to energy security and risk indicators, connected with economic and environmental
indicators, it is highly necessary to establish whether said Index is sufficiently reliable, whether there
are errors in its settings and how they could be corrected.

The research included the data for 25 countries in the period from 1980 to 2016, using Multiple
Regression Analysis, Multicollinearity test plus Multicollinearity tests with Variance Inflation Factors
and Pearson correlation tests. The study analyzed the impact of 29 variables on the total IESRI variance
and the degree of multicollinearity between the variables, both as an entirety and as 8 groups to which
the variables belong.

The research showed that the most reliable indicators, which do not show a critical degree of
multicollinearity, are variables from the Fuel imports group: Oil Import Exposure, Gas Import Exposure,
Coal Import Exposure, Fossil Fuel Import Expenditure per GDP and Total Energy Import Exposure.
These variables are indicators of import exposure in general, which indicates great significance of
the dependence on energy imports and methodological correctness of the settings of each of these
variables. If the number of variables that make up the Index is reduced in further research (in order to
increase its consistency and reliability), these variables are certainly to remain part of the Index. On the
other hand, a high correlation measured for the Energy Intensity and Petroleum Intensity variables
indicates that they insignificantly contribute to IESRI and that their further contribution needs to be
reconsidered. Moreover, although the variables from the Transportation sector group (Transportation
Energy per Capita and Transportation Energy Intensity) have the smallest contribution to the IESRI
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variance, both show a high degree of independence and a relatively small degree of overlap, so they
should certainly remain part of IESRI.

The analysis of correlation of the economic group of variables showed a high degree of
multicollinearity between GDP-related and macroeconomic indicators and pointed to the fact that
their use should be further considered in more detail, while some should be excluded. The results
show that the Energy Expenditures per Capita and Retail Electricity Prices variables have a negligibly
small impact on the formation of IESRI, while the impact of the Crude Oil Price Volatility and Energy
Expenditure Volatility variables is much greater.

In summary, the biggest problems are seen in the methodological settings of International Energy
Security Risk Index. Specifically, independent variables should be independent in their essence,
which is not the case here. On the contrary, all 29 variables show unacceptably high degrees of
multicollinearity (>5), that consequently lead to inaccurate results that, accordingly, represent poor
output for decision making. A high degree of multicollinearity occurs when weighting coefficients are
set incorrectly, while the obtained p-values are certainly misleading. Due to the above, the authors
propose a new redistribution of weighting coefficients in accordance with the results of this research.

Based on the presented results, some further research directions can be suggested. There should
be a focus on reengineering of this index and on reviewing other globally used indices, in order
to obtain reliable indices that can be valuable tools for decision makers. The emphasis should be,
above all, on solving the problem of the selection of variables. The extent to which the selection is
necessary and the potential overlap with the existing variables should be taken into consideration.
Furthermore, when including (or excluding) each variable it should be checked whether changes have
occurred in the reliability of the Index. The ultimate goal is to develop an index model that will contain
variables relevant to the observed phenomenon and independent (the degree of multicollinearity
within the limits allowed), while striving to respect the parsimony principle, i.e., to use only as
many variables as really necessary (principle of simplicity), but also to use all those variables that are
really necessary (principle of optimality). Modern trends and efforts to include macroeconomic and
environmental indicators in the assessment of energy security, in addition to indicators on energy
resources and imports, basically represent a sustainable energy transition. However, in this case it has
been proven that the selection of variables is highly inaccurate, so it is certainly necessary to conduct
a comprehensive audit. Finally, due to a high degree of uncertainty in the field of decision making
for energy security and energy transition in general, it is recommended not to use only mathematical
models, but also to examine the possibility of using fuzzy logic and other systems for inexact reasoning.
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Abstract: Integration of renewable energy and optimization of energy use are key enablers of
sustainable energy transitions and mitigating climate change. Modern technologies such the Internet
of Things (IoT) offer a wide number of applications in the energy sector, i.e, in energy supply,
transmission and distribution, and demand. IoT can be employed for improving energy efficiency,
increasing the share of renewable energy, and reducing environmental impacts of the energy use.
This paper reviews the existing literature on the application of IoT in in energy systems, in general,
and in the context of smart grids particularly. Furthermore, we discuss enabling technologies of
IoT, including cloud computing and different platforms for data analysis. Furthermore, we review
challenges of deploying IoT in the energy sector, including privacy and security, with some solutions
to these challenges such as blockchain technology. This survey provides energy policy-makers, energy
economists, and managers with an overview of the role of IoT in optimization of energy systems.

Keywords: internet of things; IoT applications; energy efficiency; energy in buildings; smart energy
systems; smart grid; flexible demand; energy storage

1. Introduction

1.1. Concepts

Industrial revolutions can be divided into four phases. In the first revolution, new sources
of energy were discovered to run the machines. The mass extraction of coal and the invention of
steam power plants were significant development stages in this phase [1]. The second revolution
known as mass production and electricity generation was a period of rapid development in industry,
distinguished by large-scale iron and steel production. During this phase, many large-scale factories
with their assembly lines were established and formed new businesses [2]. The third revolution
introduced computer and the first generation of communication technologies, e.g., telephony system,
which enabled automation in supply chains [3].

A wide variety of modern technologies such as communication systems (e.g., 5G), intelligent
robots, and the Internet of Things (IoT) are expected to empower the fourth industrial revolution [4–6].
IoT interconnects a number of devices, people, data, and processes, by allowing them to communicate
with each other seamlessly. Hence, IoT can help improving different processes to be more quantifiable
and measurable by collecting and processing large amount of data [7]. IoT can potentially enhance
the quality of life in different areas including medical services, smart cities, construction industry,
agriculture, water management, and the energy sector [8]. This is enabled by providing an increased
automated decision making in real-time and facilitating tools for optimizing such decisions.
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1.2. Motivation

The global energy demand rose by 2.3% in 2018 compared to 2017, which is the highest increase
since 2010 [9]. As a result, CO2 emissions from the energy sector hit a new record in 2018. Compared
to the pre-industrial temperature level, global warming is approaching 1.5 ◦C, most likely before the
middle of the 21 Century [10]. If this trend prevails, the global warming will exceed the 2 ◦C target,
which will have a severe impact on the planet and human life. The environmental concerns, such
as global warming and local air pollution, scarcity of water resources for thermal power generation,
and the limitation of depleting fossil energy resources, raise an urgent need for more efficient use of
energy and the use of renewable energy sources (RESs). Different studies have shown that a non-fossil
energy system is almost impossible without efficient use of energy and/or reduction of energy demand,
and a high level integration of RESs, both at a country level [11], regional [12], or globally [13].

Based on the United Nations Sustainable Development Goals agenda [14], energy efficiency is one
of the key drivers of sustainable development. Moreover, energy efficiency offers economic benefits in
long-term by reducing the cost of fuel imports/supply, energy generation, and reducing emissions
from the energy sector. For enhancing energy efficiency and a more optimal energy management,
an effective analysis of the real-time data in the energy supply chain plays a key role [15]. The energy
supply chain, from resource extraction to delivering it in a useful form to the end users, includes
three major parts: (i) energy supply including upstream refinery processes; (ii) energy transformation
processes including transmission and distribution (T&D) of energy carriers; and (iii) energy demand
side, which includes the use of energy in buildings, transportation sector, and the industry [16].
Figure 1 shows these three parts with their relevant components. Under the scope of this paper, we
discuss the role of IoT in all different segments of the energy supply chain. Our aim is to show the
potential contribution of IoT to efficient use of energy, reduction of energy demand, and increasing the
share of RESs.

Figure 1. Energy supply chain.

IoT employs sensors and communication technologies for sensing and transmitting real-time data,
which enables fast computations and optimal decision-making [17]. Moreover, IoT can help the energy
sector to transform from a centralized to a distributed, smart, and integrated energy system. This is
a key requirement in deploying local, distributed RESs, such as wind and solar energy [18], as well
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as turning many small-scale end users of energy into prosumers by aggregating their generation and
optimizing their demand whenever useful for the grid. IoT-based systems automate, integrate, and
control processes through sensors and communication technologies. Large data collection and use of
intelligent algorithms for real-time data analysis can help to monitor energy consumption patterns of
different users and devices in different time scales and control that consumption more efficiently [19].

1.3. Methodology

The application of IoT in different sectors and industries has been widely discussed and reviewed
in the literature (for example [20–22]. Moreover, challenges and opportunities with respect to the
deployment of one or a group of IoT technologies have received a high level of technical assessment,
e.g., sensors [23] or 5G network [24]. With respect to the energy sector, most of survey studies have
focused on one specific subsector, e.g., buildings or the technical potential of a certain IoT technology
in the energy sector. For example, Stojkoska et al. [25] reviews smart home applications of IoT and the
prospect of integrating those applications into an IoT enabled environment. In a study by Hui et al. [26],
the methods, recent advances, and implementation of 5G are studied only with focusing on the energy
demand side. The role of IoT in improving energy efficiency in buildings and public transport has
been discussed in [27,28], respectively. Khatua et al. [29] reviews the key challenges in the suitability
of IoT data transfer and communication protocols for deployment in smart grids.

However, unlike the reviewed literature where the focus is commonly either on a specific subsector
in the energy sector or certain IoT technologies, this paper reviews the application of IoT in the energy
sector, from energy generation to transmission and distribution (T&D) and demand side. As such,
the main contribution of this paper is to extend the existing body of literature by providing energy
policy-makers, economists, energy experts, and managers with a general overview of the opportunities
and challenges of applying IoT in different parts of the entire energy sector. In this respect, we briefly
introduce the IoT framework and its enabling technologies to form a basis for discussing their role in
the energy sector.

To conduct this survey, a systematic search was carried out to collect and review the recent
body of literature on the role of IoT in the energy sector. First, we searched the terms “Internet of
Things” and “Energy”, case non-specific, in the title, abstract, and keywords of publications stored
in SCOPUS, IEEE, Hindawi, and Google Scholar databases. Then, we limited the scope of search
results to engineering, economics and management branches where possible. Next, papers published
before 2012 and most of conference papers with no information on the peer-review process were
excluded. Finally, we clustered the relevant papers in sub-categories of energy generation (including
power plants, ancillary services, and centralized renewable energy), T&D systems (including electricity,
gas and district heating networks, and smart grids), and the demand side (including energy use in
buildings, transportation, and the industry sector). We focus on the IoT applications that can be
generally applicable to most of energy systems without discussing specific cases and their boundary
conditions. For example, we discuss the role of IoT in smart buildings, without falling into the details
of building typology, building material, occupants’ energy consumption pattern, type and number of
home appliances, etc.

The rest of this paper is structured as follows. Sections 2 and 3 introduces IoT and enabling
technologies, including sensors and communication technologies, cloud computing, and data analytic
platforms. Section 4 reviews the role of IoT in the energy sector. Section 5 discusses the opportunities
and challenges of deploying IoT, while Section 6 portrays future trends. The paper concludes
in Section 7.

2. Internet of Things (IoT)

IoT is an emerging technology that uses the Internet and aims to provide connectivity between
physical devices or “things” [30]. Examples of physical devices include home appliances and industrial
equipment. Using appropriate sensors and communication networks, these devices can provide
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valuable data and enable offering diverse services for people. For instance, controlling energy
consumption of buildings in an smart fashion enables reducing the energy costs [31]. IoT has a wide
range of applications, such as in manufacturing, logistics and construction industry [32]. IoT is also
widely applied in environmental monitoring, healthcare systems and services, efficient management
of energy in buildings, and drone-based services [33–36].

When planning an IoT application which is the first step in designing IoT systems, the selection
of components of IoT such as sensor device, communication protocol, data storage and computation
needs to be appropriate for the intended application. For example, an IoT platform planned to control
heating, cooling, and air conditioning (HVAC) in a building, requires utilizing relevant environmental
sensors and using suitable communication technology [37]. Figure 2 shows the different components
of an IoT platform [38]. IoT devices which are the second components of the IoT platforms, could be
in the form of sensors, actuators, IoT gateways or any device that joins the cycle of data collection,
transmission, and processing. For example, an IoT gateway device enables routing the data into
the IoT system and establishing bi-directional communications between the device-to-gateway and
gateway-to-cloud.

Figure 2. Diagram describing the components of an IoT platform.

The communication protocols that are the third component of the IoT platform, enable the
different devices to communicate and share their data with the controllers or the decision making
centers. IoT platforms offer the flexibility to select the type of the communication technologies (each
having specific features), according to the needs of the application. The examples of these technologies
include Wi-Fi, Bluetooth, ZigBee [39] and cellular technology such as LTE-4G and 5G networks [40].
The data storage is the fourth component of the IoT platform which enables management of collected
data from the sensors.

In principle, the data collected from the devices is very large. This necessitates planning an
efficient data storage that can be in cloud servers or at the edge of an IoT network. The stored data
which is used for analytical purposes, forms the fifth component of the IoT platforms. The data
analytics can be performed off-line after storing the data or it can be in form of real-time analytics.
The data analytic is performed for decision making about the operation of the application. Based on
the need, the data analytics can be performed off-line or real-time. In off-line analytics, the stored
data is first collected and then visualized on premises using visualization tools. In case of real-time
analytics, the cloud or edge servers are used to provide visualization, e.g. stream analytics [41].
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3. Enabling Technologies

IoT is a paradigm in which objects and elements of a system that are equipped with sensors,
actuators, and processors can communicate with each other to provide meaningful services. In IoT
systems, sensors are used to sense and collect data, and through gateways route the collected data to
control centers or the cloud for further storage, processing, analytics, and decision-making. After the
decision is made, a corresponding command is then sent back to the actuator installed on the system
in response to the sensed data. As there are variety of sensor and actuator devices, communication
technologies, and data computing approached, in this section, we explain the existing technologies
which enable IoT. Then, we provide examples from the literature how these technologies are used in
the energy sector.

3.1. Sensor Devices

Sensors are the key drivers of IoT [42]. They are employed to collect and transmit data in real-time.
The use of sensors enhances effectiveness, functionality, and plays a critical role in success of IoT [43].
Different types of sensors exist that are developed for various application purposes. The examples
of these applications include agriculture industry, environmental monitoring, healthcare systems
and services, and public safety [44]. In practice, in the energy sector including energy production,
transmission and distribution, and production, many these sensors are used. In the energy sector,
sensors are used to create savings in both cost and energy. Sensors enable smart energy management
system and provide real-time energy optimization and facilitate new approaches for energy load
management. The research and future trends of the sensor devices are also aims at development
of sensor applications to improve load shaping and consumers’ awareness as well as development
of specific facilities to enhance production of renewable energies [45]. In nutshell, the use of sensor
devices within IoT, in the energy sector largely improves diagnostics, decision-making, analytics,
optimization processes and integrated performance metrics. Due to the large number of sensors used
in the energy sector, in the following we explain few examples of commonly applied sensor devices in
energy production and consumption.

Temperature sensors are used to detect the fluctuations in heating and cooling a system [46].
Temperature is an important and common environmental parameter. In the energy sector, the basic
principle of power generation is the process of changing mechanical energy into electrical energy,
whereas mechanical energy is achieved from heat energy, e.g., thermal power plants, wind, water flow,
and solar power plants. These energy conversions are obtained using thermal, i.e., temperature. In the
energy consumption side, the temperature sensors are used to maximize the performance of a system
when temperature changes during normal operations. For example, in residential areas the best time
for turning on or off the ventilation and cooling systems is recognized by temperature sensors; thus,
the energy can be managed correctly in order to save energy [42].

Humidity sensors are used to distinguish the amount moisture and air’s humidity. The ratio of
moisture in the air to the highest amount of moisture at a particular air temperature is called relative
humidity [47]. The applications of humidity sensors in the energy sector are wide. For example, they
are generally used in wind energy production. The use of humidity sensors on wind turbines are
even vital, if the turbines are located offshore (due to the high level of moisture in the air). Humidity
sensors can be placed in the nacelle and in the bottom of wind turbines and offer continuous moisture
monitoring. This enables the operators to take actions to changes or deviations in the turbine operation
conditions, leading to more consistent operations, optimized performance, and lower costs of energy.

Light sensors are used to measure luminance (ambient light level) or the brightness of a light.
In energy consumption, light sensors have several uses in industrial and everyday consumer
applications. As a main source of energy consumption in buildings relates to lighting, which,
respectively, account for nearly 15% of total electricity usage [48]. On global scale, approximately 20%
of electricity is consumed for lighting [49]. Therefore, light sensors can be utilized to automatically
control lighting levels indoors and outdoors by turning on-and-off or dimming the light levels, such
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that the electric light levels automatically can be adjusted in response to changes in ambient light.
In this fashion, the energy required for the lighting for the indoor environments can be reduced [19].

Passive Infrared (PIR) sensors, also known as motion sensors, are used for measuring the infrared
light radiation emitted from objects in their surroundings. In energy consumption, these sensors are
used to reduce the energy consumption in buildings. For example, by using PIR sensors, the presence
of humans inside spaces can be detected. If there is no movement detected in the space then the light
control of the space turns off the light, i.e., smart control of lighting. In this fashion, the electricity
consumption of the buildings are reduced [50]. Similarly, this can be applied for air conditioning
systems which consume nearly 40% of the energy in buildings [48].

Proximity sensors are utilized to detect the presence of nearby objects without any physical
contact [51]. The example application of proximity sensors is in wind energy production. These sensors
provide longevity and reliable position sensing performance in wind turbines. In wind turbines,
the applications of proximity sensors include blade pitch control, yaw position, rotor, and yaw brake
position; brake wear monitoring; and rotor speed monitoring [52].

3.2. Actuators

Actuators are devices that transform a certain form of energy into motion. They take electrical
input from the automation systems, transform the input into action, and act on the devices and
machines within the IoT systems [53]. Actuators produce different motion patterns such as linear,
oscillatory, or rotating motions. Based on the energy sources, actuators categorized as the following
types [54].

Pneumatic actuators use compressed air for generating motion. Pneumatic actuators are composed
of a piston or a diaphragm in order to generate the motive power. These actuators are used to control
processes which require quick and accurate response, as these processes do not need a large amount of
motive force.

Hydraulic actuators utilize the liquid for generating motion. Hydraulic actuators consist of cylinder
or fluid motor that uses hydraulic power to provide mechanical operation. The mechanical motion
gives an output in terms of linear, rotatory, or oscillatory motion. These actuators are used in industrial
process control where high speed and large forces are required.

Thermal actuators use a heat source for generating the physical action. Thermal actuators convert
thermal energy into kinetic energy, or motion. Generally, thermostatic actuators are composed of a
temperature-sensing material sealed by a diaphragm which pushes against a plug for moving a piston.
The temperature-sensing material can be any type of liquid, gas, wax-like substance, or any material
that changes volume based on temperature.

Electric actuators apply external energy sources, e.g., batteries to generate motion. Electric actuators
are mechanical devices capable of converting electricity into kinetic energy in either a single linear or
rotary motion. The designs of these actuators are based on the intended tasks within the processes.

In the energy sector, for example, in power plants, pneumatic actuators are traditionally
applied to control valves. Electric control-valve actuator technology enables achieving energy
efficiency. They are also often used as the final control element in the operation of a power
plant [55]. In addition, there are variety of actuators developed for energy industry, e.g., LINAK
electric actuator (https://www.linak.com/business-areas/energy/) that offer solutions for example
for minimizing the energy waste when opening hatches and locking brakes in wind turbines and
creating motion in solar tracking panels. In the literature there are also many studies aimed to illustrate
the applications of the actuators within IoT. For instance, the research in [56] proposes a wireless sensor
and actuator network to provide an IoT-based automatic intelligent system. Whereas, by optimizing
the operation of devices and machines in the IoT, the proposed system achieves reduction in their
overall energy consumption at a given time.
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3.3. Communication Technologies

Wireless communication systems play the major role in activating IoT. Wireless systems connect
the sensor devices to IoT gateways and perform end-to-end data communications between these
elements of IoT. Wireless systems are developed based on different wireless standards and the use of
each one depends on the requirement of the application such as communication range, bandwidth,
and power consumption requirements. For example, often renewable sources of energy, including
wind and solar power plants are mostly located in very remote areas. Therefore, ensuring a reliable
IoT communications in remote places is challenging. Employing IoT systems on these sites requires
selection of suitable communication technology that can guarantee a continues connection link and
support real-time data transfer in an energy efficient manner. Due to the importance of communication
technologies in IoT, in this subsection we review some of these technologies. We also indicate to few
examples to show their role in the energy sector. Then, we provide a comparison in Table 1 to show
the difference of each of the technologies when applied with IoT.

The short range wireless technologies, e.g., Wireless Fidelity (Wi-Fi) (https://www.wi-fi.org/) for
IoT applications in the energy sector has been widely studies. In the energy sector, the obvious cases of
using Wi-Fi include energy metering and building energy management [57–61]. However, due to high
power requirements of Wi-Fi, this technology is not the best solution in the energy sector. Low power
wide area network (LPWAN) communication technologies such as narrowband IoT (NB-IoT); ZigBee;
Bluetooth low energy (BLE) technologies; as well as the emerging LPWAN technologies such as LoRa,
Sigfox, and LTE-M operating in unlicensed band [62] are better solutions to be used in the energy sector.
Because, these emerging LPWAN technologies enable establishing a reliable, low-cost, low-power,
long-range, last-mile technology for smart energy management solutions [63]. Therefore, in this paper,
we explain the short range and emerging LPWAN technologies and review some examples for their
applied cases in the energy sector. We also explain the satellite technology which plays an important
role in providing global IoT connectivity for industrial sectors located remote areas. In addition,
in Table 1, we illustrate the different features of these technologies.

Bluetooth Low Energy (BLE) is a short range wireless communication technology for IoT that
enables exchanging data using short radio wavelengths (https://www.bluetooth.com/). BLE is less
costly to deploy, with a typical range of 0 to 30 m, which enables creating an instant personal area
network [64]. BLE targets small-scale IoT applications that require devices to communicate small
volumes of data consuming minimal power. Industries in the energy sector with a well-designed IoT
strategy can create new forms of machine-to-machine and machine-to-human communication using
this technology. In the energy sector, BLE is widely used on the energy consumption in residential and
commercial buildings. For instance, the authors of [65] describe a smart office energy management
system that reduces the energy consumption of PCs, monitors, and lights using BLE. Another study
proposes an energy management system for smart homes that utilizes BLE for communication among
home appliances aiming at decreasing the energy at homes [66]. Similarly, using BLE the research
in [67] introduces a fuzzy-based solution for smart energy management in a home automation, aiming
improving home energy management scheme.

Zigbee is a communication technology, which is designed to create personal area network and
targets small scale applications (https://zigbee.org/). Zigbee is easy to implement and planned to
provide low-cost, low-data rate, and highly reliable networks for low-power applications [68,69].
Zigbee also utilizes a mesh network specification where devices are connected with many
interconnections. Using the mesh networking feature of Zigbee, the maximum communication range,
which is up to 100 m, is extended significantly. In the energy sector, the example IoT applications of
Zigbee include lighting systems (buildings and street lighting), smart grids, e.g., smart electric meters,
home automation systems and industrial automation. These applications aim to provide approaches
for consuming energy in an efficient way. In literature, aiming to minimize the energy expenses of the
consumers, the research in [70] evaluates the performance of home energy management application
through establishing a wireless sensor network using Zigbee. The authors of [71] also introduce smart
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home interfaces to allow interoperability among ZigBee devices, electrical equipment, and smart
meters to utilize the energy more efficiently. The work in [72] presents a ZigBee-based monitoring
system which is used to measure and transfer the energy of home appliances at the outlets and the
lights, aiming at reducing the energy consumption. Another study [73] presents field tests using
ZigBee technologies for monitoring photovoltaic and wind energy systems. The results of the study
demonstrate the proficiency of ZigBee devices applied in distributed renewable generation and smart
metering systems.

Long Range (LoRa) LoRa is a wireless communication technology designed for IoT (https://lora-
alliance.org/). LoRA is a cost-effective communication technology for large deployment of IoT, it can
add many years to battery life. LoRa is also used to establish long-distance broadcasts (more than
10 km in rural areas) with very low power consumption [74]. The features of this technology make it
a suitable communication technology to be used in the energy sector mainly in smart cities, such as
smart grids and building automation systems, e.g., smart metering.

In literature, the work in [75] aims at optimizing energy consumption by deploying building
energy management system using LoRa. The work proposes a platform by integrating multiple
systems, such as air-conditioning, lighting, and energy monitoring to perform building energy
optimization. The outcome of platform resulted in a 20% energy saving. In [76], the authors developed
a machine-learning-based smart controller for a commercial buildings HVAC utilizing LoRa. The smart
controller identifies when a room is not unoccupied and turns off the HVAC, reducing its energy
consumption up to 19.8%. Using LoRa technology, another study [77] presents implementation of
an electronic platform for energy management in public buildings. Through a test, the developed
platform allows saving the energy for a lighting system by 40%.

Sigfox is a wide area network technology which uses an ultra narrow band (https://www.sigfox.
com/). Sigfox allows devices to communicate with low power for enabling IoT applications [78].
For the appropriateness of this technology in the energy sector for example, the study in [79] reviews
the technological advances and presents Sigfox as one of the best low power candidates for smart
metering for enabling real-time energy services for households. In addition, the study in [80] compare
different low power wide area network technologies and conclude that Sigfox is a suitable solution to
be used with electric plugs sensors alert in smart buildings.

Narrowband IoT (NB-IoT) is a LPWAN communication technology that supports large number of
IoT devices and services with a high data rate with very low latency (https://www.3gpp.org/news-
events/1733-niot/). NB-IoT is a low-cost solution that has long battery life and provides enhanced
coverage. According to the authors of [81], due to the latency features of NB-IoT, this technology is a
potential solution for smart energy distribution networks by providing low-cost communications for
smart meters. In addition, the study in [82] demonstrates the NB-IoT technology for smart metering.
As another application of NB-IoT in the energy sector, the work in [83] introduces NB-IoT as a potential
solution for smart grid communications by comparing NB-IoT with other communication technologies
in terms of data rate, latency, and communication range.

Long Term Evolution for Machine-Type Communications (LTE-M) is the 3GPP (the third-generation
partnership project) standardization, which is designed to reduce the device complexity for
machine-type communication (MTC) [84]. LTE-M supports secure communication, provides
ubiquitous coverage, and offers high system capacity. LTE-M also offers services of lower latency and
higher throughput than NB-IoT [85]. In addition, this technology offers energy efficiency resource
allocation for small powered devices, making it to be a potential solution for smart meter [86] and
smart grid communications [87].

Weightless is LPWAN open wireless standard that is developed to establish communication among
great number of IoT devices and machines (http://www.weightless.org/). Weightless is a potential
solution for smart metering in the energy sector [88]. Based on the study in [89], Weightless is a
suitable wireless technology can be used in smart home IoT applications for smart metering and smart
grid communications.
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Satellite is another communication technology that has a very wide-area coverage and can support
low data rate applications in machine-to-machine (M2M) fashion [90]. Satellite technology is suitable
for supporting IoT devices and machines in remote places. The study in [91] presents an IoT-based
machine-to-machine satellite communication that is applicable to the smart grid, particularly for
the transmission and distribution (T&D) sector. A similar study highlights the importance of using
satellite-based IoT communications in energy domain such as solar and wind power plants [92].

Table 1. Comparison between different wireless technologies [62,93–98].

Technology
Parameter Range Data Rate

Power Usage
(Battery Life)

Security
Installation

Cost
Example

Application

LoRA 650 km 0.3–38.4 kbps
Very low

(8–10 years)
High Low

Smart buildings
(smart lighting)

NB-IoT 650 km 6100 kbps
High

(1–2 years)
High Low

Smart grid
communication

LTE-M 6200 km 0.2–1 Mbps
Low

(7–8 years)
High Moderate Smart meter

Sigfox 650 km 100 bps
Low

(7–8 years)
High Moderate

Smart buildings
(electric plugs)

Weightless <5 km 100 kbps
Low

(Very Long)
High Low Smart meter

Bluetooth 650 m 1 Mbps
Low

(Few months)
High Low

Smart home
appliances

Zigbee 6100 m 250 Kbps
Very Low

(5–10 years)
Low Low

Smart metering in
renewable energies

Satellite
Very Long
>1500 km

100 kbps High High Costly
Solar & wind
power plants

3.4. IoT Data and Computing

Computing and analyzing the data generated by IoT allows gaining deeper insight, accurate
response to the system, and helps making suitable decisions on energy consumption of the systems [99].
However, computing IoT data is a challenging issue. Because, IoT data known as Big data refers to
huge amount of structured and unstructured data, generated from various elements of IoT systems
such as sensors, software applications, smart or intelligent devices, and communication networks.
Due to the characteristics of Big data, which are big volume, high velocity, and high variety [100],
it needs to be efficiently processed and analyzed [101]. Processing the Big data is beyond the capacity
of traditional methods, i.e., storing it on local hard drives, computing, and analyzing them afterwards.
Advanced computing and analytic methods are needed to manage the Big data [102,103]. In the
followings, we explain cloud computing and fog computing, which are widely used for processing
and computing the Big data.

3.4.1. Cloud Computing

Cloud computing is a data processing approach that offers services, applications, storage,
and computing through the internet and allows computation of data streamed from IoT devices.
In cloud computing, cloud refers to the “Internet” and computing refers to computation and processing
services offered by this approach [104]. Cloud computing consists of both application services that are
accessed via the Internet and the hardware systems, which are located in data centers [105]. Using these
characteristics, cloud computing enables processing the big data, and provides complex computation
capabilities [106]. The main benefits of using cloud systems relies on [107] (i) significantly reducing
the cost of hardware; (ii) enhancing the computing power and storage capacity; and (iii) having
multi-core architectures, which eases the data management. Moreover, cloud computing is a
secured system, which provides resources, computing power, and storage that is needed from a

151



Energies 2020, 13, 494

geographical location [108]. These features of cloud computing enables the big data resulted from the
growing applications of IoT to be easily analyzed, controlled and sorted efficiently [109]. In addition,
cloud computing eliminates the costs needed for purchasing hardware and software and running the
algorithms for processing the IoT data, resulting in considerably minimization of electricity needed for
local data computation.

3.4.2. Fog Computing

Although cloud computing is one of the best computing paradigms for data processing for IoT
applications. Due to the delay and bandwidth limitation of centralized resources that are used for
data processing, more efficient ways are required. Fog computing is a distributed paradigm and an
extension of the cloud, which moves the computing and analytic services near to the edge of the
network. Fog computing is a paradigm that expands the cloud at a greater scale and can support
larger workload [110]. In fog computing, any device with computing, storage, and network connection
capability works as fog node. The examples of these devices include, but are not limited to, personal
computers, industrial controllers, switches, routers, and embedded servers [111]. In this computing
paradigm, fog provides IoT data processing and storage locally at IoT devices instead of sending them
to the cloud. The advantages of this approach include enhanced secure services required for many IoT
applications as well as reducing network traffic and latency [112]. Therefore, in contrast to the cloud
computing, fog offers processing and computing services with faster response with higher security.
This enables faster decision-making and taking appropriate actions.

4. IoT in the Energy Sector

Today, the energy sector is highly dependent on fossil fuels, constituting nearly 80 % of final
energy globally. Excessive extraction and combustion of fossil fuels has adverse environmental, health,
and economic impacts due to air pollution and climate change to name a few. Energy efficiency,
i.e., consuming less energy for delivering the same service, and the deployment of renewable energy
sources are two main alternatives to diminish the adverse impacts of fossil fuel use [12,13].

In this section, we discuss the role of IoT in the energy sector, from fuel extraction, operation,
and maintenance (O&M) of energy generating assets, to T&D and end use of energy IoT can play a
crucial role in reducing energy losses and lowering CO2 emissions. An energy management system
based on IoT can monitor real-time energy consumption and increase the level of awareness about the
energy performance at any level of the supply chain [15,113]. This section discusses the application of
IoT in energy generation stages first. Then, we continue with the concept of smart cities, which is an
umbrella term for many IoT-based subsystems such as smart grids, smart buildings, smart factories,
and intelligent transportation. Next, we discuss each of the above-mentioned components separately.
Finally, we summarize the findings of this section in Tables 2 and 3.

4.1. IoT and Energy Generation

Automating industrial processes and supervisory control and data acquisition systems became
popular in the power sector in 1990s [37]. By monitoring and controlling equipment and processes,
early stages of IoT started to contribute to the power sector by alleviating the risk of loss of production
or blackout. Reliability, efficiency, environmental impacts, and maintenance issues are the main
challenges of old power plants. The age of equipment in the power sector and poor maintenance
problems can lead to high level of energy losses and unreliability. Assets are sometimes more than
40 years old, very expensive, and cannot be replaced easily. IoT can contribute to reducing some of
these challenges in the management of power plants [37]. By applying IoT sensors, Internet-connected
devices are able to distinguish any failure in the operation or abnormal decrease in energy efficiency,
alarming the need for maintenance. This increases reliability and efficiency of the system, in addition
to reducing the cost of maintenance [114]. According to [115], a new IoT-based power plant can save

152



Energies 2020, 13, 494

230 million USD during the lifetime and an existing plant with the same size can save 50 million USD
if equipped with the IoT platform.

Table 2. Applications of IoT in the energy sector (1): regulation, market, and energy supply side.

Application Sector Description Benefits

R
eg

u
la

ti
on

an
d

m
ar

k
et Energy democratization Regulation

Providing access to the grid
for many small end users for
peer to peer electricity trade
and choosing the
supplier freely.

Alleviating the hierarchy in the energy
supply chain, market power,
and centralized supply; liquifying the
energy market and reducing the prices for
consumers; and creating awareness on
energy use and efficiency.

Aggregation of small
prosumers (virtual
power plants)

Energy market

Aggregating load and
generation of a group of end
users to offer to electricity,
balancing, or reserve markets.

Mobilizing small loads to participate in
competitive markets; helping the grid by
reducing load in peak times; Hedging the
risk of high electricity bills at peak hours;
and improving flexibility of the grid and
reducing the need for balancing assets;
Offering profitability to consumers.

E
n

er
gy

su
p

p
ly

Preventive maintenance
Upstream oil and
gas industry/
utility companies

Fault, leakage, and fatigue
monitoring by analyzing of
big data collected through
static and mobile sensors
or cameras.

Reducing the risk of failure, production
loss and maintenance downtime; reducing
the cost of O&M; and preventing accidents
and increasing safety.

Fault maintenance
Upstream oil and
gas industry/
utility companies

Identifying failures and
problems in energy networks
and possibly fixing
them virtually.

Improving reliability of a service;
improving speed in fixing leakage in
district heating or failures in electricity
grids; and reducing maintenance time and
risk of health/safety.

Energy storage
and analytics

Industrial
suppliers or
utility companies

Analyzing market data and
possibilities for activating
flexibility options such as
energy storage in the system.

Reducing the risk of supply and demand
imbalance; increasing profitability in
energy trade by optimal use of flexible and
storage options; and ensuring an optimal
strategy for storage assets.

Digitalized power
generation

Utility companies
& system
operator

Analyzing big data of and
controlling many generation
units at different time scales.

Improving security of supply; improving
asset usage and management; reducing the
cost of provision of backup capacity;
accelerating the response to the loss of load;
and reducing the risk of blackout.

For reducing fossil fuel use and relying on local energy resources, many countries are promoting
RESs. Weather-dependent or variable renewable energy (VRE) sources, such as wind and solar energy,
pose new challenges to the energy system known as “the intermittency challenge”. In an energy
system with a high share of VRE, matching generation of energy with demand is a big challenge due to
variability of supply and demand resulting in mismatch in different time scales. IoT systems offer the
flexibility in balancing generation with demand, which in turn can reduce the challenges of deploying
VRE, resulting in higher integration shares of clean energy and less GHG emissions [116]. In addition,
by employing IoT, a more efficient use of energy can be achieved by using machine-learning algorithms
that help determine an optimal balance of different supply and demand technologies [37]. For instance,
the use of artificial intelligence algorithms can balance the power output of a thermal power plant with
the sources of in-house power generation, e.g., aggregating many small-scale solar PV panels [117].

Table 2 summarizes the applications of IoT in the energy sector, from energy supply regulation
and markets.
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Table 3. Applications of IoT in the energy sector (2): energy grids and demand side.

Application Sector Description Benefits

Tr
an

sm
is

si
on

an
d

d
is

tr
ib

u
ti

on
(T

&
D

)g
ri

d

Smart grids
Electric grid
management

A platform for operating the
grid using big data and ICT
technologies as opposed to
traditional grids.

Improving energy efficiency and integration of
distributed generation and load; improving
security of supply; and reducing the need for
backup supply capacity and costs.

Network management
Electric grid
operation &
management

Using big data at different
points of the grid to manage
the grid more optimally.

Identifying weak points and reinforcing the
grid accordingly and reducing the risk
of blackout.

Integrated control of
electric vehicle
fleet (EV)

Electric grid
operation &
management

Analyzing data of charging
stations and
charge/discharge cycles
of EVs.

Improving the response to charging demand
at peak times; analyzing and forecasting the
impact of EVs on load; and identifying areas
for installing new charging stations and
reinforcement of the distribution grid.

Control and
management of vehicle
to grid (V2G)

Electric grid
operation &
management

Analyzing load and
charge/discharge pattern of
EVs to for supporting the
grid when needed.

Improving the flexibility of the system by
activating EVs in supplying the grid with
electricity; Reducing the need for backup
capacity during peak hours Control and
management of EV fleet to offer optimal
interaction between the grid and EVS.

Microgrids Electricity grid
Platforms for managing a
grid independent from the
central grid.

Improving security of supply; creating
interoperability and flexibility between
microgrids and the main grid; and offering
stable electricity prices for the consumers
connected to the microgrid.

Control and
management of the
District heating
(DH) network

DH network

Analyzing big data of the
temperature and load in the
network and
connected consumers.

Improving the efficiency of the grid in meeting
demand; reducing the temperature of hot
water supply and saving energy when
possible; and identifying grid points with the
need for reinforcement.

D
em

an
d

si
d

e

Demand response
Residential/
commercial &
industry

Central control (i.e.,
by shedding, shifting,
or leveling.

Reducing demand at peak time, which itself
reduces the grid congestion.

Demand response
(demand side
management)

Residential/
commercial &
industry

Central control (i.e.,
by shedding, shifting,
or leveling; load of many
consumers by analyzing the
load and operation of
appliances.

Reducing demand at peak time, which itself
reduces the grid congestion; reducing
consumer electricity bills; and reducing the
need for investment in grid backup capacity.

Advanced metering
infrastructure

End users

Using sensors and devices to
collect and analyze the load
and temperature data in a
consumer site.

Having access to detailed load variations in
different time scale; identifying areas for
improving energy efficiency (for example
overly air-conditioned rooms or extra lights
when there is no occupants); and reducing the
cost of energy use.

Battery energy
management

End users
Data analytics for activating
battery at the most
suitable time

Optimal strategy for charge/discharge of
battery in different time scale; improving
energy efficiency and helping the grid at peak
times; and reducing the cost of energy use.

Smart buildings End users
Centralized and remote
control of appliances
and devices.

Improving comfort by optimal control of
appliances and HVAC systems; reducing
manual intervention, saving time and energy;
increasing knowledge on energy use and
environmental impact; improving readiness
for joining a smart grid or virtual power plant;
and improved integration of distributed
generation and storage systems.

4.2. Smart Cities

Nowadays, the staggering rate of urbanization as well as overpopulation has brought many
global concerns, such as air and water pollution [118], energy access, and environmental concerns.
In this line, one of the main challenges is to provide the cities with clean, affordable and reliable
energy sources. The recent developments in digital technologies have provided a driving force to
apply smart, IoT based solutions for the existing problems in a smart city context [119]. Smart factories,
smart homes, power plants, and farms in a city can be connected and the data about their energy
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consumption in different hours of the day can be gathered. If it is found that a section, e.g., residential
areas, consumes the most energy in the afternoon, then automatically energy devoted to other sections,
e.g., factories, can be minimized to balance the whole system at a minimum cost and risk of congestion
or blackout.

In a smart city, different processes, i.e., information transmission and communication, intelligent
identification, location determination, tracing, monitoring, pollution control, and identity management
can be managed perfectly by the aid of IoT technology [120]. IoT technologies can help to monitor
every object in a city. Buildings, urban infrastructure, transport, energy networks, and utilities could
be connected to sensors. These connections can ensure an energy-efficient smart city by constant
monitoring of data gathered from sensors. For example, by monitoring vehicles with IoT, street lights
can be controlled for optimal use of energy. In addition, the authorities can have access to the
gathered information and can make more informed decisions on transportation choices and their
energy demand.

4.3. Smart Grid

Smart grids are modern grids deploying the most secure and dependable ICT technology to
control and optimize energy generation, T&D grids, and end usage. By connecting many smart
meters, a smart grid develops a multi-directional flow of information, which can be used for optimal
management of the system and efficient energy distribution [121]. The application of smart grid can be
highlighted in different subsectors of the energy system individually, e.g., energy generation, buildings,
or transportation, or they can be considered altogether.

In traditional grids, batteries were recharged by adapters through electricity cables and AC/DC
inverter [121]. These batteries can be charged wirelessly in a smart grid, using an inductive charging
technology. In addition, in a smart grid, the energy demand pattern of end users can be analyzed
by collecting data through an IoT platform, for example, the time of charging of mobile phones or
electric cars. Then, the nearest wireless battery charge station can allocate the right time-slot and that
device/vehicle can be charged. Another advantage is that the use of IoT will lead to better control
and monitoring of the battery equipped devices, and therefore, first, the energy distribution can be
adjusted, and second, the delivery of electricity to these vehicles can be guaranteed. This will reduce
unnecessary energy consumption considerably.

Moreover, IoT can be applied in isolated and microgrids for some islands or organizations,
especially when energy is required every single moment with no exception, e.g., in databases. In such
systems, all the assets connected to the grid can interact with each other. Also, the data on energy
demand of any asset is accessible. This interaction can assure the perfect management of the energy
distribution whenever and everywhere needed. In terms of collaborative impact of smart grids, as it is
shown in Figure 3, in a smart city equipped with IoT-based smart grids, different sections of the city
can be connected together [121].

During the collaborative communication between different sectors, the smart grid can alert
operators through smart appliances before any acute problem occurs [113,122]. For example, through
constant monitoring, it can be detected if energy demand exceeds the capacity of the grid. Therefore,
by acquiring real-time data, different strategies can be adopted by authorities and energy consumption
can be rescheduled to a different time when there is lower expected demand. In some regions, smart (or
dynamic) pricing tariffs have been considered for variable energy prices in this regard [123]. Real-time
pricing (RTP) tariffs as well as the energy price will be higher at a certain time when the consumption
of energy is likely to be higher. Through the data gathered from the components of the smart grid,
energy consumption and generation can be perfectly optimized and managed by far-sighted strategies.
Reduction of transmission losses in T&D networks through active voltage management or reduction
of non-technical losses using a network of smart meters are other examples of applying IoT [37].
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Figure 3. A centralized data connectivity in a smart city concept.

4.4. Smart Buildings

The energy consumption in cities can be divided into different parts; residential buildings
(domestic); and commercial (services), including shops, offices, and schools, and transport.
The domestic energy consumption in the residential sector includes lighting, equipment (appliances),
domestic hot water, cooking, refrigerating, heating, ventilation, and air conditioning (HVAC) (Figure 4).
HVAC energy consumption typically accounts for half of energy consumption in buildings [124].
Therefore, the management of HVAC systems is important in reducing electricity consumption.
With the advancement of technology in the industry, IoT devices can play an important role to control
the energy losses in HVAC systems. For example, by locating some wireless thermostats based on
occupancy, unoccupied places can be realized. Once an unoccupied zone is detected, some actions can
be taken to lower energy consumption. For instance, HVAC systems can reduce the operation in the
unoccupied zone, which will lead to significant reduction in energy consumption and losses.

Figure 4. Share of residential energy consumption.

IoT can also be applied to manage the energy losses of lighting systems. For example, through
applying IoT-based lighting systems, the customers will be alerted when the energy consumption
goes beyond the standard level. Furthermore, by an efficient analysis of the real-time data, load from
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high-peak will be shifted to low-peak levels. This makes a significant contribution to optimal use of
electrical energy [119,125] and reducing related greenhouse gas emissions. Using IoT, the demand
response will be more agile and flexible, and the monitoring and demand side management will
become more efficient.

4.5. Smart Use of Energy in Industry

IoT can be employed to design a fully connected and flexible system in the industry to reduce
energy consumption while optimizing production. In traditional factories, a lot of energy is spent
to produce the end product and control the quality of the end product. Moreover, monitoring every
single process requires human resources to be involved. However, using an agile and flexible system in
smart factories helps to recognize failures at the same time rather than recognizing them by monitoring
the products at the end of production line. Therefore, a suitable action can be taken promptly to avert
wasteful production and associated waste energy.

In terms of monitoring processes during manufacturing, IoT, and its enabling technology play
a crucial role. Gateway devices, IoT hub networks, web servers, and cloud platforms, which are
accessible with smart mobile devices (e.g., smart phones or personal computers) can be examples
of monitoring equipment. Wireless communications such as Wi-Fi, Bluetooth, ZigBee, Z-wave,
or wired communications, such as Local Area Network (LAN) can be used to connect all pieces
of equipment [126]. Moreover, to use IoT more efficiently, by installing sensors on each component of
an industrial site, the components that consume more energy than their nominal energy level can be
detected. Thus, every single component can be easily managed, the faults of components can be fixed,
and the energy consumption of each component can be optimized. This eminently results in reducing
the energy losses in smart factories.

In a smart factory, data processing is the key element in the whole system, through which data in
the cloud platform (acts as a brain) will be analyzed to help managers making more efficient decisions
in time [127]. In terms of monitoring and maintaining assets of manufacturing, the big problem in
factories is the depreciation of machines and mechanical devices. With an appropriate IoT platform and
tools, the proper device size can be selected to reduce wear and tear and the associated maintenance
costs. IoT-based conditional monitoring ensures the mechanical device never reaches its threshold
limit. This simply means the device lasts longer and suffers fewer failures. Moreover, the failures that
cause energy loss can be anticipated to be tackled.

IoT-based agile systems can provide a smart system for collaboration between customers,
manufactures, and companies. Therefore, a specific product will be manufactured directly according
to customers’ order. Therefore, energy consumed during the process of storing spare parts as well
as the energy wasted in warehouses to keep the spare parts will be dwindled significantly. Only a
certain number of products in various kinds will be manufactured and stored, which enhances the
management of energy consumption and production efficiency [126].

4.6. Intelligent Transportation

One of the major causes of air pollution and energy losses in big cities is overuse of private vehicles
instead of public transportation. As opposed to a traditional transportation system where each system
works independently, applying IoT technologies in transportation, so called “smart transportation”,
offers a global management system. Also, the real-time data processing plays a significant role in traffic
management. All the components of the transportation system can be connected together, and their
data can be processed together. Congestion control and smart parking systems using online maps
are some applications of smart transportation. Smart use of transportation enables passengers to
select a more cost-saving option with shorter distance and the fastest route, which saves a significant
amount of time and energy [120]. Citizens will be able to determine their arrival time and manage
their schedule more efficiently [125]. Therefore, time of city trips will be shortened, and the energy
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losses will be reduced significantly. This can remarkably reduce CO2 emissions and other air polluting
gases from transportation [119].

Table 3 summarizes the applications of IoT in the energy sector, from smart energy grids to the
end use of energy. The IoT-based digitalization transforms an energy system from a unidirectional
direction, i.e., from generation through energy grids to consumers, to an integrated energy system.
Different parts of such an integrated smart energy system are depicted in Figure 5.

Figure 5. Applications of IoT in an integrated smart energy system.

5. Challenges of Applying IoT

Besides all the benefits of IoT for energy saving, deploying IoT in the energy sector represents
challenges that need to be addressed. This section addresses the challenges and existing solutions for
applying IoT-based energy systems. In addition, in Table 4, we summarize the challenges and current
solutions of using IoT in the energy sector.

5.1. Energy Consumption

In the energy systems, the major effort of IoT platforms are saving the energy. In energy systems
to enable communication using IoT, massive number of IoT devices transmit data. To run the IoT
system and transmit huge amount of data generated from the IoT devices considerable amount of
energy is needed [128]. Therefore, the energy consumption of IoT systems remains as an important
challenge. However, various approaches have tried to reduce the power consumption of IoT systems.
For example, by setting the sensors to go to sleep mode and just work when necessary. Designing
efficient communication protocols which allow distributed computing techniques that enables energy
efficient communications has been studied greatly. Applying radio optimization techniques such as
modulation optimization and cooperative communication has been considered as a solution. Moreover,
energy-efficient routing techniques such as cluster architectures and employing multi-path routing
techniques was understood as another solution [129–131].
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Table 4. Challenges and current solutions of using IoT in the energy sector.

Challenge Issue Example Solution Benefit

Architecture design
Providing a reliable

end-to-end connection
Using heterogeneous

reference architectures
Interconnecting

things and people

Diverse technologies Applying open standard Scalability

Integration of IoT
with subsystems

IoT data management
Designing

co-simulation models
Real-time data among

devices and subsystems

Merging IoT with
existing systems

Modelling integrated
energy systems

Reduction in cost
of maintenance

Standardization

Massive deployment
of IoT devices

Defining a
system of systems

Consistency among
various IoT devices

Inconsistency among
IoT devices

Open information models
and protocols

Covering
various technologies

Energy consumption

Transmission of
high data rate

Designing efficient
communication protocols

Saving energy

Efficient energy
consumption

distributed
computing techniques

Saving energy

IoT Security
Threats and

cyber-attacks
Encryption schemes,

distributed control systems
Improved security

User privacy
Maintaining users’

personal information
Asking for

users’ permission
Enables better

decision-making

5.2. Integration of IoT with Subsystems

A main challenge includes the integration of an IoT system in subsystems of the energy system.
Because subsystems of the energy sector are unique employing various sensor and data communication
technologies. Therefore, solutions are needed for managing the data exchange among subsystems
of a IoT-enabled energy system [132–134]. An approach for finding solutions for the integration
challenge, taking into account the IoT requirements of a subsystem, pertains to modeling an integrated
framework for the energy system [132]. Other solutions propose designing co-simulation models
for energy systems to integrate the system and minimize synchronization delay error between the
subsystems [135,136].

5.3. User Privacy

Privacy refers to the right of individual or cooperative energy consumers to maintain
confidentiality of their personal information when it is shared with an organization [137,138]. Therefore,
accessing to proper data such as the number of energy users as well as the number and types of
appliances which use energy become impossible. Indeed, these types of data which can be gathered
using IoT enables better decision-making that can influence the energy production, distribution and
consumption [139]. However, to decrease the violation of users’ privacy, it is recommended that the
energy providers ask for user permission to use their information [140], guaranteeing that the users’
information will not be shared with other parties. Another solution would also be a trusted privacy
management system where energy consumers have control over their information and privacy is
suggested [141].

5.4. Security Challenge

The use of IoT and integration of communication technologies in energy systems enhances the
threat and cyber-attacks to information of users and the energy systems from production, transmission,
and distribution to consumption [142,143]. These threads define the security challenge in the energy
sector [144]. Moreover, IoT-based energy systems are widely deployed in large geographical areas
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within the energy sector to offer services. The large deployment of IoT systems puts them in more
risk of being under cyberattacks. To overcome the challenge, a study introduces an encryption scheme
to secure energy information from the cyberattacks [145]. In addition, distributed control systems
which enable control at different IoT system level are suggested to reduce the risk of cyberattack and
increasing the security of system [146].

5.5. IoT Standards

IoT uses a variety of technologies with different standards to connect from a single device to a large
number of devices. The inconsistency among IoT devices that utilize different standards forms a new
challenge [147]. In IoT-enabled systems, there are two types of standards, including network protocols,
communication protocols, and data-aggregation standards as well as regulatory standards related
to security and privacy of data. The challenges facing the adoption of standards within IoT include
the standards for handling unstructured data, security and privacy issues in addition to regulatory
standards for data markets [148]. An approach for overcoming the challenge of standardization of
IoT-based energy system is to define a system of systems with a common sense of understanding to
allow all actors to equally access and use. Another solution pertains to developing open information
models and protocols of the standards by the cooperating parties. This shall result in standards which
are freely and publicly available [149].

5.6. Architecture Design

IoT-enabled systems are composed of variety of technologies with increasing number of
smart interconnected devices and sensors. IoT is expected to enable communications at anytime,
anywhere for any related services, generally, in an autonomic and ad hoc fashion. This means
that the IoT systems based on their application purposes are designed by complex, decentralized,
and mobile characteristics [149]. Taking into account the characteristics and needs of an IoT
application, a reference architecture cannot be a unique solution for all of these applications.
Therefore, for IoT systems, heterogeneous reference architectures are needed which are open and
follow standards. The architectures also should not limit the users to use fixed and end-to-end IoT
communications [149,150].

6. Future Trends

Applying current IoT systems for providing energy efficient solutions in the energy sector has
many advantages highlighted in previous sections. However, for deploying IoT in the energy domain,
new solutions and trends are needed to improve the performance of IoT and overcome the associated
challenges. In this section, we present the Blockchain technology and Green-IoT as two approaches
that can help to tackle some of the challenges.

6.1. Blockchain and IoT

Current IoT systems mostly rely on centralized cloud systems [151,152]. In most IoT applications,
thousands of IoT devices and machines need to be connected, which is hard to synchronize. Moreover,
due to the centralized and server-client nature of IoT when server is vulnerable, all the connected
objects are easy to be hacked and compromised, which result in security concerns for the system and
privacy issues for users [153]. Fortunately, Blockchain can be a solution for this challenge [154].

Blockchain provides a decentralized and democratized platform with no need for third party’s
intervention. The consensus platform of blockchain requires every IoT node proves that it pursues the
same goal as others. Verified transactions is also stored in the form of a block, which is linked
to the previous one in a way information can never be erased. Moreover, the history of every
single transaction at every node can be recorded and is accessible by everyone. Therefore, any
member in blockchain becomes aware of any changes in each block immediately [155–157]. Moreover,
due to the distributed ledger of blockchain, even thousands of IoT devices can be synchronized
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easily. The consensus algorithms of blockchain based on peer-to-peer networks can provide a secure
distributed database [153]. Therefore, decentralized and private-by-design IoT that can guarantee the
privacy can be promised by blockchain [158].

More importantly, blockchain can store and share software updates between objects. There are
innocuousness checking nodes that approve the accuracy of update information as a new node and
guarantee its protection from any threats, once an update added to the blockchain as a valid block,
it is impossible to erase or change it. Therefore, IoT-based platforms can be provided with updates
availability and innocuousness through blockchain [159].

In the energy sector, the application of blockchain will accelerate the IoT effectiveness by providing
a decentralized platform for distributed power generation and storage systems enhancing energy
security and efficiency. Real and high-qualified data can be exchanged freely between devices and
people can directly have access to energy information without the involvement of any third party.
Neighbors can simply trade energy with one another. Therefore, without involvement of authorities,
not only trust will be enhanced among people, but also many costs of this connection to the centralized
grids can be saved. Another advantage is that by monitoring the usage statistics of an area, Blockchain
enables the energy distribution to remotely control energy flow to that particular area. Furthermore,
blockchain-based IoT systems helps in the diagnosis and maintenance of equipment within smart
grid [154].

Currently, the direct application of blockchain technology in an IoT-based system is impossible
due to lack of enough computational resources, insufficient bandwidth and the need to preserve power.
However, cloud and fog computing platforms can ease the way for blockchain services in IoT [160].

6.2. Green IoT

The energy consumption of IoT devices is an important challenge, especially in large-scale
deployment of these technologies in near future. To run billions of devices that will be connected
to the Internet significant amount of energy is required. The big number of IoT devices will also
produce a great deal of electronic waste [161]. To tackle these challenges, a low-carbon and efficient
communication networks are needed. Fortunately, these necessities has led to the appearance of
the green IoT (G-IoT) [162,163]. The key component of G-IoT is its energy-efficient characteristics
throughout the life cycle, i.e., design, production, deployment, and ultimately disposal [129].

G-IoT cycle can be applied in different IoT technologies. For example, in radio frequency
identification (RFID) tags. To decrease the amount of material in each RFID tag, which is difficult
to be recycled, the size of RFID tags are reduced [161,164–168]. Green M2M communications is
another example, which enables adjusting power transmission the minimum level, facilitates more
efficient communication protocols using algorithmic and distributed computing techniques [129].
In wireless sensor networks also the sensors nodes can be in the sleep mode and just work
when necessary. In addition, radio optimization techniques, such as, modulation optimization or
cooperative communication can be applied to reduce the power consumption of the nodes. Moreover,
energy-efficient routing techniques, such as, cluster architectures or multi-path routing can provide
efficient solutions [130,131]. In conclusion, the above-mentioned approaches and examples can reduce
the energy needs of IoT systems.

7. Conclusions

Energy systems are on the threshold of a new transition era. Large-scale deployment of VRE in
distributed energy systems and the need for efficient use of energy calls for system-wide, integrated
approaches to minimize the socio-economic-environmental impacts of energy systems. In this respect,
modern technologies such as IoT can help the energy sector transform from a central, hierarchical
supply chain to a decentralized, smart, and optimized system. In this paper, we review the role of IoT
in the energy sector in general, and in the context of smart grids particularly.
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We classify different use cases of IoT in each section of the energy supply chain, from generation
through energy grids to end use sectors. The advantages of IoT-based energy management systems
in increasing energy efficiency and integrating renewable energy are discussed and the findings are
summarized. We discuss different components of an IoT system, including enabling communication
and sensor technologies with respect to their application in the energy sector, for example, sensors
of temperature, humidity, light, speed, passive infrared, and proximity. We discuss cloud computing
and data analytic platforms, which are data analysis and visualization tools that can be employed for
different smart applications in the energy sector, from buildings to smart cities.

We review the application of IoT in the energy supply chain under different levels, including
smart cities, smart grids, smart buildings, and intelligent transportation. We discuss some of the
challenges of applying IoT in the energy sector, including challenge of identifying objects, big data
management, connectivity issues and uncertainty, integration of subsystems, security and privacy,
energy requirements of IoT systems, standardization, and architectural design. We highlight some
solutions for these challenges, i.e., Blockchain and green IoT as future directions of research.
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