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Preface to ”Micro/Nano Devices for Blood Analysis,
Volume II”

The development of micro- and nanodevices for blood analysis continues to be a growing

interdisciplinary subject that demands the careful integration of different research fields. Particularly,

such devices target the precise integration of mechanics, microfluidics, micro/nanotechnologies,

chemistry, optics, electronics, materials engineering, informatics, biotechnology and medicine, among

many other fields.

Microelectromechanical systems (MEMS) combine electrical, optical and mechanical

components at the microscale level and are a result of continuous efforts in the miniaturization

of mechanical microdevices. The integration of these devices with microflows, in the form of

micropumps, microvalves or even sensors, has gained the interest of scientific communities dealing

with fluid flow and transport phenomena happening at the microscale. Microfluidic systems

have considerable advantages over macroscale devices, as they offer the ability to work with

low power consumption, small samples and reagent volumes; provide good manipulation and

control of samples; decrease the reaction times; and allow multiplexer and parallel operations to

be carried out in a single step. Thus, microdevices have great potential in developing portable and

point-of-care diagnostic devices, particularly for cellular and blood analyses. Moreover, the recent

progress in nanotechnology is gaining popularity and has expanded its areas of application for

microfluidic devices, which include the manipulation and analysis of flows on the scale of DNA,

proteins and nanoparticles, which has led to the creation to a new field—nanoflows. In spite of the

enormous scientific achievements that micro- and nanofluidics have had in recent decades, they

are still considered in the early stages, with some drawbacks and challenges to overcome, such

as the difficulty in achieving cost-effective, large-scale production and a complete understanding

of the physics of fluids at the micro- and nanoscale levels. As a consequence, many research

groups worldwide are devoting significant efforts to research on microfabrication and microfluidics

to enhance the potential of such microdevices as portable and point-of-care diagnostic devices,

particularly for blood analysis, as we target in this book.

Following the success of the Special Issue “Micro/Nano Devices for Blood Analysis”, which led

to the publication of a book with the same title [1], once again, we invited the scientific community to

participate in and submit their research to the Special Issue “Micro/Nano Devices for Blood Analysis,

Volume II”. Researchers from different areas and backgrounds cooperated actively and submitted

high-quality research, focusing on the latest advances and challenges in micro- and nanodevices

for diagnostics and blood analysis, micro- and nanofluidics, technologies for flow visualization and

diagnosis, biochips, organ-on-a-chip and lab-on-a-chip devices, and their applications to research

and industry. Thus, this book assembles ten scientific documents, including comprehensive reviews

and experimental research papers, in the areas of microsystems design, simulation, experimental

characterization and diagnosis.

In this Special Issue, Fadlelmoula et al. [2] presented a review of current Fourier Transform

Infrared (FTIR) spectroscopy techniques and their potential for human blood analysis. The authors

discussed advancements of the technology and its variations in recent decades and reported the

latest research focusing on FTIR spectroscopy applications in the biological field, which distinguish

between healthy and pathological samples and help in the diagnosis of different diseases. Finally,

the authors explored the current challenges of integrating FTIR into microfluidic and lab-on-a-chip
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devices [2].

In another review on blood flows and RBC characterization and visualization, Carvalho et al.

[3] carefully reviewed and compared different manual and automatic image analysis segmentation

methods for blood flow studies in microfluidic domains. The authors discussed the role and

importance of image analysis in the processing of blood flow data when acquired from high-speed

video microscopy. The authors showed that, while manual methods are reliable, they are highly

time-consuming, user-intensive and repetitive, and the results can be subject to user-induced errors.

For that purpose, the authors presented, discussed and compared manual and automatic methods

that are able to achieve similar accuracy in the data analysis, both to individually track RBCs and to

measure cell-free layer thicknesses in different kinds of microchannels [3].

In addition to these reviews, this Special Issue contains several research papers that cover

different subjects related to microfluidic structures, cell characterization, data analysis and diagnosis.

Hu et al. [4] presented a novel method of creating small-diameter artificial vascular grafts (with

diameters below 6 mm), which can form a controllable, multi-material composite microstructure on

the inner wall of a blood vessel. The authors combined different additive composite molding in

the inner walls and outer walls of artificial vessels to promote endothelialization and to ensure the

stability, good structure and mechanical performance of the structure [4].

Al-aqbi et al. [5] also developed novel microfluidic devices for blood applications. The authors

proposed a new geometry for blood plasma filtration based on a nano-junction formed by dielectric

breakdown. The authors achieved the on-chip filtration and out-chip collection of blood plasma from

a whole blood sample, with a high extraction yield of 62%, within less than 5 min. The authors

characterized the filtered plasma, showing that it presented a low concentration of analytes from

whole blood, confirming the success of the proposed microdevice [5].

Adekanmbi et al. [6] focused on the design, numerical modeling and simulation of a microfluidic

device for the dielectrophoretic separation of infiltrating ductal adenocarcinoma cells (ADCs) from

isolated peripheral blood mononuclear cells (PBMCs). The proposed device successfully combined

a 1.4 mm long, Y-shaped microfluidic channel with semi-circular insulating constrictions and

dielectrophoresis promoted by a DC electric actuation with varying voltage conditions [6].

Kang [7] presented a microfluidic-based biosensor for the measurement of blood viscosity and

red blood cells’(RBCs’) sedimentation rates. The author used two air-compressed syringes to deliver

blood samples and a reference fluid into a T-shaped microfluidic channel and measured the average

velocity of the fluids using micro-particle image velocimetry and digital image processing. The

sedimentation rate was quantified based on the analysis of the image intensity of the blood sample

over time. Then, blood viscosity was determined using a parallel co-flowing method with a correction

factor. The author was able to measure blood viscosity and the RBCs’ sedimentation rates consistently

for samples with hematocrit 30%, 40% and 50% [7].

The same author [8] also designed a T-shaped microfluidic device with two inlets, one outlet, two

guiding channels (one for the blood sample and the other for the reference fluid) and one co-flowing

channel for the measurement of blood viscoelasticity through an analysis of the interface variations

in co-flowing streams of the sample and the reference fluid. For that purpose, the author proposed

a sinusoidal flow-rate pattern to pump the blood samples, while the reference fluid was pumped at

a constant flow rate. Based on that setup, the author measured the compliance (influenced by the

period of the flow rate) and the viscosity of the fluid (dependent on the hematocrit and solvent).

Finally, from those variables, the author analytically calculated and monitored the viscoelasticity of
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the blood samples [8].

Related to his other published works, Kang [9] also studied, under periodic on–off blood flows,

the contributions of air compliance to dynamic blood flows in microfluidic channels for successful

evaluation of the mechanical properties of blood samples. The author analyzed the image intensity

and interface in a co-flowing channel and concluded that air cavities in the blood sample syringe

contributed to delays in the transient behaviors of blood flows, hindering the quantification of RBC

aggregation and blood viscoelasticity [9].

In addition to the above work, which focused on the mechanical characterization of blood

samples and RBCs in microfluidic devices, one paper, presented by Pinho et al. [10], explored

the potential integration of microfluidic structures in organ-on-a-chip technologies, targeting

personalized cancer medicine. The authors developed preclinical models of colorectal cancer by

combining microfluidic technologies with 3D, patient-derived tumor organoid models. The authors

used a low-cost microfluidic device to culture and expand the colorectal cancer organoids and

evaluated their viability and proliferative activity, having concluded that the developed chip had the

potential to generate organotypic structures for disease modeling and drug screening applications

[10].

Finally, the last paper, while not being related to microfluidics, presents a novel microdevice for

malaria diagnosis based on blood analysis. Costa et al. [11] designed, simulated and experimentally

characterized bandpass optical filters based on multiple layers of thin films for implementation in

a device for reflectance-based malaria diagnosis. The authors proposed the detection of malaria

parasites in RBCs through the optical quantification of hemozoin. For that purpose, a set of

eight thin-film optical filters, based on multilayer stacks of MgO/TiO2 and SiO2/TiO2 thin films,

with high transmittance and low full width at half maximum at specific wavelengths in the 400

nm–800 nm range of the optical spectrum, was designed and characterized. The results showed

that optical measurements with the developed filters allowed one to distinguish between healthy and

malaria-infected samples, up to a detection limit of 12 parasites/L of RBCs.

As Guest Editors, we hope this book can, once again, provide an opportunity for the biomedical,

biotechnology and engineering communities to access novel information and knowledge, particularly

in the application of micro- and nanofluidics in the biomedical field. We believe that this book

can contribute significantly to the scientific community as a demonstration of the latest results,

achievements, breakthroughs, challenges and trends in micro- and nanodevices for diagnostics and

blood analysis, cell characterization, micro- and nanofluidics, flows visualization, MEMS, biochips,

organ-on-a-chip and lab-on-a-chip devices, and their application to research and industry.

As a final remark, we acknowledge, congratulate and thank all of the researchers and authors for

submitting and contributing their original manuscripts to this Special Issue as well as the reviewers

for their time, efforts and careful participation in the peer-review processes, which were essential to

improving the quality of these documents.
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Abstract: Since microorganisms are evolving rapidly, there is a growing need for a new, fast, and
precise technique to analyse blood samples and distinguish healthy from pathological samples.
Fourier Transform Infrared (FTIR) spectroscopy can provide information related to the biochemical
composition and how it changes when a pathological state arises. FTIR spectroscopy has undergone
rapid development over the last decades with a promise of easier, faster, and more impartial diagnoses
within the biomedical field. However, thus far only a limited number of studies have addressed
the use of FTIR spectroscopy in this field. This paper describes the main concepts related to FTIR
and presents the latest research focusing on FTIR spectroscopy technology and its integration in
lab-on-a-chip devices and their applications in the biological field. This review presents the potential
use of FTIR to distinguish between healthy and pathological samples, with examples of early cancer
detection, human immunodeficiency virus (HIV) detection, and routine blood analysis, among others.
Finally, the study also reflects on the features of FTIR technology that can be applied in a lab-on-a-
chip format and further developed for small healthcare devices that can be used for point-of-care
monitoring purposes. To the best of the authors’ knowledge, no other published study has reviewed
these topics. Therefore, this analysis and its results will fill this research gap.

Keywords: blood cells; fourier transform infrared (FTIR) spectroscopy; functional group; lab-on-a-chip

1. Introduction

Millions of blood test analyses are performed every day worldwide in order to provide
blood diagnostic services for the patients [1]. Usually, these tests are performed in clinical
laboratories, simultaneously using different devices and relying on different specialties [2].
These devices are needed to run routine blood tests [2] and examine multiple parameters
to assist the physicians in haematology-, chemistry-, and immunology-related diagnosis,
among others. They require human resources, dedicated facilities, and time, which, in
an ideal device, should be less than one hour from taking a sample to printing out the
results [3,4]. Moreover, the reagents needed to run all these tests are expensive, and most
of them are toxic, having a significant direct and indirect effect on the environment [5].

Diagnostic devices currently available on the market rely on the same measuring
techniques developed in the last century (mainly spectrophotometry or electrochemical
assays) [6]. Meanwhile, viruses, bacteria, and fungi are rapidly evolving [7], pushing further
the need to develop new, quick, and reliable diagnostic tools. The primary, commercially
available measuring techniques for such devices are spectrophotometry, enzyme-linked
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immunosorbent assay (ELISA), electrophoresis, and blood cell counting or complete blood
count (CBC). However, all of these methods have limitations. In ultraviolet–visible (UV–
VIS) spectrophotometry, the main limitation is the requirement for sample and setup
preparation time to avoid light interferences [8]. ELISA limitations are related to the cost of
the assays due to the use of antibodies, the risk of cross-reactivity, the high background
noise, and extended analysis time [9]. Electrophoresis requires a large sample for the assays,
as well as high analysis precision [10]. Finally, CBC limitations are related to the manual
examination of blood smears, difficulty recognising abnormal red cell shapes (such as
fragmented cells), and high running costs [11]. Hence, the pressing need for new, fast, and
precise analysing techniques.

Fourier transform infrared (FTIR) spectroscopy is a field that has undergone signifi-
cant development over the past decade, promising easier, more rapid, and more objective
diagnoses [12,13]. FTIR spectroscopy studies the interactions between matter and electro-
magnetic radiation that appear in the form of a spectrum. Each molecule has a spectrum
fingerprint that makes it unique and allows it to be distinguished from other molecules [14].
FTIR spectroscopy is also an effective and nondestructive method for monitoring cellular
alterations [15,16]. FTIR spectral analysis has allowed the characterisation of several organs’
diseases, as well as the quantification of different biomolecules such as proteins [16], nucleic
acids [17,18], and lipids [19]. Several research documents highlighting the importance of
spectroscopic techniques in cancer detection have been published in the literature [15,20,21].
FTIR focuses on the differentiation and characterisation of cells and tissues by looking at in-
dividual bands or groups to precisely identify the molecular conformations, bonding types,
functional groups, and intermolecular interactions that compose the specimen [13,20]. Thus,
this paper describes the main concepts and terminologies related to FTIR and presents the
latest published research focusing on FTIR spectroscopy technology and its integration
in lab-on-a-chip devices for application in the biological field. To the best of the authors’
knowledge, no other studies have reviewed these topics, making this review the first to fill
this research gap.

The paper is organised into five sections. Section 1 presents an introductory overview
and the primary motivation guiding the study. Section 2 presents FTIR spectroscopy’s
theoretical, conceptual elements and clarifies the salient terminology, including the concepts
of infrared (IR) regions, radiation, molecular vibration, FTIR, and Michelson Interferometer.
Section 3 describes the methods used in the presented study, while Section 4 offers the
results of the analysis of twenty-year-long research on the application of FTIR spectroscopy
in the biological field, focusing on the possibility of applying this technology in lab-on-a-
chip devices. Finally, Section 5 presents the conclusion and future trends.

2. Theoretical Considerations

Here the terminologies and concepts associated with FTIR spectroscopy, namely the
IR region, IR radiation and molecular vibrations in biological matters, FTIR techniques and
Michelson interferometer, are presented.

2.1. Infrared Region

IR radiation is a group of electromagnetic waves (EMR) with wavelengths longer
than visible radiation, invisible to the human eye. The IR region of the electromagnetic
spectrum ranges in wavelengths from 0.8–100 µm, illustrated in Table 1 [22,23]. Typically,
the IR is broken into three ranges, near-IR, mid-IR, and far-IR. Most of the IR used in medi-
cal applications are in the mid-IR range, considering radiation from the electromagnetic
spectrum, in the wavenumber interval from 4000 cm−1 to 400 cm−1. The frequency of the
absorbed radiation is responsible for each subatomic vibrational interaction, as schematised
in Figure 1.

2



Micromachines 2022, 13, 187

Table 1. InfraRed Regions [22,23].

Region Wavelength (µm) Wavenumbers (cm−1) Frequency (×1014 Hz)

Near-IR 0.8–2.5 12,500–4000 3.75–1.2
Mid-IR 2.5–25 4000–400 1.2–0.12
Far-IR 25–100 400–100 0.12–0.03

Frequently Used 2.5–15 4000–670 1.2–0.20
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2.2. IR Radiation and Molecular Vibrations in Biological Matter

As a type of electromagnetic wave, IR propagates energy and momentum, with
properties similar to both a wave and a particle—the photon. IR is emitted or absorbed
by molecules as they change their rotational, vibrational motions. It excites wave modes
in a molecule by changing them instantaneously, making it a helpful frequency variation
for studying the molecular energy states with correct symmetry. Therefore, IR chemical
analysis studies the absorption and transmission of photons in the IR region [24]. The IR
spectrum of biological samples consists of a combination of the characteristic absorption
bands of proteins, lipids, nucleic acids, and carbohydrates within that sample [25,26].

The protein absorption bands are often assigned to amino acid side groups or peptide
backbone in the 1700 cm−1–1500 cm−1 range. The vibrational modes of the peptide back-
bone produce the amide I and II bands. The amide I band (1700 cm−1–1600 cm−1) is mainly
associated with the bending vibration of the N–H bond. The bands of amides I and II are
usually used to analyse the secondary protein structure [27]. The presence of absorption
bands at 1450 cm−1 and 1400 cm−1 is due to asymmetric and symmetric methyl bending
modes, respectively [28].

In the spectra of lipids, absorption bands are found in numerous spectral regions:
the range of 3050 cm−1–2800 cm−1 for asymmetric and symmetric stretching vibrations
of -CH2 and -CH3, the range of 1500 cm−1–1350 cm−1 for deformation vibrations of -CH2
and -CH3 from the acyl chains of lipids, the range of 1745 cm−1–1725 cm−1 for symmetric
stretching vibrations of ester–carbonyl bond (C=O), and the range of 1270 cm−1–1000 cm−1

for odd (1240 cm−1) and symmetric (1080 cm−1) vibrations of -PO2- in phospholipids [29].
The IR spectra of nucleic acids are characterised in four spectral regions: the region of
1780 cm−1–1550 cm−1 for in-plane vibrations of double bonds of bases, the region of
1550 cm−1–1270 cm−1 for the deformation vibrations of bases that include the sugar vibra-
tions, the region of 1270 cm−1–1000 cm−1 for vibrations of -PO2- and, finally, the region of
1000 cm−1–780 cm−1 for the vibrations of the sugar-phosphate backbone [30]. The carbohy-
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drate spectra contain bands in the following ranges: the region of 3600 cm−1–3050 cm−1

is assigned to the stretching vibration of O-H, the range of 3050 cm−1–2800 cm−1 to the
stretching vibrations of -CH3 and -CH2, the region of 1200 cm−1–800 cm−1 to the stretching
vibrations of the C-O/C-C species, and, finally, the 1500 cm−1–1200 cm−1 relates to the
deformational modes of the CH3/CH2 species [31]. In the blood analysis applications,
the spectral bands of 3000 cm−1–2800 cm−1 are the most relevant ones for analysing red
blood cells and platelets, while for the white blood cells, the most relevant band ranges are
513 cm−1–1445 cm−1. Thus, those targeted cells and corresponding spectral bands are the
most used for blood analysis, particularly lab-on-a-chip applications.

2.3. Fourier Transform Infrared Spectroscopy (FTIR) Techniques

FTIR spectroscopy is a technique used to obtain the absorption or emission infrared
spectrum of a solid, liquid, or gas [14,32]. The FTIR spectrometer simultaneously collects
high-resolution information over a wide spectral range (between 4000 and 400 cm−1), a
distinct advantage over a dispersive spectrometer, which estimates power over a narrow
range of frequencies at once. The aim of spectroscopy techniques (FTIR or bright per-
ceptible (UV–Vis) spectroscopy) is to quantify how much light a sample absorbs at each
frequency [14]. The most direct approach, the “dispersive spectroscopy” method, consists
of focusing a monochromatic light beam at a sample, measuring the amount of absorbed
light, and recalculating it for each frequency [14]. Fourier transform spectroscopy is a less
instinctive approach for obtaining similar data. Rather than focusing a monochromatic
(single frequency) light emission at the sample, this strategy might focus a bar, or array,
which contains numerous frequencies of light at once and measures how much of that
beam is absorbed by the sample. Then, the wave is changed to contain a different mixture
of frequencies giving a second data point. This cycle is repeated many times within a
short period of time, and the information is acquired by a computer. For instance, the
wave plotted in Figure 2, called an interferogram, is created by applying a broadband light
source-one that contains the entire range of frequencies to be estimated. The light sparks
into a Michelson interferometer (detailed in the next section), consisting of a special array
of mirrors, one of which is moved by a motor. As this mirror moves, each light frequency
in the column is occasionally obstructed, mediated, impeded, and transmitted by the in-
terferometer. The different frequencies are tweaked at different rates so that the column
exiting the interferometer has a different range at each second or mirror position [14,32].
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Computational postprocessing based on Fourier frequencies is required to calculate
the results (light pickup for each frequency) from the coarse raw information (light pickup
for each mirror position), as presented in the example of Figure 2 [14,32]. Then, the Fourier
transform converts a space (for this situation, the mirror’s distance in cm) into its opposite
space (wavenumbers in cm−1).
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The main limitations of FTIR spectroscopy relate to the tissue depth penetration of the
infrared light, which only allows biochemical analysis of the tissues up to a few dozens
of micrometres [20]. Additionally, in the conventional FTIR spectroscopy, which works in
transmission mode and consequently with no incidence angle between emitter and sample,
there is difficulty in assuring the reproducibility of the spacer thickness when using liquid
samples [33].

The attenuated total reflectance Fourier transform (ATR -FTIR) technique as a comple-
mentary technique has helped FTIR spectroscopy overcome this limitation. ATR-FTIR is a
particular FTIR spectroscopy method, which measures the reflected signal from a sample.
In this reflectance setup, the IR radiation passes through a crystal with a high refractive
index (typically with an angle of 45◦) and undergoes total internal reflection before exiting
the crystal and being directed to an IR detector [33,34]. ATR-FTIR has a lower penetration
depth than conventional FTIR (around 200 nm) but, since it measures the reflected light,
it is an adequate method for measuring high absorbing and high thickness samples that
typically do not allow the transmission of IR radiation [33]. Additionally, this technique
can direct measurements of gas, fluidic and thin-film solid-state samples without complex
sample preparation and with enhanced surface sensitivity [33,34].

Finally, microscopic FTIR (micro-FTIR) [35] relates to another particular FTIR technique
that couples an IR spectrometer to a visible light microscope in order to achieve better
sensitivity when detecting condensed-phase compounds [36] and is adequate for measuring
solid or liquid thin films samples. In this technique, the microscope focuses the IR laser
beam on the sample, and the measurement mainly comes from the target focal point,
meaning that even a short displacement in the laser beam or the sample could provide
a significant difference in the results. Therefore, micro-FTIR distinguishes by allowing
local measuring of a particular point in the sample, while the conventional FTIR gives the
average information from a complete homogenised sample [35,36].

Besides helping to identify organic compounds based on their specific IR spectral
fingerprint, FTIR also has a relevant role in detecting alterations or pathological states
of the molecules and samples, leading to different spectra between patients and healthy
controls, as presented in several examples in Section 4. In the presence of pathology, the
IR spectrum of a sample will change, either by changing its intensity or shifting its peak
frequencies [37]. These shifts can be due to multiple chemical alterations in the molecules’
composition, including weakening of the bonds, decreasing mass of the molecules, or even
shifting the stretching vibrations due to temperature variations, which will change the
vibrational frequencies of the bands. More details on this can be found elsewhere [37].

2.4. Michelson Interferometer

The Michelson Interferometer technique was adapted for FTIR so that the light from
the polychromatic IR source, effectively a blackbody radiator, is collimated and directed
onto a beam splitter, with 50% of the photons by the fixed mirror and 50% transmitted
by the movable mirror [32]. In this configuration, light is reflected from the two mirrors
back to the beam splitter, and some fraction of the original light passes into the sample
compartment Figure 3.

There, the light is focused on the sample. When leaving the sample compartment, the
light is refocused on the detector. The difference in the optical path length between the
two mirrors to the interferometer is known as the retardation or optical path difference
(OPD) [32]. An interferogram (as in Figure 2) is obtained by varying the retardation and
recording the signal from the detector for different retardation values. When no sample
is present, the interferogram profile depends on the variation of the source intensity and
splitter efficiency with wavelength. This results in a maximum at zero retardation when
there is constructive interference at all wavelengths, followed by a series of wiggles [32].
This problem is critical in the case of zero default when there is constructive interference
within the smallest wavelengths followed by a series of wigglers. The location of the
null default is determined by locating the purpose of the excessive intensity within the
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interferogram. When a pattern is given away, the course interferogram is modulated with
the aid of the absorption bands within the pattern (as exemplified in Figure 3) [32].
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3. Methods

The research and data collecting strategy was based on evaluating a wide scale of
papers (matching the topic keywords) published in the FTIR spectroscopy field, in the last
decades, with all adequate reference and copyright permissions. For that, a comprehensive
electronic search on ScienceDirect, Scopus and PubMed databases was performed (up to
October 2021, Q3), as well as a direct search on different publishers’ specific databases, such
as MDPI, Wiley, or Nature, among others. Search keywords included: FTIR, spectroscopy,
optics, infrared, blood, blood cells, Functional Group, Michelson Interferometer, lab-on-a-
chip, microfluidics, microdevice and diagnostics. The search strategy was established by
combining several keywords and using AND/OR Boolean operators. The relevant studies
resulting from the database search were manually analysed to identify other potential
studies to be included. The exclusion criteria were: reviews, comments, overviews, case
reports, viewpoints and perspectives, as well as documents reporting tests with data
ambiguity. Studies not written in the English language were also excluded, as well as
duplicate results. From there, titles and abstracts were screened. All abstracts were read,
and those that did not fit the purpose of this review were excluded. The information
regarding the application, quantitative outcomes, reported study limitations, and other
relevant comments were selected and extracted from the remaining articles. Specifically,
the authors selected papers that reported FTIR spectroscopy for analysing between normal
blood samples and pathological blood samples for cancer detection, HIV early recognition
in pregnant women, and blood grouping identification, among others. These applications
were chosen to illustrate the wide range of FTIR applications. Finally, the most important
conclusions and limitations on the analysed papers were summarised.

4. Results

This section presents the data collection results examining the most relevant studies
over the last twenty years addressing FTIR in the biological field, organised by their
application field.

4.1. Collection of Data Seeking Applications of FTIR Spectroscopy

FTIR is widely used as a diagnostic method to analyse different materials and samples.
According to the PubMed search results, FTIR spectroscopy was first studied as a new
potential method in 1972, and until now (2021, Q3), more than 76,900 papers have been
published on FTIR spectroscopy. A few years later, in 1982, researchers in the biological
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field recognised the potential of the FTIR techniques and their suitability for diagnostics,
including diagnoses of a long list of diseases that included cancer, microbes, bacteria, and
viruses detection. The number of papers relating to FTIR published in the biological field
in 2021 (up to Q3) is around 4810. Figure 4a,b illustrate the evolution of FTIR studies over
the last two decades.
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In particular, by analysing the PubMed search results, a short number of papers
addressed the use of FTIR spectroscopy to analyse and distinguish between normal blood
sample cells and pathological blood samples. From the research undertaken until 2021, this
number is less than 100 (Figure 5).
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Figure 6 summarises the number of published papers considering the FTIR subject
(total of 76,900 papers) and its specificity in the application of the biology domain (4810) and
subdomain for distinguishing between normal and pathological blood samples (around 100).
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4.2. Applications of FTIR Spectroscopy in Cancer Diagnosis

Among the different spectroscopic techniques developed to distinguish between nor-
mal and cancerous blood tissues, Fourier transformed spectroscopy has shown tremendous
potential. Additionally, biomedicine’s IR-based techniques have become a reality with
a large amount of information accumulated from clinical studies, trials, and develop-
ments [38–40].

In 2013, FTIR spectroscopy was applied to study healthy and cancerous blood samples,
using a diffuse reflectance technique from SHIMADZU 8000 series FTIR spectrophotometer.
The spectra of cancerous and healthy blood were registered at a resolution of 4 cm−1 in the
region of 900 cm−1 to 2000 cm−1, as observed in Figure 7a. The obtained results show that the
bands of proteins, lipids, carbohydrates, and nucleic acids from cancerous samples are clearly
different from the normal ones dominated by two absorption bands at 1643 cm−1–1550 cm−1,
known as amide I and amide II. Amide I appears from the C=O stretching vibrations and
amide II from the C–N stretching and CNH bending vibrations. This wavelength band looks
strong and sharp in a healthy blood sample [38], as seen in Figure 7b.
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Figure 7. (a) FTIR absorption spectra of ‘a’ cancerous blood, ‘b’ normal blood and ‘c’ water samples
using air as a reference; (b) detail of the FTIR absorption spectra of the normal and cancerous blood.
Reprinted from [38], Copyright 2010 Convener, MMSETLSA-2009, with permission from the authors.

In 2016, label-free FTIR was used for early cancer detection in blood samples. This
technique allowed detecting and verifying spectral biomarker candidate patterns to detect
non-small cell lung carcinoma (NSCLC). The study was conducted on 161 patients where
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blood serum and plasma samples were analysed using an automatic FTIR spectroscopic
system, together with pattern recognition algorithms, such as Monte Carlo cross-validation,
linear discriminant analysis and random forest classification. Marker patterns for cancer
discrimination (both from squamous-cell carcinoma and adenocarcinoma patients) from
clinically relevant disease control patients were identified in FTIR spectra of blood samples.
The analysis was constrained to the respective C–H-stretching in the 2800 cm−1 –3200 cm−1

region and the fingerprint regions 1750 cm−1–875 cm−1 [39]. Accuracy of up to 79% was
recorded [39]. According to the authors, the study demonstrates the applicability of
FTIR spectroscopy using blood for lung cancer detection. Evidence for cancer subtype
discrimination was given. With improved performance, the method could be developed as
a routine diagnostic tool for blood testing of NSCLC [39].

Another study from 2018 demonstrated that ATR-FTIR spectroscopy is a potential
technique that can be used for cutaneous melanoma (i.e., skin cancer) diagnosis and for
differentiating the metastatic potential of cancer cells. By using IR spectroscopy, one
can identify various types of cancer such as basal cell carcinoma, malignant melanoma,
nevus, as well as metastatic potential by evaluating the alterations in hydration level and
molecular changes [40]. The spectra obtained by the authors show different intensities and
frequencies of normal and cancerous samples in the spectral range between 4000 cm−1 and
400 cm−1. The region between 4000 cm−1 and 3000 cm−1 shows stretching vibrations of
O-H and N-H corresponding to the spectral bands of collagens and proteins of the skin.
As cancer changes, the permeability of the cells’ membrane and the metastatic potential
also change with the hydration grade of the cell membrane; the ATR-FTIR spectroscopy
is an approach that allows successful differentiation of the metastatic potential of cancer
cells [40]. In particular, the comparison between fewer and more metastatic cells shows
that the hydration level of the plasma membrane leads to a significant difference between
both states of cancer [40].

A study from 2020 presented an easy to use, a reagent-free method based on (ATR-
FTIR) spectroscopy to quantify the protein content of extracellular vesicles (EV) samples
with no sample preparation [41]. After calibration with bovine serum albumin, the protein
concentration of red blood cell-derived EVs (REVs) was investigated by ATR-FTIR spec-
troscopy. The integrated region of the amide I band was calculated from the IR spectra
of REVs, which was proportional to the protein quantity in the sample. Discriminatory
protein bands of amide A, amide I and amide II were set at 3298, 1657, and 1546 cm−1,
respectively. In the reported study, vibrations corresponding to the lipid components were
also witnessed as antisymmetric and symmetric methylene stretching of acyl chains in
the range 2924 cm−1 to 2850 cm−1, and the C=O stretching at −1738 cm−1 of the glycerol
esters, respectively [41], as shown in Figure 8.

This new method presents a reagent-free alternative to traditional colourimetric pro-
tein determination assays and requires no special sample preparation to investigate EVs [41].
Therefore, this IR spectroscopy–based protein quantification method can be successfully
adapted to the routine analysis of extracellular vesicles.

FTIR was also used to detect biomarkers for early screening of pediatric leukaemia [42].
In the reported study, the spectra were acquired from blood serum samples of ten child
patients with B-cell precursor lymphoblastic leukaemia (BCP-ALL) and were contrasted
with ten control samples. No clear peak shift was spotted between the averaged spectra of
leukaemia patients and healthy individuals at the first trial. Thus, the authors applied the
ratios of particular corrected peaks heights and the second derivatives analytical approaches
to better distinguish between BCP-ALL and the control sample. A significant shift was
observed for the peak corresponding to the amide I band (1700 cm−1 to 1600 cm−1) due to
the C=O stretch vibrations of the peptide linkages. The frequencies of the amide I band are
originally fixed to the secondary structure of the proteins. The position of the amide I band
was at 1645 cm−1 in the FTIR spectrum of the control group, whereas for the BCP-ALL
patients, the peak was shifted to 1641 cm−1 [42], as seen in Figure 9.
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spectra for calculating area under the curve (AUC) values of the amide I band by integration in
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Commons Attribution 4.0 International License.

Thus, the differences between the FTIR spectral profile of leukemic and normal serum
may offer a potential route to the early identification of children with BCP-ALL, limiting
the number of invasive procedures and accelerating the diagnosis of individuals. The
possibility of the early detection of leukaemia in children based only on the FTIR analysis
of their serum seems an attractive tool for routine medical practice [42].

10



Micromachines 2022, 13, 187Micromachines 2022, 13, x FOR PEER REVIEW 11 of 20 
 

 

 
Figure 9. FTIR as a tool for detecting BCP-ALL biomarkers for early screening of pediatric leukae-
mia. Normalised average FTIR spectra of serum samples: control (black) and Acute Lymphoblastic 
Leukemia Precursor B (red). The presented spectra cover the range of 800 cm−1–3500 cm−1. Reprinted 
from [42], MDPI, under a Creative Commons Attribution (CC BY) license. 

Thus, the differences between the FTIR spectral profile of leukemic and normal se-
rum may offer a potential route to the early identification of children with BCP-ALL, lim-
iting the number of invasive procedures and accelerating the diagnosis of individuals. The 
possibility of the early detection of leukaemia in children based only on the FTIR analysis 
of their serum seems an attractive tool for routine medical practice [42]. 

4.3. Applications of FTIR Spectroscopy in HIV Early Detection 
In 2020, ATR-FTIR spectroscopy was considered for distinguishing HIV-infected pa-

tients from healthy uninfected controls [43]. This study comprised one hundred and 
twenty blood plasma samples of pregnant women and allowed to obtain good sensitivity 
(83%) and specificity (95%) using a genetic set of rules with linear discriminant assessment 
(GA-LDA). In the range of 1800 cm−1 to 900 cm−1, the spectra displayed some particular 
feature absorptions, including the amide I band at 1635 cm−1, an arm at 1560 cm−1 (due to 
C=O, Amide II) and three small depth absorptions at 1480 cm−1 (corresponding to the C-
H asymmetric deformation of methyl agencies), at 1404 cm−1 (due to the COO−symmetric 
stretching of proteins and lipids) and 1060 cm−1 (due to the C-O nucleic acids). Due to the 
similarity between the spectral features in the groups (uninfected control and HIV in-
fected), chemometric patterns were used to identify spectral features responsible for class 
differentiation Figure 10. ATR-FTIR spectroscopy with multivariate analysis was able to 
accurately identify HIV-infected pregnant women based on blood plasma, showing the 
potential of this method for early detection of HIV in a fast and reagent-free approach. 
Successful development of this method in a clinical environment could aid early diagnosis 
of gestational HIV and help treatment [43]. 

Figure 9. FTIR as a tool for detecting BCP-ALL biomarkers for early screening of pediatric leukaemia.
Normalised average FTIR spectra of serum samples: control (black) and Acute Lymphoblastic
Leukemia Precursor B (red). The presented spectra cover the range of 800 cm−1–3500 cm−1. Reprinted
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4.3. Applications of FTIR Spectroscopy in HIV Early Detection

In 2020, ATR-FTIR spectroscopy was considered for distinguishing HIV-infected
patients from healthy uninfected controls [43]. This study comprised one hundred and
twenty blood plasma samples of pregnant women and allowed to obtain good sensitivity
(83%) and specificity (95%) using a genetic set of rules with linear discriminant assessment
(GA-LDA). In the range of 1800 cm−1 to 900 cm−1, the spectra displayed some particular
feature absorptions, including the amide I band at 1635 cm−1, an arm at 1560 cm−1 (due to
C=O, Amide II) and three small depth absorptions at 1480 cm−1 (corresponding to the C-H
asymmetric deformation of methyl agencies), at 1404 cm−1 (due to the COO−symmetric
stretching of proteins and lipids) and 1060 cm−1 (due to the C-O nucleic acids). Due to
the similarity between the spectral features in the groups (uninfected control and HIV
infected), chemometric patterns were used to identify spectral features responsible for class
differentiation Figure 10. ATR-FTIR spectroscopy with multivariate analysis was able to
accurately identify HIV-infected pregnant women based on blood plasma, showing the
potential of this method for early detection of HIV in a fast and reagent-free approach.
Successful development of this method in a clinical environment could aid early diagnosis
of gestational HIV and help treatment [43].

11



Micromachines 2022, 13, 187
Micromachines 2022, 13, x FOR PEER REVIEW 12 of 20 
 

 

 

 
Figure 10. ATR-FTIR spectra for distinguishing between HIV infected and healthy blood samples. 
(A) Mean raw IR spectra in the biofingerprint region (1800 cm−1–900 cm−1) for HIV-infected (HIV) 
and healthy uninfected controls (HC) samples. (B) Mean preprocessed IR spectra (AWLS baseline 
correction) in the biofingerprint region (1800 cm−1–900 cm−1) for HIV-infected (HIV) and healthy 
uninfected controls (HC) samples. (C) Discriminant function (DF) for the samples in the test set, 
where HIV stands for HIV-infected samples and HC for healthy uninfected controls, allowing their 
distinction. Reprinted from [43], Nature, under a Creative Commons Attribution 4.0 International 
License. 

4.4. Applications of FTIR Spectroscopy in Blood Grouping Analysis 
In 2017, a study explored the potential for the spectroscopic identification of blood 

antigens using an FTIR spectrophotometer (Shimadzu FTIR-8400S) within the range of 
4000 cm−1 to 400 cm−1 [44]. The ABO blood type system is reflected in the FTIR spectra of 
human blood. Specific bands at 1166 cm−1 and 1020 cm−1 represent the fucose molecules 
linked glycosidically with galactose and -GlcNAc-, respectively, related to the O antigen. 

When -GalNAc- is linked to -O antigen- through glycoside linkage, it exhibits a band 
at 1022 cm−1, due to the -A antigen-. A band at 1166 cm−1 reveals additional galactose gly-
cosidically bonded to -O antigen-, as seen in Table 2. Summarily, the IR spectroscopic data 
on human blood of groups A, B, AB, and O explores the possibility of the nonlabelled and 
reagent free identification of blood antigens using FTIR [44]. 

  

D
F 

C

Figure 10. ATR-FTIR spectra for distinguishing between HIV infected and healthy blood samples.
(A) Mean raw IR spectra in the biofingerprint region (1800 cm−1–900 cm−1) for HIV-infected (HIV)
and healthy uninfected controls (HC) samples. (B) Mean preprocessed IR spectra (AWLS baseline
correction) in the biofingerprint region (1800 cm−1–900 cm−1) for HIV-infected (HIV) and healthy
uninfected controls (HC) samples. (C) Discriminant function (DF) for the samples in the test set, where
HIV stands for HIV-infected samples and HC for healthy uninfected controls, allowing their distinction.
Reprinted from [43], Nature, under a Creative Commons Attribution 4.0 International License.

4.4. Applications of FTIR Spectroscopy in Blood Grouping Analysis

In 2017, a study explored the potential for the spectroscopic identification of blood
antigens using an FTIR spectrophotometer (Shimadzu FTIR-8400S) within the range of
4000 cm−1 to 400 cm−1 [44]. The ABO blood type system is reflected in the FTIR spectra of
human blood. Specific bands at 1166 cm−1 and 1020 cm−1 represent the fucose molecules
linked glycosidically with galactose and -GlcNAc-, respectively, related to the O antigen.

When -GalNAc- is linked to -O antigen- through glycoside linkage, it exhibits a band
at 1022 cm−1, due to the -A antigen-. A band at 1166 cm−1 reveals additional galactose
glycosidically bonded to -O antigen-, as seen in Table 2. Summarily, the IR spectroscopic
data on human blood of groups A, B, AB, and O explores the possibility of the nonlabelled
and reagent free identification of blood antigens using FTIR [44].
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Table 2. Characteristic FTIR spectral data of human blood antigens (a–antigen) for blood grouping
applications [44]. Reprinted with permission from the authors and the International Journal of
Science, Environment and Technology.

a
Functional Groups

A B AB O

1166 1166 1166 1163 Fucose linked to galactose via glycosidic linkage

1022 1020 1022 1020 Fucose residues linked to GlcNAc via glycosidic linkage

1022 - 1022 - GalNAc glycosidically bonded to O antigen

- 1166 1166 - Additional Galactose glycosidically bonded to O antigen

4.5. Applications of FTIR Spectroscopy in Blood Analysis

FTIR spectroscopy has also been considered in human blood analysis [13]. In 2004,
a study presented a novel methodology for predicting the health status using FTIR-MC
(micro-spectroscopy) data on blood components. In this study, FTIR-MC was complemented
by cluster analysis algorithms (i.e., the task of grouping a set of objects in such a way that
objects in the same group are more similar to each other than to those in other groups) [45].
The FTIR microscopic spectra of the major blood components, which include white blood
cells (WBCs), red blood cells (RBCs), and plasma, were isolated from ten controls (average
population). All the spectra were normalised to the amide I peak at 1643 cm−1.

The results reported by the authors showed that there are spectral variations between
the three blood components to evaluate the validity of the method. Cluster analysis of
the WBCs spectra in the 945 cm−1 to 1282 cm−1 range (comprises both symmetric and
asymmetric regions of phosphate) and, more particularly, in the more specific range, from
1146 cm−1 to 1282 cm−1, provided similar results, as shown in Figure 11a,b. The predictions
(FTIR has also been used to analyse the body fluids for diagnostic and characterisation)
matched the physician’s diagnosis with 100% accuracy, proving the FTIR-MC as a potential
tool to predict the health status of blood samples [45].
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Figure 11. FTIR spectra of the major blood components: WBCs, RBCs and plasma, aiming for blood
analysis. (a) Expanded region of FTIR-MC spectra (900–1500 cm−1) displaying the spectral differences
in the symmetric and asymmetric stretching regions of the phosphate group, obtained by the average
of ten representative controls; (b) FTIR-MSP spectra of the blood components of the averages of
10 representative controls in the 2700–3100 cm−1 region. (a) WBCs (blue); (b) RBCs (red); (c) Plasma
(black) [45]. Adapted from [45] with permission from Wiley.
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Summarily, FTIR-MC can distinguish between the three main components of blood us-
ing spectral variations and cluster analysis. Specific spectral changes were observed between
infected patients and age-matched healthy controls, providing good classification [45].

4.6. Other Applications of FTIR Spectroscopy in the Biological Field

Table 3 presents applications for the FTIR in the biological field tackled rather than
blood cell distinction. As observed, FTIR is widely used in biology applications due to its
potential to distinguish between different types of molecules.

Table 3. Examples of applications of FTIR in the biological field.

Authors FTIR Technique Sample Analytes Application Ref.

L. M. Rodrigues et al. micro-FTIR lesions and normal
oral mucosa

collagen, lipids, fat acids,
proteins, and amino acids Evaluation of inflammatory [46]

M. Pachetti et al. ATR-FTIR sperm Proteins (α-helix,
β-structures) and lipids

Reveal Lipid and Protein
Changes Induced on Sperm

by Capacitation
[47]

S. HamanBayarı et al. ATR-FTIR archaeological bone carbonation of
a phosphate

discrimination of human
bone remains [48]

A. Rutter et al. FTIR

peripheral blood
mononuclear cells, a

leukaemia cell line, and
a lung cancer cell line

lipids Identification of a Glass
Substrate to Study Cells [49]

R. Minnes et al. ATR-FTIR mouse and human
melanoma cells amide II

distinguish between
melanoma cells with a

different metastatic potential
[50]

M. Polakovs et al. EPR and FTIR blood g-factor In Methemoglobin Study of Human Blood
after Irradiation [51]

P. Zarnowiec et al. FTIR human bacteria Protein
Identification and
Differentiation of

Pathogenic Bacteria
[52]

M. J. Baker et al. FTIR blood
lipids, proteins,

carbohydrate, and
nucleic acids

Analyse biological materials [53]

S. Mordechai et al. FTIR white blood cells
(WBCs) and plasma Protein and amino acids Early diagnosis of

Alzheimer’s disease [54]

M. Martin et al. ATR-FTIR plasma and
whole blood

proteins, nucleic acids,
lipids, and carbohydrates

The effect of common
anticoagulants in detection

and quantification of malaria
parasitemia in human red

blood cells

[55]

I. C. C. Ferreira et al. ATR-FTIR saliva proteins, nucleic acids,
lipids, and carbohydrates

Analysis of Saliva for Breast
Cancer Diagnosis [56]

C. Aksoy et al. FTIR spectroscopy and imaging stem cells lipids, proteins, glycogen,
and nucleic acids

Effect of the donor age on
human bone marrow

mesenchymal stem cells
[57]

V. Shapaval et al. FTIR food-related fungal
strains cultures

fungi detection through
protein quantification

Characterisation of food
spoilage fungi [58]

G. Güler et al. ATR-FTIR prostate cancer
stem cells

Protein, nucleic acid, lipid,
and carbohydrate

CD133+/ CD44+ human
prostate cancer stem cells [59]

4.7. Applications of FTIR Spectroscopy Integrated with Lab-on-a-Chip Devices

Besides the macroscale FTIR applications, it has also been introduced into many
modern technologies. In particular, lab-on-a-chip is a technology that has revolutionised and
continues to revolutionise the medical field [60]. It intends to convert health care equipment
into small devices that can be applied as point-of-care (PoC) methods for monitoring proposes.
There are several examples in the literature of the combination of IR radiation and lab-on-a-
chip technology [61]. Figure 12 presents an example of a pseudo-continuous flow FTIR system
integrated on a microfluidic device for sugar identification [61]. Furthermore, the literature
has already reported other miniaturised systems based on µFTIR for biological applications.
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Figure 12. Schematic of the working principle of a pseudo-continuous flow FTIR system, integrated on
a microfluidic device for sugar identification. The system includes a pumping station, a microfluidic
device, a heating system (for temperature control), and a microscope-FTIR spectrometer. Reprinted
from [61], MDPI, under a Creative Commons Attribution (CC BY) license.

A study reported by G. Birarda et al. [62] demonstrated a protocol to build a low-cost
IR-Live microfluidic chip for real-time 2D infrared imaging of living cells or tissues with a
resolution in the range of micrometres. In this study, FTIR compatible microfluidic chips
were produced by direct photolithography of a resist layer coated onto one large IR window
(40 mm diameter), with an inlet connected to a tubing system and an outlet attached to a
circular reservoir [62]. In the centre of the device, there is an IR-transparent experimen-
tal chamber sandwiched between two CaF2 crystal discs. The results of IR imaging on
migrating cells with the subcellular spatial resolution can distinguish different cellular
organelles and identify their peculiar chemical composition at a functional group level. The
authors, through the performed assays (n = 14), were able to show the characteristic shapes
of the proteins (amide II bands) and lipids (CH2-CH3 stretching) in the cells. The spectrum
has a sharp protein signal centred at 1654 cm−1, mainly attributed to an α-helix protein
structure [62].

Another method was developed for rapid ATR-FTIR monitoring solute concentrations
in solutions flowing through microchannels [63]. The method involves the interface of
commercially available ATR-FTIR instrumentation with a customised microfluidic device,
which is sufficiently robust to withstand flow rates of the liquids of at least 20 mL h−1.
The authors reported that the paper opened the way for on-chip identification of chemical
compounds, measurements of their concentrations in solutions, and studies of reaction
kinetics. Furthermore, the method can be used to characterise the adsorption of chemical
and biological species adsorbed on the ATR surface under flow. From the spectrum in the
region of 1400 cm−1–900 cm−1, the authors reported peaks at 1100 cm−1 and 1250 cm−1,
which correspond to the antisymmetric and symmetric vibrational modes of the COC
groups, respectively, and a peek at 950 cm−1, which is from the C=C bonds in its phenyl
ring. The authors also focused on the dominant band at 1100 cm−1 and plotted the
variation of its absorbance vs. concentration of TX-100 (CTX-100) in the solution. For
CTX-100 ≥ 5 mM, the absorbance of the band linearly increased with the increasing solute
concentration. According to the authors, the method allows the rapid acquisition of spectra
and enables chemical characterisation and concentration measurements independent of the
flow rate of liquids. The method enables the independent measurement of concentrations
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of solutes with distinct spectral features in mixed solutions. For the polymer solutes, the
authors report that the method has a sensitivity of at least 10 µM (0.01 wt%). The authors
also proposed the method’s applicability for the differentiation between dissolved and
adsorbed amphiphilic species [63].

5. Conclusions

In this review paper, among the various spectroscopic techniques developed, FTIR is
presented as a technique with the potential for distinguishing healthy from pathological
samples. Numerous works have used FTIR with other techniques, such as ATR or micro-
FTIR, to improve and simplify the spectral result of FTIR spectroscopy. The ATR-FTIR
method promises the potential for the study of cells and tissues in general and, in particular,
as a tool for estimating the metastatic potential of cancer cells. ATR-FTIR spectroscopy
was also able to accurately identify HIV-infected pregnant women based on blood plasma,
demonstrating the potential of this method for early detection of HIV in a rapid and
reagent-free approach.

Label-free FTIR spectroscopy allows greater accuracy and reproducibility in cancer
diagnosis while eliminating the need for complex and time-consuming clinical processing of
tissue samples, currently required by existing computerised histopathological diagnosis. In
addition, FTIR spectroscopy has also shown the potential to rapidly and objectively evaluate
surgical resection margins to aid in surgical decision making, which may improve long-
term survival and postoperative patient recovery compared with standard intraoperative
pathological examination.

FTIR has also been used to monitor the response to cancer treatments and follow-
up patients for treatment planning, early detection of recurrence, and assistance with
psychological or psychosocial distress, with results that are faster, more sensitive, and
more specific than conventional methods. Therefore, FTIR spectroscopy would be crucial
to accelerate point-of-care decisions and potentially revolutionise cancer diagnostics in
personalised medicine.

FTIR is the future measurement technique that shows tremendous potential and
effective solutions to a large number of diagnostic complexities now faced by medical
professionals. For instance, due to the limitations of the current gold standard techniques,
FTIR may be advantageous to distinguish between normal samples and cancerous samples
at an early stage, which offers the chance to diagnose and treat samples before any symp-
toms appear in patients. All these advantages force the researchers to dive deep into FTIR
technology to move from a recognised to a viable technique used in the biological field, as
in the other fields (environmental and chemical engineering, for instance) that are already
recruiting FTIR for several applications.

6. Future Trends

Although FTIR is in continuous development in the biology field, the number of stud-
ies focusing on topics within the FTIR framework is steadily growing. In the future, FTIR
may have a significant impact on various aspects of the medical field (i.e., hospital design,
lab technician practices), including the financial. FTIR might bypass much equipment
currently in use, as well as a large number of reagents used to perform the blood tests,
thus proving to be a fast, convenient, economical, practical, and accurate method with
high-quality results and minor environmental impact. However, to the best of the authors’
knowledge, despite the great interest of the scientific community in FTIR, there are only a
few microdevice platforms reported in the literature. Lab-on-a-chip devices, with integrated
ATR-FTIR measurements for medical applications in real-time label-free living biological
systems analysis, deal with the problem of water presence, either using cell culture medium,
plasma, or serum samples, once the absorption values could overlap the bands of other
components [64]. In this perspective, ATR-FTIR is the best option to be integrated to study
both hydrated and dried biological samples, such as cells and fluid flow [64]. Specifically, in
the field of biomechanics and living mechanobiology, ATR-FTIR spectroscopy visualisation
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and quantification have also been demonstrated to be an excellent method for nondestruc-
tive biological analysis. Apart from all the cancer diagnostics biomarkers discussed in
this work, cells’ alterations related to diseases occur in most blood pathologies associated
with mechanical and rheological changes. The detection and quantification of mechanical
alterations have hundreds of applications in diverse fields, ranging from the analysis of
cell biomechanics to the classification of tissue biopsies [64–66]. For example, mechanical
differences in exosomes and microvesicles reflect changes in cell biomechanics and the
cell type, state, treatment, and phenotype [66]. Thus, their quantification and analysis are
important for diseases stratification and personalised medicine, showing ATR-FTIR as an
advantageous strategy.

Another example is the RBC deformability analysis that is affected by several factors,
such as ageing, high blood sugar levels, total cholesterol, or functional oxidative stress.
Thus, their membrane and internal cytoplasm suffer changes which biochemical analysis
(particularly ATR-FTIR) with morphological and rheological techniques can define and
then provide a profile indicative of deformability alteration [67]. As ATR-FTIR technol-
ogy for blood or body fluids analysis requires proper sample preparation, integration of
microfluidics can play, once more, an important role in the development of strategies for
sample preparation, such as cells or plasma separation devices, single-cell sorting, cell
deformability devices, droplet generators, and cell traps, among others. It is known that
spectral analysis demonstrated that deeply deformed cells have different cellular biochem-
istry compared to nondeformed ones. So, it is expected that significant improvements
can be obtained by integrating sample preparation microfluidic systems, enabling the
RBCs, white blood cells, or circulating tumour cells analysis, in terms of their membrane
biochemical quantification and consequently their biomechanical behaviour [68]. Looking
forward to applications in tumour-on-a-chip devices, transparent 3D microfluidic devices
will allow ATR-FTIR microspectroscopy applications to monitor the biochemical response
to both mechanical and chemical stimulations (i.e., drug resistance).

The development of such devices will be a step ahead in state of the art and will
overcome the limitations of current technologies. Thus, to achieve such a goal, future works
need to consider the design, fabrication, characterisation, and optimisation of lab-on-a-chip
platforms, with IR radiation and Fourier Transform postprocessing, to examine blood cells,
distinguishing between normal and pathological ones, and to better understand several
mechanisms of treatment resistance and progression.
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Abstract: In blood flow studies, image analysis plays an extremely important role to examine raw
data obtained by high-speed video microscopy systems. This work shows different ways to process
the images which contain various blood phenomena happening in microfluidic devices and in
microcirculation. For this purpose, the current methods used for tracking red blood cells (RBCs)
flowing through a glass capillary and techniques to measure the cell-free layer thickness in different
kinds of microchannels will be presented. Most of the past blood flow experimental data have been
collected and analyzed by means of manual methods, that can be extremely reliable, but they are
highly time-consuming, user-intensive, repetitive, and the results can be subjective to user-induced
errors. For this reason, it is crucial to develop image analysis methods able to obtain the data
automatically. Concerning automatic image analysis methods for individual RBCs tracking and
to measure the well known microfluidic phenomena cell-free layer, two developed methods are
presented and discussed in order to demonstrate their feasibility to obtain accurate data acquisition
in such studies. Additionally, a comparison analysis between manual and automatic methods was
performed.

Keywords: blood flow; particle tracking; red blood cells; manual methods; automatic methods;
image analysis; biomicrofluidics

1. Introduction

Blood flow in microcirculation is crucial for the normal function of tissues and organs.
Therefore, a detailed study of blood flow patterns and blood cells flowing in microves-
sels, microchannels and organs-on-chip is essential to provide a better understanding of
the blood rheological properties and disorders in microcirculation [1–7]. One of the first
techniques used for the study of flow patterns was the phase-contrast magnetic resonance
imaging (PC-MRI). However, the technique requires long acquisition times and has low
resolution [8,9]. Other techniques have been developed and combined to improve the
acquisition and image processing. One of the most reliable ways to measure velocity fields
in microcirculation is using Eulerian methods, such as the conventional micro-particle
image velocimetry (PIV) [1,6,10–12] or the confocal micro-PIV [1,2,6,13]. The micro-PIV
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technique is one of the best suitable methodologies to study blood flow phenomena in mi-
crocirculation. Some studies have also combined PIV with ultrasounds (Echo-PIV) [14,15].
However, most in vivo measurements contain physiological fluids with high concentra-
tions of blood cells and as a result, the amount of tracer particles captured within the fluid
is often very low [5]. Other approaches for blood flow studies are particle illumination
photography, laser doppler velocimetry, fluorescent cytometry [16,17] and computer fluid
dynamics [17,18].

In microcirculation, the study of red blood cells (RBCs) flowing in microvessels and
microchannels and the study of the cell-free layer (CFL) thickness in different microchan-
nels geometries are very important to get a better understanding of the blood rheological
properties and disorders in microvessels in a fast and accurate way. The presence and
physiological characteristics of other cell types are also of great clinical relevance [19]. In
this kind of study, the image analysis has an important role to obtain crucial information
about blood rheology. For blood flow in microvessels, where there is a large number of
interacting cells, manual tracking methods have been used to accurately track individual
deformable cells flowing through glass capillaries [1,11,20], straight polydimethylsiloxane
microchannels [21], stenotic arteries [22,23], hyperbolic contractions [24], and bifurca-
tions [25]. However, the manual data collection is extremely time-consuming to have a
statistically representative number of samples and may introduce operators’ errors that
eventually limit the application of these methods many times at different conditions [26].
Hence, it is crucial to develop versatile and automatic methods able to automatically track
and compute multiple cell trajectories and able to measure the cell-free layer thickness in a
network of microchannels.

The purpose of this work is to review the state of the art of techniques used in in vitro
blood flow studies and two developed methods (i) an automatic method to track RBCs
flowing through microchannels and (ii) an automatic method to measure the CFL thickness
in microchannels with bifurcations and confluences will be present and discuss.

This work is organized as follows, firstly an overview of methods used over the
last years in the study of blood cells’ morphology and tracking in in vitro blood flows is
described. Secondly, a brief introduction to ImageJ, the image analysis software used to
obtain manual data, will be made. Then, in Section 4, the results of manual and automatic
methods applied were demonstrated and are discussed by the comparison with the manual
data. Finally, a conclusion and future directions for the present work were discussed in
Section 5.

2. An Overview of Image Analysis Methods for Microfluidic Blood Phenomena
Quantification
2.1. Image Segmentation and Thresholding

Image analysis processing is a vast area that provides a large number of viable appli-
cations that can involve some steps such as image acquisition, image preprocessing, image
segmentation, image post-processing and image analysis. Image segmentation is one of
the most important and critical elements in automated image analysis, which consists in
dividing a digital image into multiple regions, based on a set of pixels or objects, to simplify
and/or change the representation of an image [27–29]. A variety of techniques can be ap-
plied: simple methods such as thresholding, or complex methods such as edge/boundary
detection or region growing.

The literature contains hundreds of segmentation techniques [30,31], but there is no
single method that can be considered good enough for all kinds of images. The main pur-
pose of segmentation is to divide an image into regions of interest with similar gray-levels
and textures in each region [32]. Segmentation methods change according to the imaging
modality, application domain, method type—automatic or semi-automatic, depending
on the image quality and the image artifacts, such as noise. Some segmentation methods
may require image preprocessing prior to the segmentation algorithm [33,34]. Databases
with algorithms to compensate for the uncertainties present in real-life datasets were devel-
oped [35]. On the other hand, some other methods apply post-processing to overcome the

22



Micromachines 2021, 12, 317

problems arising from over-segmentation. Overall, segmentation methods can be grouped
into thresholding, boundary detection, and region growing [27,29,31,36,37]. Those methods
vary in the way that the image features are treated and the way the appearance and shape
of the target are modeled [38].

Thresholding methods assign pixels with intensities below a certain threshold value
into one class and the remaining pixels into another class and form regions by connecting
adjacent pixels of the same class, that is, in the thresholding process, each pixel in a
grayscale is recognized as either an object or background. The more advanced method
creates histograms, oriented to the intensity of grayscale or color, showing the frequency of
occurrence of certain intensities in an image so that the regions and objects are recognized
from these data [28–30]. Thresholding methods work well on simple images where the
objects and background have distinctively different intensity distributions. Boundary
extraction methods use information about intensity differences between adjacent regions
to separate the regions from each other. If the intensities within a region vary gradually but
the difference of intensities between adjacent regions remains large, boundary detection
methods can successfully delineate the regions [28–30,39]. Region growing methods form
regions by combining pixels of similar properties [39,40].

2.2. Blood Cell Image Segmentation and Tracking

Over the last years, many studies have been conducted in the area of general segmen-
tation methods that can analyze different types of medical images. Most used images are
acquired during a diagnostic procedure and useful information is extracted for the medical
professional. The development of image analysis in biomedical instrumentation engineer-
ing has the purpose of facilitating the acquisition of information useful for diagnosing,
monitoring, treating or even investigating certain pathological conditions. It is important
to always have in mind that the main purpose of biomedical imaging and image analysis is
to provide a certain benefit to the subject or patient [41,42].

In normal human blood microscopic images, a high accumulation of RBCs could be
observed, which results in the existence of touch and overlap between these cells [42]. These
are two difficult issues in image segmentation where common segmentation algorithms
cannot solve this problem [43]. Besides that, staining and illumination inconsistencies
also act as uncertainty to the image [44]. This uncertainty makes the blood cell image
segmentation a difficult and challenging task [43]. Numerous segmentation methods
from peripheral blood or bone marrow smears have been proposed and most of them are
region-based or edge-based schemes [42,45].

Jianhua et al. [46] developed an iterative Otsu’s approach based on a circular histogram
for the leukocyte segmentation. R. Sukesh Kumar et al. [47] developed two methods of
color image segmentation using the RGB space as the standard processing space. These
techniques might be used in blood cell image segmentation. Color images are a very rich
source of information, because they provide a better description of a scene as compared
to grayscale images. Hence, color segmentation becomes a very important and valuable
issue [42,47]. For instance, Huang et al. [48] investigated a method based on the Otsu’s
method to segment and then recognize the type of leukocyte based on the characteristics of
the nucleus. Willenbrock et al. [49] developed a program for image segmentation to detect
both moving and stagnated cells in phase-contrast images. The program contributed to the
study of the integrin LFA-1 mediation of lymphocyte arrest.

Khoo Boon et al. [50] performed comparisons between nine image segmentation
methods which are gray-level thresholding, pattern matching, morphological operators,
filtering operators, gradient-in method, edge detection operators, RGB color thresholding,
color matching, HSL (hue, saturation, lightness) and color thresholding techniques on
RBC. They concluded that there is no single method that can be considered good for RBC
segmentation [42,50]. Meng Wang et al. [51] presented segmentation and online learning
algorithms in acquiring, tracking and analyzing cell-cycle behaviors of a population of cells
generated by time-lapse microscopy. Kan Jiang et al. [45] combined two techniques for
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white blood cells (WBCs) segmentation. Two components of WBCs, nucleus and cytoplasm,
are extracted respectively using different methods. First, a sub-image containing WBCs
is separated from the cell image. Then, scale-space filtering is used to extract the nucleus
region from the sub-image. Later, watershed clustering in a 3-D HSV (hue, saturation, value)
histogram is processed to extract the cytoplasm region. Finally, morphological operations
are performed to obtain the entire connective scheme successfully. Li et al. [52] developed
a new method for WBCs identification. The method consists of the combination of an
acousto-optic tunable filter (AOTF) adapter and a microscope for the image acquisition and
an algorithm for data treatment. The results showed the high accuracy of the system. Pan
et al. [53] trained a support vector machine model to simulate the human visual neuronal
system and identify leukocytes from blood and bone marrow smear images.

Farnoosh et al. [54] developed a framework that consists of an integration of several
digital image processing techniques, such as active contours, the snake algorithm and
Zack thresholding for white blood cells, aiming to separate the nucleus and cytoplasm.
Ritter et al. [55] presented an automatic method for segmentation and border identification
of all objects that do not overlap the boundary [54]. Ongun et al. [56] did segmentation
by morphological preprocessing followed by the snake-balloon algorithm [54]. Jiang
et al. [45] proposed a WBC segmentation scheme on color space images using feature
space clustering techniques for nucleus extraction [54]. Al-Dulaimi et al. [57] developed
a WBC segmentation method using edge-based geometric active contours and the forces
curvature, normal direction, and vector field. Maitra et al. [58] presented an approach to
automatic segmentation and counting of RBCs in microscopic blood cell images using the
Hough transform [54]. Another interesting investigation was carried out by Banik and
colleagues [59]. They proposed an automatic WBC nucleus segmentation method, based on
the HSI (hue, saturation, intensity), the L × a × b color space, and the k-means algorithm.
This increases the generalization capability and evaluation result with a higher score on
quality metrics. Then, to classify the localized WBC, they proposed a new convolutional
neural network (CNN) model, which is the key factor to reduce the performance depen-
dency between the proposed nucleus segmentation and classification method. In the end,
they proved that segmentation performance does not affect the accuracy of the proposed
classification method. Kawaguchi et al. [60] presented an image-based analytical method
for time-lapse images of RBC and plasma dynamics with automatic segmentation. This
method enabled the quantification of the perturbation-induced changes of the RBC and
plasma passages in individual vessels and parenchymal microcirculation.

The literature has many more methods, however, most of the techniques presented
previously were based in morphological analysis or in the form and constitution of the
various blood constituents. Techniques developed for blood flows are still under develop-
ment because there are many ways and methods for tracking movement. A good summary
of object tracking methods can be found in [61] and cell tracking can be found in Miura
et al. [62].

Recently other works appeared, for example, Dobbe et al. [63] presented a method
applied to the sublingual microcirculation in a healthy volunteer and in a patient during
cardiac surgery. Iqbal et al. [64] developed a novel method for the detection of abnormal be-
havior in cells through real-time images. The method was based in pixel classification using
k-means and Bayesian classification. Chang et al. [32] segmented medical images through
a charged fluid model. The model is divided in two steps defined by Poisson’s equation.
Measurements of functional microcirculatory geometry and velocity distributions using
image techniques have been made, such as capillaroscopy, orthogonal polarized spectral
and a side-stream dark field image [63]. Ashraf et al. [65] said that “cell mobility analysis
is an essential process in many biology studies”, so they have focused in developing a
novel algorithm to image segmentation and tracking system conjugating the advantages of
topological alignments and snakes, transforming the output of the topological alignments
into the input of the active contour model to begin the analysis in the cells’ boundaries and
to determine cell mobility [65]. Pan et al. [66] proposed a bacterial foraging-based edge
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detection (BFED) algorithm for cell image segmentation. The method was compared with
the other four edge detector algorithms and showed more accurate and effective results.

In the case of Möller et al. [67], a semi-automatic tracking method with minimal user
interaction was proposed. The framework was based on a topology-preserving variational
segmentation approach applied to normal velocity components obtained from optical flow
computations. Using the advantages of the optical flow, Kirisits et al. [68] introduced
variational motion estimation for images that are defined on an evolving surface. Niazi
et al. [69] studied an open-source computational method of particle tracking using MATLAB
(2014 b, MathWorks, Natick, MA, US). The size and velocity of the particles are acquired
from the video sequences from video-microscopic systems. The images are processed by a
set of filters, selected by the user, to improve the accuracy. Park et al. [70] developed a deep
learning-based super-resolution ultrasound (DL-SRU) for particle tracking. The method
is based on a convolutional neural network and deep ultrasound localization microscopy.
The DL-SRU was able to identify the positions of the RBCs reconstruct vessel geometry.
Carboni et al. [71] used fluorescence to track blood particles flowing through a microfluidic
channel. The recordings of the flow were analyzed with an algorithm developed using
MATLAB to evaluate the margination parameter at relevant flows. The image processing
consisted of three parts: background correction, calculation of the position and size of
the particles through a gradient-based method and calculation of the displacements and
velocities. Varga et al. [72] trained conventional-, deep- and convolutional neural networks
to segment optical coherence tomography images to identify the number of hyperreflective
foci. The networks coincide in the majority of the cases with the evaluation performed
by different physicians. Chen et al. [73] studied a new approach for the segmentation of
erythrocyte (red blood cell) shape. The technique was called complex local phase based
subjective surfaces (CLAPSS) and presented a new variation scheme of stretching factor
and was embedded with complex local phase information. The processed images were
acquired by differential interference contrast (DIC) microscopy.

Some methods can also be used to track particles for diagnostic or treatments. For
instance, Siegmund et al. [74] tested the use of nanoparticle labeling and magnetic resonance
imaging (MRI) for in vivo tracking of adipose tissue-derived stromal cells (ASC). The
labeling was stable for four months. This method has the disadvantage of not being able to
identify the cell since it is an indirect method. Optimization is still required to reduce the
amount of nanoparticles. Müller et al. [75] investigated the transport of magnetic particles
in vessels of hen’s egg models. The flow was subjected to the influence of a magnetic
field in dark field reflected light and fluorescence mode. The particles were tracked by
single-particle tracking (SPT). Irreversible agglomerates were visualized after stopping the
magnetic field. Consequently, further studies of the interaction between cells and particles
and of the particle coating are required. Also to support the diagnosis, Kucukal et al. [76]
quantified the viscosity of preprocessing-free whole blood samples from the sickle cell
disease patient population by using the micro-PIV technique for in vitro assessment of
whole blood viscosity and RBC adhesion. More recently, Kucukal et al. [77] have been able
to measure the velocity of whole blood flow in a microchannel during coagulation using
a simple optical setup and processing the images using PIV and wavelet-based optical
flow velocimetry. Both studies demonstrated the viability of image processing methods to
obtain data with clinical relevance. Table 1 below shows the chronological progress of the
studies and that, recently, the studies have been based on automatic methods with specific
algorithms and particle tracking techniques.

For studies based on in vitro approaches, there are different automatic algorithms,
however, most of them still under development because the results tend to overlap at
high hematocrits (Hcts), and most of them are based on images that the researchers have,
taking into account their aim. Therefore, to have a good method and take advantage of
all its capabilities, it is ideal to develop our own algorithm for the objective that we want
to achieve. In the following sections, we will discuss the application of two automatic
methods.
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Table 1. Summary of image analysis methods used for cell tracking and segmentation.

Reference,
Year

Goal Technical Conclusion

[45], 2003 White blood cell (WBC)
segmentation

Scale-space filtering and
watershed clustering

Extracts the WBC region;
The HSV space is better than the RGB
space due to its low correlation.

[47], 2007 Color image segmentation Using RGB space as the
standard processing space:
(1) Non-exclusive RGB
segmentation.
(2) Exclusive RGB
segmentation.

Color images provide a better
description of a scene as compared to
grayscale images

[54], 2009 WBC segmentation: to separate the
nucleus and cytoplasm

It is based on the
morphological analysis and
the pixel intensity threshold,
respectively.

The method is able to yield 92%
accuracy for nucleus segmentation and
78% for cytoplasm segmentation.

[60], 2012 To quantify the
perturbation-induced changes of
the RBC and plasma passages in the
individual vessels.

The image-based analytical
method for time-lapse images
of RBC and plasma dynamics
with automatic segmentation

Arterial tones and parenchymal blood
flow can be individually coordinated.

[52], 2013 To segment the nuclei and
cytoplasm of WBCs

It is based on the pixel-wise
ISAM segmentation algorithm

the accuracy of the proposed algorithm
is 91.06% (nuclei) and 85.59%
(cytoplasm)

[67], 2014 Cell tracking Topology preservation
techniques

The method has good accuracy

[71], 2016 Direct particle tracking Algorithm developed in
MATLAB

Results obtained confirm experimental
results

[66], 2017 Optimize traditional edge detection Edge detection algorithm
based on bacterial liner

Identifies boundaries more effectively
and provides more accurate image
segmentation

[69], 2019 Determine particle velocity and size
distributions of large groups of
particles by video-microscopic
systems.

Open-source computational
implementation with
MATLAB

It allows the automatic tracking of any
fluid with particles, classifies the
particles according to their size and
calculates the speed.

[70], 2020 Particle tracking The method is based on a
convolutional neural network
and deep ultrasound
localization microscopy

Its robust, fast and accurate RBC
localization, compared with other ULM
techniques

[76], 2020 In vitro assessment of whole blood
viscosity (WBV) and RBC adhesion

Micro-PIV WBV and RBC adhesion may serve as
clinically relevant biomarkers and
endpoints in assessing emerging
targeted and curative therapies in SCD.

[77], 2021 Measurements of the velocity of
whole blood flow in a microchannel
during coagulation

PIV and wavelet-based optical
flow velocimetry (wOFV)

The high-resolution wOFV results yield
highly detailed information regarding
thrombus formation and corresponding
flow evolution

3. ImageJ Manual Plugins

ImageJ is a public domain Java image processing program. It can display, edit, analyze,
process, save and print 8-bit, 16-bit, and 32-bit images. It can read many image formats
including TIFF, GIF, JPEG, BMP, DICOM, FITS and “raw” data and supports “stacks”, a
series of images that share a single window. It is multithreaded, so time-consuming opera-
tions such as image file reading can be performed in parallel with other operations [78].
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With ImageJ [78], it is possible to calculate the area and pixel value statistics of user-defined
selections. It can measure distances and angles and create density histograms and line
profile plots. Moreover, it supports standard image processing functions such as contrast
manipulation, sharpening, smoothing, edge detection, and median filtering [78].

There are also different plugins to track RBCs, to count, or to measure the CFL
thickness such as MtrackJ or ZProject. For example, in the study of the RBCs or other
blood cell tracking, the plugin MtrackJ [49] is often used, facilitating the manual tracking of
moving objects in image sequences and the measurement of basic track statistics. Through
the MtrackJ plugin, the centroid of individual RBCs can be tracked, allowing obtaining
the trajectory of each RBC. Additionally, it can be used to estimate RBC velocity, taking
into consideration the x and y positions at each point (Figure 1a). To study the phenomena
of CFL, manual tracking by MtrackJ can also be used or, as an alternative, the automatic
function ZProject in ImageJ can be applied to process several images at once, creating a
stack, and allowing observing the path of RBCs in the channel (Figure 1b). In Figure 1 is
possible to see the application of the MtrackJ plugin to determine the CFL thickness in
blood flow study [79].

Figure 1. ImageJ plugins: (a) MtrackJ used to obtain the RBC trajectory [79] and (b) application of
the plot Z-axis profile function at the selected ROI [80].
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Another tool from ImageJ used in studies of blood flow is the Plot Z-axis profile. This
function allows determining the tonality of the pixels in a region of the interest (ROI)
through time. After selecting a particular area of the video the Plot Z-axis profile tool
measures the average of tonality of the pixels in the ROI and this tonality was used as a
proxy of the local hematocrit. High tonality corresponds to low hematocrit and low tonality
corresponds to high hematocrit [80]. Figure 2 represents the variation in the tonality in the
ROI, and consequently the variation of the hematocrit in that region, over time.

Figure 2. Image of blood flow in the microchannel with labeled bright RBCs, f(x,y) and the centroid
of the tracking cell.

Note that in MATLAB [27,39] there are some algorithms that researchers provide and
also an application to work with ImageJ. A promising particle tracking velocimetry (PTV)
plug-in for Image J is the “Particle tracker 2D and 3D” [81,82].

4. Automatic Image Analysis Methods
4.1. Red blood Cells Trajectory in a Glass Capillary
4.1.1. Set-Up and Working Fluids

The confocal system used in this study consists of an inverted microscope (IX71;
Olympus, Tokyo, Japan) combined with a confocal scanning unit (CSU22; Yokogawa
Tokyo, Japan), a diode-pumped solid-state (DPSS) laser (Laser Quantum, Stockport, UK)
with an excitation wavelength of 532 nm and a high-speed camera (Phantom v7.1; Vision
Research, Wayne, NJ, USA). The laser beam was illuminated from below the microscope
stage through a dry 40x objective lens with a numerical aperture (NA) equal to 0.9.

The light emitted from the fluorescent flowing RBCs, passes through a color filter into
the scanning unit CSU22, where, by means of a dichromatic mirror, the light is reflected
onto a high-speed camera to record the confocal images. The physiological fluid used was
a solution of Dextran 40 (Dx40) with a Hct of 12%. Such was selected to obtain images with
the best possible quality and consequently to reduce errors during cell tracking.

The RBCs were fluorescently labeled with a lipophilic carbocyanine derivative dye,
chloromethylbenzamido (CM-Dil, C-7000, Molecular Probes, Eugene, OR, USA) using a
procedure previously described [1,83]. This dye was well retained by the RBCs and had
a strong light intensity, which allowed good visualization and tracking of labeled RBCs
flowing in concentrated suspensions.

The microchannel used in this study was a 100 µm circular borosilicate glass capillary
fabricated by Vitrocom (Mountain Lakes, NJ, USA). The capillary was mounted on a
sliding glass with a thickness of 170 ± 20 µm and was immersed in glycerin to minimize
the refraction from the walls.

4.1.2. Manual Method

All confocal images were captured around the middle of the capillary with a resolution
of 640 × 480 pixels, at a rate of 100 frames/second and then transferred to a computer for
evaluation using Phantom camera control software (PH607). The manual method to track
individual RBCs relies on the manual tracking plugin MTrackJ [84]. The bright centroid
of the selected RBC was manually computed through successive images. After obtaining

28



Micromachines 2021, 12, 317

x and y positions, the data were exported for the determination of each individual RBC
trajectory.

The output of this process is:

• x [µm]: The calibrated x coordinate of the point. The pixel width and unit of length
used here can be set as described above.

• y [µm]: The calibrated y coordinate of the point. The pixel height and unit of length
used here can be set as described above.

Figure 2 is an example of the blood flow image acquired with labeled bright RBCs and
x-y coordinates.

4.1.3. Automatic Method

A graphical user interface (GUI) in MATLAB was developed, for a better work envi-
ronment for all users. This application must detect and track all objects that are present in
a video sequence.

The algorithm is based on the steps as follows:

• Preprocessing is executed in order to remove noise and correct the brightness, and to
enhance specific features of the image for increasing the robustness of the tracking
procedure;

• A level of threshold is applied, in which it is possible to divide the image into different
parts. The result is a binary image with a clear division between the background and
objects of interest;

• The extraction procedure is done to obtain the objects’ characteristics necessary for
the study.

Firstly, the sequences of images were loaded to the GUI. Then, the region of interest
(defined by the user) was cropped from the original images with the function imcrop; also
a standard region is defined, but the user can change it for a better purpose. With this
operation, we can work only with the region which needs to be analyzed (the region
between the microchannel walls), making it easier to handle the images for the next steps,
as presented in Figure 3.

Figure 3. Image sequences imported (a) and respective region of interest cropped (b).

The next operation is the image noise elimination by applying the median filter,
medfilt2, with one 5 × 5 pixel mask. With that, the background of the images was smooth,
and the objects are enhanced preserving the edges. Figure 4 presents the result of these
processes.
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Figure 4. The region of interest (a) and the image filtered by using the median function medfilt2 (b).

In the next stage, the images were subject to a segmentation step using a threshold
method. The definition of one or more values of separation is enough to divide the image
into one or more regions, that is, differentiate the area of interest (the RBCs) from the
not-interest area (background image). The level of threshold is calculated by default, by
an iterative method, which means that for each image an adequate level of threshold is
calculated. However, users can apply the value that they think to be more appropriate.
After thresholding, the objects were defined with the Sobel filter (see Figure 5), which
shows only the edge of the objects. The Sobel computes an approximation of the gradient
of the image intensity. At each pixel point in the image, the result of the Sobel operator is
either the corresponding gradient vector or the norm of this vector [31].

Figure 5. The obtained image of the iterative threshold method and the application of the Sobel filter.

After the segmentation processing, the RBCs were tracked and sets of data (and
positions) were obtained with the MATLAB function from the image processing toolbox,
regionprops [27] (cf. Figure 6). This function measures a set of properties (area, centroid,
etc.) for each connected component (RBC) in the binary image.

Figure 6. (a) Data extraction and (b) RBCs trajectories.
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The data obtained were filtered because some of the objects are not RBC (that is,
white blood cells or platelets that have higher or lower, respectively, area than the RBCs).
Therefore, it is possible to filter the data by area, by imposing a minimum and maximum
value. Another filter applied was the number of images where the objects are visible,
because if the object has only a tracking with 10 positions, this data is not enough to be
analyzed. The data with an extremely low number of tracking positions per object was
eliminated.

Another approach for this type of application is underway, which is based on optical
flow. Optical flow is a technique used in computer vision algorithms to measure the
speed of the pixels based on comparisons of frames, creating a field that describes the
displacement that occurred between two consecutive frames of a video sequence. In other
words, the optical flow consists of a dense field of velocity where each pixel in the image
plane is associated with a single velocity vector [85,86]. The Kalman method and the Lucas
Kanade pyramidal method were applied to the same sequence of images (cf. Figure 7).

Figure 7. The obtained image when the Lucas Kanade pyramidal method was applied.

The Lucas Kanade pyramidal method shows a better approach to the objective, but
the real dimension of the object and a continuous track along the image sequence are still
under development. There is a great potential in this technique to follow moving objects,
such as the RBCs flowing through a glass capillary, however, due to the complexity of the
method and the need for multiple variables, further investigation is required.

4.1.4. Results

Figure 8 shows the developed graphical user interface (GUI) in MATLAB performing
the image processing described in the upper sections and the trajectories of individual
labeled RBCs flowing in the center plane of a microchannel, determined by the manual
tracking and the proposed automatic tracking method.

The present study indicates that the data obtained from the proposed automatic
method significantly matches the data obtained from the manual method. This data, x-
y positions, can be used to calculate the means square deviation (MSD) and the radial
dispersion (Dyy) to analyze the behavior of the RBC through a microchannel.

4.2. Cell-Free Layer Thickness in a Bifurcation and Confluence Microchannel
4.2.1. Set-Up and Working Fluids

The series of x-y images were captured with a resolution of 600 × 800 pixels. All images
were recorded at the center plane of the microchannels at a rate of 200 frames/second,
transferred to the computer and then evaluated by using an image analysis software. The
microscope system used in the present study consisted of an inverted microscope (IX71,
Olympus, Tokyo, Japan) combined with a high-speed camera (i-SPEED LT, Olympus,
Tokyo, Japan). The blood samples used were collected from a healthy adult sheep, and
ethylenediaminetetraacetic acid (EDTA) was added to prevent coagulation. The RBCs
were separated from the blood by centrifugation and washed twice with physiological
saline. The washed RBCs were suspended in Dextran 40 to make up the required RBCs
concentration by volume.
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Figure 8. Automatic method results: (a) developed graphical user interface (GUI) in MATLAB and (b) trajectories of
individual labeled RBCs determined by the manual and automatic method.

4.2.2. Manual Methods

The MTrackJ plugin was used to automatically compute the centroid of the selected
RBC. After obtaining x and y positions, the data was exported for the determination of
each individual RBC trajectory (cf. Figure 9).
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Figure 9. Manual method showing the trajectories of RBC defining the region of the CFL: (a) for an expansion geometry
and (b) for a bifurcation geometry.

A semi-automatic method was also applied based on the use of the ZProject plugin [78].
This plugin projects an image stack along the axis perpendicular to the image plane (the
so-called “z” axis) and has six different projection types.

• Average intensity projection outputs an image where each pixel stores the average
intensity over all images in the stack at the corresponding pixel location (cf. Figure
10a);

• Sum Slices creates a real image that is the sum of the slices in the stack (Figure 10b).
• Standard Deviation creates a real image containing the standard deviation of the

slices (cf. Figure 11a);
• Median creates an image containing the median value of the slices (cf. Figure 11b).
• Minimum intensity projection (Min) creates an output image where each of the

pixels contains the minimum value over all images in the stack at the particular pixel
location (cf. Figure 12a).

• Maximum intensity projection (Max) creates an output image where each of the
pixels contains the maximum value over all images in the stack at the particular pixel
location (cf. Figure 12b).

Figure 10. (a) The obtained image by applying the projection average intensity and (b) the obtained image by applying the
projection sum slices.

Figure 11. (a) Image obtained by applying the standard deviation projection and (b) image obtained by applying the median
projection.
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Figure 12. (a) The obtained image with the projection minimum intensity, and (b) the obtained image with the projection
maximum intensity.

After applying an appropriate projection to a stack, the resulting image is obtained,
and it is then converted to a binary image (see Figure 13). The thresholding in ImageJ can
be done automatically or by applying the level that the user requires.

threshold =
(average background + average objects)

2
(1)

Figure 13. The obtained image from the ZProject method with the projection maximum intensity to
extract the data. It shows a well defined CFL thickness.

This method works well for a good image quality and for simple geometry of the
channels and represents the data accurately. Nevertheless, for more complex image data
the method has some difficulties to get the correct data, so it will be necessary to specifically
develop a method able to represent the data accurately.

To obtain the data, the tool Wand is used, which creates a selection by tracing objects of
uniform color or thresholded objects. To trace an object with the Wand tool, it is necessary
to click inside near the right edge, or outside to the left of the object. Once it finds the edge,
it follows it until it returns to the starting point. The Wand takes the pixel value where you
click as an initial value. Then, it selects a contiguous area under the condition that all pixel
values in that area must be in the range initial value—tolerance to initial value + tolerance.
Then the selected area will be analyzed to measure the CFL thickness.

4.2.3. Automatic Method

The method is based on the binarization of the sequence image. The general steps of
the method are:

• Preprocessing to smooth the image and eliminate the artifacts;
• Evaluation of the intensity of all image sequences;
• Apply the binarization to the resulting image;
• Select the area to obtain the required data;

All image sequences were processed using the image processing toolbox available in
MATLAB [45]. The sequence of images was loaded (cf. Figure 14), and a median filter with
a 3 × 3 pixel mask was applied to each frame to reduce the noise of the images.
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Figure 14. An image from the original sequence of images.

Then, the intensity of each pixel in the frame sequence was evaluated to obtain an
image with the maximum intensity. With this step, it was possible to identify the region
with the highest concentration of blood cells and the region where blood cells do not exist,
the cell-free layer (CFL). The regions that represent the CFL have the highest intensity
(white) near the microchannel walls (cf. Figure 15).

Figure 15. Image with the maximum intensity evaluation.

As a final step, the image was converted into a binary image, the regions of interest
were selected and the upper CFL trajectories were automatically measured. Figure 16
shows the image processing result for the developed method.

Figure 16. The obtained image from the automatic method.

The area to take the data is defined by the user selecting the wall of the channel and
the limit area from the cell-free layer.

4.2.4. Results

Figure 17 shows the results obtained by the manual method using the MtrackJ plu-
gin and the automatic method presented in this work to measure the CFL thickness. A
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microchannel with bifurcation and confluence shown in Figure 15 was used for the mea-
surements. The values obtained with both methods can be seen also in Figure 15. Data was
taken in the regions represented by A to F.

Figure 17. Comparison between the manual and the automatic data, taken in the regions A to F.

It is possible to note that the data obtained by the automatic method have similar
behavior with the manual data. However, the values have some discrepancies. The quality
of the image and also the level of the threshold can influence this type of measurements.

5. Conclusions and Future Work

The present work presents not only a review on blood cells tracking methods but
also comparisons of a manual method and an automatic method for two different blood
flow studies. Regarding the study where RBCs were tracked through a 100 µm glass
capillary, the automatic method based on a threshold algorithm was used to provide an
accurate and automated process to track and as a result, it measured the RBCs flowing in
microchannels. The automatic results were in good agreement with the manual method.
Further work aims to implement an image analysis application able to track flowing
RBCs and, consequently, extract multiple features of the RBCs that can be used in other
applications, such as measuring the RBC deformability. Another method based on optical
flow was also tested but it is still under development, so that it can be further improved in
the future for data collection.

To study the CFL phenomenon in microchannels, the method developed based in the
binarization of the image with the maximum intensity evaluation presents some discrepant
results when compared to the manual data. Nonetheless, a similar qualitative tendency
was observed. In this type of study, the quality of the image sequence plays a crucial role.
Hence, by acquiring a sequence of images with higher quality and resolution, we believe
that this automatic method can be improved and as a result, it will be able to obtain more
accurate results, which should be closer to the ones obtained manually.
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Abstract: The diameter of most blood vessels in cardiovascular and peripheral vascular system is
less than 6 mm. Because the inner diameter of such vessels is small, a built-in stent often leads to
thrombosis and other problems. It is an important goal to replace it directly with artificial vessels.
This paper creatively proposed a preparation method of a small-diameter artificial vascular graft
which can form a controllable microstructure on the inner wall and realize a multi-material composite.
On the one hand, the inner wall of blood vessels containing direct writing structure is constructed by
electrostatic direct writing and micro-imprinting technology to regulate cell behavior and promote
endothelialization; on the other hand, the outer wall of blood vessels was prepared by electrospinning
PCL to ensure the stability of mechanical properties of composite grafts. By optimizing the key
parameters of the graft, a small-diameter artificial blood vessel with controllable microstructure on the
inner wall is finally prepared. The corresponding performance characterization experimental results
show that it has advantages in structure, mechanical properties, and promoting endothelialization.

Keywords: small caliber blood vessel; composite molding; micro-nano structure; tissue repair;
3D printing

1. Introduction

The incidence and mortality of cardiovascular diseases have been showing an upward
trend year by year, which seriously affects human health [1]. Although a large number of
vascular stents have been used clinically, most of them are built-in stent products for large
blood vessels, and the treatment of small-diameter vascular diseases and functional defects
is still a challenge [2,3]. Most of the blood vessels in the cardiovascular and peripheral
vascular system are less than 6 mm in diameter [4]. Due to the small inner diameter of
such blood vessels and the slow blood flow rate, built-in stents often lead to problems such
as thrombosis. Direct replacement with artificial blood vessels is an important potential
method [5,6].

The small-caliber blood vessels in the human body are not only small in diameter
and thin in wall, but also have a complex layered structure, including an inner layer
that supports cells and induces platelet adhesion and aggregation, as well as a middle
layer and an outer layer that provide mechanical support [7–10]. In order to allow the
artificial blood vessel to fuse with the host blood vessel after being transplanted into
the body, and to quickly achieve the metabolic function of the natural blood vessel, the
construction of a small-caliber artificial blood vessel must not only meet the bionic structure
and mechanical properties, but also achieve rapid and effective endothelialization. This
poses a challenge to both the material design and preparation process [11,12]. A large
number of studies have shown that specific microstructures can guide the behavior and
arrangement of cells. However, there are few studies that combine this type of research
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with the construction of small-caliber blood vessels. At the same time, it must be able to
take into account the multiple requirements of bionic small-caliber blood vessels in terms of
structure and mechanical properties. In addition, in order to obtain a perfect small-caliber
artificial blood vessel, the choice of materials is also very important [13–16]. Because a
single material often cannot effectively take into account both biological functions and
mechanical properties, natural biological materials combined with polymer composites
have become a hot spot in current research [17–19]. However, there is still a lack of
systematic composite molding process research, and the research on achieving controllable
composites of different materials and structures is still very imperfect.

In this context, this research proposes an additive composite molding method that
combines electrospinning [20–22] and electrostatic direct writing [23] micro-imprint tech-
nology. The specific process is as follows. As shown in Figure 1, the first major link
includes the following three steps: First, the film structure is obtained by micro-imprinting
the material, and, considering the needs of cell adhesion and growth, the film structure
can also be imprinted into a surface with a specific microstructure. Then, electrostatically
direct wiring forms an orderly arranged fiber structure and transfers the orderly arranged
fiber structure to the film structure prepared in advance by embossing. On this basis, the
second major link is the process of dynamically shaping the formed two-dimensional film
structure into a tube through a tubular mold, which specifically includes the following two
steps: one is based on a pre-designed and prepared tubular mold, using thin long tweezers
extended from the tail of the mold, and the head stretches out to clamp the previously
prepared base film and drag it into the tube. The film will be passively rolled into a tube
due to the friction with the tube wall and the boundary effect. The diameter of the tube
formed is the inner diameter of the mold. Second, under the drive of the three-axis motion
platform, the nanofiber film is directly wrapped on the surface of the above-mentioned
dynamically crimped tube through the electrospinning process, which can realize the shape
of the dynamically formed tube, and it can also realize the on-demand optimization of the
mechanical properties and biological properties of the overall pipe structure.

It should be pointed out that the effective realization of the process method proposed
above is closely related to the materials selected and the structural parameters of the pipe
to be prepared. First of all, in order to realize that the imprinted film is dynamically shaped
into a tube, the mechanical properties of the material and the imprinted film thickness
parameters need to be weighed and optimized. For this reason, this article chose a polyether
ether ketone (PPDO) material with good biocompatibility, good melting characteristics,
and ductility. It is a biodegradable and biocompatible aliphatic polyether ester. It has been
approved by the FDA for use, and its degradation is mainly hydrolytic cleavage, which
can form low-molecular-weight substances consistent with human metabolites, which
can be metabolized or bioabsorbed by the human body [24,25]. Considering the need
for cell adhesion growth in the later stage, the PPDO film prepared by imprinting can be
surface functionalized by plasma treatment and dopamine soaking. Secondly, the ordered
fibers of electrostatic direct writing can be effectively transferred to the imprinted two-
dimensional film structure, and it is necessary to comprehensively consider the interface
energy competition between the direct writing material, the receiving interface, and the
imprinting film. In order to solve this problem, this article proposes that the material
selected for electrostatic direct writing and the embossed film material need to have
different thermal melt ductility, so that effective transfer can be achieved by adjusting
the temperature around the transfer device during the transfer process. In this paper,
based on the temperature characteristics of PPDO, combined with the requirements of
the electrostatic direct writing process, polycaprolactone (PCL) is selected for electrostatic
direct writing. Taking into account the needs of cell adhesion and growth in the later stage,
PCL materials can also be compounded with materials with good cell affinity such as
gelatin.
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It is not difficult to find that the process method proposed in this paper has good
processing flexibility and can be controlled in the form of inner wall microstructure, pipe
diameter, and wall thickness. The corresponding material selection and specific ratio can
also be controlled, adjusted, and designed as needed.

2. Materials and Methods
2.1. Solution Preparation

Preparation of pcl solution: 2.25 g pcl (Average Mn 80000, Sigma-Aldrich, Co., Haver-
hill, UK) particles were dissolved in 10 mL dichloromethane (Molecular weight 84.93,
XiYaShiJi, Shanghai, China) and 5 mL dimethylformamide DMF (99.5%, Shanghai Aladdin
Biochemical Technology Co., Ltd., Shanghai, China), and stirred under a magnetic stirrer
(Shanghai MeiYingPu Instrument Manufacturing Co., Ltd., Shanghai, China) for 2 h at a
concentration of 15% (w/v).

Preparation of pcl-gelatin solution: 0.8 g of pcl particles were dissolved in 10 mL of
trifluoroethanol (99.5%, Shanghai Aladdin Biochemical Technology Co., Ltd.), and stirred
under a magnetic stirrer for 2 h. Subsequently, 0.2 g of gelatin (VetecTM reagent grade,
Type A, Sigma-Aldrich, Co., St. Louis, MO, USA) was added and stirred for two hours
at 37 degrees, and finally 38 uL of crosslinking agent was added and stirred for 2 h at a
concentration of 10% (w/v).

Dopamine solution preparation: 0.02 g dopamine (Shanghai KeLaMan Reagent Co.,
Ltd., Shanghai, China) powder was dissolved in 10 mL Tris buffer to prepare a dopamine
solution with a concentration of 2 mg/mL.

PPDO: Poly(p-dioxanone) PPDO (Suzhou JIAYE Biotechnology Co., Ltd., Suzhou,
China) material is granular. It is a kind of aliphatic polyester ether with good biodegradabil-
ity and biocompatibility. Its unique ether ester structure gives the material high strength
and good flexibility. The melting point is 109 ◦C. In this experiment, PPDO film was pre-
pared under a hot machine (Qingdao Jinggang hot stamping equipment Co., Ltd., Qingdao,
Shandong, China).
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2.2. Film Fabrication Approaches
2.2.1. Embossed Film Structure Preparation

A plan view of the groove structure is drawn on the drawing software CAD, and the
mask plate is processed and prepared. First, a silicon wafer substrate containing a patterned
structure is prepared, and the silicon wafer is cleaned then heated on a heating plate at
200 ◦C for 5 min to remove surface water molecules, followed by spin-coating su-8 2000
glue on the substrate with thick glue spin glue technology. The specific parameters of the
rotation speed are: first accelerate to 500 r at an acceleration of 100 r/s and continue for 5 s,
then adjust the speed to 2000 r for 30 s, and place it at 95 Heating on a hot plate at 95 ◦C for
1 min, the thickness of the su-8 2000 adhesive layer is about 0.6 mm.

The mask plate is attached to the adhesive layer and exposed with a lithography
machine for 7 s, then heated on a 95 ◦C heating plate for 1 min, and finally immersed in a
developer for 1 min for development and then dried to obtain a pattern-containing mold.
The mold is placed in a petri dish, and 28 gpdms (SYLGARDTM 184) and 3 gpdms curing
agent are mixed in a beaker and stirred with a glass rod for 3–5 min until milky white
and the bubbles are small and uniform. Then it is poured into the petri dish and placed
in a vacuum machine for 15 min, then placed in a fume hood for 8 h, and finally baked
in an oven at 60 ◦C for 2 h to obtain a pdms mold with grooved microstructure. Same as
above, the steps are repeated to prepare multiple ordinary pdms molds without patterns
as auxiliary devices for the imprinting process.

Then, 1 g of PPDO (BaiMuDa, Nanjing, China) particles are placed evenly on the
ordinary pdms mold, which are moved to the heating plate with the temperature kept
at 120 degrees Celsius. They are heated for 5 min until the PPDO particles melt into a
liquid state, and then the whole is transferred to the bottom of the imprinting machine.
The PDMS mold containing the groove structure is put on the top to fit it, the air pump
control valve adjusted to 0.3 MPa, the imprinting machine control switch turned on, and
the hot plate squeezes the PPDO material downwards to adjust the temperature control
and time module. The temperature is 120 ◦C and the duration is 30 min. After cooling, the
PPDO base film containing the groove microstructure can be obtained.

2.2.2. Ordered Fiber Structure Preparation

In order to be able to effectively analyze the influence of different material components
on subsequent cell behavior, this paper designed two sets of samples, namely the pcl group
and the pcl-gelatin group.

The prepared PCL solution is loaded into the syringe piston barrel and connected
with the syringe on the micro pump actuator through a catheter. The spinning collector
is fixed on the XY-axis platform of the three-axis motion platform and the syringe needle
and the panel of the spinning collector are made to perpendicularly intersect, adjusting the
Z-axis slider so that the distance between the end of the syringe needle and the collector
is 5 mm. The positive pole of the high-voltage power supply is connected to the metal
part of the syringe needle, the negative pole is connected to the metal part of the spinning
collector, and the voltage between the two poles is set to 3200 V. The feed flow rate of the
micro pump controller is set to 1 mL/h, the reciprocating speed of the needle with the
X-axis platform of the three-axis motion platform is 0.25 m/s and the single stroke in the
positive direction of the X-axis is 80 mm. Then, the positive Y-axis moves 50 um in the
direction, and then moves in the negative direction of the X-axis. The distance is 50 um,
and the reciprocating movement is repeated many times. With the deposition of pcl on the
tin foil of the collector, the tin foil is finally removed to obtain the PCL direct writing fiber
structure.

Loading the prepared PCL-gelatin solution into the syringe piston barrel, the flow
rate of the micro pump solution is 1 mL/h, the distance between the end of the spinning
syringe needle and the collector is 2 mm, and the needle size used is 23 g. The subsequent
steps are similar to the previous PCL direct writing steps, and the pcl-gelatin direct writing
fiber structure can be obtained.
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2.2.3. Preparation of Composite Film

Similar to the steps for preparing the embossed film, firstly, the PPDO base film is
prepared by embossing with pdms chips that do not contain microstructures, and the
preparation parameters remain the same as above. The PCL direct writing structure is
placed together with the tin foil on the base of the imprinting machine. Covering the PPDO
base film on the direct writing structure, the air pump control valve is adjusted to 0.3 MPa
and the control switch of the imprinting machine is turned on. At this time, the hot plate
will squeeze the PPDO film and the direct writing structure downwards. The temperature
control and time module are adjusted to 40 ◦C and the duration is 30 min, and then it is
taken out to obtain a composite film of PPDO and direct writing structure.

2.2.4. Preparation of Artificial Blood Vessel

First, a cylindrical through hole with an inner diameter of 4 mm, an outer diameter
of 5 mm, and a length of 20 mm is drawn in the solidworks three-dimensional drawing
software, and the FDM software is imported to prepare the corresponding mold. Secondly,
slender tweezers are used to insert from one end of the mold and extend the other end to
clamp the middle of one end of the prepared film and drag it into the tube. Due to the inner
wall of the tube, the film spontaneously curls and eventually rolls into a tube. In order to
fully discuss the effects of microstructure and materials on cell behavior, the composite
films constructed by the above three types of direct-write fibers were respectively crimped,
and the film with only embossed groove structure was also selected for crimping. Finally,
the three sets of tubular structures prepared above and the mold are connected with a
shaft slightly less than 4 mm in diameter, are assembled on a rotating motor, and placed
under a three-axis platform for electrospinning. Loading the prepared PCL solution into
the syringe piston barrel, it is connected to the micro pump actuator, and the Z-axis slider
is adjusted so that the distance between the end of the syringe needle and the collector is
100 mm. The voltage between the two poles is set to 7 kV. The feed flow rate of the micro
pump controller is set to 1 mL/h, and the internal tubular structure is drawn out by 5 mm
for every 5 min of spinning. When all of them are taken out, the blood vessel stent can be
obtained; that is, the pcl, pcl-gelatin and PPDO with a groove structure inside the stent.

2.3. Characterization of Vascular Grafts
2.3.1. Morphology Observation

In order to observe the guiding structure of the film sample and the macroscopic
layered structure of the composite blood vessel, the blood vessels prepared in the imprint
group, the pcl direct writing composite group film, and the pcl direct writing composite
group were prepared respectively. The morphology of the film sample was detected by an
optical microscope to observe the surface structure and morphology. The observation of
blood vessels was mainly to observe the layered structure and overall size.

2.3.2. Mechanical Properties

The prepared imprinted film, the film compounded with pcl direct writing fiber, the
artificial blood vessel prepared with the imprinted film, and the artificial blood vessel pre-
pared with the film compounded with pcl direct writing fiber were respectively subjected
to an axial pull-up test. The prepared film has a size of 20 × 16 mm and a thickness of
0.3 mm, and the corresponding tube is prepared on the basis of the two films of the above
specifications. All samples were covered with a pcl electrospun film after preparation, and
the electrospinning parameters were all kept the same as described above.

The film and the tube sample are clamped on the universal testing machine. Taking
the distance between the two clamps as the initial length, at room temperature, the test
piece is stretched at a crosshead speed of 20 mm/min until it breaks. Assuming the
incompressibility of the material, and considering the length and cross-sectional area, the
load-displacement curve is calculated to determine the stress-strain relationship, using the
formula ε = (LF − L1)/L1 to calculate the strain based on the initial length of the specimen
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(L1) and the tensile specimen length when the force (F) is applied to the specimen (LF).
The tensile stress is calculated using σ = F/S, where S is the cross-sectional area of the
sample. In this case, the cross-sectional area is calculated as S = tw, where t is the thickness
of the stent and w is the width of the sample. Here, when stretched, it is divided into the
film group (including the imprinted film and the pcl direct writing composite film) and
the tubular graft group (including the imprinted blood vessel and the pcl direct writing
composite blood vessel). At the same time, when the film group is stretched, it is divided
into straight groove or direct writing structure stretch, and the corresponding tubular
components are axial stretch and radial stretch.

2.3.3. Suture Maintains Strength

Suture retention strength (SRS) is commonly used to measure the ability of a suture to
adhere a graft to surrounding tissues. A universal testing machine is used to test the suture
retention strength. Each is cut to obtain a film sample (length = 20 mm, width = 16 mm).
Each sample is clamped in the test device at the edge of the film sample originally located.
Using a 5-0 nylon surgical suture (Yangzhou Yuankang Medical Instruments Co., Ltd.,
Yangzhou, China), the other end of the sample is sutured to a distance of 2 mm from the
end. The distance between the two needles is 2 mm. The suture is fixed on the hole in the
self-made orifice plate, which is connected to the fixture of the test equipment. The suture
is pulled out at an extension rate of 2 mm/s. SRS is calculated by dividing the maximum
force recorded before the suture is pulled out by the number of sutures.

2.3.4. In Vitro Cytocompatibility

The cells were selected from the same batch of endothelial cells (Human Umbilical
Vein Endothelial Cells, HUVEC), and resuscitated in four bottles. After resuscitation, they
were added to each sample dish for culture. Each culture sample dish was pre-added with
3 mL of culture medium (Lifeline Cell Technology, LLC, Lonza, Walkersvile, MD, USA).
Finally, it was placed in a 37 degree incubator the culture medium changed every three
days. During cell culture, the culture flask is pretreated first; that is, 50 mL gelatin solution
with a concentration of 0.1% w/v is prepared, filtered with a syringe filter (0.22 u), and then
used. Finally, the culture flask is filled with the filtered gelatin solution (10 cm diameter
petri dish requires 2 mL of solution), until the bottom of the bottle is covered and left at
room temperature for 5 min, and then suck gelatin solution is sucked from the petri dish,
which can be used for endothelial cell resuscitation.

In the endothelial cell inoculation experiment, four groups were prepared: the PPDO
film group without microstructure, PPDO imprint film group, pcl direct writing compound
group, and pcl gelatin direct writing compound group. The sample preparation method
of the composite group is as shown in the previous section, which is a composite of pcl
or pcl gelatin direct writing structure and unpatterned PPDO base film. The sample size
of each group is four, of which the unstructured PPDO film group is mainly used as a
control group to compare and observe the influence of groove structure on cell behavior.
The pcl direct writing compound group and the pcl gelatin direct writing compound group
can be used for comparison and the influence of the material components forming the
microstructure on the cell behavior can be analysed.

Before cell inoculation, the four groups of samples were treated with plasma for 90 s,
and then the four groups of samples were immersed in dopamine solution, kept in the dark
at room temperature for 24 h, then rinsed with deionized water three times, and finally
placed in room temperature to air dry. Before cell seeding, all samples were irradiated with
ultraviolet light on both sides for 30 min, and sealed and stored in a refrigerator at −20 ◦C.

The above-mentioned processed samples were inoculated and cultured with cells
according to the groups, and the growth of cells on the samples at 1, 3, 7, and 14 days was
recorded for each group of cells. The samples that need to observe the results of cell growth
were stained with crystal violet to observe the staining and growth of the cells. The specific
staining steps are as follows: first, the waste liquid of the sample is aspirated and DPBS
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buffer is added for washing; then, the DPBS buffer is aspirated, 1 mL of paraformaldehyde
solution is added, and it is left for 10–15 min. Then, the paraformaldehyde solution is
aspirated and washed using the DPBS solution. Finally, crystal violet solution was added
and the sample was immersed, placed on a shaker for 10 min, and finally the crystal
violet solution was sucked out and cleaned, and the processed sample was placed under a
microscope to observe the cell growth results.

3. Results
3.1. Morphology of Vascular Grafts

Figure 2 shows the morphological observation results of the vascular graft. Figure 2A
is the imprinted film, Figure 2B,C are the observation results under different magnification
microscopes, Figure 2D is the pcl direct writing composite group film, Figure 2E,F are the
observation results under different magnification microscopes, Figure 2G is the pcl Gelatin
direct writing composite film, and Figure 2H,I are the observation results under different
magnification microscopes. The inner diameter of the tubular structure is about 4 mm, as
shown in Figure 2J. The layered structure of the stent remains intact, and the inner and
outer membranes can be clearly seen, as shown in Figure 2K. Figure 2L is a macroscopic
view of the composite tube. It can be seen that there is a composite direct writing structure
on the inner wall. The thickness of the whole membrane is about 0.3 mm, which is close to
the average thickness of human veins of 346 ± 121 um.
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Figure 2. Artificial blood vessel size and film structure: (A) is the PPDO imprinting group film
structure prepared by imprinting with the pdms chip containing microstructures at 120 ◦C for
30 min at 120 ◦C. (B,C) is the imprinting group film at different magnifications. The microstructure
diagram under the microscope (D) is a sample film composed of PPDO base film and PCL direct
writing structure imprinted with a pdms chip that does not contain microstructures in an imprinting
machine at 120 ◦C for 30 min. The temperature is 40 ◦C, and the printing time is 30 min. (E,F) is the
microstructure of the PCL direct-write composite film under different magnification microscopes.
(G) is the imprinting with the pdms chip without microstructure at 120 ◦C. The sample film composed
of the PPDO base film prepared in 30 min and the PCL-gelatin direct writing structure meets the
parameters of a temperature of 40 ◦C and an imprinting time of 30 min (H,I) for the PCL-gelatin
direct writing composite film under different magnification microscopes. The microstructure diagram
(J) is the overall size of the vascular graft (K) is the magnified diagram of the layered structure of
the blood vessel (L) is the composite diagram of the direct writing structure of the inner wall of the
vascular graft.

47



Micromachines 2021, 12, 1312

3.2. Mechanical Properties

The tensile test was carried out on the tensile machine to obtain the stress-strain curve
of tensile strength and elongation at break, as shown in Figure 3. Since the difference
between the pcl composite group and the pcl gelatin group is mainly in affecting cell
growth, they are regarded as the same group for mechanical performance testing. In this
experiment, the pcl composite group was selected for testing; the imprinting group with
or without microstructures is similar. The situation is regarded as the same group for
mechanical performance testing. In this experiment, a sample group with a micro-groove
structure was selected for testing. Figure 3A,B are, respectively, the radial tensile and
tubular axial tensile stress-strain curves of the film sample, and Figure 3D,E are the radial
tensile and tubular axial tensile stress-strain curves of the tubular sample, respectively.
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Figure 3. Tensile mechanics test: (A) is the drawing of the imprinted film and the pcl direct writing composite film in the
vertical groove direction. The tensile strength of the composite stent is 18.154 MPa, and the tensile strength of the imprinted
stent is 9.800 Mpa. (B) is the drawing of the imprinted film and the pcl direct-writing composite film stretching in the
direction of the groove, the tensile strength of the composite stent is 27.784 MPa, and the tensile strength of the imprinted
stent is 20.516 Mpa. (C) is the film tensile test graph. (D) is the drawing of the embossed tubular sample and the pcl
direct-write composite tubular sample in the radial direction. The tensile strength of the composite stent is 3.279 MPa, and
the tensile strength of the imprinted stent is 3.189 Mpa. (E) is the embossed tube. The sample and pcl direct-write composite
tubular sample stretched along the axial direction, the tensile strength of the composite stent was 4.476 MPa, and the tensile
strength of the imprinted group stent was 6.026 Mpa (F) for the tubular tensile experiment.

For the film samples, the results of Figure 3A,B show that the tensile strength of the
pcl composite group is worse than that of the imprinting group, and the corresponding
elongation is not as good as the imprinting group. In the direction perpendicular to the
groove, the tensile strength of the pcl composite stent is 18.154 MPa, and the tensile strength
of the imprinted stent is 9.800 Mpa; in the direction of the groove, the tensile strength of
the pcl composite stent is 27.784 MPa, and the tensile strength of the imprinted stent is
27.784 MPa. The tensile strength is 20.516 Mpa. Therefore, it can be found that both sets of
samples meet the mechanical performance requirements of natural blood vessels, however,
whether it is the stretching of the straight writing (imprinting) structure or the stretching of
the vertical writing (imprinting) structure, the corresponding elongation of the composite
group will be larger.

For the tubular sample, the results of Figure 3C,D show that the pcl composite stent
and the PPDO imprinted stent have similar mechanical properties, and the imprinting
group also has a larger elongation. In the radial direction, the tensile strength of the pcl
composite stent is 3.279 MPa, and the tensile strength of the imprinted stent is 3.189 Mpa;
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in the axial direction, the tensile strength of the pcl composite stent is 4.476 MPa, and the
tensile strength of the imprinted stent. The intensity is 6.026 Mpa. Since the mechanical
performance parameters of the ideal blood vessel are 2–3 Mpa in the radial direction and
4–6 Mpa in the axial direction, it can be found that the samples of the composite group and
the imprint group basically meet the requirements of the ideal blood vessel. Comparing
the mechanical properties of the film stretch, a comprehensive comparison shows that the
composite blood vessel has a slight increase in mechanical properties while maintaining
the mechanical requirements of the natural blood vessel.

The suture force of the graft is used to evaluate the sutureability of the graft implanted
in the body. As can be seen in Figure 4, the stitching performance of the pcl composite stent
is better than that of the imprinting group. The results show that: the maximum load of
the pcl composite group sample is 23.552 N, and a total of four strands of nylon thread are
used for testing during the experiment, so the final suture force is 5.89 N; the maximum
load of the imprint group sample is 19.420 N, and the final suture force is 4.855 N.
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Figure 4. Suture retention experiment: (A) is the force_displacement curve of the embossed film and the pcl direct_write
composite film suture retention experiment. (B) is the schematic diagram of the suture experiment.

Comprehensively looking at the stretch and stitching data, the composite group and
the imprint group have similar mechanical performance test results. In fact, the basic
film PPDO plays a major role. In terms of stitching, film-like stretch, and tubular stretch
properties, it can be seen that composite stents have certain advantages.

3.3. Hydrophilic Results

The contact angle is defined as the intersection of the material, water, and air along
the surface of the material and the surface of the water droplet. The angle formed by the
line, if the contact angle is greater than 90◦, the material is judged to be hydrophobic, the
larger the angle, the higher the hydrophobicity; if the contact angle is less than 90◦, the
material is judged to be hydrophilic, and the smaller the angle is, the material is judged to
be hydrophilic. Before the four groups of samples were inoculated with cells, the PPDO
base film was plasma treated. It can be seen from Figure 5 that before plasma treatment,
the contact angle of the sample was 83◦, but after plasma treatment, the hydrophilicity of
the sample changed to 62◦. The results show that the plasma treatment experiment can
effectively improve the hydrophilicity of the PPDO film. Therefore, for cell seeding, such
results are positive.
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after treatment.

3.4. Cell Viability

In order to study the stratified vascular inner layer membrane designed to be suitable
for cell growth and cling, and thus its potential use as a component of vascular grafts, we
evaluated the inner membranes of four groups of samples in vitro, and evaluated the cells
on their respective substrates for activity, proliferation, and morphology. These four groups
of samples were plasma treated and immersed in dopamine solution. In the experimental
results on the first day, the orientation of the cells was observed (Figure 6). Secondly, in
the 14-day experiment, the metabolic activity and proliferation of endothelial cells was
observed (Figure 7). The results in Figure 6 show that there is no obvious regularity in cell
growth in the unstructured PPDO film group. From the results of the other three groups of
experiments, they have a certain effect on cell growth (Figure 6B). The cells in the pcl direct
writing composite group have clinging growth in the direction perpendicular to the direct
writing structure. Figure 6C,D has a certain direction in the direction of cell growth, and
this kind of orientation is the prerequisite for the regular arrangement of cells in various
tissues; it also plays an important role in maintaining specific functions [26].
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Figure 6. Cell growth on the first day: (A) unstructured PPDO film group, (B) pcl direct writing
compound group, (C) pcl gelatin direct writing compound group, and (D) PPDO imprinted film
group.

In addition, a macroscopic view of cell growth is shown in Figure 7. After the first
day of inoculation, staining, and observation showed that the cells in the unstructured
PPDO film group grew densely, while the other three groups also had cell attachment.
On the third day, the number of cells in group A decreased, and the cells in group BCD
were in a growing state. The results on the 7th day showed that the number of cells in
the AD group continued to decline, while the number of cells in the BC group was larger.
This difference may be due to the use of gelatin composite materials in group B, which is
conducive to cell growth and clinging [27,28]; while group C has more groove structures
than group A, which indicates that the introduced microstructure is conducive to cell
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growth; comparing group D samples with group B, there is less gelatin material, and the
number of cells is significantly reduced, which indicates that the gelatin composite material
has better biocompatibility. The results on the 14th day showed that the growth of the three
groups of ACD cells was not as ideal as that of group B, which also verified the inferences
made above.
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4. Discussion

The preparation of small-diameter vascular grafts remains a challenge. Simulating
natural blood vessels should not only consider the requirements of small-diameter and
tubular structures when constructing the microstructure surface, but also the flexibility
requirements. On the other hand, the preparation of microstructures needs to take into
account the thin-walled, layered, and other structures of natural blood vessels. These
are essential for simulating natural blood vessels. To solve this problem, we designed a
layered small-diameter vascular graft that mimics the structure of human blood vessels:
an inner layer suitable for cell adhesion and an outer layer that provides mechanical
properties. Here, the inner layer is made by micro-imprinting and electrostatic direct
writing technology. The plasma and dopamine treatment of the PPDO base film and
the groove structure of the inner wall provide the necessary growth conditions for cell
attachment. The outer layer is obtained by electrospinning, which is a technology that can
produce a shape and structure similar to the natural extracellular matrix (ECM), which
provides mechanical properties for the overall vascular graft. The choice of pcl, gelatin, etc.
as raw materials is based on their bioactive compatibility and electrospinning properties.
In addition, these two materials have been tested to have good effects as vascular grafts.

In addition to the morphology of the basic structure, good mechanical properties are
also necessary for small-diameter vascular grafts. The mechanical properties of an ideal
blood vessel are 2–3 Mpa in the radial direction and 4–6 Mpa in the axial direction, and the
tensile strength of the vascular graft prepared by us meets the requirements in this respect.
Another important mechanical property to consider is suture retention. The experiments in
this article show that the mechanical properties of the composite group and the imprint
group are similar to each other. In fact, the basic film PPDO plays a major role. It can be
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seen that composite stents have certain advantages in terms of stitching and film-like tensile
properties. In terms of biocompatibility, in vitro cell culture experiments showed good cell
compatibility. By recording the cell morphology under different experimental groups and
different growth periods, it is shown that the samples with PPDO-based film combined
with pcl-gelatin direct writing structure are more in line with the expected cell growth
effect. In short, in terms of mechanical properties, the composite group has advantages
in stretchability and suture performance, so a comprehensive comparison of composite
blood vessels is a prerequisite for preparation. In the in vitro cell culture experiment,
additional pcl gelatin direct writing composite group samples were added for control.
The experimental results show that the pcl-gelatin group has better biocompatibility. In
summary, the pcl gelatin direct writing composite group samples meet our expectations.

5. Conclusion and Future Work

In this paper, a small-diameter graft is prepared by a combination of electrostatic
spinning, electrostatic direct writing and micro-imprinting, which is mainly divided into
imprinting group and composite group. The macroscopic structure of blood vessels is
similar to that of natural blood vessels, and the microscopic structure can also achieve
the expected effects of cell experiments. In terms of mechanical properties, for tensile
properties (including axial and radial), the samples of the composite group and the imprint
group basically meet the requirements of ideal blood vessels, and the tensile performance of
the composite group is slightly enhanced. In terms of suturing performance, the composite
group also has a slight advantage, so a comprehensive comparison of composite blood
vessels is a prerequisite for preparation. In the HUVEC in vitro cell culture experiment,
additional pcl gelatin direct writing composite group samples were added for control.
HUVEC in vitro cell culture experiments, apoptosis and staining showed the compatibility
of the graft, indicating that the pcl-gelatin group has better biocompatibility. To sum up,
the pcl gelatin direct writing composite group samples meet our expectations, but there are
still content that can be supplemented. For example, a variety of different patterns can be
prepared on the inner wall of blood vessels to observe cell growth. Or, possibilities include
preparing the outer wall of the blood vessel to control its thickness, observing the optimal
mechanical properties, etc., which will become part of the continued research work in the
future.
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Abstract: The use of whole blood and some biological specimens, such as urine, saliva, and seminal
fluid are limited in clinical laboratory analysis due to the interference of proteins with other small
molecules in the matrix and blood cells with optical detection methods. Previously, we developed
a microfluidic device featuring an electrokinetic size and mobility trap (SMT) for on-chip extract,
concentrate, and separate small molecules from a biological sample like whole blood. The device was
used to on-chip filtrate the whole blood from the blood cells and plasma proteins and then on-chip
extract and separate the aminoglycoside antibiotic drugs within 3 min. Herein, a novel microfluidic
device featuring a nano-junction similar to those reported in the previous work formed by dielectric
breakdown was developed for on-chip filtration and out-chip collection of blood plasma with a high
extraction yield of 62% within less than 5 min. The filtered plasma was analyzed using our previous
device to show the ability of this new device to remove blood cells and plasma proteins. The filtration
device shows a high yield of plasma allowing it to detect a low concentration of analytes from the
whole blood.

Keywords: microfluidics; blood plasma filtration; chip extract; blood molecules

1. Introduction

Human blood plasma is one of the most convenient and the most important circulating
biomarkers sources. Since this free-blood cells matrix has numerous clinically relevant ana-
lytes like metabolites, nucleic acids, and proteins, it has become a standard sample for the
exclusion or diagnosis of several diseases [1,2]. Moreover, blood plasma is utilized in drug
development trials, e.g., for drug monitoring and their metabolites, since it has the drug
fraction most relevant to study the pharmacodynamic and pharmacokinetic influences of
the drug [3,4]. Plasma transcriptome, proteome, and metabolome studies have increased
the spectrum of the diagnostic target for different types of diseases from sepsis to cancer to
Alzheimer’s [5–7]. Further, foreign nucleic acids as well as antigens and antibodies present
in plasma, allow the diagnosis of serious infectious diseases. Additionally, when carrying
out plasma analysis in laboratories, blood plasma is useful in the analysis of glucose,
total cholesterol, electrolyte concentration, lactate, etc. In clinical chemistry, blood plasma
isolation is a necessary step performed, and for the development of miniaturized clinical
diagnostic devices, beneficial sample preparation techniques are required [8]. Filtration of
plasma from whole blood is very desirable in most cases. Venous blood samples centrifu-
gation is the usual technique to prepare blood plasma with volumes that can be analyzed
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using highly sensitive methods like LC-MS/MS (liquid chromatography−tandem mass
spectrometry). The expansion of blood plasma separation (BPS) based on microfluidics,
dealing only with small sample volumes, has rapidly grown in the field of clinical labora-
tory medicine [9]. This not only increases patient compliance, convenience, and comfort by
reducing the amount of blood required to be pulled allowing point of care (POC) sample
collection but also permits the analysis to be performed properly at a part of the duration
and cost. Moreover, the potential of on-time repetitive sampling, automated parallelization,
and portability are other benefits of performing different procedures at the microscale.
Microsampling is a procedure for capturing small volumes of biological samples like whole
blood from the human body to be analyzed in a minimally invasive method [10]. To deliver
sample volumes sufficient to faithfully detect low concentration analytes from limited sam-
ple volumes is still the main challenge with microsampling, so a plasma sampling method
must be in a high yield to arrive at reasonable levels in the detection of target analytes at
low-concentrations and must give pure plasma without blood cells hemolysis or leakage to
be clinically pertinent. Furthermore, extraction time is important to reduce the effect of
coagulation, particularly when working with fresh samples, e.g., standard finger pricks.
To achieve all these requirements, microfluidics is a favorable technology for manufacturing
microminiaturized devices that studies fluids’ behavior through micro-channels. There are
two types of plasma separation techniques using microfluidics, passive and active. Passive
separation techniques demand no external tools, making the devices smaller in size, easier
to use, cheaper, and therefore suitable for POC uses [11] while active separation requires
exertion of an exterior energy source, e.g., inertial, electric, or acoustic forces [12]. Passive
separation techniques can be stored under pressure or driven by capillary forces [13–15].
Using capillary forces in plasma separation is more desirable, since it demands neither
vacuum packaging, nor degassing of a suction material [16]. The mechanism of separation
is generally based on sedimentation, size exception, or a combination of them [17]. Per-
forming plasma separation using sedimentation gives a pure plasma at the time expense.
Plasma separation during size-exclusion avoids the time limitation and permits a quick
separation. It could be based on porous media like a filter membrane linked to a capillary
channel or a membrane stack [18]. Other microfluidic devices for plasma separation have
been demonstrated based on diffusion filter/microfilter [19], bends in micro-channels [20],
acoustic waves [21], crossflow filtration [22], and dielectrophoresis [23,24]. Major research
projects in recent decades have focused on microfluidics, drug, and gene nano delivery
systems, tissue engineering, and biosensors due to cost-effectiveness and high perfor-
mance [25–29]. Recently, we developed a microfluidic device featuring two nano-junctions
with different sizes to form a size and mobility trap (SMT) for on-chip filtrate the whole
blood from blood cells and plasma proteins, then on-chip extract, concentrate, and separate
small molecules from whole blood [30]. The capability of the device was demonstrated
for on-site therapeutic drug monitoring (TDM) of aminoglycoside antibiotic drugs within
3 min. However, this device was fabricated for on-chip filtration and analysis of small
molecules from whole blood where the ability to collect the filtered blood for use in other
applications is not possible through this device. Here, a novel microfluidic device with
a nano-junction created by dielectric breakdown is developed for on-chip filtration and
out-chip collection of whole blood to be used in other applications as a pure plasma.

2. Materials and Methods
2.1. Chemicals and Sample Preparation

Fluorescein from Sigma-Aldrich (Sydney, Australia) was prepared in Milli-Q water to
get 200 µg/mL solution. Fluorescamine from Sigma-Aldrich was prepared in acetone to
obtain 3 mg/mL as a stock solution. Bovine Serum Albumin (BSA) from Sigma-Aldrich was
prepared in Milli-Q water 2 mg/mL stock solution and then labeled with Fluorescamine
in a ratio 3:1 in borate buffer at pH = 9. Polydimethylsiloxane (PDMS) curing agent and
elastomer were purchased from Dow Corning (Michigan, MI, USA). Sodium phosphate
monobasic, disodium hydrogen phosphate, and sodium tetraborate were purchased from

56



Micromachines 2021, 12, 336

Sigma-Aldrich (Sydney, Australia) and used for buffer preparation. All solutions were
prepared by using Milli-Q water (18 MΩ, Millipore, North Ryde, Australia) purification
system. The fresh finger-prick blood used in the experiments was obtained from healthy
volunteers approved by the Tasmanian Health and Medical Human Research Ethics Com-
mittee, Office of Research Services, the University of Tasmania (Ethics Approval Ref is
H0016575).

2.2. Device Fabrication

Figure 1A presents an AutoCAD design of the device which was then 3D printed
using an Eden 3D printer (Figure 1B) to produce a negative template of the device using
the previously described process [31]. Then, PDMS was utilized to give the positive
master embossing stamp by mixing 210 g in a mass ratio of 5:1 polymer to the elastomer.
The PDMS mixture degassed for 15 min and left out for 30 min at room temperature and
then poured onto the negative 3D printed template, and then allowed for curing in an
oven at 70 ◦C for at least 12 h. The PDMS positive stamp was cut off and then taken
away from the 3D printed template and allowed for thermal age in an oven for 30 min
at 250 ◦C. Then, it used to hot emboss the poly (methyl methacrylate) (PMMA) channel
plates (1.5 mm × 50 mm × 75 mm). The final PMMA chips were produced using a hot
embossing procedure as reported in our previous work [30]. Briefly, PDMS positive stamp
and the blank PMMA plate were placed between two 50 mm × 50 mm × 6 mm glass plates
and place into the hot embosser (MTP-8, Tetrahedron, San Diego, CA, USA). Three steps
were used in the embossing process. Step 1 was done by increasing the temperature from
a rate of (92 ◦C/min) until the temperature reached (130 ◦C) and involved maintaining
the pressure at 100 lbs. the next step was performed by enhancing the pressure up to
380 lbs at a rate of 75 lbs/min and maintaining the temperature at (130 ◦C). When the
pressure goes up to 380 lbs, those conditions were held for 20 min. In the final step,
the temperature was reduced at a rate of 15 ◦C /min until the temperature reached (60 ◦C)
and involved maintaining the pressure at 380 lbs. The hot-embossed PMMA microchip
device was subsequently bonded with single-sided adhesive tape (Tesa SE, Charlotte, NC,
USA). An office laminator (Peach 3500, Peach, Switzerland) was then used and the PMMA
channel plate and the adhesive tape were sandwiched between two 1 mm stainless steel
plates at 20 ◦C temperature and 5 speed at 4 orientation, with 90-degree clockwise rotation
at each pass.
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Figure 1. (A) An AutoCAD design of the filtration device (B) photograph image of the negative 3D printed portable device
using an Eden 3D printer (C) Photograph image of the hot embossed filtration poly (methyl methacrylate) (PMMA)/adhesive
tape device filled with green food dye. Scale bar = 10 mm. (D) Zoomed-in image of the V channel and the filtration channel
(white box in panel C) filled with green food dye. Scale Bar = 200 µm. (E) Schematic of the microfluidic device (dimension
not to scale) indicating terminating current and voltages used for generation of the nano-junction Sample (S), and Sample
Waste (SW).
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2.3. Creation of a Nano-Junction

The complete microchip device is a hybrid hot-embossed PMMA/adhesive tape with
a photo of the device shown in Figure 1C and a zoomed-in image of the V-channel and
the filtration channel in Figure 1D. The V-channel was 500 µm wide and the filtration
channel was 50 µm. The V-channel tip was separated from the filtration channel by a
200 µm gap of PMMA to form the filtration nano-junction. This gap was chosen to allow for
lengthy use of higher voltages through the filtration without the secondary breakdown’s
danger. To form the nanochannel, the V-channel and filtration channel were filled with
the breakdown electrolyte, be composed of 10 mM phosphate buffer, pH 11. The filtration
nano-junction was created by applying a high voltage of 5000 V to the V-channel whilst the
filtration channel was kept grounded Figure 1E. Previously, the high voltage breakdown
was 4000 V instead of 5000 V in this work, lower than what was performed in this work.
This different voltage in the filtration PMMA devices could be regarding the difference in
the gap distance between the separation channel in the double V device and the filtration
channel here. The current limit was varied from 1 µA to 5 µA by utilizing an in-house
adjustable power supply, controlling by LabView HV V.6 program (National Instrument,
Austin, TX, USA) to realize the best repeatability. The V-channel and the filtration channel
were cleaned and refilled with the experimental solutions.

2.4. Device Operation and Experimental Practice

Figure 2A,B show the operation of the filtration device, where the blood volume from a
fresh finger prick was controlled by pipetting 50 µL of whole blood to the devices to ensure
result comparability and evaluate the filtration method. Pipetting was carried out using an
autopipette, and the experiments were performed at room temperature to reduce blood
evaporation through the filtration process. A simple technique was used in this approach
by pushing the whole blood using the autopipette from the V-channel to the filtration
channel through the nanochannel and then a hand syringe-vacuum was used to collect
the filtered plasma blood in a high yield. All experiments were performed with a Nikon
Eclipse Ti−U inverted fluorescence microscope (Nikon Instruments Inc.) worked with
NIS-Elements BR 3.10 software (Melville). A filter cube (Semrock, Rochester) composed of
an excitation band-pass filter (488 ± 10 nm), emission filter (520 ± 10 nm), and dichroic
mirror to deflect the broadband light source to a 20× objective was used to perform all the
experiments. Fluorescence images were carried out using a high-definition color charge-
coupled device camera (Digital Sight DS. Filc, Nikon, Japan). A photon multiplier tube
(PMT) (Hamamatsu Photonics KK, Hamamatsu, Japan) linked to the microscope was used
to record the electropherograms. The PMT was linked to an Agilent 35900E A/D box to
allow data collection with the Chemstation software (Agilent Technologies, Waldbronn,
Germany). An electrical potential was applied by using an in-house 4-channel (0–5 kV) dc
power supply to each reservoir using a custom-designed interface connected to 2 platinum
electrodes.
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Figure 2. (A) Schematic of the operation of the microfluidic device (dimension not to scale) indicating the filtration process
and (B) illustration of the filtration device concept. Nanochannel was formed by controlled dielectric breakdown of the tip
of the V-channel and the filtration channel. Large molecules are blocked (Cells and Proteins) while small molecules pass the
filtration channel.

3. Results and Discussion
3.1. Filtration and Permeability Studies

Previously, we examined the relevance between the current limit and nano-junction
permeability in the double V hot-embossed PMMA device through different breakdown
experiments using different charge and size analytes. Briefly, using a current limit of 5 µA,
the resulted nanochannels restricted blood cells (6–8 µm) [32], and R-phycoerythrin (RPE)
(<10 nm in size) [33] from passing the separation channel while bovine serum albumin (BSA)
(2–4 nm) [34] labeled-fluorescamine allowed to pass the separation channel. Reducing the
current limit to 1 µA, blocked the BSA, but allowed the transport of anionic small molecules,
such as fluorescein (1 nm) [34] and drugs. The SMT in our previous work is based on
ions’ favorable electrokinetic transport through the resulting nanochannels. The extraction
nanochannel was created by applying for a 1 µA permit the transport small ions (<1000 Da)
during the nano-junction, whilst blocking the transport of plasma proteins and blood cells.
The concentration nanochannel between the V-sample channel and the separation channel
was created by applying a 0.1 µA current limit to avoid target analytes transport but allows
the transfer of small inorganic ions to make a sample desalting. Both the extraction and
concentration nanochannels make the SMT in target analytes which can purify, concentrate,
desalt, and separate the sample. Here, we build on our previous breakdown work and
implement our new design. The results were similar to those reported in our previous
work and summarized in Figure 3. We have formed two types of nano-junctions for the
filtration process. First, since the current limit was set at 5 µA (Figure 3A), the produced
nanochannels blocked blood cells from infiltrating the filtration channel, while allowing the
transport of proteins like BSA into the filtration channel. For protein recovery assessment,
the termination current was reduced to 1 µA (Figure 3B) which blocked the BSA but
permitted the electrophoretic transport of small molecules (<1000 Da) such as fluorescein
and drugs. Based on the transport results of different sized molecules (fluorescein 1 nm,
BSA 2–4 nm, and Blood cell 4–6 µm), the size of fabricated nanochannels can be estimated
with this method.
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Figure 3. Screenshots presenting the restriction (left column) and passing (right column) of different molecules through
nano-junctions formed under different conditions. (A) shows the use of 5 µA to create nanochannels which transported
Bovine Serum Albumin (BSA) (blue, right) and restricted Blood Cells (left); (B) shows the use of 5 µA to create nanochannels
which restricted BSA (blue, left) and transported fluorescein (green, right). The nanochannels formed using a breakdown
electrolyte of 10 mM phosphate buffer, pH = 11, and terminating currents of 5 and 1 µA. Images on the left show blocked
transport, while those on the right show the permeability of different molecules. Scale Bar = 200 µm.

3.2. Analysis of Filtered Blood Plasma

The color of the plasma was properly similar to centrifuged plasma treated with
EDTA, seemed clear without a pink trace in all filtered blood plasma samples which
mentioned that the separation of plasma caused no or a little lysis of erythrocytes as
clearly seen in Figure 3A. The purpose of the PMMA hot-embossed filtration device is to
purify the whole blood from cells and plasma proteins and allow to pass small molecules
like pharmaceuticals with filtered plasma. To evaluate the protein recovery assessment,
centrifuged plasma relative to filtered plasma spiked with 5 ppm gentamicin and BSA was
assessed for both venous blood samples treated with EDTA and filtered finger-prick blood.
Two types of filtered plasma using our filtration device were used after applying 5 µA
and 1 µA termination currents to create different sized nano-junctions comparing to an
EDTA-treated centrifuged plasma. These all were analyzed using our previous SMT device
after labeling the plasma with fluorescamine reagent and followed by their separation using
electrophoresis. Electrophoresis is a separation approach in which particles, molecules,
and ions are separated in a conducting liquid medium using an electric field. All primary
amines found in the plasma including those on proteins, amino acids, urea, etc., will be
reacted with fluorescamine to produce a fluorescent complex within seconds. Figure 4
shows the electrophoretic separation of filtered blood plasma labeled with fluorescamine
after using two different nano-junctions. Filtering whole blood using a device with a
termination current of 5 µA and analyzed with the double V-device gives a pure peak for
gentamicin, but plasma proteins and BSA are observed. This indicates plasma proteins can
pass through the nano-junctions, while blood cells cannot. In contrast, using a termination
current of 1 µA gives pure separations due to the observing of small molecules without
interfacing and also the removal of some larger proteins, allowing full quantitation of
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some small molecules in the blood, with a relative standard deviation (RSD%) = 7.5% for
gentamicin (n = 3 devices) and with a high recovery efficiency for Gentamicin 94%, and a
linear calibration curve of gentamycin from blood is shown in Figure 5. In comparison
to other microfluidic devices, the presented device display that the microchip enables the
low-cost, rapid, and operationally straightforward separation of plasma from whole blood;
also, it demands a small amount of blood to give results within less than 5 min. Therefore,
the device provides a favorable solution for biochemical assays.
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Figure 4. Electropherograms show the analysis of filtered blood spiked with 5 ppm gentamicin and BSA after labeling with
fluorescamine in size and mobility trap (SMT) device after using a current limit of 5 uA (red trace) and 1uA current limit
(black trace). The background electrolyte (BGE) in the separation channel, was 100 mM phosphate buffer, pH 11.5, with 0.5%
HPMC, while V-sample waste channel was 10 mM phosphate buffer, pH 11.5. Applied voltages used in SMT device for
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and −500 V at reservoirs B, S, BW, and SW, respectively.
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Abstract: To quantify the variation of red blood cells (RBCs) or plasma proteins in blood samples
effectively, it is necessary to measure blood viscosity and erythrocyte sedimentation rate (ESR)
simultaneously. Conventional microfluidic measurement methods require two syringe pumps to
control flow rates of both fluids. In this study, instead of two syringe pumps, two air-compressed
syringes (ACSs) are newly adopted for delivering blood samples and reference fluid into a T-shaped
microfluidic channel. Under fluid delivery with two ACS, the flow rate of each fluid is not specified
over time. To obtain velocity fields of reference fluid consistently, RBCs suspended in 40% glycerin
solution (hematocrit = 7%) as the reference fluid is newly selected for avoiding RBCs sedimentation
in ACS. A calibration curve is obtained by evaluating the relationship between averaged velocity
obtained with micro-particle image velocimetry (µPIV) and flow rate of a syringe pump with respect to
blood samples and reference fluid. By installing the ACSs horizontally, ESR is obtained by monitoring
the image intensity of the blood sample. The averaged velocities of the blood sample and reference
fluid (<UB>, <UR>) and the interfacial location in both fluids (αB) are obtained with µPIV and digital
image processing, respectively. Blood viscosity is then measured by using a parallel co-flowing
method with a correction factor. The ESR is quantified as two indices (tESR, IESR) from image intensity
of blood sample (<IB>) over time. As a demonstration, the proposed method is employed to quantify
contributions of hematocrit (Hct = 30%, 40%, and 50%), base solution (1× phosphate-buffered saline
[PBS], plasma, and dextran solution), and hardened RBCs to blood viscosity and ESR, respectively.
Experimental Results of the present method were comparable with those of the previous method.
In conclusion, the proposed method has the ability to measure blood viscosity and ESR consistently,
under fluid delivery of two ACSs.

Keywords: blood viscosity; Erythrocyte sedimentation rate (ESR); T-shaped microfluidic channel;
air-compressed syringe (ACS); micro-particle image velocimetry

1. Introduction

Microcirculation plays a substantial role in regulating blood flows and exchanging substances
(gases, nutrients, and waste) between blood samples and peripheral tissues. Impaired microcirculation
commonly leads to organ failures or mortality [1]. There is a need for comprehensive research that offers
an insight that intrinsic properties and flow characteristics of blood samples share with microcirculatory
disorders such as hypertension, sickle cell anemia, and diabetes [2]. The previous study has reported
that biophysical properties of blood samples (hematocrit (Hct), viscosity, and erythrocyte sedimentation
rate (ESR)) are strongly correlated with coronary heart diseases [3]. Thereafter, the biophysical
properties of the blood sample have been studied extensively for the effective monitoring of circulatory
disorders [4–9].
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Under normal physiological conditions, red blood cells (RBCs) occupy 40–50% of blood volume.
As RBCs are the most abundant cells in the blood sample, the biophysical properties of the blood sample
are determined dominantly by properties of RBCs. The characteristics of RBCs, including morphology,
membrane viscoelasticity, and RBCs count, are evaluated by quantifying several biophysical properties
of blood samples, including viscoelasticity (or viscosity), deformability, and hematocrit. In that regard,
plasma proteins in blood samples induce RBC aggregation, which occurs at an extremely low shear
rate (i.e.,

.
γ = 1~10 s−1) [10] or stasis. Among the biophysical properties of blood samples, blood

viscosity is determined by several factors, including hematocrit, plasma viscosity, RBCs deformability,
and RBCs aggregation. Thus, their properties of blood samples are employed to monitor variations in
the characteristics of blood samples. At lower shear rates, RBC aggregation causes to increase blood
viscosity. At high shear rates, the deformation and alignment of RBCs lead to a decrease in blood
viscosity. In other words, blood viscosity provides information on aggregation and deformability
simultaneously. However, at extremely low shear rates, a syringe pump (SP) exhibits fluidic instability
and RBC sedimentation continuously occurs. A microfluidics-based viscometer does not provide
consistent values of blood viscosity. Conventionally, blood viscosity has been measured at sufficiently
high shear rates (i.e.,

.
γ> 10 s−1 [11,12] or

.
γ> 50–100 s−1 [13,14]), especially in microfluidic environments.

For the reason, blood viscosity obtained with a microfluidic device does not give sufficient information
on the contributions of plasma proteins to RBC aggregation. To evaluate variations in plasma proteins
consistently, it is additionally necessary to quantify RBCs aggregation or ESR.

A microfluidic device has several advantages, including small volume consumption,
fast measurement, easy sample handling, high sensitivity, and disposability. Thus, it has been widely used
to measure various biophysical properties of blood samples (i.e., blood viscosity [15], RBCs aggregation [16],
RBCs deformability [17,18], and hematocrit [19]).

The previous methods for measuring blood viscosity are conveniently divided into three categories
(i.e., driving sources, devices, and quantification techniques). First, extrinsic driving sources such as
SPs [20], pressure sources, and hand-held pipettes [13] have been suggested for delivering a blood
sample into a specific device. Additionally, intrinsic driving sources such as capillary force (or surface
tension) [21,22] and gravity force [23] have been applied to supply blood samples into a device.
Second, various devices such as a microelectromechanical system (MEMS)-based microfluidic device,
a 3D-printed microfluidic device [13,24], and a paper-based device [25] have been suggested for
inducing blood flow in a specifically constrained direction. Third, quantification techniques such as
advancing meniscus (i.e., variations of a blood column over time) [15,22,26,27], the falling time of a
metal sphere in a tube [28], electric impedances (i.e., resistance, capacitance) [29,30], droplet length [31],
digital flow compartment with a microfluidic channel array [11,12], interface detection in co-flowing
streams [32,33], and reversal flow switching in a Wheatstone bridge analog of a fluidic circuit [14] have
been suggested to measure blood viscosity.

To measure RBCs aggregation in microfluidic environments, a blood sample is placed into a
microfluidic channel. By applying shear stress to the blood sample with external driving systems
(i.e., an SP [34], pinch valve [16], or stirring motor [35]), the RBCs in the blood sample are aggregated
or disaggregated, depending on the shear rate. Several quantification methods, such as light
intensity (i.e., transmission, and back-scattering) [16], electrical conductivity [36,37], microscopic
RBC images [38–40], ultrasonic images [41], and optical tweezers [42] have been suggested for obtaining
temporal variations of RBCs aggregation. As another approach, RBC aggregation can be quantified by
measuring the sedimentation distances of RBCs in a blood sample during a specific duration (i.e., ESR).
Unlike the conventional Westergren ESR method, a microfluidic-based ESR measurement is quantified
by measuring the conductivity of the blood sample in a PDMS chamber with a square cross-section
(i.e., each side = 4 mm, depth = 5 mm) [43]. Owing to the continuous ESR in the driving syringe,
RBC-free regions (or depleted regions) expand from the top layer with an elapse of time. The blood
sample is supplied into a microfluidic device from the top layer of the driving syringe. To monitor
blood flows in the microfluidic channel, microscopic images are sequentially captured with a high speed
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camera. Image intensity of each microscopic image is calculated over time by conducting digital image
processing. The ESR is then evaluated by quantifying temporal variations of the image intensity [44].

To measure blood viscosity and RBC aggregation inexpensively, two SPs should be replaced with
an inexpensive and disposable delivery system. To remove the syringe pump, single ACS is suggested
to infuse the blood sample into a microfluidic device for measuring pressure and RBCs aggregation
over continuously varying flow rates [45]. In this study, the ultimate goal of this study is to measure
blood viscosity and RBC aggregation (or ESR), without two SPs.

In this study, a simple method for measuring blood viscosity and ESR is proposed. It involves the
quantification of the interfacial location in a co-flowing channel and microscopic image intensity of
blood sample flowing in a microfluidic device. Two air-compressed syringes (ACSs) are employed to
simultaneously deliver the blood sample and reference fluid. Based on an ACS for delivering blood
samples as suggested in previous studies [46,47], two ACSs are suggested to deliver blood samples and
reference fluid simultaneously. Since the flow rates of both fluids are not specified under fluid delivery
with the ACSs, it is necessary to quantify them with a time-resolved micro-particle image velocimetry
(µ-PIV) technique. Based on a parallel co-flowing method with a correction factor [32], the blood
viscosity is measured by monitoring the interfacial location in a co-flowing channel. Unlike the
previous studies [46,47], two ACSs are installed horizontally to measure ESR effectively. Continuous
sedimentation in the ACS causes an expansion of an RBC-free layer from the top layer. When blood
samples are delivered to the blood channel from the ACS, the populations of RBCs (or hematocrit) are
reduced over time. Since a continuous ESR contributes to increasing microscopic image intensity of
blood flows, the ESR can be quantified by monitoring the image intensity of the blood sample.

When compared to previous methods that have the ability to measure blood viscosity under
fluid delivery with syringe pumps, two syringe pumps are replaced by two ACSs as a novelty of this
method. Here, a 40% glycerin solution is newly selected as the reference fluid. RBCs as fluid tracers
are added into reference fluid. Velocity fields of both fluids are obtained consistently over time by
conducting a time-resolved micro-PIV technique.

By installing the ACSs horizontally, the continuous ESR inside the ACS is filled with the blood
sample causing it to expand RBC-free regions. As RBCs aggregation tends to increase substantially
at lower hematocrit or lower velocity, it contributes to increasing the image intensity of blood
samples. Thus, it is possible to evaluate the ESR by monitoring the microscopic image intensity of the
blood sample.

2. Materials and Methods

2.1. Fabrication of Microfluidic Device and Experimental Procedure

A microfluidic device for measuring blood viscosity and ESR consisted of two inlets (a, b),
one outlet (a), and a T-shaped channel (width = 250 µm, depth = 20 µm), as shown in Figure 1A-a.
The T-shaped channel was composed of a blood channel, a reference channel, and a co-flowing channel.
When analyzing the velocity fields of each fluid, the T-shaped channel does not require to align
each microscopic image in the horizontal direction. Conventional micro-electromechanical-system
techniques, such as photolithography and deep reactive ion etching (DRIE), were employed to fabricate
4-inch silicon mold. To peel off PDMS block from the master mold easily, plasma surface treatment
was conducted after the DRIE process [48]. PDMS elastomer (Sylgard 184, Dow Corning, Midland,
MI, USA) was mixed with a curing agent at a ratio of 10:1. After positioning the mold on a petri dish,
the PDMS mixture was poured into the mold. Air bubbles dissolved in the PDMS were removed by
operating a vacuum pump (WOB-L Pump, Welch, Gardner Denver, Milwaukee, WI, and USA) for 1
h. After curing the PDMS in a convective oven at 70 ◦C for 1 h, a PDMS block was peeled off from
the mold. It cut with a razor blade. Two inlets and outlets were punched with a biopsy punch (outer
diameter = 1.0 mm). After treating the surfaces of the PDMS block and a glass slide with an oxygen
plasma system (CUTE-MPR, Femto Science Co., Gyeonggi-do, Korea), the PDMS block was bonded on
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a glass substrate. A microfluidic device was finally prepared by placing it on a hotplate at 120 ◦C for
10 min.
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image velocimetry (PIV) technique. (C) As a preliminary demonstration, blood sample (normal RBCs 
in 10 mg/mL dextran solution (Hct = 50%)) and reference fluid (RBCs in 40% glycerin solution (Hct = 
7%)) were delivered to each inlet with two ACSs. (a) Microscopic images captured at a specific time 
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First, blood viscosity was evaluated from three parameters (UB, UR, and αB) obtained within Tst. 
Second, the ESR of the blood sample was evaluated from <IB> obtained above Tst. 
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connected to the individual syringe needle of the ACS. The outlet of each ACS was clamped with a 
pinch valve. The other tube (L2) (length = 200 mm, inner diameter = 500 μm, and thickness = 500 μm) 
was tightly fitted into outlet (a). The end of the tube (L2) was connected to a waste dish. To remove 
air bubbles and avoid non-specific binding of plasma proteins to the inner surface of the channels, 

Figure 1. Proposed method for measuring blood viscosity and erythrocyte sedimentation rate (ESR)
under fluid delivery of two air-compressed syringes (ACSs). (A) Schematic diagram of the proposed
technique, including a microfluidic device, two ACSs, and an image acquisition system. (a) A
microfluidic device consisting of two inlets (a,b), one outlet (a), and a T-shaped channel (i.e., blood
channel, reference channel, and co-flowing channel). (b) Two ACSs for delivering blood samples
and reference fluid. Each ACS was composed of a disposable syringe (~1 mL), a fixture, and a pinch
valve. (c) The microfluidic device is located in an optical image acquisition system composed of optical
microscopy with a 20× objective lens (NA = 0.4), and a high-speed camera. The camera had a frame rate
of 5 kHz and captured sequential snapshots at an interval of 1 s. (B) Three regions-of-interest (ROIs)
were selected for evaluating four parameters (<IB>, UB, UR, and αB). <IB> and αB were obtained
by conducting digital image processing. UB and UR were obtained by conducting a micro-particle
image velocimetry (PIV) technique. (C) As a preliminary demonstration, blood sample (normal RBCs
in 10 mg/mL dextran solution (Hct = 50%)) and reference fluid (RBCs in 40% glycerin solution (Hct
= 7%)) were delivered to each inlet with two ACSs. (a) Microscopic images captured at a specific
time (t) (t = 50, 300, 600, 900, 1200, and 1500 s). (b) Temporal variations of <UB> and <UR>. (c)
Temporal variations of <IB> and αB. Separation time (Tst) was obtained as the time when <IB> started
to increase. First, blood viscosity was evaluated from three parameters (UB, UR, and αB) obtained
within Tst. Second, the ESR of the blood sample was evaluated from <IB> obtained above Tst.

As shown in Figure 1A-b, two polyethylene tubes (L1) (length = 300 mm, inner diameter = 500 µm,
and thickness = 500 µm) were tightly fitted into two inlets (a, b). The end of each tube was connected
to the individual syringe needle of the ACS. The outlet of each ACS was clamped with a pinch valve.
The other tube (L2) (length = 200 mm, inner diameter = 500 µm, and thickness = 500 µm) was tightly
fitted into outlet (a). The end of the tube (L2) was connected to a waste dish. To remove air bubbles
and avoid non-specific binding of plasma proteins to the inner surface of the channels, the channel was
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filled with bovine serum albumin (BSA) solution (CBSA = 2 mg/mL) through outlet (a). After an elapse
of 10 min, the microfluidic channel was newly filled with 1× PBS.

Based on the concept of ACS as reported in a previous study [45], two ACSs were employed to
deliver the blood sample and reference fluid into the microfluidic device. Figure A1A (Appendix A)
showed two ACSs filled with the blood sample (Hct = 50%) and reference fluid (RBCs suspended in
40% glycerin solution (Hct = 7%)). Each ACS was composed of a disposable syringe (~ 1 mL), a fixture,
and a pinch valve. Two pinch valves were used to stop or allow the fluid flow of each fluid. Each ACS
was placed horizontally on the stage of the optical microscope and fixed with an adhesive tape. Here,
an angle of inclination of the ACS only depended on an individual fixture. It was certain that the
installation angle of the ACS remained identical because the same fixture of the ACS was used for
all experiments.

As shown in Figure A1B (Appendix A), the operation of each ACS was classified into five steps:
(1) piston movement at the lowest position forward at t = t1, (2) air suction by moving the piston to
0.7 mL backward at t = t2, (3) blood suction by moving the piston to 0.3 mL backward at t = t3, (4) air
compression by moving the piston to 0.3 mL forward at t = t4, and (5) blood delivery by removing the
pinch valve at t = t5. As the air cavity inside the ACS was compressed to 0.3 mL, internal pressure
increased substantially above atmospheric pressure. Similarly, the reference fluid was sucked into
the syringe. The remainder of the procedure was the same as blood delivery. By removing two pinch
valves, blood sample and reference fluid were delivered to the corresponding inlets because pressure
difference increased inside the ACS.

The microfluidic device was positioned on an optical microscope (BX51, Olympus, Tokyo, Japan)
equipped with a 20× objective lens (NA = 0.4). As shown in Figure 1A-c, a high-speed camera
(FASTCAM MINI, Photron, Tokyo, Japan) was used to obtain sequential microscopic images of the
blood sample and reference fluid flowing in the microfluidic channels. The camera offered a spatial
resolution of 1280 × 1000 pixels. Each pixel corresponded to 10 µm physically. A function generator
(WF1944B, NF Corporation, Yokohama, Japan) triggered the high-speed camera at an interval of 1 s.
Then, two microscopic images were captured at a frame rate of 5 kHz.

To minimize the effect of temperature on blood viscosity, all experiments were conducted at a
room temperature of 25 ◦C. Contributions of two factors (i.e., humidity, and atmospheric pressure) to
the present method were neglected. After the blood sample was injected into an ACS, the blood sample
did not contact with environment air. Additionally, the ACS was operated by pressure difference
(∆P) between pressure inside ACS (PACS) and atmosphere pressure (Patm) (i.e., ∆P = PACS − Patm) [47].
The pressure difference depended on air volume inside the ACS (i.e., gauge pressure), rather than
atmospheric pressure.

2.2. Quantification of Microscopic Image Intensity, Blood Velocity Fields, and Interfacial Location

First, blood viscosity was obtained by quantifying the velocity fields of blood sample flowing
in the blood channel, the velocity fields of reference fluid flowing in the reference channel, and the
interface location between two fluids flowing in the co-flowing channel.

RBCs as fluid tracers were added into reference fluid to obtain the velocity fields of the reference
fluid. To measure velocity fields of reference fluid consistently, RBCs should be distributed uniformly
in reference fluid during experiments. According to previous studies [1,2], when reference fluid was
prepared by adding RBCs into 1× PBS and filled into the ACS, sedimentation of RBCs in ACS occurred
continuously over time. RBCs in reference fluid did not flow uniformly over time. After a certain lapse
of time, there were no fluid tracers in reference fluid. It was then impossible to obtain the velocity
fields of the reference fluid. To resolve the critical issue, a 40% glycerin solution was carefully selected
as a base solution in reference fluid. Additionally, to minimize contributions of RBCs to velocity fields
and viscosity, hematocrit of RBCs added into reference fluid was fixed at Hct = 7%.

As shown in Figure 1B, an ROI (300 × 300 pixels) was selected to obtain the velocity fields of the
blood sample flowing in the blood channel. Another ROI with 300 x 300 pixels was selected to obtain
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the velocity fields of the reference fluid flowing in the reference channel. By conducting a time-resolved
µPIV technique, the velocity fields of the blood sample (UB) across the blood channel width were
obtained over time. Additionally, velocity fields of the reference fluid flow (UR) across the reference
channel width were obtained over time. The size of the interrogation window was selected as 64 × 64
pixels. The window overlap was set to 75%. The velocity fields were validated and corrected with a
median filter. The averaged velocities (<UB>, <UR>) of both fluids were calculated as an arithmetic
average over the specific ROI. To obtain the interface (i.e., blood sample-filled width) in the co-flowing
channel (αB), an ROI with 300 × 400 pixels was selected in the co-flowing channel. A gray-scale
microscopic image was converted into a binary image by adopting Otsu’s method [49]. By conducting
an arithmetic average over the ROI, variations of the interfacial location in the co-flowing channel (αB)
were obtained over a period of time.

Second, the ESR was evaluated by quantifying the microscopic image intensity of the blood
sample flowing in the blood channel. To evaluate the microscopic image intensity of blood flows, and
ROI with 300 x 300 pixels was selected in the blood channel. The image intensity of the blood sample
flowing in the blood channel was obtained by conducting digital image processing with a commercial
software package (Matlab 2019, Mathworks, Natick, MA, USA). An averaged value of microscopic
image intensity (<IB>) was obtained by performing an arithmetic average of image intensity over the
specific ROI.

2.3. Quantification of Blood Viscosity and ESR

As a preliminary demonstration, blood samples (normal RBCs suspended in specific dextran
solution (10 mg/mL), Hct = 50%) and reference fluid were delivered to the corresponding inlets (a, b)
under the fluid delivery with two ACSs. To visualize the velocity fields of the reference fluid flowing
in the reference channel, the reference fluid was prepared by adding normal RBCs (Hct = 7%) into a
40% glycerin solution.

Figure 1C-a showed microscopic images captured at specific times (t) (t = 50, 300, 600, 900,
1200, and 1500 s). Above t = 600 s, the populations of RBCs flowing in the blood channel decreased
substantially over time. As shown in Figure 1C-b, temporal variations of UB and UR were obtained by
conducting the µPIV technique. As the pressure difference between the inner pressure and atmospheric
pressure tended to decrease over time in the ACS, the averaged velocity of the reference fluid (<UR>)
tended to decrease stably over time. However, owing to the continuous ESR inside the ACS, an RBC-free
liquid was observed in a tube, as shown in Figure A1C (Appendix A). The averaged velocity of the
blood sample (<UB>) varied unstably above t = 400 s. Figure 1C-c showed the temporal variations in
the image intensity of the blood sample flowing in the blood channel (<IB>), and the interface between
the two fluids in the co-flowing channel (αB). Similar to UB, the continuous ESR inside the ACS led to
unstable behaviors in <IB> and αB. In this study, the separation time when unstable behavior began
was denoted as Tst. At t < Tst, three factors (<UB>, <UR>, and <αB>) exhibited stable variations over
time. Thus, the blood viscosity was quantified from the three factors (<UB>, <UR>, and αB). For a
rectangular channel with an extremely low aspect ratio, an approximate formula of fluidic resistance
was derived approximately as R =

12 µB L
w h3 . A co-flowing channel was filled with a blood sample and

reference fluid, respectively. For simple mathematical representation, both streams were represented
as two fluidic resistances connected in parallel. The corresponding fluidic resistance for each fluid was
derived as RB =

12 µB L
WαBh3 for a blood sample, and RR =

12 µR L
W(1−αB) h3 for reference fluid. Here, µR meant the

viscosity of the reference fluid. As both fluids had the same pressure drop (i.e., ∆P = RB·QB = RR·QR),
blood viscosity formula (µB) was derived as µB = µR ×

(
αB

1−αB

)
×

(QR
QB

)
. Here, QB and QR represented the

flow rate of the blood sample and reference fluid, respectively. The simple mathematical model did not
account for real boundary conditions in co-flowing flows. Thus, to compensate for the deviation from
the real boundary condition, the previous study included a correction factor in the analytical formula of
blood viscosity. According to the blood viscosity formula reported in a parallel co-flowing method with
a correction factor [32], the blood viscosity formula (µB) was modified as µB = C f ×µR ×

(
αB

1−αB

)
×

(QR
QB

)
.
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Since the correction factor (Cf) was varied depending on the channel size, a numerical simulation was
conducted to determine the correction factor. Based on a procedure discussed in a previous study [32],
a numerical simulation using commercial computational fluid dynamics (CFD) software (CFD ACE+,
ESI Group, Paris, France) for a rectangular channel (width = 250 µm, depth = 20 µm) was conducted to
obtain the viscosity of the test fluid with respect to the interface. For convenience, it was assumed
that the reference fluid and test fluid behaved as Newtonian fluids. Both fluids had the same value,
as µref = µtest = 1 cP. The interface between both fluids was relocated by varying the flow rate ratio of
the reference fluid to test fluid. As shown in Figure A2A (Appendix A), when the interface moved
from center line (αx = 0.5) to each wall (i.e., αx = 0 or 1), the blood viscosity without the correction
factor (i.e., µn) showed a large deviation when compared with the viscosity of the test fluid (µtest = 1
cP). Considering that the viscosity of the test fluid should have a constant value of µtest = 1 cP with
respect to the interface, the correction factor (Cf) could be obtained by reciprocating µn with respect to
αx (i.e., Cf = 1/µn). By conducting a regression analysis, the variations of the correction factor with
respect to the interface were obtained as C f = 9.7212αx

4 − 19.442αx
3 + 15.687αx

2 − 5.9659αx + 1.8992
(R2 = 0.9968). As shown in Figure A2B (Appendix A), to validate Cf, the viscosities of the test fluid
were given as (a) µtest = 1 cP and (b) µtest = 4.08 cP. The flow rates of both fluids were the same, at 1
mL/h (i.e., Qref = Qtest = 1 mL/h). By applying the correction factor, the viscosities of the test fluids were
determined as 1 cP and 4.14 cP, respectively. From the results, it was found that the parallel co-flowing
method with the correction factor had the ability to measure the viscosity of a test fluid within 1.4%
of a normalized difference. However, at t > Tst, the continuous ESR inside the ACS caused unstable
behaviors in blood flows. To quantify the ESR, two indices (i.e., IESR, TESR) were suggested from <IB>

and Tst, as shown in Figure 5. Based on previous studies [45,50], one ESR index (IESR) was suggested

simply by integrating <IB> from t = Tst to t = Tend (i.e., IESR =
∫ t=Tend

t=Tst
< IB >dt). Here, Tend represented

the end time of each experiment. Additionally, TESR = Tst − Ti. Ti indicated the initial time when the
blood sample started to fill the blood channel.

From the preliminary demonstration, four factors (<UB>, <UR>, αB, and <IB>) could be effectively
employed to obtain the blood viscosity and ESR when two ACSs were employed to deliver the blood
sample and reference fluid into a microfluidic device.

2.4. Selection of Base Solution in Reference Fluid

To visualize the velocity fields of the reference fluid, RBCs were added into the reference fluid as
fluid tracers. Glycerin solution was suggested as a reference fluid to minimize the sedimentation of
RBCs inside the ACS. According to a previous study [51], the density (ρ) and viscosity (µ) increased
at higher concentrations of glycerin solution as shown in Figure A3A (Appendix A). To evaluate the
sedimentation rate of the RBCs added into the reference fluid, a simple ESR tester was prepared by using
a disposable syringe (~1 mL) as shown in Figure A3C (Appendix A). The disposable syringe was fitted
vertically into a hole (outer diameter = 4 mm) of the PDMS block. The outlet of the hole was closed with
3M adhesive tape. The syringe was filled with a specific concentration of glycerin solution (~0.5 mL).
A 50 µL RBCs droplet was dropped into a specific concentration of glycerin solution. To monitor the
sedimentation rate of the RBCs droplet in the simple ESR tester, snapshots were captured at an interval
of 1 s with a smartphone camera (Galaxy A5, Samsung, Korea). As shown in Figure A3B (Appendix A),
temporal variations of sedimentation height (H) were obtained by varying the concentration of the
glycerin solution (Cglycerin) (Cglycerin = 5%, 10%, 20%, 30%, and 40%). Figure A3C (Appendix A) showed
sedimentation of the RBCs droplet in 30% glycerin solution over time (t) (t = 0, 156, 192, 249, 259, 270,
and 275 s). From the results, the RBCs droplet in the 40% glycerin solution remained nearly identical at
the upper position, even without sedimentation. Furthermore, considering that the densities of normal
RBCs range from 1090 kg/m3 to 1106 kg/m3 [52], the reference fluid was selected as a 40% glycerin
solution (Cglycerin = 40%), because its density was greater than that of the RBCs.
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2.5. Statistical Analysis

The statistical significance was evaluated by conducting statistical analyses with a commercial
software package (Statistical Package for the Social Sciences (SPSS) Statistics version 24, IBM Corp.,
Armonk, NY, USA). Two ESR indices (IESR, TESR) and blood viscosity (<µB>) obtained by the present
method were compared with results reported in a previous study (i.e., blood viscosity: µB, ESR
index: SEAI). An analysis of variance (ANOVA) test was applied to verify significant differences
between comparative results. A linear regression analysis was conducted to verify the correlations
between two parameters. All experimental results were expressed as mean ± standard deviation.
If the p-value was less than 0.05, the experimental results exhibited significant differences within a 95%
confidence interval.

3. Results and Discussion

3.1. Contribution of RBCs Added into Reference Fluid to Viscosity and Velocity Fields

To evaluate the effects of the RBCs added into the reference fluid on fluid viscosity, the viscosity
of the reference fluid was measured by varying the volume of the RBCs added to the reference fluid
(i.e., hematocrit [Hct]). In that regard, a 1× PBS was delivered to the blood channel (i.e., left-side
channel) at a constant flow rate of QPBS = 1 mL/h with a syringe pump (SP) (neMESYS, Centoni Gmbh,
Germany). The hematocrit (Hct) of the reference fluid was adjusted to Hct = 3%, 5%, 7%, and 9% by
adding normal RBCs into the 40% glycerin solution. The reference fluid was delivered to the reference
channel (i.e., right-side channel) at a constant flow rate of Qglycerin = 1 mL/h with an SP. Figure 2A
showed microscopic images for evaluating the interfacial location in the co-flowing channel with
respect to Hct ((a) Hct = 0%, (b) Hct = 3%, (c) Hct = 5%, (d) Hct = 7%, and (e) Hct = 9%). To verify the
contribution of the hematocrit in the reference fluid to the velocity fields (UR), the velocity fields of the
reference fluid were obtained across the reference channel width with respect to Hct. As shown in
Figure 2B-a, a variation of the velocity profile (UR) was obtained across the reference channel width with
respect to Hct. The inset showed the microscopic image and velocity profile of the reference fluid with
Hct = 3%. From the results, the velocity profile did not show a distinctive difference depending on the
hematocrit. Figure 2B-b showed variations of the averaged velocity of the reference fluid (<UR>) with
respect to Hct. The hematocrit in the reference fluid did not contribute to varying <UR> significantly.
As shown in Figure 2C-a, the variations of the interface in the co-flowing channel (αR) and the viscosity
(µR) were obtained with respect to Hct. The interface and viscosity remained constant as αR = 0.771 ±
0.003 and µR = 3.868 ± 0.068 cP for the reference fluid, with up to 9% hematocrit. From the results, it
could be observed that providing up to a 9% hematocrit in the reference fluid did not significantly
contribute to increasing the viscosity of the reference fluid. In addition, as shown in Figure A3A
(Appendix A), an empirical formula [51] indicated that a 40% glycerin solution without any RBCs had
a viscosity value of 4.07 cP. Based on the parallel co-flowing method with the correction factor [32], the
viscosity of the reference fluid was measured consistently within a 5% difference when compared with
the empirical formula. Furthermore, a previous flow-switching method [14] was employed to measure
the viscosity of the reference fluid with respect to hematocrit. The inset of Figure 2C-b showed reversal
flow-switching in the junction channel for the reference fluid with Hct = 7%. By increasing the flow
rate of the 1× PBS (QPBS) from QPBS = 1 mL/h to QPBS = 3.1 mL/h, the hydrodynamic balancing in
both side channels caused to reverse flow direction from left direction to right direction (i.e., reversal
flow-switching phenomena) [14]. In other words, the junction channel was filled with blood at QPBS
= 1 mL/h. However, it was filled with 1× PBS at QPBS = 3.1 mL/h. Based on the viscosity formula
suggested in the flow-switching method, the viscosity of the reference fluid was quantified as µR =

3.1 ± 0.05 cP. As shown in Figure 2C-b, the viscosity obtained by both methods remained stable, with
respect to hematocrit. Similar to the case in the parallel co-flowing method with the correction factor,
the results of the flow-switching method indicated that the RBCs added into the reference fluid did not
contribute to varying the viscosity within 9% hematocrit. The viscosity obtained by the flow-switching
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method was underestimated by approximately 20% when compared with that obtained by the parallel
co-flowing method with the correction factor. From these results, in this study, the reference fluid was
prepared by adding normal RBCs (Hct = 7%) into a 40% glycerin solution throughout all experiments.
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Figure 2. Contributions of RBCs added into the reference fluid to viscosity. 1× PBS was delivered to
the blood channel at a constant flow rate of 1 mL/h with a syringe pump (SP). The hematocrit (Hct) of
reference fluid was adjusted by adding normal RBCs into 40% glycerin solution (Hct = 0, 3%, 5%, 7%,
and 9%). The reference fluid was delivered to the reference channel at a constant flow rate of 1 mL/h
with an SP. (A) Microscopic images for obtaining interface (αR) in co-flowing channel with respect
to Hct ((a) Hct = 0, (b) Hct = 3%, (c) Hct = 5%, (d) Hct = 7%, and (e) Hct = 9%). (B) Contributions of
hematocrit in reference fluid to velocity fields (UR). (a) Variation of velocity fields (UR) across reference
channel width with respect to Hct. The inset showed a microscopic image and a velocity profile of
the reference fluid with Hct = 3%. (b) Variations of <UR> averaged over a region of interest (ROI)
with respect to Hct. (C) Effect of Hct in reference to fluid on viscosity (µR). (a) Variations of αR and µR

with respect to Hct. (b) Comparison between the proposed method (i.e., the parallel-flow method with
correction factor) and previous method (i.e., flow-switching method) with respect to Hct.

3.2. Relationship between Flow Rate of Syringe Pump and Averaged Velocity Obtained by µPIV

To obtain blood viscosity, the flow rates of the blood sample and reference fluid should be
measured from the averaged velocity obtained by conducting the µPIV technique. In other words,
there was a need to obtain the relationship between the flow rate delivered by the SP (Qsp) and the
averaged velocity obtained by conducting the µPIV technique (<U>).
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The hematocrit of the blood sample was adjusted to Hct = 30%, 40%, and 50% by adding normal
RBCs into the base solution (1× PBS, plasma). Using two SPs, the flow rate of each fluid decreased
stepwise from Qsp = 1.5 mL/h to Qsp = 0.1 mL/h, at an interval of 0.2 mL/h. With respect to each
flow rate, the SP had been operated for 8 min. The blood sample was prepared by adding normal
RBCs into plasma. As shown in Figure 3A-a, temporal variations of the averaged velocity (<UB>) and
the flow rate of the SP (Qsp) were obtained by varying the hematocrit. At a higher flow rate of Qsp,
the hematocrit contributed to decreasing <UB>. At a lower flow rate of Qsp, <UB> remained constant,
without contribution from the hematocrit. By changing the base solution from plasma to a 1× PBS,
temporal variations of <UB> and Qsp were obtained with respect to Hct. As shown in Figure 3A-b,
the variations of <UB>, with respect to hematocrit, were very similar to those of a blood sample
composed of plasma. By averaging <UB> with respect to Qsp, <UB> was quantified as mean ± standard
deviation with respect to Qsp. To determine the relationship between <UB> and Qsp, a scatter plot was
used to plot <UB> on a vertical axis and Qsp on a horizontal axis. Figure 3A-c showed variations of
<UB> with respect to Qsp and Hct in a blood sample composed of plasma. For example, <UB> was
estimated as about 30 mm/s for Qsp =1.3 mL/h. Based on formula of flow rate (i.e., QµP = <UB>Ac,
Ac = w x h), flow rate obtained by µPIV was estimated as QµPIV = 0.54 mL/h. When compared with
Qsp =1.3 mL/h, the normalized difference between Qsp and QµPIV was estimated as 59%. In this study,
instead of the flow rate formula, the flow rate of the blood sample or reference fluid was estimated
from the calibration formula obtained in advance. Thus, it was necessary to determine the relationship
between velocity (<UB>) and Qsp. A regression analysis was conducted by assuming the regression
formula as a quadratic model. Regression formulas between <UB> and Qsp with respect to Hct were
obtained, as shown inside of Figure 3A-c. The regression formulas for each hematocrit were obtained
as <UB> = −5.027 Qsp

2 + 30.279 Qsp (R2 = 0.998) for Hct = 30%, <UB> = −6.262 Qsp
2 + 30.660 Qsp (R2 =

0.999) for Hct = 40%, and <UB> = −5.916 Qsp
2 + 29.137 Qsp (R2 = 0.999) for Hct = 50%. Figure 3A-d

showed variations of <UB> with respect to the Qsp and Hct in a blood sample composed of 1× PBS.
From the regression analysis, as shown inside Figure 3A-d, the regression formulas for each hematocrit
were obtained as <UB> = −4.850 Qsp

2 + 30.791 Qsp (R2 = 0.998) for Hct = 30%, <UB> = −7.897 Qsp
2

+ 33.519 Qsp (R2 = 1.000) for Hct = 40%, and <UB> = −5.717 Qsp
2 + 29.286 Qsp (R2 = 0.999) for Hct

= 50%. For the same hematocrit, the base solution (i.e., plasma or 1× PBS) did not contribute to
varying the coefficients of the quadratic formula (i.e., normalized difference < 4% except Hct = 40%).
However, for the same base solution, the coefficients of a quadratic model varied significantly with
respect to hematocrit.

A regression formula between Qsp and <UR> for the reference fluid (i.e., 40% glycerin solution)
with RBCs (Hct = 7%) was obtained by using a similar procedure to that used for the blood sample.
Figure 3B-a showed the temporal variations of Qsp and <UR> for the reference fluid. <UR> was
obtained as a mean ± standard deviation for a corresponding Qsp. When compared with the blood
sample, <UR> increased substantially, owing to the lower value of the hematocrit. As shown in
Figure 3B-b, variations of <UR> with respect to Qsp were represented by a scatter plot. From a
regression analysis, the regression formula between <UR> and Qsp was obtained as <UR> = −7.770
Qsp

2 + 37.127 Qsp (R2 = 0.9875).
From the results, the coefficients of the quadratic formula were varied significantly with respect to

hematocrit. However, the base solution (i.e., 1× PBS, or plasma) did not contribute to changing the
coefficients of the regression formula. Using regression formulae between Qsp and <UR> (or <UB>)
obtained in advance, the <UR> or <UB> obtained by conducting the µPIV technique was converted
into a flow rate (i.e., QB, QR, respectively).
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Figure 3. Calibration formula for the relationship between flow rate controlled by SP (Qsp) and averaged
velocity obtained by µPIV technique (<U>). Hematocrit (Hct) of blood was adjusted to Hct = 30%, 40%,
and 50% by adding normal RBCs into a base solution (1× PBS or plasma). With two syringe pumps,
the flow rate of each fluid decreased stepwise from Qsp = 1.5 mL/h to Qsp = 0.1 mL/h at an interval
of 0.2 mL/h. Each flow rate was maintained for 8 min. (A) Relationship between Qsp and <UB> with
respect to hematocrit and base solution. (a) Temporal variations in <UB> and Qsp of blood sample
(normal RBCs in plasma) with respect to Hct. (b) Temporal variations in <UB> and Qsp of blood sample
(normal RBCs in 1× PBS) with respect to Hct. (c) Regression formula between <UB> and Qsp of blood
sample (normal RBCs in plasma) with respect to Hct. (d) Regression formula between <UB> and Qsp of
blood sample (normal RBCs in 1× PBS) with respect to Hct. (B) Calibration formula of relationship
between Qsp and <UR> of reference fluid (40% glycerin solution with RBCs (Hct = 7%). (a) Temporal
variations of Qsp and <UR>. (b) Regression formula between <UB> and Qsp.

3.3. Quantitative Comparison of Blood Viscosity with Respect to Fluid Delivery System (ACS, SP)

Since the <UR> and <UB> obtained from the µPIV technique were converted into flow rates (QR and
QB) from regression formulae obtained in advance, the blood viscosity could be measured by monitoring
the interface (αB) in the co-flowing channel, under fluid delivery with an ACS. The blood viscosity
obtained by the ACS was quantitatively compared with one obtained by an SP. Blood samples (Hct = 30%,
40%, and 50%) were prepared by adding normal RBCs into the base solution (1× PBS, plasma).

Figure 4A-a showed the temporal variations of QR, QB, and αB for the blood sample (normal RBCs
in 1× PBS, Hct = 50%). In addition, Figure 4A-b depicted the temporal variations of QR, QB, and
αB for the blood sample (normal RBCs in plasma, Hct = 50%). Using the blood viscosity formula,
the blood viscosity was obtained by using the temporal variations of QR, QB, and αB. Here, the viscosity
of the reference fluid was given as µR = 4.08 cP by using measurement results reported in previous
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studies [14,51]. For a rectangular channel (width = w, depth = h) with a lower aspect ratio [32],
the formula of shear rate (

.
γ) was given as approximately

.
γ = 6QB

wh2 . The corresponding shear rate
of the blood viscosity obtained at a specific blood flow rate (QB) was estimated by using the shear
rate formula. A scatter plot was employed to plot µB on a vertical axis, and

.
γ on a horizontal axis.

As shown in Figure 4B-a, variations of µB were obtained with respect to the shear rate under fluid
delivery with the two ACSs. Here, the blood sample (Hct = 50%) was prepared by adding normal
RBCs into plasma or 1× PBS. The blood sample has behaved as a Newtonian fluid at sufficiently higher
shear rates (

.
γ > 103 s−1). From the experimental results, µB remained constant with respect to the

shear rate. By conducting an arithmetic average of µB over specific shear rates, the blood viscosity
was expressed as <µB> = mean ± standard deviation. The viscosity of the blood sample composed
of plasma (<µB, plasma> = 2.381 ± 0.042 cP) was significantly higher than that of the blood sample
composed of 1× PBS (<µB, PBS> = 1.845 ± 0.0573 cP). To compare with the blood viscosity obtained
under fluid delivery with two ACSs, the same blood samples were employed to measure the blood
viscosity under fluid delivery with two SPs. Two fluids (blood sample, reference fluid) were delivered
to each inlet of the microfluidic device, at the same flow rate (QB = QR).Micromachines 2020, 11, x FOR PEER REVIEW 12 of 23 
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constant with respect to the shear rate. The viscosity of the blood sample composed of plasma (<μB, 
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was obtained as a high value of R2 = 0.7037. Although two SPs were effectively used to deliver two 
fluids during measurement of blood viscosity, the arrangement included challenges, such as a bulky 

Figure 4. Quantitative comparison of blood viscosity for blood samples (normal RBCs in plasma and
PBS, Hct = 50%) with respect to the fluid delivery system (ACS, SP). (A) Variations of flow rates (QB, QR)
and interface (αB) with respect to the base solution (1× PBS, plasma). (a) Temporal variations of QB, QR,
and αB for a blood sample (normal RBCs in 1× PBS, and Hct = 50%). (b) Temporal variations of QB, QR,
and αB for a blood sample (normal RBCs in plasma, and Hct = 50%). (B) Variation of blood viscosity
depending on the base solution, hematocrit, and fluid delivery system (ACS and SP). (a) Variations of
blood viscosity (µB) of blood samples with respect to the base solution (1× PBS, plasma) and shear rate
under fluid delivery of ACS. (b) Variations of µB with respect to the base solution (1× PBS, plasma) and
shear rate under fluid delivery of two SPs. (c) Variations of <µB> with respect to base solution (1×
PBS, plasma), hematocrit (Hct = 30%, 40%, and 50%), and fluid delivery system (ACS, SP). <µB> was
quantified as <µB> = mean ± standard deviation by conducting an arithmetic average of µB obtained
over shear rates. (d) Correlation between blood viscosity obtained under ACS (<µB, ACS>) and blood
viscosity obtained under SP (<µB, SP>).

As represented in Figure 3A-a and Figure 3A-b, the flow rate of the SP (Qsp) decreased stepwise
from Qsp = 1.5 mL/h to Qsp = 0.1 mL/h at an interval of 0.2 mL/h. Each flow rate had been maintained
for 8 min. As shown in Figure 4B-b, variations in µB of the blood samples (normal RBCs in plasma
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and 1× PBS, Hct = 50%) were obtained with respect to the shear rate. The blood viscosity remained
constant with respect to the shear rate. The viscosity of the blood sample composed of plasma
(<µB, plasma> = 2.728 ± 0.0918 cP) was higher than that of the blood sample composed of 1× PBS
(<µB, PBS> = 2.109 ± 0.0429 cP). When compared with the blood viscosity obtained by the ACS,
blood viscosity obtained by the SP increased by approximately 12.5%. To determine the effects of
hematocrit on blood viscosity, variations of blood viscosity were obtained by varying the hematocrit
(Hct = 30%, 40%, and 50%), base solution (1× PBS, plasma), and fluid delivery system (ACS, SP).
Figure 4B-c showed the variations of <µB> with respect to Hct, base solution, and the fluid delivery
system. Under fluid delivery with an ACS, <µB> tended to increase with respect to Hct. Under fluid
delivery with an SP, there was no significant difference between Hct = 30% and Hct = 40%. The blood
viscosity increased at Hct = 50% when compared with Hct = 30% or 40%. To determine the correlation
between the blood viscosity obtained by the ACS (<µB, ACS>) and the blood viscosity obtained by the
SP (<µB, SP>), a scatterplot was used to plot <µB, ACS> on a vertical axis, and <µB, SP> on a horizontal
axis, as shown in Figure 4B-d. According to a linear regression analysis, <µB, ACS>was expressed as
<µB, ACS>= 0.5524 <µB, SP> + 0.7248 (R2 = 0.7037, p-value = 0.037). Here, p-value = 0.037 indicated
that a linear regression showed sufficient relationship between two viscosity values (i.e., <µB, ACS>

vs. <µB, SP>). In addition, R2 was obtained as a high value of R2 = 0.7037. Although two SPs were
effectively used to deliver two fluids during measurement of blood viscosity, the arrangement included
challenges, such as a bulky size and a high cost. From the correlation between <µB, ACS> and <µB, SP>,
it was found that the ACS can be effectively employed to deliver two fluids in the measurement of
blood viscosity. Thus, the blood viscosity can be measured consistently under fluid delivery with
two ACSs.

3.4. Quantitative Measurement of ESR with Respect to base Solution and Hematocrit

The ESR of the blood sample was evaluated by quantifying the microscopic image intensity of
the blood sample (<IB>) flowing in the blood channel. Two ESR indices (tESR, IESR) were suggested
by quantifying the temporal variations of <IB>. The blood samples (Hct = 30%, 40%, and 50%) were
prepared by adding normal RBCs into a base solution (1× PBS, plasma).

As shown in Figure 5A-a, variations of <IB> for the blood sample (normal RBCs in plasma) were
obtained with respect to Hct. <IB> tended to decrease at higher values of Hct. In addition, Tst tended
to be shorter at lower values of the hematocrit. To exclude the contribution of plasma protein to the
ESR, the plasma was replaced with the 1× PBS. As shown in Figure 5A-b, temporal variations of <IB>

for the blood sample (normal RBCs in 1× PBS) were obtained by varying Hct. <IB> tended to decrease
at higher values of Hct. With a certain elapse of time, <IB> remained constant. There was no existence
of separation time within 2000 s (i.e., Tst > 2000 s). The results indicated that the 1× PBS did not
sufficiently contribute to enhancing ESR when compared with plasma.

To quantify the ESR of the blood sample (normal RBCs in plasma) from <IB> as shown in
Figure 5A-a, two ESR indices (tESR, IESR) were obtained with respect to the hematocrit. Figure 5B-a
showed variations of tESR and IESR with respect to Hct. According to the results, tESR tended to increase
significantly with respect to hematocrit (p-value = 0.0004). IESR tended to decrease substantially with
respect to hematocrit (p-value = 0.001). Under blood delivery with the ACS, the RBCs tended to fall
down continuously inside the ACS, which was installed horizontally. Owing to the continuous ESR
inside the ACS, the populations of RBCs delivered to the blood channel decreased over time. Thus,
<IB> increased gradually over time, as shown in Figure 5A-a. However, when the plasma was replaced
with the 1× PBS, the blood sample did not exhibit an ESR inside the ACS. For this reason, after a
certain period of time, <IB> remained constant over time, as shown in Figure 5A-b. To quantitatively
compare with results reported in a previous study, two indices (tESR, IESR) and SEAI (previous ESR
index) [45] were plotted on a vertical axis and horizontal axis, respectively. SEAI exhibited larger
scatters than tESR or IESR. From the regression analysis, the linear regression exhibited higher values
of R2 = 0.7474~0.7755. The results indicated that the two ESR indices exhibited consistent variations
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with respect to hematocrit when compared with SEAI. Thus, the two ESR indices (tESR, IESR) can be
effectively used to evaluate the variation of ESR with respect to hematocrit.
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Figure 5. Evaluation of ESR for blood samples with respect to base solutions (1× PBS, and plasma)
and hematocrit (Hct = 30%, 40%, and 50%). (A) Variations of <IB> with respect to base solution and
hematocrit. (a) Temporal variations of <IB> of blood sample (normal RBCs in plasma) with respect to
Hct. (b) Temporal variations of <IB> of blood sample (normal RBCs in 1× PBS) with respect to Hct.
(B) Variations of two ESR indices (tESR, IESR) for blood sample (normal RBCs in plasma) with respect to
Hct. (a) Variations of tESR and IESR with respect to Hct. (b) Correlation between proposed ESR indices
(tESR, IESR) and previous ESR index (SEAI).

3.5. Variations of Blood Viscosity and ESR for Blood Samples Composed of Specific Dextran Solutions

A specific dextran solution as a base solution was prepared to enhance the ESR of the blood sample.
To exclude the contributions of hematocrit to ESR, the hematocrit of the blood sample was adjusted to
Hct = 50%. The blood samples were prepared by adding normal RBCs into specific concentrations
of dextran solution (i.e., Cdex = 0, 5, 10, 15, and 20 mg/mL). Cdex = 0 meant 1× PBS as control. As
shown in Figure 6A-a, temporal variations of QB were obtained with respect to Cdex. From the results,
the blood sample composed of dextran solution (Cdex <= 5 mg/mL) exhibited stable variations of QB
over time. However, above Cdex >= 10 mg/mL, the separation time (Tst) tended to reduce at higher
concentrations of the dextran solution. Figure 6A-b showed temporal variations of αB with respect to
Cdex. Similar to the case with QB, αB varied unstably above Cdex >= 10 mg/mL. Tst tended to be shorter
at higher concentrations of the dextran solution. By using stable variations of QB and αB obtained at t
< Tst, variations of µB were obtained with respect to the shear rate. As shown in Figure 6A-c, blood
viscosities were obtained at sufficiently higher shear rates (

.
γ > 103 s−1). They remained constant with

respect to the shear rate. Additionally, the blood viscosity tended to increase at higher concentrations
of the dextran solution. By averaging the µB values obtained at shear rates, the blood viscosity was
expressed as <µB> = mean ± standard deviation. Figure 6A-d showed variations of <µB> with respect
to Cdex and the fluid delivery system (ACS, SP). When compared with the results reported in a previous
study [45], the present results exhibited sufficiently consistent variations of <µB> with respect to Cdex.
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In addition, there was no significant difference between the ACS and SP. As shown in Figure 6A-e, to
determine the correlation between <µB> obtained by the proposed method (two ACSs) and µB obtained
by the previous method (two SPs) [45], a scatter plot was used to plot <µB> (proposed method) on a
vertical axis and µB (previous method) on a horizontal axis. According to linear regression analysis,
the high value of R2 = 0.9767 indicated that the proposed method could give comparable results
when compared with the previous method. Thus, ACSs could be effectively employed to deliver fluid
samples. After measuring the blood viscosity with respect to Cdex, the contributions of the dextran
solution to the ESR were evaluated by quantifying the image intensity of the blood sample flowing in
the blood channel (<IB>). As shown in Figure 6B-a, temporal variations of <IB> were obtained with
respect to Cdex. As a result, Tst was reduced at higher concentrations of the dextran solution. Using
<IB> with respect to Cdex, two ESR indices (tESR, IESR) were obtained with respect to Cdex. As shown
in Figure 6B-b, the ESR indices remained constant up to Cdex = 5 mg/mL. Above Cdex >= 10 mg/mL,
tESR tended to decrease substantially with respect to Cdex (p-value = 0.0001). IESR increased largely at
higher concentrations of dextran solution (p-value = 0.0001). To compare with the results reported in a
previous study [45], a scatterplot was used to plot tESR and IESR (i.e., proposed method) on a vertical
axis, and SEAI (i.e., previous method: periodic on-off control with an SP) on a horizontal axis. As
shown in Figure 6B-c, a linear regression analysis was conducted to determine the correlation between
the proposed method and the previous method. The higher value of R2 = 0.8202–0.8548 indicated that
the two ESR indices (tESR, IESR) gave comparable results when compared with the previous method.
Thus, the ESR indices can be effectively used to quantify the ESRs of blood samples.

3.6. Variations of Blood Viscosity and ESR for Blood Samples Composed of Hardened RBCs

As the last demonstration, the proposed method was applied to evaluate the contribution of
hardened RBCs to the ESR. As shown in Figure 5A-a, a blood sample (Hct = 50%) composed of plasma
did not contribute to variations in the ESR. To stimulate the ESR of a blood sample with a high value
of Hct = 50%, the plasma as a base solution was replaced with a specific concentration of dextran
solution (i.e., Cdex = 15 mg/mL). Hardened RBCs were prepared by sufficiently exposing normal RBCs
to specific concentrations of GA solution (CGA) (i.e., CGA = 0, 5, 10, and 15 µL/mL). CGA = 0 indicated
normal RBCs as control. The blood samples (Hct = 50%) were then prepared by adding hardened RBCs
into the specific dextran solutions.

Figure 7A showed the temporal variations of QB with respect to CGA. Tst tended to increase at
higher concentrations of the GA solution. At CGA = 15 µL/mL, QB tended to decrease stably over
time. Figure 7B showed the temporal variations of αB with respect to CGA. The variations of αB were
very similar to those of QB. At CGA = 15 µL/mL, αB remained constant after a certain period of time.
Figure 7C showed the temporal variations of <IB> with respect to CGA. Except for at CGA = 15 µL/mL,
<IB> tended to increase stably over time. Additionally, Tst tended to increase at higher concentrations
of the GA solution. By measuring three factors (QB, αB, and <IB>) simultaneously, the hardened blood
sample composed of hardened RBCs fixed with CGA = 15 µL/mL did not exhibit an ESR inside the ACS.
Thus, there were no significant variations of QB and αB. As shown in Figure 7D, variations of <µB>

were obtained with respect to CGA. <µB> tended to increase considerably with respect to CGA. As the
GA solution contributed to stiffening the RBCs’ membranes, it was reasonable that the blood viscosity
increased at higher concentrations of the GA solution. Figure 7E showed variations of the two ESR
indices (tESR, IESR) with respect to CGA. tESR tended to increase with respect to CGA. IESR tended to
decrease with respect to CGA.
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Figure 6. Measurement of blood viscosity and ESR for blood samples composed of specific concentrations
of dextran solution. Blood samples (Hct = 50%) were prepared by adding normal RBCs into various
concentration of dextran solution (Cdex) (i.e., Cdex = 0, 5, 10, 15, and 20 mg/mL). Cdex = 0 meant 1× PBS
as control. (A) Variations of blood viscosity with respect to Cdex. (a) Temporal variations of QB with
respect to Cdex. (b) Temporal variations of αB with respect to Cdex. (c) Variations of µB with respect to
shear rate and Cdex. (d) Variations of <µB> with respect to the Cdex and fluid delivery system (ACS, SP).
(e) Correlation between blood viscosity obtained by the proposed method and blood viscosity obtained
by the previous method. (B) Variations of ESR with respect to Cdex. (a) Temporal variations of <IB>

with respect to Cdex. (b) Variations of two ESR indices (tESR, IESR) with respect to Cdex. (c) Quantitative
comparison between the proposed method (tESR, IESR) and previous method (SEAI).

From the experimental results, it was found that the GA solution caused an increase in blood
viscosity. Furthermore, the proposed method had the ability to consistently measure blood viscosity
and ESR, under simultaneously fluid delivery from two ACSs.
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Figure 7. Measurement of blood viscosity and ESR and blood viscosity for blood samples composed of
hardened RBCs with glutaraldehyde (GA) solution. To prepare hardened RBCs from normal RBCs,
normal RBCs were sufficiently exposed to specific concentrations of GA solution (CGA) (CGA = 0, 5,
10, and 15 µL/mL). CGA = 0 meant normal RBCs as control. Blood sample (Hct = 50%) was prepared
by adding hardened RBCs into the dextran solution (Cdex = 15 mg/mL). (A) Temporal variations of
QB with respect to CGA. (B) Temporal variations of αB with respect to CGA. (C) Temporal variations
of <IB> with respect to CGA. (D) Variations of <µB> with respect to CGA. (E) Variations of two ESR
indices (tESR, IESR) with respect to CGA.

4. Conclusions

In this study, a simple method of measuring blood viscosity and ESR was demonstrated by
quantifying averaged velocities of a blood sample and reference fluid, where the blood sample and
reference fluid were delivered to a microfluidic device with two ACSs. According to the experimental
results, a 40% glycerin solution with RBCs (Hct = 7%) was selected as the reference fluid to obtain
velocity fields and avoid sedimentation of RBCs in the ACS. Using a calibration formulae between the
flow rate of an SP (Qsp) and the averaged velocity obtained by the µPIV technique (<UB>) in advance,
<UB> or <UR> was converted into QB or QR, respectively. As a demonstration, the proposed method
was employed to evaluate the contributions of the hematocrit (Hct = 30%, 40%, and 50%), base solution
(1× PBS, plasma, dextran solution), and hardened RBCs to the blood viscosity and ESR, respectively.
The results of the proposed method were comparable with those reported in previous studies that used
two SPs. From the experimental results, it could be concluded that the proposed method had the ability
to consistently measure blood viscosity and ESR under simultaneous fluid delivery with two ACSs.
However, image acquisition for quantifying blood flows in microfluidic channels was demonstrated
from the optical microscope and a high-speed camera. To resolve the issue, the proposed method
should be improved substantially by adopting a portable image acquisition system in the near future.
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Figure A1. Fabrication and operation of the air-compressed syringe. (A) Two air-compressed syringes 
(ACSs) filled with blood sample (Hct = 50%) and reference fluid (RBCs in 40% glycerin sol. [Hct = 7%]). 
Each ACS was composed of a disposable syringe (~ 1mL), a fixture, and a pinch valve. (B) Operation 
of ACS: piston movement at the lowest position forward at t = t1, air suction (VAir = 0.7 mL) by moving 
piston to 0.7 mL backward at t = t2, blood suction by moving piston to 0.3 mL backward (VB = 0.3 mL) 
at t = t3, air compression by moving piston to 0.3 mL forward (Vcomp = 0.3 mL) at t = t4, and blood 
delivery by removing pinch valve at t = t5. Similarly, the reference fluid was sucked into the syringe 
instead of blood. The remaining procedure was the same as blood delivery with the ACS. The blood 
sample and reference fluid were then delivered into the corresponding inlets with two ACSs. (C) 
Snapshots for showing RBC-free liquid in a tube under blood delivery using an ACS. Owing to the 
continuous erythrocyte sedimentation rate (ESR) inside the ACS, a red blood cell (RBC)-free liquid 
was observed in the microfluidic channel after a certain lapse of time. 

  

Figure A1. Fabrication and operation of the air-compressed syringe. (A) Two air-compressed syringes
(ACSs) filled with blood sample (Hct = 50%) and reference fluid (RBCs in 40% glycerin sol. [Hct = 7%]).
Each ACS was composed of a disposable syringe (~ 1mL), a fixture, and a pinch valve. (B) Operation of
ACS: piston movement at the lowest position forward at t = t1, air suction (VAir = 0.7 mL) by moving
piston to 0.7 mL backward at t = t2, blood suction by moving piston to 0.3 mL backward (VB = 0.3
mL) at t = t3, air compression by moving piston to 0.3 mL forward (Vcomp = 0.3 mL) at t = t4, and
blood delivery by removing pinch valve at t = t5. Similarly, the reference fluid was sucked into the
syringe instead of blood. The remaining procedure was the same as blood delivery with the ACS.
The blood sample and reference fluid were then delivered into the corresponding inlets with two ACSs.
(C) Snapshots for showing RBC-free liquid in a tube under blood delivery using an ACS. Owing to the
continuous erythrocyte sedimentation rate (ESR) inside the ACS, a red blood cell (RBC)-free liquid was
observed in the microfluidic channel after a certain lapse of time.
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Figure A2. A correction factor of the parallel flow method estimated by conducting a numerical 
simulation. (A) The polynomial formula of a correction factor (Cf) estimated from a numerical 
simulation. (B) Numerical simulation results for showing interfacial location depending on the 
viscosity of test fluid. (a) αx = 0.5 for μtest = 1 cP. Viscosity of test fluid was estimated as 1 cP by 
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Snapshots for showing sedimentations of RBCs droplet with elapsed time (t) (t = 0, 156, 192, 249, 259,
270, and 275 s). Here, the syringe was filled with a 30% glycerin solution.
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Appendix A.4. Blood Sample Preparation

According to the protocol approved by the Ethics Committee of Chosun University Hospital
(CUH) (CHOSUN 2018-05-11), all experimental procedures were conducted after confirming that the
procedures involved were appropriate and humane.

Human concentrated RBCs and fresh frozen plasma (FFP) were purchased from the
Gwangju-Chonnam blood bank (Gwangju, Korea). The concentrated RBCs and FFP were kept
at 4 ◦C and −20 ◦C, respectively. The concentrated RBCs were preserved in an anticoagulant solution
(i.e., citrate phosphate dextrose adenine [CPDA]). To remove the CPDA from the concentrated RBCs,
washing procedures were performed twice. The concentrated RBCs (~20 mL) were mixed with
phosphate-buffered saline (PBS) (1×, pH 7.4, Gibco, Life Technologies, New York, NY, USA) (~20
mL) in a 40 mL tube. After inserting the tube in a centrifuge (Allegra X-30R benchtop, Beckman
Coulter, Brea, CA, USA), the centrifuge was set to 4000 rpm and was operated for 10 min. Owing to
differences in density, the blood sample was distinctively separated into two layers (i.e., upper layer:
liquid, and lower layer: RBCs) in the tube. Normal RBCs were collected after removing the liquid
positioned in the upper layer. To completely remove the anticoagulant solution, a washing procedure
was repeated twice. The FFP was thawed under a room temperature of 25 ◦C. For removing debris
existing in the FFP, pure plasma was collected by passing the FFP through a syringe filter (mesh size =

5 µm, Minisart, Sartorius, and Germany). Finally, the normal RBCs and plasma were stored at 4 ◦C
in a refrigerator before the experiment. Various blood samples were prepared by adding normal or
hardened RBCs into a specific base solution. Except for experiments to determine the contributions of
hematocrit to blood viscosity or ESR, the hematocrit of the blood sample was fixed at Hct = 50% for
consistent measurement.

First, to evaluate the contributions of hematocrit to blood viscosity and ESR, the hematocrit
of the blood sample was adjusted to Hct = 30%, 40%, and 50% by adding normal RBCs into base
solution (i.e., 1× PBS, and plasma). Second, to enhance the ESR in ACS, five different concentrations of
dextran solution (i.e., Cdex = 0, 5, 10, 15, and 20 mg/mL) were prepared by adding dextran powder
(Leuconostoc spp., MW = 450–650 kDa, Sigma-Aldrich, USA) into 1× PBS. Then, blood samples
(Hct = 50%) were prepared by adding normal RBCs into specific concentrations of the dextran solution.
Third, four concentrations of glutaraldehyde (GA) solution (i.e., CGA = 0, 5, 10, and 15 µL/mL)
were diluted by mixing the GA solution (Grade II, 25% in H2O, Sigma-Aldrich, USA) with 1× PBS.
Homogeneous hardened RBCs were prepared by exposing normal RBCs to each concentration of
the GA solution for 10 min. To enhance ESR in blood sample (Hct = 50%) significantly, plasma was
replaced with a specific concentration of dextran solution (Cdex = 15 mg/mL). A hardened blood
sample (Hct = 50%) was then prepared by adding homogeneous hardened RBCs into the specific
dextran solution.

Appendix A.5. Variation of Velocity, Interface, and Viscosity with Respect to Relocation of Object Plane

Variations of velocity, interface, and viscosity were evaluated by moving an object plane (Zf) in the
depth direction. The object plane (Zf) relocated from Zf = −60 µm to Zf = 60 µm at intervals of 15 µm.
Zf = 0 represented that the microscopic images were captured at the focus plane (i.e., the best conditions
for focus). Zf > 0 meant that the microfluidic device moved vertically and that the microscopic
images were captured at an out-of-focus plane. Zf < 0 meant that the microfluidic device moved in
a gravitational direction and that the microscopic images were captured at the out-of-focus plane.
The blood sample (Hct = 50%) was prepared by adding normal RBCs in a 1× PBS. The reference fluid
with RBCs (Hct = 7%) was prepared by adding normal RBCs into a 40% glycerin solution. Using two
SPs, the reference fluid or blood sample was delivered to the reference channel (i.e., right-side channel).
Simultaneously, the 1× PBS was delivered to the blood channel (i.e., left-side channel). The flow rate of
each fluid remained at a constant flow rate of 1 mL/h.

First, with respect to the blood sample, the contribution of the object plane to velocity fields and
viscosity was evaluated with respect to the relocation of the object plane. As shown in Figure A4-(A-a),
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variations of the velocity profile of the blood sample (UB) across the reference channel width were
obtained with respect to Zf = −60, −30, 0, 30, and 60 µm. Using data sets of n = 180, each velocity was
averaged and expressed as a mean ± standard deviation. The inset of Figure A4-(A-a) depicted the
velocity profile of blood flow (UB) estimated from sequential microscopic images captured at the focal
plane (Zf = 0). When Zf increased from Zf = 0 to an out-of-focus plane, UB tended to decrease. In other
words, the velocity fields varied depending on the object plane.
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Figure A4. Effect of the relocation of object plane (Zf) on velocity, interface, and viscosity with respect
to the blood sample and reference fluid. A blood sample (Hct = 50%) was prepared by adding normal
RBCs into a 1× PBS. A reference fluid with RBCs (Hct = 7%) was prepared by adding normal RBCs
into a 40% glycerin solution. Both fluids were delivered to inlets at a constant flow rate of 1 mL/h
with two SPs. (A) Effects of the relocation of object plane on velocity, interface, and viscosity for the
blood sample. (a) Variations of UB across reference channel width with respect to Zf = −60, −30, 0,
30, and 60 µm. The inset depicted the velocity profile of the blood sample flowing in the reference
channel at Zf = 0. (b) Variations of <UB> with respect to Zf. (c) Variations of αB and µB with respect to
Zf. The inset showed interfacial location (αB) at Zf = 0. (B) Effect of the relocation of object plane on
velocity, interface, and viscosity for reference fluid with RBCs (Hct = 7%). (a) Variations of UR across
reference channel width with respect to Zf = -−60, −30, 0, 30, and 60 µm. The inset represented UR and
αR at Zf = 0. (b) Variations of <UR> with respect to Zf. (c) Variations of αR and µR with respect to Zf.

Based on an analytical formula for a depth of correlation (DOC) suggested in a previous study [53],
the DOC was estimated as 33.9 µm. Since the DOC was sufficiently higher than the channel depth of 20
µm (i.e., DOC > depth), all RBCs in the microfluidic channel could contribute to calculating the velocity
fields uniformly. According to the estimated DOC, the µPIV technique measured averaged velocity

85



Micromachines 2020, 11, 215

fields in the depth direction at the focal plane (Zf = 0). The averaged velocities of the blood sample and
reference fluid (<UR>, and <UB>) were calculated as an arithmetic average over the specific ROI.

Figure A4-(A-b) showed variations of <UB> with respect to Zf. When Zf increased from the focal
plane (Zf = 0) to an out-of-focus plane, <UB> tended to gradually decrease. The averaged blood
velocity (<UB>) remained constant from Zf = 0 to Zf = 30 µm. From the results, <UB> remained
constant until the microfluidic device moved vertically with regard to DOC. In that regard, when Zf
decreased from Zf = -15 µm, <UB> tended to gradually decrease.

Figure A4-(A-c) showed variations of αB and µB with respect to Zf. The inset of Figure A4 (A-c)
showed the interfacial location of blood flow (αB) in a microscopic image captured at the focal plane
(Zf = 0). The blood viscosity (µB) was obtained by inserting αB into the viscosity formula as reported
in previous studies [32,33]. As αB and µB remained constant with respect to Zf, the relocation of the
object plane did not contribute to varying the blood viscosity.

Second, with respect to the reference fluid with RBCs (Hct = 7%), the effects of the object plane on
velocity and viscosity were evaluated by quantifying variations of the velocity fields and viscosity when
the object plane moved vertically. As shown in Figure A4-(B-a), variations of velocity profile (UR) were
obtained with respect to Zf = -60, -30, 0, 30, and 60 µm. The inset of Figure A4-(B-a) represented UR at
the focal plane (Zf = 0). Except for Zf = -30 µm, the relocation of the object plane did not contribute to
varying significant variations of <UR>. Figure A4-(B-b) showed variations of <UR> with respect to Zf.
When Zf relocated vertically from the focal plane (Zf = 0), <UR> remained constant with respect to Zf.
From the results, <UR> remained constant, even though the object plane relocated vertically outside
the DOC. However, when Zf relocated in a gravitational direction from the focal plane (Zf = 0), <UR>

fluctuated along the object plane. As shown in Figure A4-(B-c), variations of αR and µR were obtained
with respect to Zf. Similar to <UR>, αR and µR remained constant when Zf relocated in the vertical
depth direction. However, αR and µR exhibited large fluctuations and increased when relocating Zf in
a gravitational direction.

From these experimental results, it was found that the averaged velocities of the blood sample
and reference fluid (<UB>, and <UR>) remained constant throughout the relocation of the object
plane outside the DOC. In other words, when a microfluidic device moved up to the DOC vertically,
the averaged velocity and interface remained constant. However, when a microfluidic device moved
in the gravitational direction, it contributed to fluctuations of velocity, interface, and viscosity. For
consistent measurement of velocity fields and the interfacial location, a microfluidic device was
positioned at Zf = 0–30 µm. In other words, a microscopic image was then captured at the focus plane
or at a slightly out-of-focus plane.
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Abstract: Blood flows in microcirculation are determined by the mechanical properties of blood
samples, which have been used to screen the status or progress of diseases. To achieve this, it
is necessary to measure the viscoelasticity of blood samples under a pulsatile blood condition.
In this study, viscoelasticity measurement is demonstrated by quantifying interface variations in
coflowing streams. To demonstrate the present method, a T-shaped microfluidic device is designed
to have two inlets (a, b), one outlet (a), two guiding channels (blood sample channel, reference
fluid channel), and one coflowing channel. Two syringe pumps are employed to infuse a blood
sample at a sinusoidal flow rate. The reference fluid is supplied at a constant flow rate. Using a
discrete fluidic circuit model, a first-order linear differential equation for the interface is derived
by including two approximate factors (F1 = 1.094, F2 = 1.1087). The viscosity and compliance
are derived analytically as viscoelasticity. The experimental results showed that compliance is
influenced substantially by the period. The hematocrit and diluent contributed to the varying
viscosity and compliance. The viscoelasticity varied substantially for red blood cells fixed with higher
concentrations of glutaraldehyde solution. The experimental results showed that the present method
has the ability to monitor the viscoelasticity of blood samples under a sinusoidal flow-rate pattern.

Keywords: viscoelasticity; microfluidic device; coflowing streams; interface; linear differential
equation; two approximate factors

1. Introduction

Cardiovascular diseases (CVDs) occur without any symptoms and can lead to unexpected death [1].
In other words, blood clotting or abnormal blood flow contributes to vasculature blockages. Currently,
biochemical properties (i.e., biomarkers [2,3] or DNA [4]) are used to diagnose CVDs. However, the
biochemical approach has not been considered an effective tool for early detection of CVDs, because it
does not provide information on blood flows or blood clotting. Instead of the biochemical approach,
a biophysical approach is required to quantify abnormal blood flows in narrow-sized vessels. Blood
samples collected from patients with CVDs or disorders exhibit changes in cells (i.e., red blood cells
(RBCs) [5] or platelets [6]) or plasma proteins [3,7]. To detect CVDs effectively, it is necessary to quantify
the contributions of cells or plasma proteins. Blood flows in microcirculation are determined by the
mechanical properties of blood samples. In addition, blood vessel walls (i.e., shape and size) contribute
to varying blood flows substantially. These properties include viscosity, elasticity, RBC aggregation,
and RBC deformability. According to recent reports, a blood sample collected from a patient with
CVD showed significantly different biophysical properties when compared with a normal blood
sample [2,8,9]. For this reason, the mechanical properties of blood samples have been used to monitor
the status or progress of CVDs. Additionally, the mechanical properties have been quantified under
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dynamic blood flows [10]. Under ex vivo closed-circuit conditions, blood flows vary periodically over
time. When a flow regulator is integrated into the fluidic circuit, a periodic flow pattern is regulated
to a constant flow pattern [11]. The viscosity of the blood sample is then quantified by using reverse
flow-switching phenomena under a constant blood flow. Additionally, blood viscosity is obtained by
monitoring the interface in coflowing streams, while the flow rates of the blood sample and reference
fluid remain constant at the same flow rate with two syringe pumps [12,13]. However, because the
blood sample includes viscoelasticity (viscosity and elasticity) under a periodic flow condition, it is
necessary to quantify the viscoelasticity of the blood sample without a flow regulator (i.e., periodic
flow rate).

Recently, a microfluidic platform has been suggested for effectively manipulating a small volume
of blood sample in microfluidic channels. A microfluidic channel has been used to investigate
hemorheological properties of blood samples. Under a microfluidic platform, several techniques have
been suggested to quantify the viscoelasticity of blood samples. Guido et al. have measured membrane
viscoelasticity by measuring the velocity and shape of a single RBC in converging or diverging flow [14].
Kim et al. measured RBC stretching with viscoelastic cell focusing [15]. The method was then used
to characterize differences in RBC deformability. Lee et al. measured the viscosity and elasticity of
blood samples by infusing steady and transient blood flows sequentially [16]. The viscosity and time
constant were obtained sequentially by controlling the flow rate of the reference fluid and blood sample,
respectively. Here, the time constant was quantified by monitoring temporal variation of a bridge
channel filled with a human blood sample at a transient blood flow. The elasticity of the blood sample
was quantified by using the linear Maxwell model (elasticity = viscosity/time constant). Kang reported
that viscosity and elasticity of blood samples can be obtained sequentially under a periodic on–off

blood flow condition [17]. Monitoring the interface in a coflowing stream enabled blood viscoelasticity
to be obtained at an interval of a specific period.

More recently, the author suggested a viscoelasticity measurement method under a sinusoidal
blood flow rate (QB (t)) (QB (t) = Qα + Qβ·sin (ωt), where Qα is the mean flow rate, Qβ is the alternating
flow rate, and ω is the angular frequency of syringe pump) [18]. While the blood sample is infused
periodically, the viscoelasticity of the blood sample is obtained by monitoring the interface in coflowing
streams and by calculating the pulsatility index (PI) (PI = 0.5 × (Qmax - Qmin)/Qave, where Qmax is the
maximum flow rate, Qmin is the minimum flow rate, and Qave is the average flow rate). A first-order
differential equation for coflowing streams is derived by constructing a simple discrete fluidic circuit.
Here, using a conventional microelectromechanical system technique, a microfluidic device has
rectangular shape with an extremely low aspect ratio (aspect ratio = depth/width = 4/250) which is
devised to compensate for the boundary condition difference between a real physical model and a
mathematical condition. First, the viscosity of the blood sample is calculated by averaging the equation
over a single period. Second, instead of an analytical solution of the equation, the time constant is
obtained from the expression of PI. Variations of velocity and interface are required simultaneously
to find out time constant of interface. The elasticity is then obtained with a linear Maxwell model.
However, the differential equation does not include a correction factor (CF), which makes it necessary
to compensate for the boundary condition difference between the real model and mathematical model
under coflowing streams [19]. Additionally, the previous study did not use the analytical expression to
obtain the viscoelasticity of a blood sample. At last, the method required variations of blood velocity
over time. Nonetheless, the previous method shows promise for quantifying the viscoelasticity of blood
samples under a periodic blood flow-rate pattern. It is extremely difficult to obtain the viscoelasticity
of a blood sample circulated under an ex vivo or in vivo condition (i.e., a real and complex situation).
As a preliminary study, it is necessary to develop a simple method for measuring viscoelasticity under
a single sinusoidal flow patterns with a syringe pump.

In this study, to resolve these issues, a CF is inserted while deriving a differential equation
for coflowing streams. Because the differential equation includes nonlinear terms, it is difficult to
find an analytical solution. Conducting computational fluid dynamics (CFD) simulation enables an
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approximate expression of the CF to be obtained. Then, two approximation factors (F1, F2) are suggested
and calculated to convert nonlinear terms into linear terms. Analytical expressions of the viscoelasticity
of blood samples are obtained by solving the differential equation. Here, viscosity and compliance
are derived analytically. To demonstrate the present method, a T-shaped microfluidic channel is used.
When measuring velocity fields of blood sample, a T-shaped microfluidic channel is not required to
align a microscopic image in the horizontal or vertical direction. It consists two inlets, one outlet,
two guiding channels (blood sample channel, reference fluid channel), and one coflowing channel.
Using two syringe pumps, a blood sample is infused into the blood sample channel with a sinusoidal
flow-rate pattern. A reference fluid is supplied into the reference fluid channel at a constant flow rate.
By monitoring the interface of both fluids in the coflowing channel, the viscosity and compliance are
obtained at an interval of a specific period. As a performance demonstration, the present method
was used to evaluate the contributions of period (T), diluents (plasma, 1x phosphate-buffered saline
(PBS), and hematocrit (Hct) to viscoelasticity. The present method was then employed to quantify the
viscoelasticity of a fixed blood sample prepared by adding fixed RBCs into plasma.

2. Materials and Methods

2.1. Blood Sample Preparation

According to the ethics committee of Chosun University Hospital (CHOSUN 2018-05-11),
all experiments were conducted after ensuring that the experimental protocols were appropriate
and humane.

Human concentrated RBCs and fresh frozen plasma (FFP) were purchased from the
Gwangju–Chonnam blood bank (Gwangju, Korea) and were stored at 4 ◦C and −20 ◦C, respectively.
Because the RBCs were preserved in citrate phosphate dextrose adenine (CPDA) as an anticoagulant
solution, it was necessary to remove CPDA from the concentrated RBCs. The concentrated RBCs
(~7 mL) were added into 1x PBS (pH 7.4, Gibco, Life Technologies, Carlsbad, CA, USA) (~7 mL) in a
15-mL tube. After the tube was inserted into a centrifugal separator (Allegra X-30R benchtop, Beckman
Coulter, Brea, CA, USA), it was set to 4000 rpm and operated for 10 min. The diluted blood was
separated into two layers: an upper layer (plasma), and a lower layer (RBCs). Pure RBCs were collected
after removing liquid in the upper layer. Additionally, FFP was thawed at room temperature (25 ◦C).
Plasma was filtered to remove cellular debris and unwanted white blood cells with a syringe filter
(mesh size = 5 µm, Minisart, Sartorius, Göttingen, Germany). The RBCs and plasma were stored at
4 ◦C in a refrigerator before the blood test [20].

First, to evaluate the effect of the contribution of Hct and diluents (1x PBS, plasma) on the
viscoelasticity of blood samples, blood samples with Hct = 30%, 40%, 50%, and 60% were prepared by
adding normal RBCs into 1x PBS or plasma. Except in the experiment for evaluating the contribution
of Hct, all blood samples were adjusted to Hct = 50%. Second, to fix normal RBCs chemically, three
different concentrations of glutaraldehyde (GA) solution (CGA = 4, 8, and 12 µL/mL) were diluted by
mixing GA solution (Grade II, 25% in H20, Sigma-Aldrich, St. Louis, MO, USA) into 1x PBS. Normal
RBCs were fixed for consistent measurement because RBCs needed to be unchanged over experimental
time. To fix normal RBCs, normal RBCs were mixed with each concentration of GA solution for
10 min prior to washing them. Fixed RBCs were collected after a washing procedure. The fixed blood
sample (Hct = 50%) was then prepared by adding the fixed RBCs into plasma. Here, to evaluate the
contribution of fixed RBCs to viscoelasticity effectively, it was necessary to remain constant at a level of
hematocrit (i.e., Hct = 50%).

2.2. Fabrication on a Microfluidic Device and Experimental Procedure

A T-shaped microfluidic device for measuring blood viscoelasticity consisted of two inlets (a, b),
one outlet (a), two guiding channels (blood sample channel (BC), reference fluid channel (RC)), and one
coflowing channel (CC), as shown in Figure 1A-a and Figure S1 (Supplementary Materials). The blood
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sample channel (width = 250 µm, length = 7500 µm) and reference fluid channel (width = 250 µm,
length = 7500 µm) were connected to the coflowing channel (width = 250 µm, length = 9200 µm). Here,
dimensions of a microfluidic channel were selected to measure velocity fields and blood viscosity
accurately. First, velocity fields of blood flows were obtained accurately with microscopic images
captured with at least 10× objective lens. Based on fields of view, channel width and length were
selected suitably. Second, a rectangular channel with low aspect to ratio was preferred to measure
blood viscosity effectively under coflowing method. The channel depth of the microfluidic device was
fixed at 20 µm.Micromachines 2020, 11, x FOR PEER REVIEW 5 of 19 
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Figure 1. Proposed method for measuring blood viscoelasticity by monitoring the interface of both
fluids in coflowing streams under a pulsatile blood flow rate. (A) Schematic diagram of the proposed
method, including a microfluidic device, two syringe pumps, and an image acquisition system.
(a) Microfluidic device composed of two inlets (a, b), one outlet (a), two guiding channels (blood sample
channel (BC) and reference-fluid channel (RC)), and a coflowing channel (CC). (b) Two syringe pumps
employed to supply blood sample and reference fluid into the corresponding inlets. (c) High-speed
camera with a frame rate of 5 kHz employed to capture microscopic images at an interval of 1 s.
(B) Quantification of interface in coflowing channel and its mathematical model with a discrete fluidic
circuit. (a) Region of interest (ROI, 150 × 750 pixels) selected in coflowing channel for evaluating
interface (αB) and ROI (300× 150 pixels) selected in blood sample channel for evaluating averaged blood
velocity (<UBC>) or averaged image intensity (<IBC>). (b) Image conversion from gray-scale image
to binary-scale image by using digital image processing. Interface (αB) was obtained as αB = WB/W.
WB and W represent blood-filled width and channel width, respectively. (c) Discrete fluidic circuit for
mathematical representation of two fluids flowing in coflowing channel. Ground represented zero
value of pressure (P = 0). (C) As a preliminary demonstration, a blood sample (Hct = 50%, RBCs
suspended in 1x PBS) was supplied into inlet (a) at a sinusoidal flow rate (QB (t) = 1 + 0.5 sin (2πt/360)
mL/h); 1x PBS was supplied into inlet (b) at a constant flow rate of QR (t) = 1 mL/h. (a) Temporal
variations of <UBC> and αB with an elapse of time. (b) Temporal variations of βB = (1 − αB)−1 over time.
(c) Extractions of three constants (a0, a1, and a2) of βB (t) = a0 + a1·cos (ω·t) + a2·sin (ω·t) by conducting
a curve-fitting technique for a single period of 360 s.
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Conventional microelectromechanical-system fabrication techniques (photolithography and
deep reactive ion etching) were used to fabricate a master mold on a 4-inch silicon wafer.
polydimethylsiloxane (PDMS) (Sylgard 184, Dow Corning, Midland, MI, USA) prepolymer and
a curing agent were mixed at a ratio of 10:1. After the mold was fixed in a Petri dish, the PDMS mixture
was poured on the master mold. Air bubbles in the PDMS were removed with a vacuum pump for 1 h.
After curing the PDMS mixture in a convective oven (70 ◦C for 1 h), a PDMS block was peeled from the
master mold. It was cut with a razor blade. Three ports (two inlets and one outlet) were punched
with a biopsy punch (outer diameter = 1.2 mm). After oxygen–plasma treatment on the PDMS block
and a glass slide with an oxygen–plasma system (CUTE-MPR, Femto Science Co., Gyeonggi, Korea),
a microfluidic device was finally prepared by bonding the PDMS block on the glass slide.

As shown in Figure 1A-b, two polyethylene tubes (L1, inner diameter = 500µm, thickness = 500 µm,
and length = 300 mm) were connected from two disposable syringes (~1 mL) to two inlets (a and b).
The other polyethylene tube (L2, inner diameter = 500 µm, thickness = 500 µm, and length = 200 mm)
was connected from an outlet (a) to a waste collection unit. To remove air bubbles in the channels
and avoid nonspecific binding of plasma proteins to the inner surfaces of the channels, all channels
were filled completely with bovine serum albumin (BSA) solution of CBSA = 2 mg/mL through outlet
(a) with a disposable syringe. After 10 min, all channels were rinsed then filled with 1x PBS. After
two disposable syringes (~1 mL) were filled with blood sample (~1 mL) and 1x PBS (~1 mL), they
were installed into two syringe pumps (neMESYS, Cetoni GmbH, Germany). The blood sample was
supplied into inlet (a) at a sinusoidal flow rate (QB (t) = Q0 + Q1·sin (2πt/T)). Q0 and Q1 are the average
and amplitude of the sinusoidal flow rate. Additionally, T represents the period. Reference fluid
(1x PBS) was supplied into inlet (b) at a constant flow rate (QR (t) = Q0).

As shown in Figure 1A-c, the microfluidic device was positioned on an optical microscope (BX51,
Olympus, Tokyo, Japan) equipped with a 10× objective lens (NA = 0.25). A high-speed camera
(FASTCAM MINI, Photron, USA) was used to capture microscopic images of the blood sample and
1x PBS flowing in microfluidic channels. It offered a spatial resolution of 1280 × 1000 pixels. Each
pixel corresponded to 10 µm. With a function generator (WF1944B, NF Corporation, Yokohama,
Japan), a pulse signal with a period of 1 s triggered the high-speed camera. Microscopic images were
sequentially captured at a frame rate of 5 kHz. All experiments and blood sample preparations were
conducted at a room temperature of 25 ◦C.

2.3. Quantification of Interface (αB), Averaged Blood Velocity (<UBC>), and Averaged Image Intensity (<IBC>)

Variations of the interface in the coflowing channel were used to quantify the viscoelasticity of the
blood sample. Additionally, the image intensity and velocity fields of the blood sample flowing in
the blood sample channel were obtained to evaluate the erythrocyte sedimentation rate (ESR) that
occurred in the driving syringe while the blood flow rate was controlled by the syringe pump. First, to
obtain the interface between the blood sample and 1x PBS in the coflowing channel, a specific ROI of
150 × 750 pixels was selected in the coflowing channel, as shown in Figure 1B-a. To obtain the interface
in the coflowing channel effectively, a gray-scale image was converted into a binary-scale image by
adopting Otsu’s method [21]. As shown in Figure 1B-b, the blood-filled width (WB) over the ROI was
calculated by using a commercial software package (MATLAB 2019, MathWorks, Natick, MA, USA).
The interface (αB) was obtained as αB = WB/W. Here, W is the channel width of the coflowing channel.
Second, to monitor variations of blood flow rate supplied from the syringe pump, velocity fields of the
blood sample flowing in the blood sample channel were obtained by conducting a time-resolved micro
particle image velocimetry (micro-PIV) technique. A specific ROI of 300 × 150 pixels was selected in the
blood sample channel. The size of the interrogation window was 32 × 32 pixels. The window overlap
was 50%. The obtained velocity fields were validated with a median filter. The averaged velocity
(<UBC>) was calculated as an arithmetic average of UBC distributed over the ROI. Third, to evaluate the
ESR that occurred in the driving syringe, it was necessary to quantify the microscopic image intensity
of the blood sample flowing in the blood sample channel. A specific ROI with 300 × 150 pixels was
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selected in the blood sample channel. The image intensity of the blood sample flowing in the blood
sample channel was obtained by conducting digital image processing with MATLAB. An averaged
image intensity (<IBC>) was obtained by averaging variations of IBC distributed over the ROI.

2.4. Discrete Fluidic Circuit for Representing Viscoelasticity of Blood Sample

Blood samples were assumed to be Newtonian fluids. To evaluate the viscoelasticity of the blood
sample, a simple mathematical model was constructed with discrete fluidic circuit elements. As shown
in Figure 1B-c, two fluids flowing in the coflowing channel (i.e., blood sample stream, reference fluid
stream) are represented with individual discrete fluidic circuit elements. The fluid circuit model is
composed of a flow-rate element (QB, QR), resistance element (RB and RR), and compliance element
(CB). QB and QR are the flow rates of the blood sample and reference fluid, respectively. Ground
represented zero value of pressure (P = 0).

The blood stream for representing the viscoelasticity of the blood sample was modeled as a
resistance element (RB) and compliance element (CB) combined in parallel. The CB was included to
account for the compliance effect of the RBCs, the microfluidic channel, and a connected tube. However,
because the reference fluid flowed at a constant flow rate in the coflowing channel, the compliance
effect of a microfluidic channel and tube filled with reference fluid was negligible. For this reason, the
reference stream was simply modeled only as a single resistance element (RR). The coflowing channel
was partially filled with the blood sample stream (WB) and reference fluid stream (W – WB). Because
ground represented zero value of pressure, both streams had the same pressure drop (PB = PR = ∆P = P).
Based on mass conservation for the blood sample stream and reference fluid stream in the coflowing
channel, two equations were derived:

QB =
P

RB
+ CB

dP
dt

(1)

for the blood sample stream, and

QR =
P

RR
(2)

for the reference fluid stream. By inserting Equation (2) into Equation (1), a first-order ordinary
differential equation was derived:

QB

QR
=

RR

RB
+ CB

d
dt
(RR) (3)

Because a rectangular-shaped channel (width = w, depth = h, and length = l) with a lower aspect
ratio (AR) (i.e., AR = depth/width = 20/250) was filled with fluid (viscosity = µ), the resistance element
was modeled approximately as [21]:

R =
12 µ L
w h3 (4)

Based on the analytical expression of a rectangular channel, the corresponding resistance element
for each stream was derived as

RB =
12µBlcc

WαB h3 (5)

for the blood sample stream and

RR = CF× 12µRlcc

W(1− αB) h3 (6)

for the reference fluid stream. In Equation (6), the CF was included to compensate for the boundary
condition difference between the real physical model and approximate circuit model [17]. When
inserting Equations (5) and (6) into Equation (4), the following equation was derived.

QB

QR
= CB

d
dt

(
CF

12µRlcc

W(1− αB)h3

)
+ CF

(
µR

µB

)(
αB

1− αB

)
(7)

96



Micromachines 2020, 11, 245

The first part in the right side of Equation (7) was expressed again in a different form.

CB
d
dt

(
CF

12µRlcc

W(1− αB)h3

)
= CB

d
dt

(
CF×RWB × 1

(1− αB)
× µR

µB

)
(8)

In Equation (8), RWB, which assumed that the coflowing channel was filled with the blood sample,
was given as RWB =

12µBlcc
Wh3 . According to a previous study, blood viscosity remained constant with

respect to the interface [18]. Because RWB and µR
µB

were independent of time, Equation (8) became a
simple expression of Equation (9).

CB
d
dt

(
CF

12µRlcc

W(1− αB)h3

)
= CB ×RWB ×

(
µR

µB

)
× d

dt

(
CF× 1

(1− αB)

)
(9)

When Equation (9) was inserted into Equation (7), Equation (7) was then expressed as Equation (10).

(
QB

QR

)(
µB

µR

)
= CBRWB

d
dt

(
CF× 1

1− αB

)
+ CF×

(
αB

1− αB

)
(10)

In Equation (10), CF was varied depending on the interface (αB) (i.e., CF = CF (αB)). Here, the CF
was obtained by conducting numerical simulation. Because Equation (10) had nonlinear terms, it was
substantially difficult to find an analytical solution. For this reason, it was necessary to approximate
the nonlinear Equation (10) as a simple linear equation. Equation (10) was modified as a simple form.

(
QB

QR

)(
µB

µR

)
= F1CBRWB

d
dt

( 1
1− αB

)
+ F2

(
αB

1− αB

)
(11)

In Equation (11), F1 and F2 were obtained by obtaining the weighted average of CF (i.e., CF × (1 −
αB)−1 or CF × αB × (1 − αB)−1) within a specific value of the interface. As the interface was relocated
periodically within a specific range (0.1 < αB < 0.9), two approximate factors (F1 and F2) with constant
values were calculated from Equations (12) and (13).

∑i=n

i=1
CF(αB[i]) × 1

1− αB(i)
= F1

∑i=n

i=1

1
1− αB(i)

(12)

and ∑i=n

i=1
CF(αB[i]) × αB(i)

1− αB(i)
= F2

∑i=n

i=1

αB(i)
1− αB(i)

(13)

By dividing Equation (11) with F2, Equation (11) was changed to a simple linear
differential equation.

λB
d
dt
(βB) + βB = 1 +

( 1
F2

)(QB

QR

)(
µB

µR

)
(14)

In Equation (14), βB and time constant (τB) were derived as βB = (1− αB)
−1 and λB = CBRWB

(F1
F2

)
,

respectively. In this study, the flow rates of the blood sample and reference fluid were controlled as
QB(t) = Q0 + Q1 sin(ωt) and QR(t) = Q0, respectively. Here,ωwas given asω = 2π

T . The particular
solution of Equation (14) was then derived as

βB = β0 + β1 sin(ωt−ϕ) (15)

In Equation (15), β0 and β1 were given as Equations (16) and (17).

β0 = 1 +
1
F2

(
µB

µR

)
(16)
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and

β1 =
1
F2

(
µB

µR

)(
Q1

Q0

)
1√

1 +ω2λB2
(17)

Additionally, time delay (ϕ) was given as ϕ = ωλB. From Equation (16), the blood viscosity (µB)
was given as

µB = µRF2(β0 − 1) (18)

Additionally, from Equation (17), the time constant (λB) was derived as

λB =
T

2π

√(
1

β1F2

)2(Q1

Q0

)2(µB

µR

)2

− 1 (19)

According to λB = RWBCB
(F1

F2

)
, the analytical expression of compliance (CB) was derived as

CB =

(
F2

F1

)( 1
RWB

)( T
2π

)
√(

1
β1F2

)2(Q1

Q0

)2(µB

µR

)2

− 1 (20)

In other words, if β0 and β1 could be obtained from periodic variations of the interface (αB) in
the coflowing channel, µB and CB as blood viscoelasticity could be evaluated from Equations (18) and
(20), respectively.

As shown in Figure 1C, as a preliminary study, a blood sample (Hct = 50%) was prepared by
adding normal RBCs into 1x PBS. The blood sample was supplied into inlet (a) at a sinusoidal flow rate
(QB (t) = 1 + 0.5 sin (2πt/360) mL/h). Simultaneously, 1x PBS was supplied into inlet (b) at a constant
flow rate of QR (t) = 1 mL/h. Figure 1C-a showed temporal variations of <UBC> and αB over time.
In addition, <UBC> and αB exhibited periodic variations over time. Figure 1C-b showed temporal
variations of βB = (1 − αB)−1 over time. Figure 1C-c showed temporal variations of βB selected for a
single period (T = 360 s). The expression of βB (t) was assumed to be βB (t) = a0 + a1·cos (ωt) + a2·sin
(ωt). Using the orthogonal property of the sinusoidal function (sin (ωt) and cos (ωt)), three unknown
constants (a0, a1, and a2) were obtained from Equations (21)–(23).

a0 =
1
T

∫ t=T

t=0
βB(t)dt (21)

a1 =
2
T

∫ t=T

t=0
βB(t) cos(ωt)dt (22)

and

a2 =
2
T

∫ t=T

t=0
βB(t) sin(ωt)dt (23)

According to Equations (21)–(23), three unknown constants (a0, a1, and a2) were obtained as
a0 = 2.61, a1 = −0.758, and a2 = −0.017. In Equation (15), β0 and β1 were obtained as β0 = a0 = 2.61 and
β1 =

√
a1

2 + a22 = 0.785, respectively. Using Equations (18)–(20), blood viscosity, time constant, and

blood compliance were estimated to be µB = 1.785 cP, λB = 20.491 s, and CB = 208.492 µm3

mPa , respectively.

3. Results and Discussion

3.1. Correction Factor (CF) and Approximate Factors (F1 and F2) via Numerical Simulation

To find two approximate factors (F1, F2) in Equation (11), it was necessary to obtain the CF
by conducting numerical simulation with CFD software (CFD-ACE+, ESI Group, Paris, France).
For convenience, the flow rate of the blood sample was assumed to be QB = 1 mL/h. The viscosities
of both fluids (blood sample, reference fluid) were assumed as µB = 1 cP and µR = 1 cP, respectively.
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Figure 2A showed variations of the interface (αB) through numerical simulation with respect to the
flow-rate ratio (QR/QB) ((a) QR/QB = 1, (b) QR/QB = 0.8, (c) QR/QB = 0.6, (d) QR/QB = 0.4, (e) QR/QB = 0.2,
and (f) QR/QB = 0.1). The interfaces (αB) for the corresponding flow-rate ratio (QR/QB) were obtained as
(a) αB = 0.5 for QR/QB = 1, (b) αB = 0.553 for QR/QB = 0.8, (c) αB = 0.619 for QR/QB = 0.6, (d) αB = 0.704
for QR/QB = 0.4, (e) αB = 0.818 for QR/QB = 0.2, and (f) αB = 0.891 for QR/QB = 0.1.
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Figure 2. Estimation of correction factor (CF) and two approximate factors (F1, F2) with numerical
simulation. (A) Variations of interface (αB) through numerical simulation with respect to flow-rate
ratio (QR/QB): (a) QR/QB = 1, (b) QR/QB = 0.8, (c) QR/QB = 0.6, (d) QR/QB = 0.4, (e) QR/QB = 0.2, and
(f) QR/QB = 0.1. For convenience, the flow rate of the blood sample was assumed to be QB = 1 mL/h.
The viscosities of both fluids were given as µB = 1 cP and µR = 1 cP, respectively. (B) Variations of
estimated normalized viscosity (µn) of blood sample and CF with respect to interface (0.1 < αB < 0.9).
The CF was obtained as CF = 4.2162 αB

4 – 8.4325 αB
3 + 7.0763 αB

2 − 2.86 αB
2 + 1.4599 (R2 = 0.9912).

(C) Variations of CF (αB)/(1 − αB), F1/(1 − αB), and normalized difference (ND) over αB. (D) Variations
of CF (αB) × αB/(1 −αB), F2 × αB/(1 − αB), and ND over αB.

According to the coflowing-streams method [22,23], the viscosity ratio of the blood sample to
the reference fluid (µB/µR) was obtained as µB

µR
= αB

1−αB
by quantifying the interface (αB) in coflowing

streams at the same flow-rate condition (QB = QR). The normalized viscosity of the blood sample was
obtained by dividing the estimated viscosity (µest = µR·αB/(1 − αB)) by the given viscosity (µgiven = 1 cP)
(µn = µest/µgiven). As shown in Figure 2B, variations of µn were obtained by varying the interface
(0.1 < αB < 0.9). When the interface was located at the center line (αB = 0.5), µn was given as
µn = 1. In other words, the blood viscosity could be measured accurately when the interface was
located at the center line [24]. However, when αB was relocated from the center line to both walls,
µn tended to decrease by approximately 0.8. Because the viscosity of the blood sample was given
as µB = 1 cP, the coflowing-streams method exhibited a large measurement error of approximately
20% when compared with the given viscosity of the blood sample. The reason could be explained
by the boundary condition difference between the real physical model and simple mathematical
model. Instead of a real and complex model, to construct a simple model of coflowing streams, the
coflowing-streams method assumed that the interface of two streams was a virtual wall. In other
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words, it assumed that the interface was a virtual-wall boundary. Because the CF varied by channel
dimensions (width and depth), the CF was calculated by referring to the general procedure discussed
in previous studies [17,19]. The CF was then estimated by the reciprocating µn obtained at a specific
interface (CF·(αn) = µn

−1 for αn). As shown in Figure 2B, the CF was obtained as CF = 1 at the center
line (αB = 0.5). However, the CF tended to increase gradually when the interface moved to both walls.
According to regression analysis, the CF was obtained as CF = 4.2162 αB

4 – 8.4325 αB
3 + 7.0763 αB

2 −
2.86 αB + 1.4599 (R2 = 0.9912). By inserting the correction factor into the coflowing-streams method,
the viscosity of the blood sample was estimated with µB = µRCF(αB)

αB
1−αB

. The coflowing method
with correction factor could be used to measure the viscosity of blood with a specific hematocrit. Based
on Equation (12), the approximate factor (F1) was obtained as F1 = 1.094. As shown in Figure 2C,
variations of CF(αB)

1
1−αB

and F1
1

1−αB
were obtained with respect to αB. The normalized difference

(ND) between both terms exhibited its maximum value at the center and both walls. The normalized
difference was less than 10%. Additionally, according to Equation (13), the approximate factor (F2) was
obtained as F2 = 1.1087. As shown in Figure 2D, variations of CF(αB)

αB
1−αB

and F2
αB

1−αB
were obtained

with respect to αB. The maximum value of normalized difference was estimated to be approximately
11%. The simulation study showed that the two approximate factors (F1 =1.094, F2 =1.1087) could
give consistent results when compared with the original expression. Using F1 and F2, the nonlinear
Equation (10) was converted into the simple linear Equation (11) for consistency.

3.2. Effect of Period (T) on Viscoelasticity of Blood Sample

To verify the contribution of the period (T) to the viscoelasticity of the blood sample (Equations [18]
and [20]), the viscosity and compliance were evaluated by varying the period (T = 120, 240, 360,
and 480 s). The blood sample (Hct = 50%) was prepared by adding normal RBCs into 1x PBS. Q0
and Q1 of the two syringe pumps were controlled at Q0 = 1 and Q1 = 0.5 mL/h, respectively. For a
rectangular channel with a lower aspect ratio, the shear rate (

.
γ) was derived as

.
γ = 6Q

wh2 [19]. Based on
the shear rate formula, the shear rates of the corresponding flow rate were estimated as

.
γ = 8333 s−1

for QB = 0.5 mL/h and
.
γ = 25, 000 s−1 for QB = 1.5 mL/h. Because the shear rate (

.
γ) was much greater

than 1000 s-1, it was reasonable that the blood sample behaves as a Newtonian fluid. In other words,
the blood viscosity (µB) remained constant within the specific flow rates of the blood sample.

As shown in Figure 3A, temporal variations of αB and βB = (1 − αB)−1 were obtained with respect
to the period ((a) T = 120 s, (b) T = 240 s, (c) T = 360 s, and (d) T = 480 s). Based on Equations (21)–(23),
β0 and β1 were obtained at an interval of the corresponding period. Figure 3B-a showed variations of
β0 and β1 with respect to T, where β0 and β1 fluctuated at a shorter period (T = 120, 360 s). However,
they remained stable at a longer period (T = 360, 480 s). Figure 3B-b showed variations of λB with
respect to T. The λB tended to increase linearly for up to T = 360 s. However, the slope of λB tended to
decrease between T= 360 and T = 480 s. According to Equation (19), the λB was linearly proportional
to the period (i.e., λB ~ T). The experimental results showed appropriately consistent variations of λB
with respect to T. Using Equations (18) and (20), the blood viscosity (µB) and compliance (CB) were
obtained with respect to T. As shown in Figure 3B-c, µB did not exhibit a linear dependency of T.
It fluctuated at a shorter period. However, it remained constant at a longer period (T = 360, 480 s).
The results agreed with Equation (18), which did not relate to the period. It was necessary, however,
to set a longer period for consistently measuring the viscosity of the blood sample. Compliance (CB)
tended to increase linearly for up to T = 360 s. The slope of CB tended to decrease between T = 360 and
T = 480 s. According to the mathematical relation, CB was linearly proportional to λB. The experimental
results indicated that blood viscosity was independent of period. However, compliance varied linearly
depending on the period.

From the results, for consistent measurement of viscoelasticity (blood viscosity and compliance),
the period of the syringe pump was set to a longer period of T = 360 s throughout all experiments
for convenience.
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3.3. Quantification of the Effect of Hematocrit on Blood Viscoelasticity 

Figure 3. Evaluation of the effect of period (T) on viscoelasticity (blood viscosity and compliance).
(A) Temporal variations of αB and βB with respect to period (T) ((a) T = 120 s, (b) T = 240 s, (c) T = 360 s,
and (d) T = 480 s). (B) Quantification of viscosity (µB) and compliance (CB) with respect to period.
(a) variations of β0 and β1 with respect to T, (b) variations of λB with respect to T, and (c) variations of
µB and CB with respect to T.

3.3. Quantification of the Effect of Hematocrit on Blood Viscoelasticity

According to a previous study, hematocrit caused an increase in blood viscosity and elasticity [16].
In addition, a blood sample with a low hematocrit (Hct = 30%) exhibited a continuous ESR occurring
in a driving syringe [25]. According to the previous study, to increase the ESR significantly, a blood
sample was prepared by adding normal RBCs into various concentrations of dextran solution (Cdex = 2,
5, 8, and 10 mg/mL). Because the hematocrit of the blood sample flowing in the microfluidic channel
varied continuously over time, RBC aggregation or blood viscosity tended to vary continuously [19].
In this study, under blood perfusion with a sinusoidal flow-rate pattern, the contribution of hematocrit
to blood viscoelasticity and ESR was quantified by varying the hematocrit. To induce the ESR in a
driving syringe, plasma was used as the diluent. In other words, blood samples (Hct = 30%, 40%, 50%,
and 60%) were prepared by adding normal RBCs into the plasma.

Figure 4A showed temporal variations of βB with respect to hematocrit ((a) Hct = 30%,
(b) Hct = 40%, (c) Hct = 50%, and (d) Hct = 60%). Using temporal variations of βB, blood viscosity
and compliance were obtained at an interval of a specific period. As shown in Figure 4B, temporal
variations of µB and CB were obtained with respect to hematocrit ((a) Hct = 30%, (b) Hct = 40%,
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(c) Hct = 50%, and (d) Hct = 60%). Both parameters were obtained as mean ± standard deviation at a
specific time (t = 290, 650, 1010, 1370, and 1730 s).
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Figure 4. Contribution of hematocrit (Hct) to viscoelasticity and ESR. Blood samples (Hct = 30%, 40%,
50%, and 60%) were prepared by adding normal RBCs into plasma. (A) Temporal variations of βB with
respect to hematocrit ((a) Hct = 30%, (b) Hct = 40%, (c) Hct = 50%, and (d) Hct = 60%). (B) Temporal
variations of µB and CB with respect to hematocrit ((a) Hct = 30%, (b) Hct = 40%, (c) Hct = 50%, and
(d) Hct = 60%). (C) Evaluation of ESR occurring in driving syringe. (a) Microscopic images of blood
sample (Hct = 30%) flowing in blood channels over time (t = 0, 480, 960, 1440, and 1920 s). (b) Side
view of a driving syringe over time (t = 0, 480, 960, 1440, and 1920 s). (c) Temporal variations of <IBC>

with respect to Hct. (d) Variations of SESR with respect to Hct.

For the blood sample with Hct = 30%, compliance (CB) fluctuated greatly over time. It tended to
decrease after t = 290 s, but it tended to increase between t = 650 and t = 1370 s. After t = 1370 s, it
remained constant over time. Blood viscosity tended to decrease after t = 650 s. In other words, the ESR
of RBCs in a driving syringe accelerated over time. In other words, after a certain time, the hematocrit
of the blood sample tended to decrease. Thus, µB tended to decrease, and CB tended to increase with an
elapse of time. For the blood sample with Hct = 40%, blood viscosity tended to decrease after t = 1010 s.
Compliance remained constant for up to t = 1010 s. After that, it fluctuated over time. When the
hematocrit increased from Hct = 30% to Hct = 40%, the time when CB had the minimum value tended
to increase substantially. However, for the blood samples with high hematocrit (Hct = 50%, 60%), blood
viscosity and compliance remained constant over time. The blood viscosity tended to increase at a
higher hematocrit. The compliance tended to decrease at a higher hematocrit. According to a previous
study, blood elasticity tended to increase with respect to hematocrit [16]. When compared with the
previous result, compliance tended to decrease with respect to the hematocrit. The experimental results
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can be considered reasonable, because compliance had the reciprocal of elasticity (i.e., compliance ~
1/elasticity).

To quantify the ESR that occurred in a driving syringe, the microscopic image intensities of the
blood sample were obtained over time. A driving syringe was installed horizontally. Because of the
ESR in the driving syringe, the hematocrit of the blood sample flowing in a microfluidic channel tended
to decrease over time. Here, variations of hematocrit were used by monitoring the image intensity
of the blood sample [26]. Figure 4C-a showed microscopic images of the blood sample (Hct = 30%)
flowing in the blood sample channel over time (t = 0, 480, 960, 1440, and 1920 s). After t = 960 s, the
number of RBCs tended to decrease significantly. The image intensity tended to increase. At t = 1920 s,
the image intensity tended to decrease as RBCs tended to increase significantly. The contrast of each
image was enhanced by conducting image processing with the software Image-J (NIH, Maryland,
USA). A specific ROI (300 x 150 pixels) in the blood sample channel was selected to quantify the
image intensity (<IBC>). To visualize the ESR in a driving syringe, a side view of a syringe filled
with a blood sample (Hct = 30%) was captured sequentially with a smartphone camera (Galaxy A5,
Samsung, Korea). As lower level of hematocrit exhibited higher value of <IBC>, the results of blood
sample (Hct = 30%) was selected and summarized at a specific time. Figure 4C-b showed snapshots
of a driving syringe over time (t) (t = 0, 480, 960, 1440, and 1920 s). Before t = 480 s, there was no
indication of the ESR occurring in a driving syringe, because the RBCs were distributed uniformly.
After t = 960 s, because of the continuous ESR, the blood sample inside the syringe was separated
into two regions: an RBC-rich region (i.e., lower layer) and an RBC-free region (i.e., upper layer).
As shown in Figure 4C-a, the ESR in the driving syringe caused a reduced number of RBCs in the
microfluidic channel. To quantify the decrease in hematocrit resulting from ESR in the driving syringe,
the image intensity of the blood sample (<IBC>) was obtained over time. Figure 4C-c showed temporal
variations of <IBC> with respect to Hct = 30%, 40%, 50%, and 60%. For a blood sample with Hct = 30%,
<IBC> tended to increase after t = 1190 s. For a blood sample with Hct = 40%, image intensity tended
to increase after t = 1570 s. For blood samples with a high hematocrit (Hct = 50%, 60%), the image
intensity remained constant over time. This result showed that a lower hematocrit contributed to
varying image intensity (or numbers of RBCs) of blood samples flowing in a microfluidic channel.
According to a specific parameter (SESR) suggested in a previous study [20], variations of ESR were

quantified with respect to Hct. The SESR was obtained as SESR =
∫ t=1920

t=0 (〈IBC〉 − Imin)dt. Here, Imin
represents the minimum value of <IBC> within a specific duration, t = 1920 s. Figure 4C-d showed
variations of SESR with respect to Hct. The SESR tended to decrease substantially with respect to Hct.
The blood sample with Hct = 30% showed the maximum value of SESR. This result indicated that SESR
varied significantly depending on the hematocrit.

From the result, one can conclude that the viscoelasticity of the blood sample suggested by the
present method can be varied with the hematocrit. In addition, it can be employed to quantify variations
of the ESR occurring in the driving syringe by monitoring temporal variations of viscoelasticity.

3.4. Quantification of the Contribution of Hardened RBCs to Blood Viscoelasticity

Finally, the method was employed to quantify the contribution of hardened RBCs to the
viscoelasticity of blood samples. According to previous studies [27,28], normal RBCs were hardened
chemically with GA solution. The degree in rigidity increased gradually by varying concentrations of
the GA solution. Normal RBCs were hardened chemically with three different concentrations of GA
solution (CGA) (CGA = 4, 8, and 12 µL/mL). The hardened blood sample (Hct = 50%) was then prepared
by adding hardened RBCs into plasma.

Figure 5A showed temporal variations of βB with respect to CGA. As the concentration of GA
solution increased, βB tended to increase gradually. In addition, the βB exhibited steady and periodic
variations over time. Figure 5B showed temporal variations of <IBC> with respect to CGA. The inset
showed a microscopic image of the fixed blood sample (i.e., fixed RBCs with CGA = 12 µL/mL) captured
at t = 480 s. The <IBC> tended to decrease slightly at a higher concentration of GA solution. However,
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it exhibited steady and periodic variations over time. The result indicated that the fixed blood sample
with Hct = 50% did not induce the ESR in the driving syringe as shown in Figure 4.
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Figure 5. Contribution of fixed blood sample to viscoelasticity of blood sample. Fixed RBCs were
prepared chemically with GA solution (CGA) (CGA = 4, 8, and 12 µL/mL). A fixed blood sample
(Hct = 50%) was then prepared by adding fixed RBCs into plasma: (A) temporal variations of βB with
respect to CGA, (B) temporal variations of <IBC> with respect to CGA, (C) variations of β0 and β1 with
respect to CGA, and (D) variations of µB and CB with respect to CGA.

Figure 5C showed variations of β0 and β1 with respect to CGA. Both parameters (β0 and β1)
tended to increase substantially at a higher concentration of GA solution. Because the GA solution
was employed to increase the rigidity of RBCs, both parameters presented distinctive variations of
hardness. Based on Equations (18)–(20), variations of µB and CB were obtained at an interval of
T = 360 s. As βB and <IBC> showed stable variations over time, µB and CB remained constant over the
specific duration of the test as shown in Figure 5A,B. Thus, µB and CB were represented as average ±
standard deviation (n = 5). Figure 5D showed variations of µB and CB with respect to CGA. According
to previous studies [17,18], blood viscosity and elasticity tended to increase at a higher concentration of
GA solution. When compared with the previous results, blood viscosity exhibited consistent variations
with respect to the concentration of GA solution. Because compliance was defined as the reciprocal
of elasticity, the compliance also showed consistent variations with respect to the concentration of
GA solution.

The results lead to the conclusion that the present method could be employed to monitor variations
of the viscoelasticity of blood samples while the syringe pump was set to a pulsatile flow-rate pattern.

3.5. Quantificative Comparison of Viscoelasticty Obtained with Preesent Method and Conventional Viscometer

Using a conventional viscometer, viscoelasticity of cells was modeled with the linear Maxwell
model. As shown in Figure 6A-a, the viscoelasticity of each blood sample was modeled as a solid
element and a fluid element connected in series. The corresponding constitutive expression of each
element was given as τ = Gγ (solid element) and τ = µ

.
γ (fluid element), respectively. Here, G and

µ represented elasticity and viscosity, respectively. τ and γ denoted shear stress and shear strain.
External shear strain was excited periodically as γ(t) = γ0e jωt. The governing equation was then
derived as

.
τ+ 1

λcv
τ = G

.
γ. Here, the time constant of viscometry (lcv) was expressed as lcv = µ/G.
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The viscous effect of the viscometer was considered as negligible since the viscometer did not have an
influence on relaxation time of the cells. The viscometer had operated at a wider range of frequency
from ω = 0.3 rad/s to ω = 700 rad/s [29]. The previous study indicated that the time constant of whole
blood was obtained as λcv = 1.5–13.4 ms for shear flow [29], and λcv = 114–259 ms for extensional
flow [30].
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Figure 6. Mathematical representation and quantification of contributions of channel depth and air
cavity to compliance. (A) Mathematical representation of conventional viscometer and microfluidic
system. (a) Mathematical representation of conventional viscometer. (b) Mathematical representation
of microfluidic system. (B) Evaluation of channel depth (H) on compliance. Here, 1x PBS as test fluid
was infused into a microfluidic system. (a) Variations of λB with respect to H. (b) Variations of RWB and
CB with respect to H. (C) Evaluation of air cavity on compliance.

On the other hand, under periodic blood flow in the microfluidic system, Figure 6A-b showed
the simple fluidic circuit model of the microfluidic system. Based on electric circuit analysis, the
governing equation of fluidic system was derived as λB

.
Q + Q = QB(t). Here, Q represented the flow

rate which passed through resistance element. Time constant (λB) was derived as λB = RWB·CB. RWB
and CB represented fluidic resistance of the coflowing channel filled with only blood sample and
compliance, respectively. As shown in Figure 6A-b, a microfluidic system behaved as an R-C low pass
filer. To effectively infuse alternating components in the periodic flow rate into a microfluidic system,
the period of the excitation flow rate should be much longer than the time constant of the microfluidic
system (i.e., T > λB). In addition, the syringe pump used in this study did not infuse blood samples
during short periods. From the experimental results as shown in Figure 3B, period (T) of the sinusoidal
flow rate was fixed as T = 360 s.

The λB was determined by RWB and CB. Flexible tubing and the PDMS channels tended to vary
the time constant substantially [11]. A microfluidic channel with different channel depths (H) (H = 4,
10, and 20 µm) was prepared to change RWB. Here, 1x PBS was infused into a microfluidic channel to
reduce or remove the viscoelastic effects. As shown in Figure 6B-a, the corresponding time constant for
each channel depth was obtained as λB = 5.92 ± 0.81 s (H = 4 µm), λB = 6.11 ± 0.20 s (H = 10 µm), and
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lB = 3.64 ± 0.40 s (H = 20 µm). In addition, Figure 6B-b showed variations of RWB and CB with respect
to H. A lower channel depth contributed to increasing RWB, and decreasing CB. The result indicated
that fluidic resistance (RWB) had a strong influence on CB. To find out the contribution of compliance
element (CB), the compliance of the microfluidic system increased intentionally by securing the air
cavity inside the driving syringe. As shown in Figure 6C, variations of λB and CB were obtained with
respect to Vair = 0 and 0.1 mL. When the air cavity of 0.1 mL existed inside the driving syringe, λB
and CB increased considerably as λB = 20.84 ± 3.42 s and CB = 378.59 ± 62.11 s. From the result, the air
cavity tended to increase λB and CB substantially. When compared with viscometry data, the time
constant (λB) increased about O (102) significantly because of the compliance effect of the microfluidic
system (i.e., flexible tubing, PDMS channels, and the air cavities existing in the driving syringe).
In addition, minimum threshold of CB (i.e., detection limit) was estimated as 66.05 ± 7.30 µm3/mPa
at a specific condition (i.e., Vair = 0, H = 20 µm). According to a previous study [17], time constants
obtained with two different systems (i.e., λPM: microfluidic system, λCPV: conventional viscometer)
were obtained and compared with respect to Cglycerin = 10%, 20%, 30% and 40%. As glycerin solution
did not include viscoelasticity, both time constants remained unchanged with respect to different
concentrations of glycerin solution. However, the microfluidic system had a longer time constant
with O (100). The ratio of time constant between λCPV and λPM was obtained as λCPV/λPM = O (102).
To quantitatively determine elasticity obtained with both methods, a scatter plot was employed by
plotting GPM on the vertical axis and GCPV on the horizontal axis. According to linear regression
analysis, regression coefficient (R2) had a higher value (R2 = 0.9617). This result indicated that the
elasticity obtained with microfluidic system exhibited consistent variations with respect to Cglycrin when
compared with elasticity obtained with conventional viscometer. Thus, the microfluidic system could
be employed to measure viscoelasticity effectively. The slope of 0.0022 indicated that elasticity obtained
with the microfluidic system was much less than that obtained with the conventional viscometer.

According to order analysis, CB had an order of O (10−13) from the analytical expression of
time constant. Here, O represented order. According to experimental results as shown in Figure 5,
the blood sample (normal RBCs suspended in plasma, Hct = 50%) had λB = 36.084 ± 0.713 s,
µB = 2.422 ± 0.028 cP, and RWB = 135.148 ± 2.03 TPa·s/m3. The compliance (CB) was then obtained as
CB = 270.598 ± 4.63 µm3/mPa. The corresponding order of each parameter was calculated as (1) O (101)
for λB, (2) O (100) for µB, and O (1012) for RWB. As the unit of CB was expressed as µm3/mPa, the order
of CB was calculated as O (10−18)/O (10−3) = O (10−15). Thus, CB obtained for the blood sample had an
order of O (10−13). In order words, both approaches (i.e., analytical expression, and experimental data)
exhibited the same order of O (10−13). Thus, the present method could be used to monitor CB of blood
samples sufficiently.

To compare the relationship between GB and CB, it was assumed that λcv of the conventional
viscometer had the same λB as the microfluidic system (i.e., λcv = λB). The time constant obtained by
the microfluidic system was used to evaluate GB and CB simultaneously. The following relation was
given as µ

G = RWB ×CB. The analytical expression indicated that GB and CB had a reciprocal relationship
(i.e., G ~ 1/CB). Using experimental results as shown in Figure 4, GB and CB were obtained with respect
to Hct = 30%, 40%, 50%, and 60%. Additionally, by referring to the previous study [18], variations of
GB were represented with respect to Hct = 30%, 40%, and 50%. Here, blood samples were prepared
by adding normal RBCs into plasma. As shown in Figure 7A, at Hct > 40%, GB tended to increase
with respect to Hct. Inversely, CB tended to decrease with respect to Hct. When compared with the
previous study, the trend of GB increased similarly with respect to Hct. It can be inferred that different
microfluidic systems contributed to differences of GB between both studies. Additionally, variations
of CB and GB were summarized with respect to CGA as shown in Figure 7B. Here, in the previous
study [4], fixed blood samples were prepared by adding fixed RBCs into 1x PBS instead of plasma.
GB of both studies tended to increase gradually with respect to CGA. From quantitative comparisons
between the previous study and the present study, elasticity (GB) and compliance (CG) had a reciprocal
relationship. Additionally, they varied significantly when the rigidity of RBCs increased substantially.
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(A) Variation of GB and CB with respect to Hct. (B) Variations of GB and CB with respect to CGA.

Viscoelasticity (G) was represented as G = G1+ j G2. Here, G1 (storing modulus) and G2 (loss

modulus) were expressed as G1 = G
(
λB

2ω2

1+λB2ω2

)
and G2 = G

(
λBω

1+λB2ω2

)
. Variations of G1 and G2 were

represented with respect to radial frequency (ω). G1 and G2 tended to vary depending on λB·ω.
However, as λB·ω showed a significant difference for both systems, it was apparent that both systems
exhibited different variations of G1 and G2 with respect toω. The microfluidic system and conventional
viscometer showed different characteristics in terms of angular frequency (or period) and time constants.
However, according to experimental results, the microfluidic system could be used effectively to
evaluate the viscoelasticity of human blood when compared with conventional viscometers.

4. Conclusions

In this study, a viscoelasticity measurement method for human blood samples (normal blood
sample, fixed blood sample) was suggested by quantifying the interface in coflowing streams
when a blood sample was infused at a sinusoidal flow rate. Using a discrete fluidic circuit model,
a first-order nonlinear differential equation for the interface (αB) in coflowing streams was derived.
Two approximation factors (F1, F2) were applied to convert a nonlinear term into a linear term.
The viscosity and compliance (as viscoelasticity) were derived analytically from the linear differential
equation. From numerical simulation, two approximate factors were obtained: F1 = 1.094 and
F2 = 1.1087. The normalized difference between the nonlinear term and linear term was less than 10%.
The experimental results showed that compliance varied linearly by period (T= 120, 240, 360, and 480 s).
However, the blood viscosity remained constant with respect to period. The hematocrit and diluent
contributed to varying viscoelasticity. Finally, viscoelasticity varied substantially depending on the
degree in rigidity of RBCs. From the experimental results, it was found that the present method had the
ability to monitor variations of viscoelasticity while the syringe pump was set to a pulsatile flow-rate
pattern. As a limitation, the microfluidic device used in this study had microfluidic channels that
were rectangular shape. However, human or animal blood vessels are not rigid and possess circular
shape. When compared with live blood vessels, the rectangular shape of microfluidic device might
contribute to varying viscoelasticity of the microfluidic channels within the blood sample. Microfluidic
channels with 90◦ turns can cause live mammalian cells to lyse and aggregate in corners, causing
fluid flow disruptions. In our next design, we will evaluate the contributions of channel shape and
dimensions to viscoelasticity characteristics of the blood samples. In the near future, the present
method will be employed to obtain the viscoelasticity of a blood sample circulated under ex vivo and
in vivo conditions. In other words, to measure biomechanical properties of blood circulating under
an extracorporeal bypass loop or hemodialysis, the blood sample will be collected from the fluidic
circuit at periodic intervals. Biomechanical properties are then evaluated with individual conventional
viscometers. However, the repetitive collection tends to reduce blood volume in the circuit substantially.
If the present method will be integrated into the future fluidic circuit, viscoelasticity of the blood
sample will be obtained at various intervals of time, even without periodic collection of blood samples.
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Blood volume loss might be reduced considerably in our microfluidic device when compared with the
conventional method. Finally, the data obtained by the novel microfluidic system could be employed
effectively to monitor vascular diseases and human health.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/11/3/245/s1,
Figure S1: Mask drawing of silicon mold.
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Abstract: Air compliance has been used effectively to stabilize fluidic instability resulting from
a syringe pump. It has also been employed to measure blood viscosity under constant shearing
flows. However, due to a longer time delay, it is difficult to quantify the aggregation of red blood
cells (RBCs) or blood viscoelasticity. To quantify the mechanical properties of blood samples (blood
viscosity, RBC aggregation, and viscoelasticity) effectively, it is necessary to quantify contributions
of air compliance to dynamic blood flows in microfluidic channels. In this study, the effect of air
compliance on measurement of blood mechanical properties was experimentally quantified with
respect to the air cavity in two driving syringes. Under periodic on–off blood flows, three mechanical
properties of blood samples were sequentially obtained by quantifying microscopic image intensity
(<I>) and interface (α) in a co-flowing channel. Based on a differential equation derived with a fluid
circuit model, the time constant was obtained by analyzing the temporal variations of β = 1/(1–α).
According to experimental results, the time constant significantly decreased by securing the air
cavity in a reference fluid syringe (~0.1 mL). However, the time constant increased substantially by
securing the air cavity in a blood sample syringe (~0.1 mL). Given that the air cavity in the blood
sample syringe significantly contributed to delaying transient behaviors of blood flows, it hindered
the quantification of RBC aggregation and blood viscoelasticity. In addition, it was impossible to
obtain the viscosity and time constant when the blood flow rate was not available. Thus, to measure
the three aforementioned mechanical properties of blood samples effectively, the air cavity in the
blood sample syringe must be minimized (Vair, R = 0). Concerning the air cavity in the reference fluid
syringe, it must be sufficiently secured about Vair, R = 0.1 mL for regulating fluidic instability because
it does not affect dynamic blood flows.

Keywords: air compliance effect; RBC aggregation; blood viscosity; blood viscoelasticity; blood
velocity fields; interface in co-flowing streams; microfluidic device

1. Introduction

A blood sample is composed of cells (i.e., red blood cells (RBCs), white blood cells, and platelets)
and plasma. Given that the number of RBCs is much larger than that of the other cells, RBCs have
a significant role in determining mechanical properties of blood samples (viscosity, deformability,
and aggregation). In addition, plasma proteins substantially contribute to increasing aggregation.
Since a strong relationship between cardiovascular diseases and mechanical properties of blood
samples was reported [1–4], mechanical properties of blood samples have been suggested as label-free
biomarkers for early detection of cardiovascular diseases.

In contrast with bulky viscometers [5,6], a microfluidic-based device can provide numerous
advantages including fast response, small volume consumption, and disposability. Currently,
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such devices are widely employed for quantifying mechanical properties of blood samples
(viscosity [7–10], RBC aggregation [11–14], RBC deformability [3,15], and hematocrit (Hct) [16–18]).
A microfluidic device has been also employed to separate RBCs or tumor cells from whole blood
sample [19–21].

In microfluidic environments, blood flows must remain unchanged over time to measure blood
viscosity accurately. However, during the process of supplying a blood sample into a microfluidic
device, the syringe pump causes fluidic instability at low flow rates [22]. To stabilize unstable flows
resulting from the syringe pump, several techniques including air cavity in a driving syringe [23]
or microfluidic channel [24,25], portable air cavity unit [22,26], and flexible compliance unit [27–32],
were demonstrated in microfluidic systems. These methods act on the compliance element in the fluidic
circuit model. The compliance was defined as C = ∆V/∆P. Here, ∆V and ∆P represents variations
of volume and pressure, respectively. This contributes to regulating alternating components and
increasing the time constant. Thus, they contribute to removing alternating components of blood
flows. Owing to the compliance effect, the fluidic flow remains constant over time. Additionally,
the compliance effect tends to delay transient blood flows significantly. Among the aforementioned
methods, an air cavity secured inside the syringe is simple and effective because it does not require
additional devices. In other words, a disposable syringe (~1 mL) is partially filled with a blood
sample (~lower layer) and an air cavity (~upper layer), respectively. Then, the syringe is placed into a
syringe pump. Given that the air cavity secured inside the syringe contributes to damping out fluidic
fluctuations resulting from the syringe pump [22], the blood flows remain constant over time in the
microfluidic channel.

Blood viscosity is measured with a microfluidic device under constant shearing flow condition.
After a blood sample and a reference fluid are infused into the microfluidic device at the same
flow rate, blood viscosity can be quantified by monitoring the interface in co-flowing streams [8,10].
RBC aggregation is obtained by quantifying the microscopic image intensity of the blood sample under
periodic on-off fashion or transient fluidic flows [33,34]. Owing to RBC aggregation in blood samples,
the image intensity tends to increase after the blood flow stops suddenly. However, the air cavity
secured inside the disposable syringe (i.e., air compliance) has an influence on transient behaviors
of blood flows. When turning the syringe pump off suddenly, it takes a longer time to stop blood
flows because of the air-compliance effect. Within a specific duration, the blood flow rate does not
decrease to sufficiently lower shear rates where RBC aggregation occurs. Thus, it is impossible to
quantify RBC aggregation. A simple method to resolve this issue is a pinch valve to stop blood
flows immediately [35]. A time constant defining blood viscoelasticity can be obtained by monitoring
the interface in co-flowing streams under periodic transient blood flows [33,36]. In other words,
after turning the syringe pump off, a time constant is obtained by analyzing the transient behavior of
blood flows (i.e., blood velocity). However, when a pinch valve is used to stop blood flows immediately,
it is impossible to obtain the time constant throughout transient variations of blood flows. Although
air compliance is used effectively for measuring blood viscosity, it hinders the quantification of RBC
aggregation or blood viscoelasticity. To quantify the mechanical properties of blood samples (i.e., blood
viscosity, RBC aggregation, and viscoelasticity) effectively, it is necessary to quantify contributions of
air compliance to dynamic blood flows in microfluidic channels.

In this study, the air compliance effect on measurement of blood mechanical properties was
quantified experimentally with respect to the air cavity in two driving syringes. To measure the three
aforementioned mechanical properties of the blood sample (i.e., blood viscosity, RBC aggregation,
and viscoelasticity), both the blood sample and the reference fluid were filled with individual syringes.
The air cavity inside each syringe set a certain volume ranging from 0 to 0.2 mL. After placing them
into syringe pumps, the blood sample and reference fluid were infused into a microfluidic channel.
The flow rate of the reference fluid remained constant over time. The flow rate of the blood sample
was controlled by turning the syringe pump on or off periodically. Three mechanical properties of the
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blood sample were obtained sequentially by quantifying the microscopic image intensity of the blood
sample and the interface between the two fluids flowing in a co-flowing channel, respectively.

As a demonstration, the time constants of test fluids (i.e., blood sample and glycerin (20%)) were
first obtained by varying the air cavity in the reference fluid syringe for up to 0.2 mL. Second, variations
of the time constant were obtained with respect to Hct = 30%, 40%, and 50%. Finally, to stimulate
RBC aggregation, a blood sample (Hct = 50%) was prepared by adding normal RBCs into different
diluents (i.e., 1× PBS (phosphate-buffered saline), plasma, and two dextran solutions). The effect of air
compliance on the three mechanical properties of blood samples considered was evaluated by varying
the air cavity secured in each syringe (~0.1 mL).

2. Materials and Methods

2.1. Blood Sample Preparation

The Ethics Committee of Chosun University Hospital (CHOSUN 2018-05-11) approved all
experimental protocols conducted for this study. Such protocols were deemed appropriate and
humane. Gwangju–Chonnam blood bank (Gwangju, Korea) provided concentrated RBCs and fresh
frozen plasma (FFP). After conducting washing procedures with a centrifuge twice, pure RBCs were
collected from the concentrated RBCs. Additionally, plasma was prepared by thawing FFP at a
room temperature of 25 ◦C. To evaluate the three considered mechanical properties of blood sample
with respect to air cavity, various blood samples were prepared by changing hematocrit or diluent.
First, to evaluate the contributions of hematocrit or diluent to the time constant (or viscoelasticity),
the hematocrit of blood sample was adjusted to Hct = 30%, 40%, and 50% by adding normal RBCs
into the diluent (i.e., 1× phosphate-buffered saline (PBS), and plasma). Second, to stimulate RBC
aggregation in blood samples, a specific concentration of dextran solution was added into 1× PBS.
Dextran powder (Leuconostoc spp., MW = 450–650 kDa, Sigma–Aldrich, St. Louis, MO, USA) was
diluted with 1× PBS. A blood sample (Hct = 50%) was prepared by adding normal RBCs into two
dextran solutions (5, and 10 mg/mL).

2.2. Microfluidic Device and Experimental Setup

As shown in Figure 1A-a, a microfluidic device consisted of two inlets (a, b), one outlet,
and two guiding channels (test fluid channel (TC, width (W) = 1000 µm), reference fluid channel
(RC, width (W) = 100 µm)), and co-flowing channel (CC, width (W) = 1000 µm). To increase
blood volume flowing in test channel, channel depth was set to h = 100 µm if available under
micro-electromechanical-system technique (MEMS) fabrication. A four-inch sized silicon mold was
fabricated using the MEMS techniques (i.e., photolithography and deep reactive ion etching). Polymer
PDMS (polydimethylsiloxane) (Sylgard 184, Dow Corning, Midland, MI, USA) and a curing agent
were mixed at a ratio of 10:1. Mixed PDMS was poured onto the silicon mold. After letting it solidify
into a convective oven (70 ◦C for 1 h), the cured PDMS was peeled off from the mold. Two inlets (a, b)
and one outlet were punched with a biopsy punch (outer diameter = 0.5 mm). Using an oxygen plasma
system (CUTE-MPR, Femto Science Co., Hwaseong-si, South Korea), the PDMS block was strongly
bonded to the glass slide.

To squeeze out the air bubble inside the microfluidic channels and avoid adherence of RBCs to
the channels, microfluidic channels were filled with a bovine serum albumin of 2 mg/mL through the
outlet. After an elapse of 10 min, the microfluidic channels were filled again with 1× PBS. As shown
in Figure 1A-b, a reference fluid syringe was filled with 1× PBS (~0.5 mL) and air cavity (Vair, R),
respectively. Likewise, a test fluid syringe was filled with a test fluid (~0.5 mL) and air cavity (Vair, T),
respectively. To supply the reference fluid into the reference fluid channel, a polyethylene tubing
(length = 300 mm, inner diameter = 0.25 mm, and thickness= 0.25 mm) was connected from a syringe
needle to inlet (a). To infuse the test fluid into the blood sample channel, a polyethylene tubing
(length = 300 mm, inner diameter = 0.25 mm, and thickness = 0.25 mm) was connected from a syringe
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needle to inlet (b). To collect both samples from the co-flowing channel, a polyethylene tubing
(length = 200 mm, inner diameter = 0.25 mm, and thickness = 0.25 mm) was fitted tightly into the
outlet. Using two syringe pumps (neMESYS, Cetoni Gmbh, Korbussen, Germany), the reference fluid
was infused at a constant flow rate of QR = Q0. The test fluid was supplied at periodic on-off fashion
(period (T) = 240 s, duty ratio = 0.5, and QT = Q0). A microfluidic device was placed on an optical
inverted microscope (BX51, Olympus, Tokyo, Japan) equipped with a 10× objective lens (NA = 0.25).
A high-speed camera (FASTCAM MINI, Photron, Tokyo, Japan) captured two microscopic images
sequentially at a frame rate of 500 fps. The image acquisition continued at an interval of 0.5 s with a
function generator. All experiments were conducted at a temperature of 25 ◦C.
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Figure 1. Proposed method for measuring the effect of air compliance on measurement of mechanical
properties of blood samples flowing in microfluidic channels. (A) Schematic diagram of experimental
setup including a microfluidic device, two syringe pumps, and an image acquisition system.
(a) A microfluidic device comprising two inlets (a, b), one outlet, two guiding channels for two
fluids (reference channel (RC), test channel (TC)), and a co-flowing channel (CC). (b) Two syringe
pumps for delivering reference fluid and test fluid. (c) The interface in the co-flowing channel was
quantified as α = WB/W. (d) Velocity fields of blood flows obtained with a micro-particle image
velocimetry (PIV) technique. (B) As a preliminary demonstration, a blood sample (normal red blood
cells (RBCs) in 1× phosphate-buffered saline (PBS), hematocrit (Hct) = 50%) and glycerin (20%) as a
test fluid were prepared to show temporal variations of α. (a) Microscopic images of a blood sample
and 1× PBS flowing in the co-flowing channel at specific time instants (t = 90, 130, 140, 150, and 230 s).
(b) Microscopic images of glycerin (20%) and 1× PBS flowing in the co-flowing channel at specific time
instants (t = 90, 130, 140, 150, and 230 s). (c) Temporal variations of α with respect to the blood sample
and glycerin (20%).

2.3. Quantification of Interface, Velocity Fields, and Image Intensity

The right side panel in Figure 1A-c shows a microscopic image taken for estimating the interface
in a co-flowing channel. A specific region-of-interest (ROI, 240 × 200 pixels) was selected within a
straight region of the co-flowing channel. Using MATLAB 2019 (MathWorks, Natick, MA, USA),
the blood-filled width (WB) over the ROI was estimated with Otsu’s method [37]. The interface in the
co-flowing channel (α) was defined as α = WB/W. As shown in Figure 1A-d, the velocity fields of the
blood sample in the test fluid channel were obtained with a micro-particle image velocimetry (PIV)

114



Micromachines 2020, 11, 460

technique [38]. A specific ROI (240 × 200 pixels) was selected within the test fluid channel. The size
of the interrogation window was 32 × 32 pixels. The window overlap was 50%. The velocity fields
within ROI were validated with a local median filter. The average velocity (<U>µPIV) was obtained
by averaging the velocity fields over the ROI. To evaluate the RBC aggregation of the blood sample,
the microscopic image intensity of the blood sample flowing in the test fluid channel was quantified
with digital image processing. As shown on the right side channel, a specific ROI (240 × 200 pixels)
was selected within the test fluid channel. An average image intensity (<I>) was obtained by averaging
the image intensities distributed over the ROI.

As a preliminary demonstration, three properties of blood sample (i.e., blood viscosity,
RBC aggregation, and viscoelasticity) were quantified by analyzing interface in coflowing channel (α)
and image intensity of blood flows in test channel (<I>), respectively. A blood sample (normal RBCs
suspended in 1× PBS, Hct = 50%) and glycerin (20%) as the test fluid were prepared to show temporal
variations of the interface (α) depending on the air cavity in a syringe. Two syringes were filled with the
test fluid (~0.5 mL) and reference fluid (~0.5 mL), respectively. Then, the air cavity in the reference fluid
syringe was set to 0.1 mL. The air cavity in the test fluid syringe was set to zero. Furthermore, 1× PBS
as reference fluid was injected at a constant flow rate of Q0 =1 mL/h. The test fluid was injected in a
periodic on-off fashion (T = 240 s, duty ratio = 0.5, and Q0 =1 mL/h). Figure 1B-a,b show microscopic
images of two test fluids (i.e., blood sample and glycerin (20%)) at specific time instants (t = 90, 130,
140, 150, and 230 s). When capturing microscopic images as shown in Figure 1B-b, light intensity
increases significantly in order to clearly see RBCs flowing in the test channel. After turning off the
syringe pump of the test fluid at t =120 s, the blood-filled width (WB) tended to decrease over time.
Figure 1B-c shows temporal variations of the obtained α with respect to blood sample and glycerin
(20%), respectively. Under the constant blood flow condition (i.e., t < 120 s), the value of α of the
blood sample was higher than that of glycerin (20%). Under the transient flow condition (i.e., 120 s <

t < 240 s), the value of α of the blood sample took longer to reach a constant value compared with
glycerin (20%). After turning on the syringe pump for the blood sample, the blood flow rate and
interface (α) remained constant after an elapse of time constant. Blood viscosity was then quantified
with the information of the interface. After an elapse of a half period, the syringe pump for the blood
sample was set to turn off. The interface decreased substantially over time. After an elapse of the time
constant, RBC aggregation occurred and contributed to increasing image intensity of the blood sample.
RBC aggregation was then obtained by analyzing temporal variations of image intensity. In other
words, blood viscosity and RBC aggregation were obtained at a constant flow rate and extremely low
flow rate, respectively. Thus, to measure both properties effectively, it was necessary to secure sufficient
duration of constant flow rate and stationary flow rate under periodic on–off operation of the syringe
pump. In other words, time constant should remain much smaller than half period. Air compliance
was used widely to eliminate fluidic instability resulting from the syringe pump. However, the air
compliance tended to increase time constant substantially. When turning on syringe pump (i.e., 0 < t <

0.5 T), the air cavity (~0.1 mL) inside syringe did not arrive at a constant value of β. When turning off

the syringe pump (i.e., 0.5 T < t < T), β decreased gradually over time. The longer time constant made
it difficult to quantify both properties of blood samples. As air compliance hindered in quantifying
blood viscosity and RBC aggregation, it is necessary to minimize the time constant by removing the air
cavity in the blood syringe pump and securing the air cavity in reference syringe. Thus, the dynamic
behavior of two fluids (i.e., time constant) should be considered as a significant factor for effectively
quantifying blood viscosity and RBC aggregation under periodic on–off blood flow condition.

3. Results and Discussion

3.1. Variations of Time Constant with Respect to Air Cavity in Reference Fluid Syringe

According to previous studies [22,23,26,29], air compliance was widely used to stabilize fluidic
instability resulting from syringe pumps. In this study, a reference fluid was injected at a constant flow
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rate with a syringe pump. However, the air cavity in the reference fluid syringe might have an influence
on the dynamic variation of the interface in co-flowing channels. For this reason, it was necessary to
evaluate the contributions of the air cavity in the reference fluid syringe to time constants of the interface
in co-flowing channels. The air cavity in the reference fluid syringe was set to Vair, R = 0, 0.1, and 0.2 mL.
To separate the effect of the air cavity in the test fluid syringe, such a cavity was set to zero (Vair, T = 0).
Blood samples (normal RBCs suspended in 1× PBS, Hct = 50%) and glycerin (20%) were prepared as
test fluids.

To model the contribution of the air cavity in the syringe to interface, it was required to derive a
governing equation for two fluids flowing in a co-flowing channel. As shown in Figure 2A, a fluidic
circuit model for two fluids (reference fluid and test fluid) flowing in a co-flowing channel was
constructed with discrete circuit elements (i.e., flow rate elements: QR, QT, resistance elements: RR,
RT, and compliance element: CT). Here, CT denotes the compliance element that was combined with
flexible tubing, a microfluidic channel, and an air cavity in the syringe. Additionally, ground (H)
represents pressure set to zero. To keep the mathematical model simple, the interface in the co-flowing
channel was modeled as a virtual wall. Different boundary conditions between the real physical model
and the mathematical model were compensated by adding a correction factor (Cf) into the governing
equation [39]. Thus, both fluids in the co-flowing channel were modeled independently with discrete
circuit elements. The governing equation on interface (α) for both fluids flowing in the co-flowing
channel is expressed as follows:

CTRWT
d
dt

( C f

1− α
)
+

C f α

1− α =

(
QT

QR

)(
µT

µR

)
(1)
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Figure 2. Quantitative evaluations of time constant with respect to the air cavity in the reference
fluid syringe (Vair, R = 0, 0.1, and 0.2 mL). Here, the air cavity in the test fluid syringe was set to zero.
(A) Fluidic circuit model for two fluids (reference fluid, test fluid) flowing in a co-flowing channel.
(B) Quantifications of time constants (λoff, λon) during each period. (a) Temporal variations of α and β
with respect to Vair, R = 0.2 mL. (b) Quantifications of λoff and λon during turn-on and turn-off operation
of the syringe pump. (C) Variations of λoff and λon with respect to the test fluids (blood sample and
glycerin (20%)) and air cavity in the reference syringe (Vair, R = 0, 0.1 and 0.2 mL). (a) Variations of λoff

and λon with respect to Vair, R and glycerin (20%). (b) Variations of λoff and λon with respect to Vair, R

and blood sample.
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for representing blood sample. According to a numerical simulation using CFD-ACE+ (Ver. 2019,
ESI Group, Paris, France), the correction factor could be approximately expressed as Cf = 6.6908 α4 –
13.382 α3 + 10.81 α2 – 4.1196 α + 1.6206 (R2 = 0.9922, 0.1 < α < 0.9) (Figure A1, Appendix A). Because
of the nonlinear terms in the left member of Equation (1), the differential equation was difficult to
solve substantially. Based on an approximate procedure [39], two approximate coefficients (F1, F2)
were obtained as F1 = 1.112, F2 = 1.129, respectively. Consequently, 1/(1-α) was converted into β and
Equation (1) was transformed into a linear differential equation as follows:

λ
d
dt
(β) + β = 1 +

1
F2

(
QT

QR

)(
µT

µR

)
(2)

In Equation (2), the time constant (λ) is expressed as λ = F1
F2

CTRWT � CTRWT. The compliance
element (CT) presents a linear relation with the time constant (λ) and includes the effect of the air cavity
in the syringe. Thus, the contribution of the air cavity could be obtained quantitatively by measuring
the time constant (λ) with transient behaviors of β.

As shown in Figure 2B-a, temporal variations of α and β were obtained with respect to the
blood sample (normal RBCs suspended in 1× PBS, Hct = 50%). Here, the air cavity in the reference
fluid syringe was set to 0.2 mL (Vair, R = 0.2 mL). Based on Equation (2), the temporal variations of
β were represented as shown in Figure 2B-b. When sequentially turning syringe pumps on and off,
two time constants (λoff, λon) could be obtained by analyzing transient variations of β. First, under the
turn-off operation of a syringe pump, temporal variations of βoff were extracted for 60 s. Based on an
exponential model (i.e., βoff = β0 + β1 exp (-t/λoff)), λoff was obtained by conducting nonlinear regression
analysis with Matlab 2019. Second, under the turn-on operation of a syringe pump, βon converged
in a shorter time interval than for βoff. Temporal variations of βon were extracted for 20 s. Similarly,
based on an exponential model (i.e., βon = β0 + β1 exp (-t/λon)), λon was obtained by conducting
non-linear regression analysis. Figure 2C-a shows variations of λoff and λon with respect to Vair, R and
glycerin (20%). All experimental data were expressed as mean ± standard deviation. The error bar
represented single standard deviation. Note that λoff was much longer than λon within 0.2 mL of the air
cavity. Additionally, λoff decreased substantially when the cavity volume increased from 0 to 0.1 mL.
Above Vair, R = 0.1 mL, it decreased slightly. Figure 2C-b shows variations of λoff and λon with respect
to Vair, R and the blood sample. Similar to the glycerin solution, λoff decreased considerably when the
air cavity increased from 0 to 0.1 mL. The air cavity in the reference fluid syringe (~0.1 mL) contributed
to decreasing the time constant (λoff) significantly. However, λon did not present distinctive variations
with respect to the air cavity in the reference fluid syringe. Additionally, two time constants remained
unchanged above Vair, R = 0.1 mL. According to discrete fluidic circuit analysis, air compliance (C) plays
a role in regulating the alternating component of the flow rate. In this study, flow rate of the reference
fluid remained unchanged over time. It was modeled as direct component of flow rate. Thus, air cavity
secured in reference syringe did not contribute to the changing time constant. However, air cavity with
0.1 mL decreased time constant substantially. Taking into account the fact that air compliance caused
the time constant to increase generally, the result showed different trends. Above a 0.1 mL air cavity,
the time constant varied slightly. The constant value of the time constant was obtained through fluid
viscosity and the compliance effect of the tubing and PDMS device. According to these experimental
results, the air cavity in the reference fluid syringe (~0.1 mL) contributed to decreasing λoff greatly.
Note that λoff decreased more significantly than λon. Above an air cavity volume of 0.1 mL, the time
constants did not present substantial variation.

3.2. Valuations of Time Constant with Respect to Hematocrit and Air Cavity in Blood Sample Syringe

First, to evaluate the contribution of hematocrit to the time constant, the blood sample (Hct = 30%,
40%, and 50%) was prepared by adding normal RBCs into 1× PBS. As shown in Figure 3A-a, variations
of λoff and λon were obtained with respect to Hct. To evaluate the contribution of the air cavity in
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the reference fluid syringe, such a cavity was set to Vair, R = 0 and 0.1 mL. The air cavity in the blood
sample syringe was set to Vair, B = 0. In contrast with λon, λoff increased largely with respect to Hct.
In addition, the air cavity in the reference fluid syringe contributed to decreasing the time constant
substantially. As shown in Figure 3A-b, a scatter plot was constructed by plotting λon on Y-axis and
λoff on X-axis. According to linear regression analysis, the following linear regression formula was
obtained: λon = 0.2815 λoff + 1.4967 (R2 = 0.8282). The high regression coefficient (R2) denotes that λon

and λoff showed a strong linear relationship. From these results, λoff was selected as the representative
time constant throughout this study.Micromachines 2020, 11, x 8 of 19 

 

 
Figure 3. Quantitative evaluations of time constants (λoff, λon) with respect to hematocrit and air cavity 
in each syringe. Here, a blood sample was prepared by adding normal RBCs into 1× PBS. (A) The 
comparison of two time constants with respect to hematocrit and air cavity. (a) Variations of λoff and 
λon with respect to Hct = 30%, 40%, and 50% and Vair, R = 0 and 0.1 mL. (b) Linear relationship between 
λoff and λon. Here, the air cavity in the blood sample syringe was set to zero. (B) Variations of λoff and 
λon with respect to Hct = 30%, 40%, and 50% with Vair, B = 0 and 0.1 mL. Here, the air cavity in the 
reference fluid syringe was set to 0.1 mL. (C) Quantitative comparison of λoff obtained from <U>μPIV 
and β. The hematocrit of the blood sample was adjusted to Hct = 50% by adding normal RBCs into 1× 
PBS. (a) Comparison of λoff obtained from <U>μPIV and β with respect to Vair, R = 0 and 0.1 mL. Here, the 
air cavity in the blood sample syringe was set to zero. (b) Comparison of λoff obtained from <U>μPIV 
and β with respect to Vair, B = 0 and 0.1 mL. Here, the air cavity in the reference fluid syringe was set to 
0.1 mL. 

Second, to evaluate the effect of the air cavity in the blood sample syringe (Vair, B) on the time 
constant (λoff), such cavity was set to Vair, B = 0, and 0.1 mL. Additionally, to stabilize the fluidic 
instability resulting from the syringe pump, the air cavity in the reference fluid syringe was set to Vair, 

R = 0.1 mL. As shown in Figure 3B, variations of λoff were obtained with respect to Hct = 30%, 40%, 
and 50% and Vair, B = 0, and 0.1 mL. The air cavity in the blood sample syringe contributed to increasing 
the time constant substantially. Theoretically, the size of syringe pump did not contribute to the 
varying time constant. According to the previous study [22], the time constant tended to increase 
linearly with respect to air cavity volume. In other words, air cavity secured in each syringe varied 
dynamic behaviors of β in coflowing channels (i.e., time constant). Thus, it is necessary to fix air cavity 
secured in each syringe. Note that, interestingly, the air cavity in the reference fluid syringe 
contributed to decreasing λoff, as shown in Figure 3A-a. From these results, we inferred that the air 
cavity increased or decreased the time constant depending on whether it existed in the reference fluid 
syringe or the blood sample syringe. 

Third, to compare the time constant with temporal variations of β, the time constant was 
additionally obtained with temporal variations of the average velocity of the blood flow in the test 
fluid channel (<U>μPIV). A blood sample (Hct = 50%) was prepared as the test fluid by adding normal 
RBCs into 1× PBS. Figure 3C-a shows λoff of <U>μPIV and λoff of β with respect to Vair, R = 0 and 0.1 mL. 

Figure 3. Quantitative evaluations of time constants (λoff, λon) with respect to hematocrit and air
cavity in each syringe. Here, a blood sample was prepared by adding normal RBCs into 1× PBS.
(A) The comparison of two time constants with respect to hematocrit and air cavity. (a) Variations of
λoff and λon with respect to Hct = 30%, 40%, and 50% and Vair, R = 0 and 0.1 mL. (b) Linear relationship
between λoff and λon. Here, the air cavity in the blood sample syringe was set to zero. (B) Variations of
λoff and λon with respect to Hct = 30%, 40%, and 50% with Vair, B = 0 and 0.1 mL. Here, the air cavity
in the reference fluid syringe was set to 0.1 mL. (C) Quantitative comparison of λoff obtained from
<U>µPIV and β. The hematocrit of the blood sample was adjusted to Hct = 50% by adding normal RBCs
into 1× PBS. (a) Comparison of λoff obtained from <U>µPIV and β with respect to Vair, R = 0 and 0.1 mL.
Here, the air cavity in the blood sample syringe was set to zero. (b) Comparison of λoff obtained from
<U>µPIV and β with respect to Vair, B = 0 and 0.1 mL. Here, the air cavity in the reference fluid syringe
was set to 0.1 mL.

Second, to evaluate the effect of the air cavity in the blood sample syringe (Vair, B) on the time
constant (λoff), such cavity was set to Vair, B = 0, and 0.1 mL. Additionally, to stabilize the fluidic
instability resulting from the syringe pump, the air cavity in the reference fluid syringe was set to
Vair, R = 0.1 mL. As shown in Figure 3B, variations of λoff were obtained with respect to Hct = 30%,
40%, and 50% and Vair, B = 0, and 0.1 mL. The air cavity in the blood sample syringe contributed to
increasing the time constant substantially. Theoretically, the size of syringe pump did not contribute to
the varying time constant. According to the previous study [22], the time constant tended to increase
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linearly with respect to air cavity volume. In other words, air cavity secured in each syringe varied
dynamic behaviors of β in coflowing channels (i.e., time constant). Thus, it is necessary to fix air cavity
secured in each syringe. Note that, interestingly, the air cavity in the reference fluid syringe contributed
to decreasing λoff, as shown in Figure 3A-a. From these results, we inferred that the air cavity increased
or decreased the time constant depending on whether it existed in the reference fluid syringe or the
blood sample syringe.

Third, to compare the time constant with temporal variations of β, the time constant was
additionally obtained with temporal variations of the average velocity of the blood flow in the test
fluid channel (<U>µPIV). A blood sample (Hct = 50%) was prepared as the test fluid by adding normal
RBCs into 1× PBS. Figure 3C-a shows λoff of <U>µPIV and λoff of β with respect to Vair, R = 0 and 0.1 mL.
Here, the air cavity in the blood sample syringe was set to zero. Consequently, λoff tended to decrease
with respect to Vair, R. Both <U>µPIV and β exhibited a similar trend of λoff with respect to Vair, R.
Figure 3C-b shows a comparison of λoff obtained from <U>µPIV and β with respect to Vair, B = 0 and
0.1 mL. Here, the air cavity in the reference fluid syringe was set to 0.1 mL. Consequently, λoff tended to
increase with respect to Vair, B. Both <U>µPIV and β exhibited increase in λoff significantly with respect
to Vair,B. The time constant obtained with β presented a very similar trend with respect to the air cavity
compared with the time constant obtained with <U>µPIV. As quantification of <U>µPIV required an
expensive high-speed camera and much time for the micro-PIV procedure, the quantification of β
could be considered more effective.

Finally, to evaluate the contribution of the air cavity in the blood sample syringe to blood viscosity
(µB), the value of µB was obtained with respect to Vair, B = 0 and 0.1 mL. The blood viscosity was
quantified under constant flow rate; both fluids were infused at the same flow rate (i.e., QB = QR).
By setting dβ

dt = 0 in Equation (2), a formula of blood viscosity was derived as follows:

µB = µR × (β− 1) × F2 (3)

As shown in Figure 4A, µB tended to increase with respect to Hct. As expected, the air cavity in
the blood sample syringe did not contribute to varying blood viscosity. In addition, it was inferred that
the air cavity in the reference fluid syringe (~0.1 mL) was sufficient to maintain a constant flow rate,
even at Vair, B = 0.
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To compare with the blood viscosity obtained with the present method (i.e., co-flowing
method), the blood viscosity of the same blood sample was also obtained with a previous method
(i.e., flow-switching method) [40]. The previous method produced a higher value of blood viscosity
than the present method. The Fåhræus–Lindqvist effect indicated that blood viscosity varied with
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respect to channel diameter. In other words, blood viscosity tended to decrease at a smaller channel
due to the existence of a cell-free layer. However, blood viscosity remained constant for wider channel
with above 300~500 µm. Here, the contribution of a cell-free layer was negligible because it was much
smaller than the channel size. As a rectangular channel (width = W, and depth = h) was filled with a

blood sample, an equivalent circular diameter (d) was estimated as d =
√

4 W·h
π with mass conservation.

For the previous method (i.e., switching flow method), a single fluidic channel was filled with blood
sample completely when reversal flow in junction occurred. Then, equivalent diameter was estimated
as d = 358 µm. However, for the present method (i.e., co-flowing method), the corresponding interface
of each hematocrit was obtained as α = 0.65 ± 0.01 for Hct = 30%, α = 0.67 ± 0.01 for Hct = 40%,
and α = 0.68 ± 0.01 for Hct = 50%. The equivalent diameter was then estimated as d = 288~294 µm.
According to the previous study [41], for channel diameter with below d = 400 µm, blood viscosity
tended to decrease gradually with respect to equivalent diameter. Because the present method had
smaller equivalent diameter than the previous method, it was reasonable that blood viscosity obtained
by the present method was underestimated substantially when compared with blood viscosity obtained
by the previous method. To obtain a linear relationship between both methods, as shown in the
inset of Figure 4B, a scatter plot was constructed by plotting the viscosity obtained by the present
method (i.e., co-flowing method with µB, CFM) on Y-axis and the viscosity obtained by previous method
(i.e., flow-switching method: µB, FSM) on X-axis. According to regression analysis, a linear regression
formula was obtained: µB, CFM = 0.369 µB, FSM + 1.2049 (R2 = 0.9485). The high value of the regression
coefficient (R2) means that the co-flowing method (i.e., the present method) could be used effectively
to monitor blood viscosity compared with the flow-switching method (i.e., the previous method).

3.3. Quantitative Evaluations of Image Intensity, Blood Velocity, and Interface with Respect to Diluent

To evaluate variations of mechanical properties of a blood sample at constant blood flow rate,
a blood sample (Hct = 50%) was prepared by adding normal RBCs into two different diluents, namely
1× PBS and dextran solution (10 mg/mL). Here, the dextran solution was used as a diluent to enhance
the RBC aggregation in the blood sample. The contribution of the dextran solution to the mechanical
properties of the blood sample was evaluated by measuring image intensity (<I>), average velocity
(<U>µPIV), and interface (α =1 - β−1) with respect to the blood flow rate (or shear rate). Using two
syringe pumps, both fluids were injected at the same flow rate (QR = QB = Qsp). The air cavity in each
syringe was set to 0.1 mL (i.e., Vair, R = Vair, B = 0.1 mL).

As shown in Figure 5A, the variation of image intensity (<I>) was obtained with respect to Qsp and
the diluent. The right side panel in the figure shows microscopic images captured at specific flow rates
(Qsp): (a) Qsp = 0.075 mL/h, (b) Qsp = 0.2 mL/h, (c) Qsp = 0.6 mL/h, (d) Qsp = 1 mL/h, and (e) Qsp = 5 mL/h.
For the dextran solution as diluent, <I> decreased gradually up to Qsp = 0.4 mL/h. RBC aggregation
caused to increase <I> at a lower flow rate. However, when the flow rate increased, RBCs tended to
disaggregate. Above Qsp = 0.6 mL/, <I> tended to increase gradually with respect to Qsp. According to a
previous study, the orientation and deformability of RBCs contribute to increasing image intensity [42].
Given that RBCs in 1× PBS did not include RBC aggregation, <I> did not increase, even at lower flow
rates. The value of <I> tended to increase gradually by increasing the flow rate.

While measuring blood viscosity accurately, it is necessary to evaluate the effect of flow rate on
interface (α = WB/W) in the coflowing channel. As shown in Figure 1A-c, blood-filled width (WB) could
be obtained accurately by conducting image processing. However, the channel width was assumed as
W = 1000 µm. Maximum flow rate was estimated as 2 mL/h when test fluid and reference fluid were
set to the same flow rate of 1 mL/h. While infusing the blood sample into single microfluidic channel,
the deformed channel width was quantified by increasing flow rate. Variation of W was obtained
by varying flow rate (QB = 0.05, 0.1, 0.2, 0.4, 0.6, 0.8, 1, 2, 3, 4, and 5 mL/h). As shown in Figure A2
(Appendix A), the channel width of the corresponding flow rate was quantified as W = 1009 ± 0.2 µm
(QB = 1 mL/h), W = 1012.8 ± 2.1 µm (QB = 2 mL/h), and W = 1017.5 ± 1.7 µm (QB = 4 mL/h). From the
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results, variation of channel width was estimated as less than 2% under the maximum flow rate of
2 mL/h.
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Figure 5. Quantitative evaluations of image intensity (<I>), blood velocity (<U>µPIV), and interface (α)
with respect to diluent. Blood samples (Hct = 50%) were prepared by adding normal RBCs into different
diluents, namely 1× PBS and dextran solution (10 mg/mL). The flow rate of each fluid was fixed at the
same flow rate (QR = QB = Qsp). (A) Variations of microscopic image intensity (<I>) with respect to Qsp

and diluent. The value of <I> was obtained by averaging the image intensity distributed over a specific
region-of-interest (ROI) (240 × 200 pixels) selected within the test fluid channel. The right side panel
shows microscopic images captured at a specific flow rate ((a) Qsp = 0.075 mL/h, (b) Qsp = 0.2 mL/h,
(c) Qsp = 0.6 mL/h, (d) Qsp = 1 mL/h, and (e) Qsp = 5 mL/h). (B) Variations of <U>µPIV with respect to
Qsp and diluent. (C) Variations of α and µB with respect to γ and diluent.

Variations of <U>µPIV with respect to Qsp and diluent were obtained, as shown in Figure 5B.
The value of <U>µPIV tended to increase linearly with respect to Qsp. According to linear regression
analysis, a linear regression formula for each diluent was obtained: <U>µPIV = 2.6287 Qsp (R2 = 0.9971)
for dextran solution (10 mg/mL) and <U>µPIV = 2.0732 Qsp (R2 = 0.9956) for 1× PBS. These results
indicated that RBCs suspended in dextran solution reached a higher value of <U>µPIV (~26.8%)
compared with RBCs suspended in 1× PBS.

Finally, to evaluate variations of interface (α) with flow rate and diluent, variations of α and
µB were obtained with respect to shear rate and diluent. For a rectangular channel (width = W,
and depth = h) with low aspect ratio [8], a shear rate for each flow rate (Qsp) is given approximately

by γ =
6Qsp

W h2 . Using Equation (3), the blood viscosity of the blood sample was obtained in terms of
the shear rate. As shown in Figure 5C, the interface (α) of RBCs suspended in the dextran solution
reached a higher value of interface compared with RBCs suspended in 1× PBS. The blood viscosity
decreased gradually with respect to the shear rate. The blood sample behaved as a non-Newtonian
fluid (or shear-thinning fluid). Furthermore, a dextran solution (10 mg/mL) as diluent contributed to
increasing the blood viscosity significantly compared with 1× PBS. When compared with previous
results [8], our results showed consistent trends with respect to diluents.
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3.4. Variations of Red Blood Cells (RBC) Aggregation, Viscosity, and Viscoelasticity with Respect to Diluent
and Air Cavity in Syringe

To quantify three mechanical properties of blood sample (RBC aggregation, viscosity,
and viscoelasticity) with respect to air cavity (or air compliance), variations of <I>, <U>µPIV, and β
were simultaneously obtained with respect to diluent and air cavity in each syringe. A blood sample
(Hct = 50%) was prepared by adding normal RBCs into four different diluents, namely 1× PBS, two
dextran solutions (5, and 10 mg/mL), and plasma. The air cavity in the reference fluid syringe was
fixed at Vair, R = 0.1 mL. Additionally, the air cavity in the blood sample syringe varied from Vair, B = 0
to Vair, B = 0.1 mL. Based on experimental results shown in Figure 5A, the flow rate of each fluid was
reset to Q0 = 0.5 mL/h for measuring RBC aggregation effectively.

First, as shown in Figure 6A, temporal variations of <I> and <U>µPIV were obtained with respect
to diluents. Here, the air cavity in the blood sample syringe was set to Vair, R = 0. When the syringe
pump was turned off periodically, <U>µPIV decreased suddenly over time. RBC aggregation increased
<I> gradually over time. Given that 1× PBS did not stimulate RBC aggregation, <I> of 1× PBS
remain unchanged over time. However, two dextran solutions contributed to increasing <I> over
time substantially. Given that plasma proteins contributed to RBC aggregation [43,44], <I> of plasma
increased gradually over time.
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(D) Variations of AIRBC with respect to diluent and Vair, B. The inset shows temporal variations of AIRBC

with respect to dextran solution (10 mg/mL).

To evaluate the effect of air compliance on RBC aggregation, the air cavity in the blood sample
syringe was varied from Vair, B = 0 to Vair, B = 0.1 mL. As shown in Figure 6B, temporal variations of <I>
and <U>µPIV were obtained with respect to diluent. Even when turning off the syringe pump, <U>µPIV
tended to decrease gradually over time. For this reason, except for a higher concentration of dextran
solution (10 mg/mL), <I> did not show substantial increase over time. From these results, the air cavity
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(~0.1 mL) in the blood sample syringe delayed the transient behaviors of blood velocity considerably.
Thus, it was inferred that air compliance hindered the quantification of RBC aggregation. To quantify
RBC aggregation with <I>, it was necessary to define an RBC aggregation index. From Figure 6A,
temporal variations of <I> and <U>µPIV were redrawn from t = 0 to t = 360 s. As shown in Figure 6C,
after t = 120 s (i.e., turn-off operation of the syringe pump), <U>µPIV decreased largely over time.
Note also that <I> tended to increase gradually over time. Here, a specific time instant and minimum
value of <I> were denoted as t = t0 and < I (t = t0) >, respectively. The RBC aggregation index was
then obtained by analyzing <I> from t = t0 to t = t0 + ts. According to a previous study [45], an RBC
aggregation index (AIRBC) can be defined as follows:

AIRBC =
1
ts

∫ t=t0+ts

t=t0

(< I(t) >−< I(t = t0) >)dt (4)

Based on the temporal variations of <I> shown in Figure 6A,B, AIRBC was quantified at periodic
intervals (T = 240 s). Figure 6D shows variations of AIRBC with respect to diluent and Vair, B. The inset
of Figure 6D shows temporal variations of AIRBC with respect to dextran solution (10 mg/mL) and
Vair, B = 0. The RBC aggregation index was quantified with repetitive tests (n = 8) and expressed as
mean ± standard deviation. Under no air cavity in the blood sample syringe, the RBC aggregation
index for each diluent was obtained as AIRBC = 0.003 ± 0.001 for 1× PBS, AIRBC = 0.025 ± 0.001 for
dextran solution (5 mg/mL), AIRBC = 0.071 ± 0.008 for dextran solution (10 mg/mL), and AIRBC = 0.021
± 0.003 for plasma. The dextran solutions and plasma contributed to increasing the RBC aggregation
index significantly compared with 1× PBS. Additionally, AIRBC tended to increase significantly at
higher concentration of dextran solution. When the air cavity in the blood sample syringe was reset
to 0.1 mL, the RBC aggregation index for the two dextran solutions was obtained as AIRBC = 0.004 ±
0.001 for the first dextran solution (5 mg/mL) and AIRBC = 0.008 ± 0.003 for the second dextran solution
(10 mg/mL). Given that the air cavity (or air compliance) tended to delay the transient behavior of the
blood velocity, AIRBC decreased considerably. From these results, the air cavity (~0.1 mL) in the blood
sample syringe hindered the quantification of the RBC aggregation substantially.

Second, as shown in Figure 7A-a, the temporal variations of β were obtained with respect to
diluent. Air cavities of each syringe were set to Vair, R = 0.1 mL and Vair, B = 0, respectively. Among the
values of β obtained in Figure 7A-a, to represent how the blood viscosity (µB) and the time constant
(λoff) were quantified over a single period, temporal variations of β were redrawn at specific durations
ranging from t = 240 s to t = 500 s.

As shown in Figure 7A-b, the value of µB was obtained with the Equation (3) under turn-on
operation of the syringe pump (t < 0.5 T). Afterward, λoff was estimated with regression analysis
(βoff = β0 + β1 exp (-t/λoff) under turn-off operation of the syringe pump (0.5 T < t < T). As shown in
Figure 7A-c, variations of µB were obtained at intervals of 240 s with respect to diluent. The value of
µB for each diluent was obtained as µB = 2.95 ± 0.12 cP for 1× PBS, µB = 3.53 ± 0.15 cP for the first
dextran solution (5 mg/mL), µB = 5.89 ± 0.28 cP for the second dextran solution (10 mg/mL), and µB
= 4.59 ± 0.14 cP for plasma. Under the turn-off operation of the syringe pump, the time constant
(λoff) was obtained with respect to diluent. Using a linear Maxwell model (i.e., λoff = µB/GB), GB
was obtained by dividing µB by λoff. As shown in Figure 7B-b, variations of λoff were represented
with respect to diluent and Vair, B = 0. Additionally, Figure 7A-d shows variations of elasticity (GB)
with respect to diluent. The value of GB for each diluent was obtained as GB = 0.5 ± 0.02 mPa for
1× PBS, GB = 0.62 ± 0.03 mPa for the first dextran solution (5 mg/mL), GB = 0.79 ± 0.03 mPa for the
second dextran solution (10 mg/mL), and GB = 0.76 ± 0.05 mPa for plasma. From these results, blood
viscoelasticity (viscosity, elasticity) was quantified consistently with respect to diluent under the air
cavity in each fluid syringe (Vair, R = 0.1 mL, and Vair, B = 0). The dextran solution as diluent contributed
to increasing viscosity and elasticity substantially compared with 1× PBS. The plasma reached a higher
value of viscosity and elasticity compared with 1× PBS. In other words, the plasma proteins led to
increased viscosity and elasticity.
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air cavity in the blood syringe. Here, the flow rate of the individual syringe pump and the air cavity in
the reference fluid syringe were fixed at Q0 = 0.5 mL/h and Vair, R = 0.1 mL, respectively. (A) Variations
of viscosity (µB) and elasticity (GB) with respect to diluent and Vair, B = 0. (a) Temporal variations of β
with respect to diluent and Vair, B = 0. (b) Quantification of µB and λoff during a single period. Here, µB

and λoff were obtained sequentially by turning on and off the syringe pump. (c) Variations of µB at
intervals of 240 s. (d) Variations of GB with respect to diluent. Here, GB was obtained by dividing µB

by λoff. (B) Variations of λoff with respect to diluent and Vair, B = 0.1 mL. (a) Temporal variations of β
with respect to diluent. (b) Variations of λoff with respect to diluent and Vair, B.

To quantify the effect of the air cavity in the blood sample syringe on β, the volume of such air
cavities was varied from 0 to 0.1 mL. Additionally, the volume of the air cavity in the reference fluid
syringe was set to 0.1 mL. As shown in Figure 7B-a, temporal variations of βwere obtained with respect
to diluent. The air cavity in the blood sample syringe delayed the transient behavior of β substantially.
During turn-on and turn-off operation of the syringe pump, β did not reach a constant value within
a specific duration. Given that Equation (3) as blood viscosity was effective for blood viscosity only
for constant values of β, it was impossible to obtain the blood viscosity with no information on flow
rate (or velocity) at a specific time instant. Figure 7B-b shows variations of λoff with respect to diluent
and Vair, B. Note that the case Vair, B = 0.1 mL contributed to increasing λoff significantly compared
with Vair, B = 0. When setting Vair, B = 0.1 mL, λoff was increased largely at a higher concentration of
dextran solution.

As shown in Figure 7B-b, while increasing air cavity was secured in the blood syringe from 0
to 0.1 mL, the corresponding time constant of each diluent increased about ∆λoff = 13.3 s (1× PBS),
∆λoff = 18.4 s (dextran sol. 5 mg/mL), ∆λoff = 27.8 s (dextran sol. 10 mg/mL), and ∆λoff = 10 s (plasma).
As transient time increased largely within a half period, β did not arrive to constant value under periodic
on-off operation of syringe pump. As a solution, it is necessary to increase period of blood flow rate.
Taking into account the fact that time constant increased about 10~27.8 s for each diluent, half period
of blood flow rate should increase at least 27.8 s. When the period of blood flow rate changes from
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T = 240 s to T = 300 s, it will be inferred that β exhibits similar trends as shown in Figure 7A-a. Thus,
blood viscosity and RBC aggregation will be obtained without additional information on temporal
variations of blood velocity.

To quantify blood viscosity under varying blood flows, it was necessary to obtain β and <U>µPIV
over time. Figure 8A shows temporal variations of β and <U>µPIV with respect to two diluents,
namely 1× PBS and dextran solution (10 mg/mL). As shown in Figure 5B, the relationship between
<U>µPIV and Qsp was obtained in advance as a linear regression formula with respect to each diluent,
and the average velocity of the blood sample (<U>µPIV) was converted into the blood flow rate with a
regular formula.Micromachines 2020, 11, x 15 of 19 
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Figure 8. Quantitative evaluation of viscoelasticity with respect to diluent and Vair, B = 0.1 mL/h.
A blood sample (Hct = 50%) was prepared by adding normal RBCs into diluent, i.e., 1× PBS and dextran
solution (10 mg/mL). The flow rate of each syringe pump was set to Q0 = 0.5 mL/h. The air cavity of
the reference fluid syringe was set to 0.1 mL. (A) Temporal variations of β and <U>µPIV with respect to
diluent. (B) Temporal variations of γ and µB with respect to diluent during a single period of 240 s.
(C) Variations of µB with respect to diluent and syringe operation (turn-off and turn-on). (D) Variations
of viscoelasticity with respect to diluent and pump operation. (a) Variations of µB and GB with respect
to 1× PBS and syringe operation. (b) Variations of µ0 and n with respect to dextran solution (10 mg/mL)
and syringe operation.

Given that the flow rate of the blood sample varied over time, the formula of blood viscosity
was corrected as µB = µR × (β − 1) × F2 × (QR/QB) by adding a flow rate term into Equation (3).
Figure 8B shows temporal variations of γ and µB with respect to diluent during a single period of 240
s. Note that µB presented large scattering at Qsp < 0.1 mL/h. Thus, the minimum value of Qsp was
set to 0.1 mL/h. As shown in Figure 8C, variations of µB were obtained with respect to γ during the
turn-on and turn-off operation of the syringe pump. For 1× PBS as diluent, µB remained constant with
respect to the shear rate. However, for the dextran solution as diluent, µB decreased gradually with
respect to the shear rate. As shown in Figure 8D-a, variations of µB and GB were obtained with respect
to the syringe operation (i.e., turn-on, turn-off). Given that µB remained unchanged over the shear
rate, GB was calculated by dividing µB by the time constant (i.e., GB = µB/λoff for turn-off operation,
and GB = µB/λon for turn-on operation). The value of µB for each operation was obtained as µB =3.38
± 0.19 cP for the turn-off operation, and µB = 3.52 ± 0.12 cP for the turn-on operation. Additionally,
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the value of GB for each operation was obtained as GB = 0.18 ± 0.02 cP for the turn-off operation, and
GB = 0.21 ± 0.05 cP for the turn-on operation. From these results, µB and GB remained unchanged
irrespective of the syringe operation. Compared with the results obtained at Vair, B = 0 as showed
in Figure 7A-c, a 0.1-mL air cavity (~0.1 mL) in the blood sample syringe caused to overestimate µB.

However, it caused GB to be underestimated. Figure 8D-b shows variations of µ0 and n with respect to
the first dextran solution (10 mg/mL) and syringe operation. The constant µ0 decreased significantly
by switching the syringe pump from turn-off operation to turn-on operation. In addition, the turn-on
operation caused to increase the index n substantially compared with the turn-off operation.

In this study, three mechanical properties of blood sample (viscosity, RBC aggregation, and time
constant) were quantified with methods suggested in previous studies. First, cone-and-plate viscometer
as conventional method has been used to measure blood viscosity. According to the quantitative
comparison between conventional viscometer and microfluidic viscometer [40,41,46,47], the previous
studies indicated that blood viscosity could be measured consistently in a microfluidic environment.
Based on the previous study, as shown in Figure 4A, co-flow method (present method) and flow
switching method (previous method) were used to obtain blood viscosity with respect to hematocrit.
The present method underestimated blood viscosity when compared with the previous method.
However, as shown in Figure 4B, both methods exhibited a high degree of linear relationship
(i.e., R2 = 0.9485). Second, RBC aggregation as a conventional method has been quantified by analyzing
light intensity [48] or electric impedance [49] of blood sample flowing in slit channel. According
to quantitative comparison study [50,51], microscopic image intensity exhibited variations of RBC
aggregation in microfluidic channel sufficiently. Thus, without quantitative comparison study,
variations of RBC aggregation were quantified by analyzing image intensity of blood flows in the
test channel under turn-off blood flows. Finally, under transient flow conditions, time constant has
been obtained by analyzing temporal variations of physical parameters including blood velocity,
flow rate, and pressure. Based on Equation (2), time constant (l) was obtained by analyzing temporal
variations of β. Furthermore, to compare with time constant obtained from information of β, time
constant was quantified additionally by analyzing temporal variations of blood velocity (<U>).
As shown in Figure 3C, both time constants exhibited consistent variations with respect to air cavity in
reference syringe.

From these experimental results, it leads to the conclusion that the air cavity in the blood sample
syringe made the RBC aggregation and blood viscoelasticity vary substantially. The RBC aggregation
index decreased largely, even for a 0.1-mL air cavity in the blood sample syringe because of a longer
transient behavior of blood flows. Thus, to measure RBC aggregation and viscoelasticity of blood
samples consistently, a 0.1-mL air cavity must be secured in the reference fluid syringe as a minimum
condition. Additionally, the air cavity in the blood sample syringe must be minimized as much
as possible.

4. Conclusions

In this study, the air compliance effect on measurement of blood mechanical properties was
quantified experimentally with respect to the air cavity in two driving syringes. Under periodic
on–off blood flows, three mechanical properties of blood samples, namely RBC aggregation, blood
viscosity, and time constant, were obtained sequentially by quantifying microscopic image intensity
of blood samples (<I>) flowing in the test channel and the interface (α) in a co-flowing channel.
Based on a differential equation derived with a fluid circuit model, the time constant was obtained
by analyzing temporal variations of β = 1/(1–α). First, the air cavity in the reference fluid syringe
(~0.1 mL) contributed to decreasing λoff greatly. The λoff decreased more significantly than λon. Above
an air cavity volume of 0.1 mL, the time constants did not present substantial variation. The air
cavity increased or decreased the time constant depending on whether it existed in the reference
fluid syringe or the blood sample syringe. Second, the air cavity did not contribute to varying blood
viscosity. From the quantitative comparison study, the co-flowing method (i.e., the present method)
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could be used effectively to monitor blood viscosity compared with the flow-switching method
(i.e., the previous method). Third, given that the air cavity in the blood sample syringe contributed
to delaying transient behaviors of blood flows considerably, this hindered the quantification of the
RBC aggregation and blood viscosity. As a solution, when the period of blood flow rate increases
about twice time constant (i.e., ∆T = 2λoff), blood viscosity and RBC aggregation could be obtained
without additional information on temporal variations of blood velocity. From these experimental
results, to measure the aforementioned three mechanical properties of blood samples effectively, the air
cavity in the blood sample syringe must be minimized (Vair, B = 0). However, it will be necessary to
secure the air cavity in the reference fluid syringe (Vair, R = 0.1 mL) for stabilizing fluidic instability
resulting from the syringe pump.
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Abstract: The dielectrophoretic separation of infiltrating ductal adenocarcinoma cells (ADCs) from
isolated peripheral blood mononuclear cells (PBMCs) in a ~1.4 mm long Y-shaped microfluidic
channel with semi-circular insulating constrictions is numerically investigated. In this work, ADCs
(breast cancer cells) and PBMCs’ electrophysiological properties were iteratively extracted through
the fitting of a single-shell model with the frequency-conductivity data obtained from AC microwell
experiments. In the numerical computation, the gradient of the electric field required to generate the
necessary dielectrophoretic force within the constriction zone was provided through the application
of electric potential across the whole fluidic channel. By adjusting the difference in potentials between
the global inlet and outlet of the fluidic device, the minimum (effective) potential difference with
the optimum particle transmission probability for ADCs was found. The radius of the semi-circular
constrictions at which the effective potential difference was swept to obtain the optimum constriction
size was also obtained. Independent particle discretization analysis was also conducted to underscore
the accuracy of the numerical solution. The numerical results, which were obtained by the integration
of fluid flow, electric current, and particle tracing module in COMSOL v5.3, reveal that PBMCs can
be maximally separated from ADCs using a DC power source of 50 V. The article also discusses
recirculation or wake formation behavior at high DC voltages (>100 V) even when sorting of cells are
achieved. This result is the first step towards the production of a supplementary or confirmatory test
device to detect early breast cancer non-invasively.

Keywords: dielectrophoresis; electrophysiological properties; crossover frequency; wake or
recirculation formation; dielectric spectra

1. Introduction

Noncommunicable diseases (NCDs) kill more than 36 million people annually representing 63%
of global deaths [1]. Breast cancer, a subset of NCDs, accounts for over 500,000 of these deaths [2] with
an incidence of about 1.1 million new cases being reported per year [3]. In the United States, as of
March 2017, more than 3.1 million women with a history of breast cancer has been reported [4]. About
85% of these breast cancers occur in women who have no family history of breast cancer [4] and one in
eight women develop breast cancer in her lifetime. As of now, the main cause of breast cancer cannot
be pinned down exactly, but scientists have hypothesized where breast cancer originates. Our bodies
consist of many cells, which can be replaced as they age. Old cells tend to copy their DNA before
splitting into new ones. However, the copying process could cause mutation which may result in
cellular abnormalities called tumors. When tumor cells grow and invade neighboring tissues, they are
termed cancerous [5,6]. Breast cancer that starts in the cells of the glands are termed adenocarcinoma
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(ADCs), which can be invasive ductal (indicates that the cancer cells present in the milk ducts (Ductal
Carcinoma in-situ)) and can begin to infiltrate and replace the normal surrounding tissues of the duct
walls (accounts for 80% of breast cancer), also known as invasive lobular. According to the National
Cancer Institute, around 90% of breast cancers are adenocarcinomas. If untreated, breast cancers can
grow bigger, taking over more surrounding breast tissue. When breast cancer cells break away from
the original cancer, they can enter the blood or lymph vessels. Traveling through these vessels, cancer
cells may settle in other areas of the breast or in the lymph nodes of the breast tissue, forming new
tumors. This is called metastasis. These adenocarcinomas are the most difficult tumor to accurately
identify the primary site [7].

Diagnosis of adenocarcinoma is achieved by examining features such as tubular myelin,
intranuclear surface apoprotein tubular inclusions, Langerhans cells associated with neoplastic
cells, cytoplasmic hyaline globules, glycogen, lipid droplets, and cytoplasmic crystals. The diagnostic
is painful since a tissue biopsy is utilized to extract the different types of cells mentioned above making
it a cumbersome, time consuming, and costly process since they are ultrastructural features that are
needed to be observed through electron microscopes. Another technique to diagnose adenocarcinoma
is through the application of immunohistochemistry that has also been explored using estrogen and
progesterone receptor proteins, thyroid transcription factor-I and surfactant apoproteins [7]. However,
specificity and sensitivity are the main issues associated with this method. An alternative technique
including a less invasive route is desirable to address some of the drawbacks of the current diagnostic
tools used such that it is rapid, easy-to-use, economical, and sensitive. The combination of peripheral
blood mononuclear cells (PBMCs) and microfluidics makes an excellent alternative that is explored
through this article.

In this article, we explore the use of PBMCs to detect these cancerous cells since they are known to
circulate in the peripheral blood of patients, especially when breast cancer is spread beyond the ducts
into other parts of the breast tissues or other organs through blood [8]. PBMCs are typically isolated
from whole blood using density gradient centrifugation commonly in Ficoll-Pacque PLUS and the
Histopaque 1077 media [9]. To discriminate and subsequently separate ADCs from PBMCs, increased
interests have been rooted in exploring the utilization of the cell physical properties in lieu of other
methods including antibody-conjugation, which is time consuming and can impact ADCs’ properties
and viability [10]. Leveraging physical characteristics in the form of size-based filtration [11–13],
density-gradient separation [14–16], and inertial-hydrodynamic discrimination [17–19] has been
explored in the past until Shim et al. reported that size and density distributions of ADCs tend to
overlap with those of PBMCs, leading to occasional inefficiency in the separation of ADCs based on
size and density. An alternative technique is to utilize the electrophysiological property differences
between PBMCs and ADCs in a microfluidic device, termed as dielectrophoresis (DEP).

Dielectrophoresis (DEP), a microfluidic and an electrokinetic technique that could be utilized to
detect ADCs from a heterogenous population of PBMCs, utilizes electric signatures like cell capacitance
and conductance in a non-uniform electric gradient, and seems to be a novel alternative [20–25]. DEP
is a promising technique that is utilized to characterize and manipulate different types of cells like red
blood cells, bacteria, virus, yeast, and proteins. It also is capable of detecting subtle changes on the cells
based on their state, i.e., alive and dead, healthy and infected. In this article we choose to characterize
PBMCs and ADCs utilizing DEP as a detection tool via quantifying the unhealthy or diseased cells,
i.e., cancer cells because it employs no moving parts, it is non-destructive for the bioparticles, and
utilizes low electric current on a micro-chip without the need of antibody tagging or fluorescent labels
making it a portable system. Reduced response time and higher throughput and accuracy makes DEP
a promising technique for cancer cell detection.

When a bioparticle is subjected to a non-uniform electric field, the dielectrophoretic forces and the
dipole-dipole forces between the particles (dipole moments) are generated based on the differences
between the electrical properties (capacitance and conductance) of cells and the surrounding fluid [23].
Traditionally, DEP based cancer cell separations employ metallic electrodes to capture infected cells,
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by creating non-uniform electric fields using AC voltage [16,25]. AC DEP device offers a major
disadvantage in the form of decreased metal electrode functionality due to fouling when biological
samples are manipulated [24,26]. Also, these devices often have high cost associated with the fabrication
containing metal parts [24,27]. To address the challenges posed by AC DEP device, we chose to
explore DC electric current (insulator-based DEP (iDEP)) as an alternative to electrode-based DEP.
iDEP employs insulating objects or structures created by microfabrication embedded in the channel to
generate spatial non-uniformities in the field [28,29]. With the electrodes placed in the inlet and outlets,
here electroosmotic forces can be utilized for inducing flows, eliminating the need for the pumps for
continuous operation [30]. The aim of this work, therefore, is to determine experimentally if there
are differences in the electrophysiological properties of normal PBMCs and ADCs and to use these
differences, if they exist, to numerically attempt their detection (using DC signals) on a microchip—an
important step towards the development of a supplementary diagnostic device for ADCs.

In this article, we develop an in silico based COMSOL Multiphysics model for continuously
detecting ADCs from a heterogenous population of PBMCs in a microchannel with modified geometry.
To create non-uniformity in the electric field, an array of semi-circular insulating obstacles are embedded
in the microchannel. First, a PDMS-based microwell was constructed to house a horizontally arranged
100 µm apart platinum electrode (Figure 1) to obtain the characteristic membrane properties of both
ADCs and PBMCs. The properties, validated against the available data in the literature, are then
utilized to in conjunction with Finite Element Method (FEM) to model and simulate the trajectory of
both cells (ADCs and PBMCs) in a semicircular-insulator-based 2D microfluidic channel. While the
characterization of the ADCs gives the innate electrical signatures that is characteristic of moderately
differentiated infiltrating ductal adenocarcinoma, the utilization of FEM sets a workable model that
could serve as a platform for fabricating a novel diagnostic device for ADCs.
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Figure 1. The experimental set-up for the measurement of dielectrophoresis (DEP) crossover frequency
using a novel microwell platform to obtain electrophysiological properties, i.e., conductivity and
permittivity of peripheral blood mononuclear cell (PBMCs) and adenocarcinoma cells (ADCs) that will
aid in designing an early detection platform for breast cancer.

2. Theory of Dielectrophoresis

Crossover frequency measurement is a novel dielectrophoretic-based method of characterizing
the dielectric properties of many biological particles. By crossover frequency, we mean the frequency
at which cells suspended in a microwell in an osmotic concentration medium, change their direction
of motion towards or away from the high field region in an electric-field-gradient-based system.
When a bioparticle (i.e., cell) is placed between the two electrodes as shown in Figure 1, the cell
can either move to A or B depending on its polarizability relative to the medium in which it is

133



Micromachines 2020, 11, 340

suspended. Cells move to A (pDEP) if they are more polarizable than the medium and to B (nDEP) if
the reverse occurs. At varying conductivity of the suspending medium, various crossover frequency
data (f xo) can be generated. In this current work, these data are generated, plotted and fitted with a
model (Equation (1)) using least square regression and the confidence of the fit was found through
the coefficient of regression analysis. A voltage drop at the electrode boundary is considered to be
significant at frequencies below 15 kHz [30]. Also, because the reservoirs of microdevice are typically
considered as an enormous source of ions compared with the microchannels themselves, any voltage
drop can be neglected between the electrode and the inlet or outlet to the microchannel. In this study,
the operating conditions for the crossover frequency quantification are maintained above the reported
threshold and thus can neglect the voltage drop at the boundary of the electrodes that are placed in the
inlet and outlet reservoirs. According to Pethig [31] or a biological cell whose interfacial polarization
between the plasma membrane and the cytoplasm results in a dispersion frequency far below 1 MHz
for the cell effective dielectric permittivity and conductivity, the first crossover frequency, f xo1, of the
cell membrane is given by:

fxo1 = fxo1(Cmem, Gmem, σm)
...

fxo1 = 1√2
σm

πRCmem

√
1− RGmem

2σm
− 2

(
RGmem

2σm

)2 (1)
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Gmem = σmem/d (3)

In terms of total particles and medium properties, fxo1 can also be represented as
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where, Cmem is the specific membrane capacitance, Gmem the membrane conductance, σm the conductivity
of the suspending medium, εmem the permittivity of the membrane, σmem the conductivity of the
membrane, d is the characteristic dimension of the cell membrane and R, the radius of the particle. In

an iDEP system, the DEP force,
→
FDEP, acting on the particles due to the field gradient is a function of

the particle and medium characteristics and is given as:

→
FDEP = 2πεmr3
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where the quantity
(
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)
is the Clausius-Mossotti factor (CM), which is the parameter that determines

whether
→
FDEP will be positive (as in pDEP) or negative (as in nDEP) and∇
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→
EDC
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is the field distribution

parameter that enhances particle polarization and dielectrophoretic separation effect.
This force is usually balanced with the viscous drag within the fluid system. Prior to the

utilization of DEP-viscous force balance for particle separation, electrokinetic forces (electroosmotic
and electrophoretic forces) would have been utilized to pump the particles to the separation region
through the electroosmotic channel wall condition and the electrostatic interaction of the electric field
with the particles.

Electroosmotic flow is generated due to the action of the electric field on charged interior surfaces
having electrical double-layer (EDL). For the microscale flow, surface charge generated at the solid
wall-ionic liquid interface is a significant interfacial property to affect the flow. This is because the
surface charge at the solid–liquid interface can redistribute the charged ions in the ionic liquid and forms
the electrical double layer (EDL) with local net charge density. However, because of the characteristic
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length of the EDL known as Debye length is small and has the typical values from several nanometers
to one micrometer (significantly small compared to the dimensions of the channel), thus the effect
of EDL on the microscale flow is usually neglectable and it can only produce obvious effect on the
nanoscale fluid flow. When an external electric field is applied on the ionic liquid with EDL within a
microchannel, the liquid will be driven by the electric field and form the electroosmotic flow (EOF),
which is a typical fluidic transport phenomenon over the microscale [32,33]. The nature and magnitude
of the charge in EDL is characterized by the Zeta potential [34]. Electroosmotic mobility of fluid is a
function of the Zeta potential of the microdevice, i.e., microchannel construction material and is given
by [35]:

µEO =
−ξεm

η
(6)

where, µEO is the electroosmotic mobility,εm is the permittivity of medium, ξ is the Zeta potential of
the material and η is the viscosity of suspending medium (buffer). The electrophoretic mobility unlike
the electroosmotic mobility that depends on the material, depends on the Zeta potential of the particle
itself and is given by [36]:

µEO =
ξpεm

η
(7)

where, ξp is the Zeta potential of the particle. At the separation region, the particle experiences a
dielectrophoretic force that is impacted by the particle mobility. The DEP mobility is a function of CM
factor and for a spherical particle it is expressed as [37]:

µDEP =
πd2

pεm

12η
CM (8)

where, dp is the particle diameter and η is the medium viscosity.

3. Materials and Methods

3.1. Microwell Fabrication

Silicone elastomer mixed with its curing agent in 10:1 ratio (Sylgard 184, Dow Corning, Midland,
MI, USA) was placed in a desiccator chamber under 0.27-mTorr vacuum in order to remove the bubbles
formed during the mixing process. After three successive degassing operations lasting for 15 min, at
an interval of 5 min between each run, the clear PDMS was poured into a clean petri dish and cured
in the oven at 70 ◦C for 1 h. This step was followed by dicing the PDMS into 1” × 1” squares. A
3-mm hole was punched into each of the diced PDMS to create a well onto which the cell suspension
was pipetted. Scotch tape was used to remove any dirt/dust from the PDMS after which it is was
irreversibly sealed to a borosilicate glass slide through plasma oxidation of 50 W RF power for 1 min.
High purity platinum wire was connected to the microwell as shown in Figure 1. With the aid of
an Olympus IX71 inverted microscope (Olympus, Tokyo, Japan), the distance (100 µm) between the
electrode tips was set. Loctite’s self-mix epoxy was used to keep the electrode spacing intact. The
epoxy also prevented any leakage of liquid when the microwell was filled with cell suspension. This
was evident when anhydrous copper sulfate was dispensed around the filled microwell, in a regulated
environment, did not cause any change in color, i.e., from its natural white to blue color.

3.2. Cell Pretreatment

The DEP suspending medium (dextrose solution) was prepared and characterized as described in
our previous article [38]. The prepared 100 mL suspending medium was divided into five separate
beakers. Into each beaker, except the first, calculated volume of phosphate buffer saline (PBS) was
added to successively change the conductivity of the DEP suspending medium to obtain the following
conductivities (in mS/m): 50, 60, 74, 88 and 97. Female normal peripheral mononuclear cells (PBMCs)
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and infiltrating ductal adenocarcinoma cells (ADCs) with no identifiable angiolymphatic invasion
were obtained from Conversant Bio, Huntsville, AL, USA. Also, the cells obtained did not have any
identifiable information about the patient itself except their gender and age (Institutional Review
Board - IRB exempt). The cells were prepared for experiment according to the supplier’s instructions.
Thereafter, a known number of cells were transferred into each of the five DEP suspending medium
solution where they were washed twice and diluted in 1:400 cell: suspending medium ratio before
being pipetted into the DEP microwell for experiment.

3.3. Measurement of Crossover Frequency

After the assurance that the microwell was leakage-free, the platinum electrodes were connected to
the two terminals of an 80 MHz Siglent SDG 2082X Arbitrary Waveform Generator (Siglent Technologies,
Solon, OH, USA), which supplied an 8 V peak-to-peak sinusoidal AC signal of shifting frequencies.
5 µL of the PBMCs suspension prepared as discussed in Section 3.2 was transferred into the microwell
and allowed to equilibrate. Then, about 4 µL was carefully siphoned from the well so that fewer cells
(between 4–7 cells) were present in the field-of-view for the experiment. Having fewer cells does not
only reduce the influence of particle-particle interaction, but also enhances clarity in visualizing cells
for crossover frequency determination. The waveform generator was then switched on to generate
electric field gradient around the electrodes. Movement of cells was monitored and captured with a
high-speed camera at 30 fps as a function of the changing field frequency until the crossover frequency
was found. There was no movement of cells or flow when the waveform generator was turned off.
The experiment was repeated four times (technical replicates) and there were two set of biological
replicates obtained for the experiments and the crossover frequency was found in each case. More
experiments were run using the other modified medium at varying conductivities thus obtaining
crossover frequency spectra. The PBMCs are majorly lymphocytes (>80%) ~10 µm in diameter while
ADCs are ~20 µm in diameter. Measurements were made at room temperature conditions, i.e., T = 24
± 1 ◦C.

4. Finite Element Modeling and Simulation

In this section, attention was given to the numerical modelling and simulation performed using
the dielectric properties obtained from the crossover frequency measurements in Section 3.3. COMSOL
Multiphysics 5.3a (Comsol Inc., Stockholm, Sweden) was used to solve fluid flow, electrostatics, and
particle tracing modules in an integrated stationary and time-dependent fashion. The architecture of
the separation device (Figure 2) was arrived at after a series of parameter modification that ensured a
complete separation of ADCs from its mixture with PBMCs. The design was made in 2D because the
width to depth ratio was more than 5:1.

Electric current mode was used to solve, in steady states, the current conservation equation based
on Ohms law and electric displacement relations using the electric potential as the dependent variable.
This was solved in steady state because the charge relaxation time for the conducting media (water,
in this case 3.6 × 10−6 s) is less than the external time scale for device operation (10 s). Solving this
Ohm’s law with the charge conservation and electric displacement equations gives the electric field, E,
which was used to compute the electroosmotic boundary condition used in the creeping flow analysis
according to uEO = µEOE, where uEO is the electroosmotic velocity- the velocity of the bulk of the fluid
flowing in the channel due to electric field effects. In the incompressible creeping flow analysis (as is
the usual case in microfluidic channel where the Reynolds number is significantly less than unity and
viscous force is dominant), the steady state form Stokes equation together with the continuity equation
was solved as the synergistic conservation of momentum and mass, which account for the velocity
profile within the fluidic channel. The magnitude of this velocity as a function of the position within
the channel was then used to solve the drag force (Table 1) acting on the particles flowing within the
channel through numerical coupling. The drag force is then counterbalanced by the dielectrophoretic
force, Equation (5), at the region where the magnitude of electric field norm was modified as a
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result of the constrictions placed between the inlet and the outlet channels. Each particle moving
through the microdevice was tracked using the particle tracing module solved in time-dependent
mode. Tracking the particles enabled the statistics through which the device parameters (like voltage,
device dimensions, etc.) that generated the desired separation of the particles were noted. Using
a free triangular customized mesh, with different sizes, growth rate, and curvature factor for both
constrictions and the remaining regions within the channel, the geometry was discretized and made
ready for finite element analysis. Multifrontal massively parallel (MUMPS) solver, which performs
Gaussian factorization, was used in the stationary mode to obtain the velocity profile and the electric
field norms. MUMPS solved for the velocity profile and the electric field norms these values with a
relative tolerance of 0.001 and without any recourse to lumping while computing the fluxes. GMRES
(generalized minimal residual solver), a solver that approximates solutions by the vector in a Krylov
subspace with minimal residual, was used in the transient domain to track the particles with respect
to their position in space and velocity magnitude as a function of time. The final geometry of the
device where complete separation occurs was 1.4 mm in length with 5 semi-circular constriction of
radius 0.1 mm and inter-structural constriction spacing of 85 µm. The distance D (Figure 2) between
the constriction end and the upper channel wall was fixed to be 35 µm. This distance forbids two
cancer cells to pass through the separation region at any given time. This design was made to prevent
any form of shielding that may eventually result in incomplete separation. Table 1 provides a list of
parameters, variables, boundary conditions in each type of study utilized in COMSOL, and equations
associated with the modeling and simulation. Zeta potential for PDMS was assumed to be −0.1 V and
a relative permittivity of 80 was used in the simulation. The flow velocity at the inlet was assumed to
be 0.001 m/s.
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Figure 2. Optimal device design geometry obtained by COMSOL modeling and simulation utilizing
the electrophysiological properties of PBMCs and ADCs from the PDMS microwell. Entire microfluidic
platform is ~1.5 mm with semi-circular constrictions embedded in the channel. Inlet channel is 125
µm wide and the two outlet channel widths are ~62.5 µm. Pt electrodes in the inlet and outlet ports is
connected to a DC power supply to further sort ADCs from healthy PBMCs.
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Table 1. List of parameters, variables, discretization, type of study utilized, and the equations associated
that was incorporated into COMSOL package for optimizing the device geometry and sorting of
adenocarcinoma (ADCs) from healthy peripheral blood mononuclear cells (PBMCs).

Physics/Parameters Tag Dependent
Variable Discretization Study Equation

Electric current ec V Lagrange
Quadratic Stationary

∇·J = Q j·v
J = σE + Je
E = −∇V

Wall boundary- insulated
(n·J = 0)

Fluid Flow spf u P2 + P1 Stationary

∇·
[
−pI + µ(∇u + (∇u)T

]
+

F = 0
ρ∇·(u) = 0

Wall boundary- electroosmosis
u = µeoEt

∀ µeo =
εrε0
µ ξ; Et = E− (E·n)n

Particle tracing ptf q, v

Formulation

Transient

d(mpv)
dt = Ft

FD = 1
τp

mp(u− v)

τp =
ρpd2

p

18µ
FDEP =

2πr3
pε0real(ε∗r)real(K)∇|E|2

K =
ε∗r,p−ε∗r
ε∗r,p+2ε∗r

∀ε∗r = εr in
stationary field

Wall boundary- particles
bounce-off walls

Newtonian

Drag law

Stokes

Meshing
Calibration Mesh Type Max size Boundary layer transition

Fluid dynamics Free triangular 0.001 mm Smooth transition to
interior mesh

Stationary solver MUMPS

Transient Solver GMRES

5. Results and Discussion

In this section, we finally discuss and present the important results to prove that breast cancer
can be detected early enough using whole blood. This simulation study demonstrating sorting of
ADCs from PBMCs will further be validated experimentally (beyond the scope of this article). Our
results are categorized into sections demonstrating: (1) experimental evidence of electrophysiological
characterization of both healthy PBMCs and breast cancer ADCs, (2) validation of our microwell
technique by comparing with studies from literature and (3) modeling and simulation parameters like
meshing, stationary analysis, transient analysis.

5.1. Electrophysiological Characterization of PBMCs and ADCs Experimentally

In estimating the properties of both PBMCs and ADCs movement of cells toward or away from
high field region was tracked until the crossover frequencies were found in case at changing properties
of the suspending medium. Figure 3A,B shows an ADC cell experiencing positive and negative DEP
force (pDEP and nDEP) respectively. In Figure 3C,D, we manually tracked the movement of the
target cell as previously demonstrated for prostate cancer in Hele-Shaw flow cell by Huang et al. [39].
Figure 3E shows the first crossover frequency behavior when cells experience a switch from nDEP
to pDEP. This first crossover frequency, usually in Hz–kHz range is mainly due to the membrane
associated proteins, shape, and size of the cell. The first crossover frequency is often enough to study
the phenotype of the cells; however, to characterize their genotype, the 2nd crossover frequency value
has to be obtained, often in MHz range.
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inhomogeneous non-spherical cell can still be analyzed, to a good approximation, with single shell 

model since the spherical harmonic solutions used in the eigenfunction expansion approximations 

for DEP force can help define the effective particle properties [39,40]. Since the second crossover 
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at high frequency range (>50 MHz), the cytoplasmic properties used in the simulation were as 

reported by Qiao et al. using impedance measurement [41]. The total (effective) particle conductivity, 

Figure 3. ADC cells experiencing DEP in the microwell at varying AC frequencies- (A) shows the ADC
cells experiencing positive DEP (pDEP) wherein the cells move towards the high-field region or the
triangular electrode in here and (B) shows the ADC cells experiencing nDEP behavior wherein the
cells move away from the high field region. (C,D) are the images resulting from manual tracking of
the target cell (labeled Tg) as demonstrated in [39]. (E) shows a plot of real part of Clausius-Mossotti
factor varying with frequency (Hz). Here the cells initially experience nDEP (negative DEP) and
as the frequency increases, they switch to pDEP (positive DEP) where the switch is termed as first
crossover frequency.

The crossover frequency data for PBMCs and ADCs were fitted using Equation (1). This equation
is an ideal model owing to the spherical nature of lymphocytes. Equation (1) is also suitable for ADCs
even though they are a little distorted. Kirby and Huang et al. had reported that an isotopically
inhomogeneous non-spherical cell can still be analyzed, to a good approximation, with single shell
model since the spherical harmonic solutions used in the eigenfunction expansion approximations
for DEP force can help define the effective particle properties [39,40]. Since the second crossover
frequencies could not be obtained due to the limitation of the measuring equipment, often obtained at
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high frequency range (>50 MHz), the cytoplasmic properties used in the simulation were as reported
by Qiao et al. using impedance measurement [41]. The total (effective) particle conductivity, σ_p,
and permittivity was obtained as described by Adekanmbi et al. [3] and Pethig [31] respectively.
Table 2 provides the dielectric properties obtained from our experiments that are compared to the other
published literature values in case of PBMCs. It should be noted that the conductivity of the infected
ADCs rise sharply compared to the healthy PBMCs that may be attributed to the introduction of new
membrane permeation pathways, to membrane peroxidation damage, and to changes in membrane
fluidity following infection [42].

Table 2. Dielectric properties, i.e., conductivity and permittivity obtained from our novel electrokinetic
technique based on cell response obtained at crossover frequency for ADCs and healthy PBMCs using
an osmotic concentration suspending medium maintained at osmotic conductivity and permittivity.
Literature reported values has been compared with our novel technique for PBMCs only as a measure
of validation [43].

Property

ADCs (Infiltrating Ductal
Adenocarcinoma Cells) PBMCs (Lymphocytes)

Suspending
MediumCrossover Freq.

Technique
Crossover Freq.

Technique
Literature

Reported [43]

Conductivity (S/m) 1.3 0.67 0.66 0.055

Permittivity 69 62 59.62 80

The data fitted using MATLAB in Figure 3E were analyzed using chi-square test. The expected
value of the crossover frequency is determined from the curves in Figure 3E at Re (K(w)) = 0 to prove
that the fitting is reasonable. The χ2 critical value at 0.05 significance value is obtained to be 11.07. The
χ2 test statistic value for ADCs and PBMCs are found to be 1.1804 and 2.413 respectively. Since, the
calculated test statistic is less than the critical χ2 value, it signifies a reasonably good fit, i.e., there is no
significant difference between the observed (curve) and expected (experimental) values.

However, the authors believe that this is the first time that ADCs were characterized using a
novel electrokinetic technique to obtain their dielectric properties i.e., permittivity and conductivity as
shown in Table 2.

5.2. Parameters Affecting COMSOL Modeling and Simulation to Obtain High Sorting Efficiencies

In this section, we discuss the factors that affect the optimization of the device geometry to achieve
high sorting efficiencies that further influence early breast cancer detection obtained through sorting
ADCs from healthy PBMCs.

5.2.1. Meshing of the Device Design in COMSOL

Meshing is one of the factors that strongly affect modelling requirements. Choosing the right
mesh element types and sizes is highly pivotal to the accuracy of the simulation results in any finite
element problem. Under-meshing can result in solutions that are far less than accurate while over
meshing can result in large amount of computational time due to the mesh using too many unnecessary
elements. To prevent under meshing, we used mesh elements greater than 40,000. Over meshing was,
however, checked and prevented by using meshing sequence with local and global attributes. The local
mesh density at the constrictions was sufficiently increased by reducing mesh size while the remaining
part of the geometry (where dielectrophoretic force would not have significant effects) was meshed at
increased mesh size. This meshing sequence, which was based on Lagrange quadratic representation,
reduced the total number of mesh element by 45.17% and computation period by 51.06%. Since the
dielectrophoretic force, which causes cells to separate based on their movement away or towards the
high field region, acts significantly at the channel constriction zone, it was necessary to verify if the
maximum element size (MES) at the constriction would affect the transmission probability of ADCs
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and to what extent would that effect be. As shown in Figure 4, the accuracy of the solution (which is a
function of the transmission probability) depends on the choice of mesh size. The mesh characteristics
that was found to be optimum at the applied effective potential difference is as given in Table 1.
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Figure 4. The discretization of the separation region, i.e., along the semicircular constrictions where
maximum DEP effect is observed that causes the cells to move into categorized streamlines by adopting
variable mesh element size (MES).

Figure 4 demonstrates the gradation of the discretization regime of the constriction zone as the
maximum element size (MES) is progressively reduced. At MES = 0.05 mm the density of the triangular
mesh is very low indicating that the inter-nodal distance within the discretized zone is large. This
large distance depicts an inefficient solution capacity for the gradient of the electric field, which is
evident in the low transmission probability (TP) for the ADCs (Figure 5). Transmission Probability,
TP, is referred to as the ratio of the number of particles at a specified exit to the total number of the
particles at the inlet. In other words, large mesh size at the constriction zone was not able to correctly
solve for the electric field gradient which is necessary for dielectrophoretic influence on the particles.
When the mesh size was progressively reduced, the number of elements increased correspondingly.
This in turn increased the separation efficiency at the constriction zone, hence the dramatic ramping
up of the percentage of ADCs that were sorted from healthy PBMCs. It is important to note that the
progressive reduction in MES increases the computation time, i.e., with MES at 0.0005 mm and 0.0001
mm requiring 800% and 960% more time than at 0.001 mm. Since the TP value for MES = 0.001 mm,
0.0005 mm and 0.0001 mm are comparatively similar and >97%, the computation was carried out at
0.001 mm with an error margin of ~<0.00020%. At these values (0.001, 0.0005 and 0.0001 mm), it is
safe to conclude that the stationary and transient solutions (within the margin of error) of the coupled
physics do not vary with mesh condition as the TP values tend to be approximately constant. MES
value beyond 0.0001 mm showed critical error warning sign in COMSOL and was computationally
very expensive.
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Figure 5. Transmission probability of ADCs as a function of the maximum element size at the separation
zone, i.e., around the semicircular constriction region. Since MES at 0.001 mm, 0.0005 mm, and 0.0001
mm are almost similar, the simulation was completed fixing MES at 0.001 mm.

5.2.2. Stationary Field Analysis

The numerical computation comprises of two stationary fields: (a) creeping (fluid) flow and (b)
electric current (ec). The electric current was solved in the stationary mode to generate the electric field
that not only generated the electro-osmotic effects at the channel wall but also provided the distribution
of field strength, E, whose gradient provided the necessary dielectrophoretic force at the constrictions.

As shown in Figure 6A, when DC potential difference was applied across the channel (from the
inlet to outlet) and there was a distribution of the electric field as governed by the Laplace equation.
The tips of the constrictions within the channel, generated the highest field strength region that was
important for dielectrophoretic separation. In Figure 6, the effect of the field gradient is visually more
pronounced when the flow field lines were plotted together with the electric field norm. Glaringly,
the gradient of the field which was utilized by the dielectrophoretic force acting at the constrictions
interfere with the velocity field. The dielectrophoretic velocity introduced at the constrictions added to
the already existing electrophoretic and electroosmotic velocities apart from the increase in velocity
that was introduced by the continuity equation owing to the reduction in flow area. Figure 6C shows
the ripple effects generated from the surface of the constrictions outwards. The resultant effects of
this streamline interference could be seen in Figure 6D–F at varying DC voltage, i.e., 10 V, 110 V, and
60 V respectively. The number of constrictions were fixed at 5 and diameter of the constriction was
considered to be 100 µm.

Effects of applied potentials and constriction radius on transmission probability: It is important
to verify the effects of the electric field strength at various applied potentials and constrictions on
the separation efficiency of the microdevice platform. As a result, the radius of the constrictions was
varied keeping the number (#) of constrictions fixed at 5 at a given time thus resolving the Laplace
equation each time using different applied potential without varying the mesh conditions (Figure 7).
The number of constrictions was fixed as an optimization test constraint with respect to the length of
the device as well as the exploration of the possibility of initiating cellular separation with minimal
insulating constrictions as previously demonstrated by Adekanmbi et al. [38].
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Figure 6. Field and velocity profiles obtained from solving the electrostatics and stokes equations in
stationary mode. (A) is the electric field norm, (B) is the combination of the field norm with velocity
streamlines, (C) is the zoomed image showing the effect of the constriction zone on velocity streamlines.
(D–F) show streamlines based on changing DC voltage at 10 V, 110 V and 60 V respectively. The
constriction diameter and number were fixed to be 100 µm and 5 respectively.
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Figure 7. Effects of constriction clearance / size, i.e., diameter and DC voltage on the transmission
probability of ADCs. Diameter of the constrictions were varied—80, 90, 100, and 110 µm keeping the
number (#) of constrictions fixed, i.e., 5 at a given time. Perfect sorting was observed for constriction
diameter of 100 µm at voltages >50 VDC.

Transmission probability of the total number of PBMCs (from inlet to outlet) as a function of the
constriction gap, i.e., D in Figure 2 and applied voltage using a fixed number of constriction entities,
i.e., 5 was calculated and plotted as shown in Figure 7. Transmission probability (TP) is congruent to
normalizing the amount of PBMCs recovered by the initial amount of PBMCs in the inlet mixture. This
means, a TP value of 1 represents 100% separation of the PBMCs from its mixture with ADCs. The
essence of calculating the transmission probability was to verify the selectivity of the device and to track
operating parameters that would be optimal for the operability of the device. Figure 7 demonstrates
the effect of varying the constriction diameter and the applied voltage on the transmission probability
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of PBMCs. The TP value for each of the constriction diameter was progressively increased with the
changing potential. At a given DC voltage, the recovery of PBMCs was highest when the constriction
diameter was 100 µm. More so, from 50 V to 80 V, 100 µm constriction diameter gave a perfect
separation of the PBMCs. None of the constriction diameters gave 100% separation except 110 µm at
80 V. These variations in transmission probability could be attributed to the changing electric field
strengths as the applied voltage and constriction diameter change. Changing the applied DC potential
affected the electrokinetic and dielectrophoretic forces operating within the channel. Electrokinetic
contributions within the channel affects the particle velocity and hence the resident time within which
the particles are expected to experience strongest DEP force at the constriction zone. At <50 V, the
electro-osmotic velocity of the bulk fluid medium was low enough to move the particles slowly to the
constriction zone where there is ample residence time for the cells to experience sufficient induced
dielectrophoretic force that would cause them to be separated adequately. However, since DEP force
depends on square of the field gradient, the low DC potential (<50 V) could not generate the required
electric field gradient that is sufficient to induce strong negative dielectrophoretic force necessary for
sorting the cells into their respective differential outlets.

Since increasing electric potential could result in increased Joule heating of the microdevice
leading to unwholesome modification of the electrokinetic and dielectrophoretic effects, 100 µm
constriction diameter was considered to be the ideal dimension for the separation device platform.
Furthermore, operating at a lower voltage, i.e., ~60 VDC seems to reduce the risk of Joule heating
within the insulator-based dielectrophoretic device.

5.2.3. Transient Analysis

Particle tracking analysis was used to trace the movement of both ADCs and PBMCs along the
whole microdevice platform. There is no change observed in the particles’ trajectory when the particle
position is placed either at the center or the edge of the inlet, since a uniform particle distribution is
selected in COMSOL within the channel. There is no surface interaction with the particles due to the
“bounce-off” condition selected in COMSOL. Particles were seen moving through the channel inlet until
they were acted upon by the dielectrophoretic force at the constriction which tend to move the particles
either towards or away from the constriction surface depending on the properties of the medium,
ADCs, PBMCs, and the generated electric field gradient. From the equation of the dielectrophoretic
force (Equation (5)), the force experienced by both PBMCs and ADCs at the constriction depends on
the square of the electric field gradient as well as the radius of the particle to the third power. The
membrane conductivity of both ADCs and PBMCs are both less than that of the medium. Therefore, it
is expected that both of them would experience negative DEP.

Figure 8 demonstrates the scenario where ACDs and PBMCs were partially and completely
separated while shifting the applied voltage for a constriction number of 5 and diameter of 100 µm at
fixed medium properties. Figure 8A depicts incomplete separation at DC voltage below 50 V. At this
applied voltage the strength of the applied electric field was not sufficient enough to push away the
PBMCs. At 50 V, the generated field gradient had made the DEP force more negative such that the
PBMCs were pushed away enough from the high field region to cause their separation from ADCs
(Figure 8B). No separation was observed at higher DC voltages, i.e., >100 V (Figure 8C). However,
there was separation at ~100 V but with some interesting modification to the flow streamlines as shown
in Figure 9.
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Figure 8. Particle trajectories showing partial (A,C) and complete separation (B) at various voltage
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(A) shows incomplete separation at <50 VDC, (B) complete separation at 50 VDC, (C) no separation at
>100 VDC.
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Figure 9. Velocity streamlines at various applied DC voltage conditions at fixed number of constrictions
(5) and constriction size (100 µm); (A) and (B) shows streamlines at 60 VDC and 100 VDC respectively;
(C) partial recirculation observed at 120 VDC; (D) increasing recirculation at 200 VDC; (E) shows the
recirculation effects that caused non-compliant behavior of cells to the DEP force; and (F) close-up of
some cells that tend to reach the exit showing recirculation as well.

In Figure 9A, the operating DC voltage is 60 V while Figure 9B is at 100 V. At 120 V (Figure 9C),
some streamlines are being recirculated and this recirculation became more and more pronounced
as the applied voltage increased to 200 V (Figure 9D–F). Figure 9D shows the close-up section of the
bifurcation zone at 200 V, where in more recirculation of streamlines are being observed. Figure 9E is a
close-up representation of the streamline recirculation showing some of the cells that were forced to
move in a circular reverse direction to the DEP force. As shown in Figure 9F, some of the cells that
were heading towards the exit ports are also forced to move towards the inlet, i.e., recirculated back
into the main channel.

This interesting development may be associated with the inter-relation of the high potentials with
the electric current within the channel, which, could generate a substantial amount of temperature
rise that interferes with the conductivity of the fluid-particle system. Since dielectrophoretic force is a
function of conductivity of the fluid-particle system, DEP is hampered as Joule heating becomes more
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predominant due to the increased temperature. This simulation neglected particle-particle interaction
on the basis of experiments since the cell suspension were to be diluted to an extent where in the cells
will substantial be far apart that their interaction can be considered inconsequential.

5.3. Validation of the DEP Microwell Technique

The electrophysiological properties for PBMCs obtained data through our novel microwell
platform via DEP crossover frequency measurement were validated by comparing the reported data in
literature obtained through DEP electro-rotation measurement as reported by Chan et al. [43]. The
samples used in this research and the reported literature values were from non-pregnant young female
(<50 years of age) since pregnancy tends to substantially lower the specific membrane conductance
of PBMCs [43]. The electrophysiological properties for PBMCs obtained from our experiments
and the literature reported values were used to run the simulation independently under the same
operating conditions. Figure 10 shows the results of the comparative simulation where a log-log plot of
transmission probability (TP) and the progression time were plotted. Statistically, the p-value obtained
for this comparison was 0.1 (at 0.01 significance level) implying that we do not have sufficient evidence
to reject the null hypothesis of “no significant difference” between the two outcomes.
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Figure 10. Validation of the electrophysiological properties of healthy PBMCs obtained from the DEP
microwell platform using crossover frequency measurement and the literature reported values based
on electro-rotation experiments [43]. Both the samples were derived from non-pregnant young women
(<50 years of age).

6. Conclusions

Continuous dielectrophoretic separation of infiltrating ductal adenocarcinoma cells (ADCs)
from isolated peripheral blood mononuclear cells (PBMCs) using direct current in a semi-circular
insulator-based microchannel has been numerically studied. The electrophysiological properties for
PBMCs used in simulations were obtained in a novel DEP microwell platform that characterized the
behavior of the cells under varying AC frequency by measuring the DEP crossover of the cells. The
first and second crossover frequency obtained were curve-fitted using a single shell model to obtain
the conductivity and permittivity of the PBMCs. PBMCs vary in size and the sample used in this
experiment was majorly small size lymphocytes, i.e., ~10 µm in diameter.

Dielectrophoretic force is a function of the gradient of the electric field-a factor that also depend
on the applied voltage as well as the constriction radius. In order to induce sufficient field gradient for
the dielectrophoretic separation of ADCs from PBMCs, the applied DC potential and the constriction
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diameter were dynamically varied until a regime of perfect simulation was obtained at constriction
diameter of 100 µm and applied DC potential of ~50 V. The number of constrictions in the channel
also affects separation efficiency and 5 semi-circular constrictions lead to optimal sorting of ADCs
from PBMCs. This insulator-DEP based method of separating infiltrating ductal adenocarcinoma cells
(ADCs) from isolated peripheral blood mononuclear cells (PBMCs) using direct current provided a
cheaper, less cumbersome, easier-to-use, and yet efficient approach when compare with previous
methods that used deformability, magnetism, or dielectric affinity column. Discretization of domain
(meshing) in numerical analysis is an important factor that affect the accuracy of the solution obtained
from solving any associated physics within a microchannel. In this paper, effort was made to strike
a balance between the computational requirements of the mesh size and the desired transmission
probability. Mesh size (local and global) was carefully chosen such that the resultant solution of the
simulation did not vary with meshing. To aid our understanding of the choice of applied potential and
how it relates with the separation efficiency, we found out that increasing the voltage beyond 100 V
DC would lead to no separation, i.e., both PBMCs and ADCs moved into one exit channel.

Another interesting phenomenon was observed at higher voltages (>100 V) along with separation
was recirculation behavior of cells. Some of the cells that were moving towards the exit channels
were forced to change their direction back to the inlet. Recirculation increased especially between the
constriction region and the bifurcation into exit channels with increasing DC potential. This behavior or
wake formation is due to increased Joule heating as the temperature rises in the microfluidic platform
with increasing DC potential since DEP is a function of the conductivity of the medium.

This DEP spectroscopy technique based on crossover measurement allows characterizing the
intracellular differences and physical properties of cells, without any labeling, without affecting cell
integrity and viability. Finally, this method confirms a high potential of emerging lab-on-chip (LOC)
platforms in the early diagnosis and the treatment of breast cancer especially in young women where
mammography is ineffective and/or painful.
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Abstract: Colorectal cancer is the second leading cause of cancer death worldwide. Significant
advances in the molecular mechanisms underlying colorectal cancer have been made; however,
the clinical approval of new drugs faces many challenges. Drug discovery is a lengthy process
causing a rapid increase in global health care costs. Patient-derived tumour organoids are considered
preclinical models with the potential for preclinical drug screening, prediction of patient outcomes,
and guiding optimized therapy strategies at an individual level. Combining microfluidic technology
with 3D tumour organoid models to recapitulate tumour organization and in vivo functions led to
the development of an appropriate preclinical tumour model, organoid-on-a-chip, paving the way for
personalized cancer medicine. Herein, a low-cost microfluidic device suitable for culturing and ex-
panding organoids, OrganoidChip, was developed. Patient-derived colorectal cancer organoids were
cultured within OrganoidChip, and their viability and proliferative activity increased significantly.
No significant differences were verified in the organoids’ response to 5-fluorouracil (5-FU) treatment
on-chip and on-plate. However, the culture within the OrganoidChip led to a significant increase in
colorectal cancer organoid-forming efficiency and overall size compared with conventional culture
on a 24-well plate. Interestingly, early-stage and late-stage organoids were predominantly observed
on-plate and within the OrganoidChip, respectively. The OrganoidChip thus has the potential to
generate in vivo-like organotypic structures for disease modelling and drug screening applications.

Keywords: microfluidics; patient-derived organoids; colorectal cancer; 3D model; drug screening

1. Introduction

Colorectal cancer is the second leading cause of cancer death worldwide, and because
of population ageing, the global burden is expected to grow to 2.5 million new cases
in 2035 [1–3]. Although significant advances in the molecular mechanisms underlying
colorectal cancer have been made, the clinical approval of new drugs still faces many
challenges [4]. Cancer drug development is characterized by high failure rates in clinical
trials, mainly because the preclinical models used in the drug development pipeline do not
provide adequate information about drug efficacy or toxicity [5]. Molecular and cellular
tumour heterogeneity between and within individual patients represent a landscape and
a barrier for effective patient treatment [6–8]. Thus, predictive preclinical cancer models
able to precisely replicate the human tumour biology and allow personalized anti-cancer
therapy are urgently needed [9,10]. Orthotopic mouse models are considered to be poor
human cancer models as they lack the features of the native tissue and do not recreate the
human tumour microenvironment [11]. Moreover, conventional 2D cell cultures do not
provide information about the complex interactions between the cancer cells, associated
stromal components, and the physicochemical microenvironment. Lastly, more complex
3D in vitro models, such as transwell-based cell cultures and spheroids, do not reproduce
the complexity observed in the 3D tissue architecture of living organs, and do not retain
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the mechanical cues that contribute to the tumour behaviour [12]. Microfluidic cell culture
technology has emerged as a promising tool in cancer research as an alternative to animal
and traditional cell culture models [13,14]. It is a low-cost technology that handles fluids
at a nanoscale, enabling small quantities of samples and providing highly sensitive and
high-throughput screening [15,16]. A variety of fabrication methods, aside from soft
lithography, vinyl cutters (xurography), laser cutting, 3D printing, and micromilling,
among others, are available [17,18]. Microfluidics-based systems have contributed to
decreasing manufacturing time and costs by using cheaper materials and tools, allowing
for new and advantageous physical behaviour, functionality, and qualities in microfluidic
devices. Modelling cancer cell behaviour within the microfluidic device of tumour-on-chip,
is highly physiological; enables co-cultures of different cell types; and offer precise control
over physical, mechanical, and biochemical properties on the model. However, tumour-on-
chip relies on pre-differentiated cells, often cell lines, and cannot emulate the histological
and cellular complexity of the tumour and the surrounding microenvironment [19].

Organoid models have been synergistically combined with microfluidic technol-
ogy [20,21]. Organoids are 3D culture models that recapitulate the organ architecture and
in vivo counterparts’ functional features [22]. The generation of organoids derived from
primary and metastatic patient tumours are reported. These patient-derived organoids
are distinct from other cancer models in that they conserve the architecture, (epi)genetic,
and phenotypic alterations of the original tumour [23,24]. More importantly, patient-
derived organoids have been reported to successfully predict a therapy response in cancer
patients and facilitate therapeutic decision-making [23,25]. Therefore, establishing patient-
derived tumour organoids-on-a-chip may serve as more versatile and predictive preclinical
models applicable to cancer drug discovery and personalized therapies. Micro-engineered
organoid systems allow for precise control of the space and environment where an organoid
is growing. Flow conditions, nutrient supply, shear stress, input–output, and organoid
geometry are easily controlled. Furthermore, the complex cellular cross-talk of the native
organ can be modelled by organoid-on-chip technology, and the inter-organoid variability
is drastically decreased [20].

In this study, a microfluidic device was designed and fabricated through a milling
process so as to culture and expand patient-derived colorectal cancer organoids on-chip
(OrganoidChip). A culture medium was continuously injected into the distribution chan-
nels to provide the proper conditions for organoid growth. Viability assays of organoids
cultured within the OrganoidChip were performed and compared with those cultured
on conventional well-plates. Our experiments showed a significant increase in organoid
viability and proliferation within OrganoidChip, as well as similar sensitivity responses of
colorectal cancer organoids to 5-FU on-chip and on-plate. These observations demonstrate
the potential of OrganoidChip to provide precise control of drug distribution, similar sen-
sitivity, and improved growth culture conditions of colorectal cancer organoids. Distinct
morphology features of colorectal cancer organoids were observed. The culture within
OrganoidChip led to a significant increase in colorectal cancer organoid-forming efficiency
and organoid size. More importantly, late-stage colorectal cancer organoids were estab-
lished within OrganoidChip, highlighting the potential for this micro-engineered organoid
device to generate in vivo-like organotypic structures for disease modelling and drug
screening applications.

2. Materials and Methods
2.1. Design and Fabrication of a Microfluidic Platform for Organoid Culture

The molds for the microfluidic device used in this study were fabricated using a high-
speed milling machine (FlexiCam Viper, FlexiCam, Eibelstadt, Germany). Micromilling is
an alternative, low-cost, non-lithographic top-down technique and a fast method to address
some significant microfabrication challenges and allow rapid prototyping. Using rotating
cutting tools to remove or cut micro- or milli-scale features in several types of materials
(acrylic, aluminium, among others), it is possible to generate molds or directly fabricate
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microfluidic channels. Recently, manufacturers have produced milling tools smaller than
100 microns, which have promoted micro-milling machines’ ability to fabricate microfluidic
devices [18,26].

The device design was created using AutoCAD software (Autodesk AutoCAD 2018,
Autodesk, San Rafael, CA, USA) and consists of a bottom layer containing four round wells
with 6 mm in diameter and 2.5 mm of depth for cell seeding, and a top layer displaying
one inlet channel distributed in four small channels of 1.5 mm × 1 mm (width × depth)
and one outlet (2 mm of diameter). The top layer is crucial for the culture medium supply.

The microfluidic devices were fabricated in polydimethylsiloxane (PDMS; Ellsworth
Adhesives Iberica, Spain), which was prepared as a two-part system with a mix ratio of 10:1
(w/w) or 20:1 (w/w) base/curing agent (top and bottom layers, respectively), poured over
the molds, degassed, and cured for 1.5 h at 65 ◦C. The different PDMS ratios were used
for the bottom and top layers to generate slight and reversible bonding when both were
poured in contact. Following that, the PDMS was unmolded, and the inlet and outlet were
made using a puncher of 1.5 mm. Both layers and tubes were sterilized with 70% ethanol
(v/v) and were then exposed for 30 min to UV light. Afterwards, the bottom layer (20:1
PDMS ratio) was placed on a glass slide, and the top layer (10:1 PDMS ratio) was carefully
aligned and placed over the bottom layer. Thus, the layers stuck to each other, creating
contact bonding. Tubes were inserted into the inlet and outlet. After organoids seeding, the
channels were filled with a culture medium. The microfluidic device was connected to a
syringe pump (NE-1000, New Era Pump Systems, Farmingdale, NY, USA) with a working
flow rate of 10 µL/h for a continuous medium supply.

2.2. Organoids Culture

Colorectal cancer organoid line Iso-50 was supplied by Cellesce, Ltd., (Cardiff, Wales,
UK) and was cultured according to their instructions [27]. These tumour organoids were
isolated by Cellesce, Ltd., from surgically-resected colorectal cancer material of patients, as
previously described by Sato et al. [24]. The organoid pellet was resuspended in medium
3+, composed by Advanced DMEM/F12 supplemented with 1% GlutaMAX, 1% HEPES
buffer solution, and 1% Penicillin/Streptomycin (all Life Technologies, Cramlington, UK).
Afterwards, organoids were plated in Matrigel Matrix Basement Membrane Growth Factor
Reduced (Corning, NY, USA) in 24-well plates and a microfluidic device (30 µL of blob).
Following Matrigel polymerization, the organoids were overlaid with 500 µL of “complete”
medium composed of medium 3+ supplemented with 1× B27 supplement, 1× N2 supple-
ment (all from Invitrogen), and 1 mm N-acetyl-L-cysteine (Sigma, Darmstadt, Germany).
To culture the organoids on-chip, the microfluidic device’s bottom layer (previously placed
on a glass slide) was first pre-warmed at 37 ◦C. Iso-50 organoids were then plated in the
Matrigel matrix in each microfluidic device’s well (30 µL of blob). The bottom layer was
placed at 37 ◦C in an atmosphere of 5% CO2 to promote Matrigel polymerization. The
microfluidic device was assembled with a top layer and tubes, as previously described, and
carefully filled with the appropriate culture medium for the organoids’ growth. The device
was connected to a syringe pump and the flow rate condition was defined as 10 µL/h. For
the on-chip control, Iso-50 organoids were cultured within the microfluidic device without
a continuous flow of a culture medium.

All of the cultures were maintained in humidified incubators at 37 ◦C in 5% CO2, and
were monitored daily under a phase-contrast microscope (Nikon Eclipse TS 100, Tokyo,
Japan). The culture medium was changed every 2–3 days, and organoids were passaged
1:4 every week.

2.3. Viability Assay

Iso-50 organoids were seeded at a density of 200 structures per well of 24-well plates
or microfluidic device (in 30 µL of blob per well), and were cultured until day 8. The
viability of the organoids was determined using the CellTiter-Glo 3D Cell Viability As-
say (Promega, Madison, WI, USA), as follows: organoids were mixed with 100 µL of
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CellTiter-Glo® 3D reagent, shaken for 5 min, and incubated for 30 min at room temperature.
Luminescence was measured using a Microplate Reader (Synergy H1, Biotek, Winooski,
VT, USA). Viability was monitored at days 0, 2, 4, 6, and 8.

2.4. Seeding Density Optimization by ATP Assay

The Iso-50 organoids in the culture were gently dissociated to the near single-cell
population using TrypLE (Gibco, Life Technologies, Renfrew, Scotland, UK) before re-
suspension within a growth-factor reduced Matrigel. The individual cells were counted
using a Trypan blue exclusion test (Gibco, Life Technologies, UK) and were seeded at a
range of densities (from 100 to 1000 cells/µL of Matrigel dome) into a 24-well plate or
microfluidic device (30 µL blob per well). The ATP measurement of the CellTiter-Glo 3D
Cell Viability Assay (Promega, Madison, WI, USA) was then performed to evaluate the
organoid proliferative ability according to the manufacturer’s instructions.

2.5. Organoid-Forming Efficiency Assays

The organoid-forming efficiency was determined by quantification of the organoid
numbers (organoid-colony forming efficiency) and size. The total number of organoid
structures per well was manually counted six days after seeding using a phase-contrast
microscope at 4× magnification. The organoid area was measured by encircling the
periphery of each organoid using ImageJ software (NIMH, Bethesda, Rockville, MD, USA).
The organoid size was quantified at day 6 of culture by measuring the longest axis.

2.6. Treatment of Iso-50 Organoids with 5-Fluorouracil

Colorectal cancer Iso-50 organoids were treated with chemotherapeutic drug 5-fluorouracil
(5-FU) at different concentrations. Briefly, Iso-50 organoids were seeded in a 24-well plate
and within the OrganoidChip. Complete media supplemented with 1, 10, and 100 nM
5-FU or 0.1% of dimethyl sulfoxide (DMSO) were replaced onto the organoids on day 4 of
culture. DMSO was used as a vehicle for 5-FU. The viability of the organoids was measured
after 48 h of treatment (Figure 1).
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Figure 1. Schematic of the organoid culture timeline.

2.7. Statistical Analysis

Statistical analyses were performed using the Graph Pad program (GraphPad Soft-
ware, Inc., La Jolla, CA, USA). Student’s tests were used to calculate significance with a
95% confidence level (* p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001).

3. Results
3.1. Fabrication of the OrganoidChip Microfluidic Device

The design considerations of the two layers were performed to have the possibility for
manual seeding of the organoid structures. In this way, no cell damage and higher control
in the seeding procedure could occur. There is also the possibility of downstream testing
assays after the culture and maturation under continuous flow conditions.
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The layer molds were fabricated in a poly(methyl methacrylate) (PMMA) material
with single-flute carbide end-mill tools of 2 mm for the larger steps and 1 mm for the small
features of the design and to smooth the surface. The depth of the bottom and top layer
was 2.5 and 1 mm, respectively.

In Figure 2A, it is possible to observe the design of the manufactured PMMA molds.
The PMMA material proportionated a clear and smooth surface in the PDMS device,
essential for the microscope visualizations of 3D structures (Figure 2B). The inlet and outlet
in the top layer had a diameter of 2 mm, and the channels for the medium supply had
a width of 1.5 mm. The top layer was fabricated with 10:1 PDMS. The bottom layer had
6 mm round wells with a depth of 2.5 mm, and was fabricated with 20:1 PDMS. The PDMS
thickness of the bottom and top layer was 4 mm and 2.5 mm, respectively. Thus, the
OrganoidChip had a total thickness of 6.5 mm.
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Figure 2. Design and fabrication of the organoid on-chip device. (A) AutoCAD design of the
OrganoidChip (A1) top and (A2) bottom layers. The top layer includes one inlet channel distributed
in four small channels and one outlet. The bottom layer consists of four round wells of 6 mm in
diameter for organoids’ seeding and growing. (B) OrganoidChip poly(methyl methacrylate) (PMMA)
layers mold fabricated in (B1) the milling machine and the (B2) respective polydimethylsiloxane
(PDMS) layers. (C) OrganoidChip setup.

The bonding of both layers was performed by aligning the top layer over the bottom
layer. An off-ratio bonding technique occurred (i.e., two layers partially cured with different
base-to-crosslinker ratios are brought into contact creating a bonding interface) [28]. This
technique enables layer adjustments and a contact bonding strong enough to support the
working flow rate of 10 µL/h, giving the possibility of layer detachments and further
applications. A flow rate of 10 µL/h has been used in several tumoroid platforms and
reported to generate internal shear stress supported by the Matrigel blob [29,30]. Note that
the established flow rate proportionates for 48 h had the same amount of medium added
in the on-plate for the comparison tests (500 µL per well). With the inlet connected to a
syringe pump via tubing and the outlet connected to a reservoir, the OrganoidChip setup
was set, as seen in Figure 2C.

3.2. Establishment of Colorectal Cancer Organoid Line within OrganoidChip

Having designed and fabricated the microfluidic device, the OrganoidChip (Figure 2),
we explored its feasibility for culturing organoids. Proper development and maturation of
organoids implies a continuous feed of fresh nutrients and waste removal, as they expand
in size when they are not vascularized [31,32]. In this study, to evaluate the organoids’
growth, colorectal cancer Iso-50 organoids were seeded in Matrigel on-chip and on-plate
(around 200 structures/well), and their viability was assessed over eight days of culture.
As shown in Figure 3A, the organoids’ viability increased, as expected in the first days
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of culture. However, a significant decrease in viability was observed after six days of
culture, both on-plate and on-chip. This result suggests that the exponential growth of
organoids occurs within the first six days of culture. However, comparing the viability of
the organoids in the different culture conditions, we observed that the viability of Iso-50
was significantly higher on-chip after day 2.
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(on-chip) and on a traditional plate (on-plate). Viability was monitored at days 0, 2, 4, 6, and 8 using a CellTiter-Glo 3D
Cell Viability Assay. The results are described as mean ± standard deviation (SD) of three independent experiments. The
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culture at different cell seeding densities. Results are described as mean ± SD of three replicated wells (one independent
experiment) for each cell density (Student’s t-test: ** p ≤ 0.01; *** p ≤ 0.001).

Moreover, the significantly decreased viability of the organoids observed from day
6 was more pronounced in the on-plate. These observations indicate that OrganoidChip
provides a continuous infusion of nutrients and growth factors, and removes metabolic
waste, which are crucial for developing organoids within the microfluidic device. As the
organoids viability increases significantly until six days of culture, the endpoint at day six
was pointed out all subsequent culture experiments (Figure 1).

We further evaluated the influence of the cell seeding density on the organoids’
proliferative ability. Single-cell suspensions were prepared from Iso-50 organoids. The cells
were seeded at a range of cell densities within a traditional 24-well plate and microfluidic
device, and their proliferation was assessed on day 6 of the culture by measuring the ATP
released from the proliferative cells composed of organoids. Regarding the organoids
cultured on-plate, an increase in the relative luminescence signal was observed with the
ascent of the initial cell seeding on-plate (Figure 3B). Beyond 600 cells/µL of blob, a plateau
was reached, indicating a slowdown in the organoid proliferation activity, possibly due
to restriction to the nutrient and growth factor access and the limited physical space.
Interestingly, such a threshold was observed at a seeding density of 750 cells/µL of blob
on-chip, highlighting that on-chip and under continuous flow conditions, it is possible to
have more proliferation. The continuous flow proportionates the constant and renews the
culture medium.

3.3. Culture within OrganoidChip Promotes Colorectal Cancer Organoid-Forming Efficiency

The colorectal cancer organoids were characterized to display the morphological and
histological features in common with the tumour from which they were derived [27]. The
morphological characteristics of the Iso-50 organoids were observed on days 2 and 6 of the
culture on-plate versus on-chip (Figure 4A). On day 2 of the culture, colorectal organoid
formation was still occurring, as the not late-stage morphology typical of colorectal cancer
organoids was not verified. Small and round organoids were observed both on-plate and
within OrganoidChip. On day 6 of the culture, distinct morphology features were observed.
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Iso-50 organoids cultured on-plate were predominantly mono-cellular structures with
a cystic-like shape, exhibiting a visible lumen without projections (arrow). In contrast,
structures displaying a thick epithelial cell layer containing glandular structures within
the organoid (white arrowhead) or multi-layered organoids with crypt-like projections
(black arrowhead) were observed when cultured within OrganoidChip. Because of these
different morphological features of Iso-50 organoids cultured on-chip versus on-plate,
the organoid-forming efficiency was evaluated. The organoid-forming efficiency was
determined by quantifying the organoid numbers (organoid-colony forming efficiency)
and size (are and longest axis). The organoid-colony forming efficiency was significantly
higher on-chip than on-plate and on-chip control without continuous flow (Figure 4B). In
addition, Iso-50 on-chip organoids were significantly higher in diameter and area than for
the culture on-plate and on-chip control (Figure 4C). These results highlight the potential
of OrganoidChip to provide more physiologically relevant cell culture conditions than the
static cell culture, thus contributing to the efficient establishment of cancer organoids.
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Figure 4. Organoid-forming efficiency within OrganoidChip. (A) Representative images of organoids morphology at days 2
and 6 of culture. On day 6, Iso-50 organoids cultured on-plate exhibited a cystic-like morphology with a visible lumen. In
contrast, the organoids cultured on-chip are multi-layered with crypt-like projections or display a thick epithelial cell layer
containing glandular structures. Scale bar: 100 µm. (B) Quantification of organoid colony-forming efficiency at day 6 of
culture. The results are reported as the mean ± SD of three independent experiments. (C) Analysis of organoid size and
area at day 6 of culture. The results are described as mean ± SD of a total of 50 organoids in three independent experiments
subjected to the analysis (Student’s t-test: * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001).

3.4. On-Chip Organoids Drug Sensitivity Testing

To assess the organoids’ sensitivity cultured within OrganoidChip to chemotherapeu-
tic drugs, Iso-50 organoids were treated with an increasing dose of 5-fluorouracil (5-FU).
5-FU remains the first-line of treatment for colorectal cancer. Following treatment with
5-FU for 48 h, the organoid viability was determined. According to Figure 5, no signif-
icant differences in sensitivity to 5-FU treatment were observed in the colorectal cancer
organoids cultured within OrganoidChip and traditional plates. These results suggest the
stability and accuracy of colorectal cancer organoids cultured within OrganoidChip as a
drug screening model.
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Figure 5. Analysis of organoid viability after treatment with 5-fluorouracil (5-FU). On day 4 of culture,
the organoids were treated with 5-FU or 0.1% dimethyl sulfoxide (DMSO; control), and their viability
was assessed on day 6. For the dead control, 30% of DMSO was used. The results are described as the
mean ± SD of two wells per condition of two independent experiments. No significant differences
were observed (Student’s t-test: * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001).

4. Discussion

In the present study, a microfluidic device—OrganoidChip—was fabricated using
a milling technique to enable the culture of patient-derived colorectal cancer organoids
on-chip. The milling fabrication technique was employed to create the master molds of the
microchannels and the main body of the OrganoidChip. In the last decades, milling and
micromilling have demonstrated a great potential for lab-on-a-chip and organ-on-a-chip
applications, primarily because of their wide selection of working materials, versatile
applications, and rapid prototyping, compared with other fabrication procedures [33]. The
most common milling application is the fabrication of organ-on-chip platform holders [34]
or the direct use of the milled parts combined with other methodologies, such as pho-
tolithography and 3D printing, to connect all of the device modules, as Behroodi et al.
demonstrated [35]. Another rapid, reliable, and cost-effective microfabrication of microflu-
idic systems with biomedical applications and lab-on-a-chip devices is the CO2 laser [chen,
wu]. Chen et al. successfully elaborated a versatile protocol of CO2 laser drilling for the
rapid prototyping of various microstructures with different substrate materials to showcase
the wide usability range for the proposed method [36]. Wu et al. developed a micro U-well
platform with an optimally arranged microwell array using a rapid and straightforward
CO2 laser microfabrication method. This platform has demonstrated their feasibility for
developing in vitro 3D multicellular tumour spheroids as a tumour-mimicking model, and
as an effective tool for discovering the therapeutic drug screening for cancer treatment [37].
Besides the advantages of CO2 laser patterning, the milling fabrication for this applica-
tion is demonstrated to be equally efficient, but cheaper and easier to integrate into the
developed device’s manufacturing. In this work, the layer molds were fabricated in acrylic
to obtain a higher durability, and PDMS replica molding was performed. In this way, a
transparent device with an adequate refractive index for microscope visualizations and
image acquisition and gas permeability was obtained. Another important application
for the developed system is the possibility of downstream studies. The organoids could
be recovered intact, as the layers are not bonded permanently, and no holder strategies
were needed. Thus, the milling fabrication simplified the manufacturing process of the
OrganoidChip: low- cost, high precision, and accuracy in the molds’ manufacturing, as
well as being user-friendly and applicable for downstream studies.

We further investigated the potential for OrganoidChip as a reliable preclinical cancer
model. For this, patient-derived colorectal cancer organoids were cultured within the
OrganoidChip. The establishment of patient-derived organoids is crucial for preclinical
cancer research and personalized medicine, as they retain patients’ genetic and epigenetic
aspects. Currently, various patient-derived tumour organoids have been generated. Using
microfluidic technology, most reported organoid-on-chips rely on organoids derived from
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human induced pluripotent stem cells [38–40]. Tumour organoids derived from patient
tissues with lung, mesothelioma, breast, and pancreatic cancer have been generated and
cultured within microfluidic devices [41–44]. In our study, colorectal cancer organoids
derived from patient tissue established by Cellesce and reported in pilot studies with
reproducible data, maintaining the counterpart tissue’s phenotype and genotype, were
used [27]. Their viability and proliferation, when cultured within OrganoidChip, was
evaluated. Our results revealed significantly increased viability and proliferation rates
of colorectal cancer organoids on-chip, compared with traditionally cultured on-plate.
Consistent with our observations, previous reports have shown a significant improvement
in cell growth and survival within microfluidic devices that can minimize shear stress. In
fact, microfluidic technology allows dynamic cell cultures in microperfusion systems to
deliver continuous nutrient supplies for long term cell culture [45,46].

Patient-derived organoids preserve the structural architecture of primary tumours [22].
Our results show that colorectal cancer organoids cultured within OrganoidChip exhibit
a significant increase in organoid size and organoid colony-forming efficiency, as well as
a late-stage morphology, compared with organoids cultured on-plate. Previous reports
have shown that as tumour organoids grow in size in conventional culture plates, the
diffusion-dependent nutrient and oxygen supplies and waste removal become less efficient.
Consequently, organoid viability decreases, and dead cells accumulate in the core region
of organoids and undergo fragmentation and necrosis [46,47]. In contrast, microfluidic
devices enable the integration of access channels for nutrient supply within organoids, as
well as waste removal, mimicking the permeation provided by blood capillaries in vivo [47].
In our study, the OrganoidChip provides a control overflow, shear stress, and biochemical
gradient. Nutrients, metabolic, and oxygen are delivered to organoids via laminar flow,
reducing the necrotic core’s size and increasing their viability, organoid colony-forming
efficiency, and overall size.

The nutrient and oxygen supplies and the removal of waste provided by microfluidic
technology also influences organoid maturity. Interestingly, the significant morphological
differences observed between colorectal cancer organoids cultured within OrganoidChip
and on-plate were closely related to the organoid’s organization stage. The colorectal cancer
organoids cultured within OrganoidChip exhibited a late-stage morphology, characterized
by a crypt and villi-morphology, thick epithelial cell layer, and oriented and specialized
epithelial cells. In contrast, we observed early-stage organoids on-plate as monocellular
structures with a cystic-like shape. In fact, the organoid formation process followed a
pattern of proliferation, differentiation, cell sorting, lineage commitment, and morphogen-
esis, resulting in a 3D organoid structure [48,49]. Organoid formation is usually guided
by culturing cells in a medium containing soluble factors that promote or inhibit specific
signaling pathways. Thus, the culture is directed towards the formation of late-stage
organoids, which includes specialized cell types that give rise to organotypic structures
and functions [50].

The potential for microfluidic devices for the culture and expansion of patient-derived
organoids for personalized drug screening is of the utmost importance. In this study,
similar sensitivity responses of colorectal cancer organoids to chemotherapeutic drug
5-FU were observed within OrganoidChip and on-plate. These results highlight the po-
tential for OrganoidChip to provide precise control of drug distribution, sensitivity to
chemotherapeutic drugs, and improved growth culture conditions of colorectal cancer
organoids. Microfluidic platforms able to culture patient-derived pancreatic and lung
tumour organoids and to perform drug sensitivity tests directly on devices have been
developed [41,44]. These studies observed significant differences in the responses of
individual patient-based organoids to drug treatments.

Taken together, we fabricated a low-cost microfluidic device suitable for the mainte-
nance and expansion of patient-derived colorectal cancer organoids, applicable in down-
stream studies. The organoids’ morphological and proliferation features were improved
when cultured within this microfluidic device. More importantly, a high-fidelity response
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to drug treatment was observed compared with the organoid culture in traditional plates.
However, device optimizations are needed in order to obtain a higher versatility for the
design for other applications. Several outlets can be added; seeding chambers area and flow
rates can also be adapted and optimized considering the final application. The individual
response of patient-based organoids to 5-FU drug treatment is also necessary. Addition-
ally, further studies, including the genetic profiling of individual patient-based organoids
on-chip, are warranted to validate OrganoidChip as a reliable preclinical cancer model.

Overall, these results open new avenues for evaluating phenotypic drug susceptibil-
ity tests and disease modelling, as well as for the development of an organoid-on-chip
preclinical cancer model with the potential for personalized medicine.
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Abstract: Malaria diagnosis relies on optical microscopy and/or rapid diagnostic tests based on
detecting specific malaria antigens. The clinical sensitivity of these methods is highly dependent
on parasite density, with low levels of detection at low parasite density, challenging the worldwide
malaria elimination efforts. Therefore, there is a need for diagnostic methods with higher sensitivity,
demanding innovative diagnostics devices able to detect malaria at low parasite density and at early
stages of the disease. We propose an innovative optical device for malaria diagnosis, based on optical
reflectance spectrophotometry, for the detection of parasites through the quantification of haemozoin.
For this purpose, a set of eight thin-film optical filters, based on multilayer stacks of MgO/TiO2

and SiO2/TiO2 thin-films, with high transmittance and low full width at half maximum (FWHM) at
specific wavelengths, was designed and fully characterized (both numerically and experimentally).
A preliminary assessment of its potential to reconstruct the original spectra of red blood cells was
performed, both in uninfected and Plasmodium falciparum-infected samples. The obtained results
show that, although the experimental filters have a non-ideal performance characteristic, they allow
us to distinguish, based on only 8 discrete points in the optical spectrum, between healthy and
malaria infected samples, up to a detection limit of 12 parasites/µL of red blood cells. Those results
enhance the potential of using such a device for malaria diagnostics, aiming for non-invasiveness.

Keywords: diagnostics; malaria; optical filters; reflectance; spectrophotometry; TFCalc

1. Introduction

Malaria is an infectious disease and a serious public health problem in 87 countries
worldwide [1,2]. According to the latest report from the World Health Organization (WHO,
Geneva, Switzerland), in 2020, 229 million people were infected with malaria and from
those infections resulted 409,000 deaths [2], mainly in the endemic regions with poor eco-
nomic and sanitary conditions [3]. The main methods for field malaria diagnosis are based
on the detection of the etiological agent, Plasmodium spp., in the patients′ blood through
optical microscopy [4] and/or through rapid diagnostic tests (RDT) based on detecting
specific malaria antigens [5]. Although these methods are low cost and relatively easy to
implement, they face several challenges in many malaria-endemic regions, including the
requirement for expert microscopists, inadequate quality control and the possibility of false-
negative results due to low parasitaemia (<20 parasites/µL). Consequences of misdiagnosis
may delay treatment, increasing the risk of disease severity and increasing the number
of persons capable of infecting mosquitoes in the community. Molecular diagnosis by
polymerase chain reaction (PCR) [4,6], although it allows the detection of low parasitaemia

163



Micromachines 2021, 12, 890

infections (down to 1–5 parasites/µL), implies sophisticated laboratories unavailable in
endemic regions and highly skilled personnel and, therefore, it is recommended by the
WHO not for diagnosis but only for research purposes [2]. Considering sustainable de-
velopment goals, there is an urge for malaria control and the eventual elimination of the
disease, demanding new technologies allowing higher sensitivity than the current methods,
lower cost, non-invasiveness, easy handling, immediate feedback and environmentally
more sustainable alternatives.

Malaria is a disease transmitted to human beings by the bite of the female Anopheles
mosquito, which, when infected, has Plasmodium parasites in its salivary glands [7]. Within
the complex life cycle of the malaria parasite, the symptomatic stage of the infection hap-
pens inside the red blood cells (RBCs), with a 48-h cycle maturation (in case of Plasmodium
falciparum) that goes from parasite invasion of the RBC, up to RBC burst and release of new
parasites ready to invade new RBCs. This stage of infection leads to a set of morphological
and biochemical reactions on the RBCs when infected by the parasites. The main phenom-
ena are the uptake and breakdown, by the parasite, of the RBC haemoglobin, as a source
of nutrients, which leads to the release of the toxic haem group, that the parasite cannot
digest. To detoxicate it, the parasite is capable of polymerising haem into inert crystal
particles, called malaria pigment or haemozoin [8]. This process happens inside the parasite
throughout its developmental stages, passing from a ring stage, trophozoite and schizont,
leading to an increase in haemozoin crystals, while the haemoglobin concentration de-
creases throughout these stages. Although this process of haemoglobin degradation and
haemozoin formation starts at the early ring stage, the major part of this process takes place
in further developmental stages (trophozoite and schizont), where most of the metabolic
activity happens, this being the reason why the malaria pigment is more visible under
light microscopy at later stages. Haemoglobin and haemozoin present distinct optical char-
acteristics, mainly in the visible range, with different absorbance and reflectance spectra,
and those spectra diverge depending on the molecules′ concentrations in the blood [9].
As healthy human blood does not contain haemozoin in its constitution, this is a unique
product that can be used as a biomarker for malaria detection [10]. Based on this principle,
optical spectrophotometry has become an alternative solution for the improvement of
the current malaria diagnostic methods [11,12]. With this technology, the detection could
be performed for all Plasmodium species that infect humans, since all of them produce
haemozoin during their intraerytrocytic life cycle. Nevertheless, using haemozoin as a
biomarker for malaria detection can become challenging if the measurements are based
on patients′ finger prick blood samples. This relates specifically to the most prevalent and
deadly parasite, P. falciparum, that presents cytoadherence to venous endothelial cells at
mature trophozoites and schizont stages, leaving only the ring stages (containing the least
haemozoin) circulating in the blood stream [13]. To overcome this and increase sensitivity,
technology would have to consider this limitation.

In this work, a method for optical detection of malaria based on reflectance spec-
trophotometry is proposed, aiming for the exemption of blood sampling and, therefore,
non-invasiveness. This technique will allow the identification of malaria parasites, at all
intraerythrocytic developmental stages and from all human Plasmodium species, through
haemozoin quantification, aiming for a detection limit better than the current microscopy
or RDT diagnostic methods (aiming up to 12 parasites/µL of red blood cells) [14]. For the
implementation of such a technique in a full integrated system, it will be expected that
the detection system comprises a light source covering the optical visible spectrum (from
400 nm to 800 nm [9]), optical detectors (as photodiodes, that capture the reflected light and
convert it into electric currents) and optical bandpass filters, tuned at specific wavelengths,
with high transmittance and low full width at half maximum (FWHM). These optical
filters, which are the focus of this work, allow the selection of specific wavelengths at the
photodetector site, to measure and reconstruct the samples′ spectra based on a limited and
discrete number of spectral bands (eight, as will be described). The filters will be based
on multilayer thin-films, with a Fabry–Perot interferometer structure, compatible with
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CMOS (Complementary metal–oxide–semiconductor) processes. Therefore, the main goal
of this study is the numerical and experimental characterization of the optical response
of eight bandpass thin-film optical filters, as well as the assessment of their potential to
reconstruct, based on only eight discrete wavelengths, the original continuous spectra of
uninfected and infected RBCs, aiming for their integration on a malaria diagnostic device.

2. Methods
2.1. Optical Reflectance Spectra of Uninfected and Parasite Infected RBCs

In order to select the target wavelengths for the thin-film optical filters, preliminary
assays were performed to characterize the optical spectra of P. falciparum-infected RBCs.
Figure 1 presents the average (n = 3) continuous normalized reflectance spectra of un-
infected and cultured P. falciparum-infected RBCs, at different parasitaemia, from 12 to
500 parasites/µL of RBCs, both in early (rings) and late (trophozoites) stages [9]. Samples
with 40% haematocrit were considered to represent the quantity of RBCs in human whole
blood. Healthy human whole blood, needed for the samples′ testing and P. falciparum
in vitro cultures, was provided by Instituto Português do Sangue e Transplantação (IPST;
Portuguese Blood and Transplantation Institute), Porto, Portugal. All procedures for blood
collection, transport and in vitro experiments were carried out in compliance with the EU
directives 2004/23/CE, 2006/17/CE and 2006/86/CE. The spectra were measured with a
spectrophotometric top-bench setup, comprising a 200 W Quartz Tungsten Halogen light
source (model 66881, Oriel Newport), optical-fibre reflectance probes, a cuvette sample
holder and an AvaSpec-ULS2048XL EVO spectrophotometer with an integrated monochro-
mator (Avantes, NS Apeldoorn, The Netherlands). Barium sulphate was used as a reference
for reflectance measurements. The samples were measured in 1 mm optical path cuvettes.
Reflectance data were collected and post-processed using the AvaSoft 8.11 software.
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Figure 1. Normalized reflectance spectra (a.u.) of uninfected RBCs (in red) and RBCs with early (rings, in blue) and late
(trophozoites, in green) parasites, with different P. falciparum parasitaemia, from 12 to 500 parasites/µL of RBCs, in the
400–800 nm range of the optical spectrum (n = 3) [9]. The vertical dashed lines represent the 8 selected spectral bands.

From the presented spectra, we selected a set of 8 specific relevant spectral bands, in
the visible range of the optical spectrum—397 nm, 419 nm, 516 nm, 585 nm, 603 nm, 649 nm,
701 nm and 746 nm—for the simulation and experimental characterization of thin-film
optical filters. These 8 spectral ranges were selected as they are fairly distributed within
the entire spectra and capture the main oscillations of the samples′ spectra, as previously
presented. Aiming for the future integration of the thin-film optical filters in a malaria
diagnostic device, and in order to allow the specific deposition of each of the filters on
top of a photodiode array, the selection of 8 spectral bands is justified by a reduction of
the size and complexity of the final system (when compared with a previous study of
the team considering 16 spectral bands) [14], assuring the essential compromise between
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the accuracy of the extraction of the optical spectra and the number of wavelengths (and
consequent required optical filters).

2.2. Design and Simulation of the Thin-Film Optical Filters

As referred to in the previous Section 2.1, the set of 8 spectral bands was selected to
help to accurately extract the relevant information of the optical spectra and reconstruct
the continuous reflectance spectra of the uninfected and malaria infected samples, based
on a minimum number of wavelengths. The bandpass thin-film optical filters are based
on multilayer structures, forming a Fabry–Perot interferometer structure, with two flat
parallel mirrors separated by a resonance cavity layer, with a pre-defined thickness [15,16],
as schematically represented in Figure 2.
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Figure 2. Multilayer thin-film optical filter structure. In the scheme, λ is the transmitted wavelength
and n is the refractive index of the resonant cavity material. Considering a first order interference
and a light incidence angle of 0◦, dr and ds expressions describe the calculus of the resonance cavity
and mirror thicknesses, respectively [17].

According to the literature, a Fabry–Perot interferometer structure with dielectric mir-
rors usually contains 9 or more thin-film layers, this number being a compromise between
low FWHM, high transmittance and fabrication constraints [18]. After preliminary simula-
tions, aiming for a better filter performance, 11 layers per filter structure [15], comprised
of five dielectric layers in each mirror with, alternately, high (H) and low (L) refractive
index materials, were chosen. For each filter, the resonance cavity is characterized by a
multiple-beam interference, causing a high optical transmission at a narrow band of wave-
lengths, around a wavelength for which the cavity is a multiple of one-half wavelength
thick [17]. Therefore, assuming similar films on both mirrors, the thickness of the resonance
cavity determines the tuned wavelength of the filter. Each of these mirrors is composed
by dielectric films, characterized by high transmittance at specific wavelengths and low
energy absorption rates. Magnesium oxide (MgO) and silicon dioxide (SiO2), with low
refractive indexes, and titanium dioxide (TiO2), with a high refractive index, were selected
as the dielectric materials for the thin-films’ filters, since they are rigid, extremely difficult
to remove from the substrate, compatible with CMOS fabrication and their deposition
processes are well characterized and documented [17].

The design and computational simulation of the 8 filters (centred at the 397, 419, 516,
585, 603, 649, 701 and 746 nm spectral bands in the visible spectrum) was performed in
TFCalc 3.5 (Software Spectra Inc., Portland, OR, USA), a software tool based on finite
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element methods. The filters were characterized regarding their transmittance peak and
FWHM, aiming for transmittance as high as possible (with at least twice the intensity of
any noise peak in the considered spectral range) and FWHM around 10 nm, which can be
considered acceptable for the intended application, as it avoids superposition between the
spectral bands of neighbouring filters.

The optical filters were divided into three spectral regions: UV/VIS (397–419 nm), VIS
(516–603 nm) and VIS/IR (649–746 nm), in order to optimize the design and fabrication pro-
cesses (allowing simultaneous depositions). Besides the thickness and the properties of the
films′ materials, in particular their refractive indexes (obtained from the refractiveindex.info
database), the simulation also took into consideration the properties of the substrate (glass),
incident and exit medium (air) and reference wavelength, which have influence on the
filters′ optical responses. For each of the three spectral regions, a reference wavelength was
selected (420 nm, 550 nm and 680 nm, respectively). Table 1 presents the combination of
the layers’ thickness values for each optical filter, designed using TFCalc, and optimized
(through iterative adjustments) for the highest transmittance.

Table 1. Optical filters in the UV/Vis, Vis and Vis/IR spectral regions and respective MgO/TiO2 and SiO2/TiO2 layer
thicknesses (RC: Resonance Cavity).

Maximum Transmittance Peaks Per λ (nm)

397 419 516 585 603 649 701 746
Thickness layer (nm)

TiO2 40 TiO2 44 63 80
MgO 63 SiO2 75 97 118
TiO2 40 TiO2 44 63 80
MgO 63 SiO2 75 97 118
TiO2 40 TiO2 44 63 80

MgO (RC) 110 SiO2 (RC) 141 150 218 236 198 249 294
TiO2 40 TiO2 44 63 80
MgO 63 SiO2 75 97 118
TiO2 40 TiO2 44 63 80
MgO 63 SiO2 75 97 118
TiO2 40 TiO2 44 63 80

As observed in Table 1, the narrow optical filters were divided into four spectral
regions: 397 nm, 419 nm, 516–603 nm and 649–746 nm. For each group, the two mirrors are
symmetrical and consist of five alternate layers of TiO2 and MgO thin-films, for the filter
centred at 397 nm, and TiO2 and SiO2 thin-films, for the other seven filters. During the
simulations, MgO led to a better filter performance near the UV region, when compared to
SiO2 and, therefore, it was the selected material for the 397 nm filter. For each filter inside
the spectral region, the layers of the same material have the same thickness. This process
means that the definition of each spectral band can be performed only by adjusting the
thickness of the MgO or SiO2 resonant cavities.

2.3. Experimental Setup

The proposed and simulated eight thin-film optical filters (397 nm, 419 nm, 516 nm,
585 nm, 603 nm, 649 nm, 701 nm and 746 nm) were fabricated through ion beam deposition
in glass substrates and characterized in the CMEMS-UMinho laboratories, regarding their
optical transmittance and FWHM. The fabrication process of the optical filters is detailed
in [17,19], and it is not the focus of this study. However, it is relevant to note that, after fab-
rication, the optical filters may not assure the exact same optical properties as the simulated
ones, as the deposition techniques and setups may lead to slight variations in the materials′

refractive indexes. To perform the experimental characterization of the fabricated optical
filters, a set of long pass and short pass commercial optical filters (acquired from Edmund
Optics and Thorlabs) was also used, in addition to the thin-film bandpass filters, in order
to remove additional transmittance regions and noise signals that could appear outside the
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range of interest. Figure 3 presents photographs of the eight thin-film bandpass optical
filters, centered at 397, 419, 516, 585, 603, 649, 701 and 746 nm. Figure S1 (Supplementary
Material) displays examples of commercial long pass (370 nm, 550 nm and 600 nm) and
short pass (500 nm) filters, also used in the experimental assays.
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701 and 746 nm, used in the experimental assays. In some of the filters, it is clear that some damage of the thin-film surfaces
occurred after their prolonged use.

The optical transmittance of the eight bandpass thin-film optical filters was performed
in a top bench setup at CMEMS. The setup includes a 200 W Quartz Tungsten Halogen
light source (model 66881, Oriel Newport, Irvine, CA, USA), a monochromator (model
74000, Thermo Oriel instruments, Newport, Irvine, CA, USA) that selects the emission
wavelength, an optical fiber transmittance probe, a mechanical support for the positioning
and alignment of the optical filters, a commercial photodiode (aligned with the filters and
the fiber) that converts the light transmitted at each wavelength into an electric current,
a picometer (Keithley 487, Cleveland, OH, USA) to measure the current and a computer
for data acquisition and post-processing using a LabView custom made tool. Figure 4
presents the incident white light spectral photocurrent as a function of wavelength, which
is considered the reference baseline for the optical filters′ transmittance measurements.
Therefore, for each measurement, the obtained photocurrent at each wavelength (from 350
to 850 nm) is divided by that reference curve and the transmittance spectrum is obtained.
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3. Results
3.1. Optical Filters Characterization

Figure 5 presents the simulation of the central spectrum transmittance for the eight
bandpass thin-film optical filters previously designed, according to Table 1. According
to the results, in their specific spectral band, the designed filters have high transmittance
(above 90% for all).
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Figure 5. Simulation results of the central spectrum transmittance (%) vs. wavelength (nm), for
the 8 designed MgO/TiO2 and SiO2/TiO2 optical filters, according to the structure and dimensions
presented in Table 1.

Although the FWHM results show some superposition between the 585 and 603 nm
wavelength bandpass filters, these multilayer stacks, comprised of 11 layers of MgO/TiO2
and SiO2/TiO2 thin-films and MgO or SiO2 resonance cavity layers, assure relatively good
optical features. Although the global performance of the optical filters could be theoretically
improved by increasing the number of layers to 13, the complexity of the fabrication process
would also increase.

After the design, simulation and fabrication of the eight optical filters, they were
experimentally characterized using the previously described top bench setup of Section 2.3.
Figure 6a presents, for exemplification purposes, the full transmittance spectra of three of
the fabricated thin-film optical filters, for the 585, 603 and 701 nm spectral bands, measured
in the 350–850 nm range of the optical spectrum. For all the filters, although there is a
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high transmittance peak near the expected wavelength (with values always > 70%), it is
inferior to the simulated one (as presented in Figure 5). Additionally, in Figure 6a, the high
transmittance regions outside the relevant spectral bands are visible. These bands will
be experimentally removed by superposing commercial long pass and short pass optical
filters on top of the thin-film bandpass filters. This behaviour was observed for all the
eight thin-film optical filters. Therefore, Figure 6b presents a list of commercial short and
long pass optical filters, which were added to remove the undesired spectral bands in
each of the eight targeted bandpass wavelengths. The transmittance spectra of all the
commercial short and long pass filters listed in Figure 6b are presented in Figure S2 of the
Supplementary Material.
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Figure 6. (a) Experimental results (n = 3) of transmittance (%) vs. wavelength (nm), using a spec-
trophotometric top bench setup for 3 of the SiO2 /TiO2 optical filters centred at 585, 603 and 701 nm,
without using commercial filters; (b) list of the commercial long pass and short pass optical filters
and respective manufacturers (EO–Edmund Optics; ThL-Thorlabs) used in combination with each of
the 8 bandpass thin-film optical filters (see Figure S2 of the Supplementary Material for the optical
transmittance spectra of these filters).

In order to assess the effect of the additional commercial long pass and short pass
optical filters in the transmittance spectra of the thin-film optical filters, Figure 7 presents the
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experimental results of the central spectra from the peak transmittance spectra of the eight
bandpass thin-film optical filters, without using any other optical filters to limit the spectral
range outside the main peak region (Figure 7a); and using the different combinations of
commercial long pass and short pass optical filters, as presented in Figure 6b (Figure 7b).
In both cases, the transmittance peaks are clearly visible in their specific spectral bands.
However, as expected, when additional filters are included (Figure 7b), the transmittance
of the bandpass optical filters significantly decreases according to the combination of the
transmittance of the passband commercial filters. All transmittance curves correspond to
the average of three measurements.
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Figure 7. Experimental results (n = 3) of transmittance (%) vs. wavelength (nm), for the 8 MgO/TiO2

and SiO2/TiO2 optical filters, measured with a spectrophotometric top bench setup: (a) without
using additional commercial filters; (b) using commercial short pass and long pass filters to remove
high transmittance components outside the relevant spectral bands.

When compared to the numerical results, the peak transmittance of the eight optical
filters, in the absence of additional commercial short and long pass filters, is still high
(above 70% for all the fabricated filters). After adding the commercial long and short
pass filters, it was observed that almost all optical filters (except the 746 nm filter) present
optical transmission values significantly lower than the simulated ones, which result from
the combinations of the different required filters. Particularly, two filters closer to the
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ultraviolet (UV) region of the spectra (397 and 419 nm) have transmittance below 40%.
On the contrary, near the infrared (IR) region, the optical filters (701 and 746 nm) present
considerably good transmittance spectra, around or above 80%. For example, for the
649 nm bandpass filter, the significant reduction in the transmittance is explained by the
effect of both commercial short pass and long pass filters, as shown in Figure 8. In addition
to the 600 nm cutoff long pass filter, needed to remove the high transmittance of the filter
in the 350–500 nm region, a 700 nm cutoff short pass filter was also needed to reduce the
transmittance effect that is visibly increasing after 750 nm, and still affects the photodiode
readout. As seen in Figure 8, this short pass filter has transmittance around 50% in the
visible range of the spectrum, which causes the significant decrease in transmittance in the
649 nm relevant wavelength.
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Figure 8. Experimental transmittance (%) vs. wavelength (nm) spectrum (n = 3), of the 649 nm
bandpass filter, measured with the spectrophotometric top bench setup: without using additional
commercial filters (dark blue line); using the commercial short pass and long pass filters (light blue);
and spectra of the commercial long pass (yellow) and short pass (green) filters, used to remove high
transmittance components outside the relevant spectral bands (as listed in Figure 6b).

Thus, these results show that, although adding short and long pass optical filters
helps to reduce the interference of other optical regions in the obtained spectra, they have a
significant effect in the transmittance performance of the thin-film optical filters. Regarding
FWHM, it is higher than 10 nm (value assumed as ideal for the intended application) for
all the optical filters′ spectra, and some superposition was observed between the spectra of
the 585 nm, 603 nm and 649 nm optical filters. Figure 9 presents a comparison between
the numerical and experimental FWHM, obtained for each of the eight optical filters (with
and without the additional commercial short and long pass filters). The experimental
data in the plot were obtained from Figure 7a,b, and the numerical data were acquired
from Figure 5. It is possible to observe that all optical filters have a large FWHM (above
10 nm for all the designed filters), and it is significantly increased by adding the additional
optical layers of the commercial filters, which may reduce the wavelength selectivity of the
optical reading.
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Figure 9. Comparison between the numerical simulated and experimental (n = 3) FWHM (nm) for
each of the 8 MgO/TiO2 and SiO2/TiO2 optical filters.

3.2. Discrete Reconstruction of the Samples’ Original Spectra: Application to Malaria Detection

After the optical characterization of the optical filters, the filters were evaluated to
assess if the eight discrete spectral bands allowed them to: (1) accurately extract the optical
data and reconstruct optical reflectance spectra representative of the original continuous
ones (as in the previous spectra from Figures 1 and 2); (2) detect differences between the
optical reflectance spectra of uninfected and P. falciparum-infected RBCs, at different para-
sitaemia, for malaria diagnosis applications. For that purpose, the transmittance data of the
designed eight optical filters were combined with uninfected and infected RBCs reflectance
spectra, at different parasitaemia and developmental stages (rings and trophozoites), from
12 to 500 parasites/µL of RBCs. Figure 10 shows the resultant discrete spectra, based on
eight spectral bands, obtained both numerically and experimentally (in the latter, with the
addition of the commercial filters according to table of Figure 6b, assuring that only the
high transmittance peak of the thin-film bandpass filters was considered).

The results show that, with the numerically simulated optical filters, it is possible to
correctly extract the original reflectance spectra (Figure 1), based on only eight spectral
bands. The experimental assays showed that the optical filters failed to correctly reconstruct
the 649 nm region of the original spectra, with a clear decrease at that spectral band, when
compared to the original continuous spectra. That variation is mainly explained by the
significantly lower transmittance of the 649 nm optical filter (when the commercial short
and long pass optical filters are also considered, as seen in Figures 7b and 8. However,
since that trend is the same in all samples, the relative oscillations between different optical
filters can be easily removed in a postprocessing phase, through an additional calibration
or normalization step. Based on the experimental results of Figure 10b, it is observed that,
between 397 nm and 516 nm, there is no visible difference between uninfected and infected
RBCs. However, above 516 nm, there is an increase in the resultant spectra up to 600 nm,
with slopes becoming higher as the parasitaemia decreases, between the several analysed
spectral bands. It is also possible to distinguish between uninfected (red) and infected
RBCs when the parasites are at different developmental stages: ring (blue) and trophozoite
(green) stage. In order to evaluate the possibility of implementing simple detection and
diagnostics algorithms, based on the data from the reflectance spectra, the slopes between
the reflectance values at different wavelengths of the spectra were calculated through
the (y2 − y1)/(x2 − x1) expression. Figure 11 presents a selection of calculated slopes,
between the reconstructed reflectance values at different wavelengths, obtained from the
experimentally reconstructed spectra shown in Figure 10b. Table 2 presents the variation
of the slopes (%) obtained for each P. falciparum-infected RBCs sample (with different
parasitaemia values, between 12 and 500 parasites/µL of RBCs), when compared to the
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uninfected RBCs, for the different wavelength intervals under analysis. The plot shows
that, for a set of wavelength ranges, there is a variation in the slope as the parasitaemia
varies in the RBCs samples. Particularly, in the experimental results, as the parasitaemia
increases, the slopes clearly decrease, and this variation is higher at the 603–649 nm and
649–701 nm ranges, where different samples can be more easily distinguished. The results
allow us to predict that, from a reduced number of optical filters (only eight spectral
bands), it is possible to partially reconstruct the optical reflectance spectra of uninfected
and infected RBCs samples with different parasitaemia, showing high potential for the
intended application.
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Figure 10. Reconstructed normalized optical reflectance spectra (%), based on 8 discrete wavelengths (represented by
points in the plots), obtained from the combination between the transmittance spectra of the thin-film optical filters and
the reflectance spectra of uninfected (red) and P. falciparum-infected RBCs samples (with different parasitaemia values,
ranging from 12 to 500 parasites/µL of RBCs), in both early (blue, rings) and late (green, trophozoites) stages. (a) Numerical
simulation; (b) experimental results.

The analysis of Table 2 shows that, for most wavelength ranges, while for low para-
sitaemia the variation of the slopes between the uninfected and infected samples may be
difficult to detect, it is clearly higher as the parasitaemia increases. The exception is the
585–603 nm range, where no trend is observed. Additionally, from Table 2, it is possible
to evaluate the best wavelength intervals to consider for an accurate decision algorithm.
For example, while the 397–419 nm interval results in a low variation in the slopes (below
3% for all parasitaemia and parasite stages), the wavelength intervals 516–585 nm and

174



Micromachines 2021, 12, 890

701–746 nm show that, for 500 trophozoites/uL, the slopes vary up to more than 15% and
20%, respectively, when compared to the uninfected RBCs. At these wavelength ranges,
even for the lower parasitaemia values (12 parasites/µL in the ring stage), the variation
is higher than 3% (which was the maximum variation detected at the 397–419 nm range).
The lower variation at the 397–419 nm interval is probably due to the lower transmittance
of the filters at those wavelengths, which leads to a decrease in the performance of the
system in those spectral ranges. These results show that the transmittance of the filters,
resultant from the superposition of the thin-film optical filters and the commercial ones,
has a significant impact on the distinction between the P. falciparum-infected and unin-
fected samples. Additionally, as the FWHM of the optical filters is high (around 30 nm, as
experimentally measured), it means that the filters are not specific for a single or highly
narrow wavelength.
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fected (red) and P. falciparum-infected RBCs samples (with different parasitaemia values, between 12 and 500 parasites/µL
of RBCs), in both early (blue, rings) and late (green, trophozoites) developmental stages.

Table 2. Variation in the slopes (%) obtained for each P. falciparum-infected RBCs sample (with different parasitaemia values,
between 12 and 500 parasites/µL of RBCs), when compared to the uninfected RBCs, for the different wavelength intervals:
397–419 nm, 419–516 nm, 516–585 nm, 585–603 nm, 603–649 nm, 649–701 nm, 701–746 nm.

Slope Variation (%)

Rings (Parasites/µL) Trophozoites (Parasites/µL)

Wavelength Interval (nm) 12 25 50 125 250 500 12 25 50 125 250 500

397–419 0.5 0.5 1.0 1.0 1.3 1.8 2.0 1.6 1.9 2.9 3.0 2.9
419–516 4.5 4.3 5.9 7.8 9.4 10.7 10.2 11.5 13.6 16.0 16.6 17.6
516–585 3.5 2.7 4.0 5.6 6.8 8.4 9.8 9.6 10.6 13.2 13.6 15.1
585–603 22.8 12.0 26.9 22.9 24.1 32.7 −22.7 2.3 5.4 −5.9 11.1 9.6
603–649 2.4 1.8 2.8 3.9 4.7 5.3 5.7 5.7 6.5 8.3 8.7 9.0
649–701 3.7 2.9 5.0 5.6 6.4 8.4 6.7 7.9 8.7 10.1 11.1 12.2
701–746 4.9 3.5 5.4 7.0 8.9 11.9 14.2 12.9 14.3 16.8 17.9 20.8

Despite the limitations of the method, concerning the low transmittance and high
FWHM of the filters and the consequent reduced slope variations that were observed
for some wavelength ranges, and which may lead to a minor resolution of the detection,
it is possible to infer that the system, with the inclusion of a high precision decision
algorithm based on line slopes, may be able to distinguish between uninfected and infected
RBCs samples, enhancing its potential as a malaria diagnostic tool. It is relevant to notice
that a decision algorithm must take into account the maximum possible information, by
combining different wavelength ranges, in order to increase, as much as possible, the
sensitivity and specificity of the algorithm.
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4. Conclusions

This paper presented the design, simulation, experimental characterization and viabil-
ity of eight narrow bandpass MgO/TiO2 and SiO2/TiO2 thin-film optical filters, for the
development of an optical reflectance-based malaria diagnostic device. As the deposition
techniques and experimental setups may lead to slight variations in the materials′ refractive
indexes, the fabricated optical filters may not assure the exact same optical properties as the
simulated ones. Thus, to compare the optical features of the filters, they were numerically
and experimentally characterized regarding their optical transmittance and FWHM. While
in the numerical simulations all the optical filters had transmittance above 90%, in the ex-
perimental results the transmittance values (after including the commercial short and long
pass filters to remove unwanted transmittance peaks outside the relevant spectral range)
were between approximately 18% (minimum, at 397 nm) and 85% (maximum, at 746 nm).
The FWHM values, for both experimental and simulated optical filters, were above 10 nm,
showing some superposition of the spectra between the 585 and 603 nm spectral bands.
Further improvements need to be addressed in the fabrication of the thin-film optical filters,
in order to reduce the high transmittance regions outside the targeted wavelength. Such
improvements will lead to the reduction of the number of commercial short and long pass
filters that are needed to remove the transmittance outside the targeted spectral bands, thus
improving the transmittance of the filters and simplifying the final device. Despite some
deviations in the transmittance spectra between the simulated and experimental filters,
the eight fabricated bandpass optical filters showed success in extracting the optical infor-
mation and reconstructing the reflectance spectra of uninfected and P. falciparum-infected
RBCs. The system, based on only eight spectral bands, was able to distinguish them up to
a detection limit of 12 parasites/µL of RBCs, even just considering parasites at early ring
stage, which revealed superior sensitivity when compared with the currently available
diagnostic methods in the field (RDT and microscopy). These results are an improvement
towards point-of-care single chip fabrication, in comparison to the previous study with
16 wavelengths [14], showing that even with less spectral bands and a consequent simpler
fabrication process, it is still possible to detect parasitaemia variations.
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10.3390/mi12080890/s1, Figure S1: Photographs of examples of the commercial long pass (370 nm,
550 nm and 600 nm) and short pass (500 nm) filters, used in the experimental assays; Figure S2:
Spectra of the commercial long (a) and short (b) pass optical filters used in the experimental setup
and listed in Figure 6b.
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