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Optics and photonics are among the key technologies of the 21st century and offer
the potential for novel applications in areas as diverse as sensing and spectroscopy, ana-
lytics, monitoring, biomedical imaging and diagnostics, as well as optical communication
technology, among others. The high degree of control over optical fields that is possible
today, for example, by using micro- and nano-optics together with the tremendous capabil-
ities of modern processing and integration technology, enables new optical measurement
systems with enhanced functionality and unprecedented sensitivity. Such systems are
thus attractive for a wide range of applications that have been previously inaccessible
and may ultimately lead to the democratization of optics and photonics. This Special
Issue aims to provide an overview on some of the most advanced application areas in
optics and photonics and indicate the broad potential for the future. The Special Issue
contains 15 papers which all underwent substantial peer-review under the guidelines of
the MDPI Applied Sciences journal. The fifteen papers are divided into five categories: Fiber
Optic Sensing, Optical Communication, Distributed Sensing, Optical Imaging and Laser
Technology.

1. Fiber Optical Sensing

In the area of fiber optic sensing, five papers are presented in this Special Issue.
For example, Bremer et al. [1] reported an investigation on the feasibility of utilizing Mode
Division Multiplexing (MDM) for simultaneous measurement of Surrounding Refractive
Index (SRI) and temperature using a single sensor element based on an etched OM4
Graded Index Multi Mode Fiber (GI-MMF) with an integrated fiber Bragg Grating (BG).
In another research article by Bremer et al. [2], the durability of functionalized carbon
structures (FCS) that are equipped with fiber optic sensors in a highly alkaline concrete
environment are investigated. In their investigation, the suitability of optical fibers with
different coatings as well as different integration techniques for the FCS were analyzed.
In terms of fiber optic strain sensing, a new concept is presented by Mądry et al. [3],
where, an intensity-modulated Sagnac loop sensor based on Polarization-Maintaining
Photonic Crystal Fiber (PM-PCF) in a setup with a Dense Wavelength Division Multiplexer
(DWDM) for strain measurement, is presented. The proposed setup uses an optical power
measurement scheme, i.e., as opposed to measurement of wavelength, and thus would be
relatively cheaper when compared to the utilization of complex optical spectrum analyzers
for the target application. Moreover, two additional research papers presented by Xie
et al. [4] and Xue et al. [5] have also been categorized under the rubric “fiber optic sensing”.
For instance, Xie et al. [4] reported the application of an integrated optical electric-field
sensor on the measurements of transient voltages in AC high-voltage power grids. They

Appl. Sci. 2021, 11, 1589. https://doi.org/10.3390/app11041589 https://www.mdpi.com/journal/applsci
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developed an integrated optical electric-field sensor based on the Pockels effect to measure
the transient voltages of high-voltage conductors and achieved a response speed faster
than 6 ns and a wide bandwidth ranging from 5 Hz to 100 MHz [4]. In contrast, Xue
et al. [5] present an electro-optic dual-comb Doppler velocimeter for high-accuracy velocity
measurement by generating two optical combs using electro-optic phase modulators and
tracing their repetition frequencies to a rubidium clock and demonstrating experimentally
a high accuracy in the range of 100–300 mm/s with a maximum deviation of 0.44 mm/s.

2. Optical Communications

The category of optical communications is represented by a research article from
Kirrbach et al. [6] and a review article from Lallas [7]. The research article from Kirrbach
et al. [6] investigates the use of Optical Wireless Communications (OWC) for on-axis
rotary communication scenarios by discussing different realization approaches for bi-
directional full-duplex links as well as designing a monolithic hybrid transmitter–receiver
lens and studying its performance using ray trancing simulations. The article by Lallas [7]
reviews current and future state-of-the-art plasmonic system implementations for THz
communications.

3. Distributed Sensing

In terms of distributed sensing, one paper is presented by Wiesmeyr et al. [8]. In their
research article, the real-time train tracking from distributed acoustic sensing data is
reported by presenting an algorithm that extracts the positions of moving trains for a given
point in time from Distributed Acoustic Sensing (DAS) signals.

4. Optical Imaging

In the area of optical imaging, five papers are included in this Special Issue. For exam-
ple, Kerrouche et al. [9] report the development of rapid and low-cost pathogen detection
systems using microfluidic technology and optical image processing by employing a
cost-effective microscopic camera and computational algorithms and detecting small size
microbeads (1–5 μm) from a measured water sample. In contrast, Dong et al. [10] propose
a method based on dependence analysis to identify and then eliminate the measurement
configurations with redundant information in optical scatterometry for fast nanostructure
reconstruction. In terms of Optical Coherence Tomography (OCT), Yi et al. [11] report a
mesh-based Monte Carlo model in order to study OCT signals reflecting the structural
and functional activities of brain tissue as well as to improve the quantitative accuracy of
chromophores in tissue. Furthermore, Wang et al. [12] evaluate the performance of different
closed path determination methods in order to measure the topological charge (TC) of
an optical vortex (OV) beam and Fricke et al. [13] present a non-contact dermatoscope
with ultra-bright light source and liquid lens-based autofocus function. Moreover, Fricke
et al. [13] could demonstrate, i.e., with their prototype, feature resolution of up to 30 μm
and feature size scaling fulfilling the requirements to apply the device in regular skin
cancer screening.

5. Laser Technology

Furthermore, two research papers of this Special Issue can be categorized as relating to
laser technology. For instance, Čehovski et al. [14] report on the integration of organic thin-
film lasers directly into polymeric single-mode ridge waveguides forming a monolithic laser
device and obtaining single-mode characteristics even with high pump energy densities
and thus demonstrating its suitability for lab-on-a-chip (LoC) applications. In another
research paper by Huang et al. [15], a sub-nanosecond Nd:YVO4 laser system at 1 kHz
repetition rate without Stimulated Raman Scattering (SRS) with high peak power and high
beam quality is reported with a maximum output energy of 65.4 mJ and a pulse duration
of 600 ps which corresponds to a pulse peak power of 109 MW. Huang et al. could also

2
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achieve 532 nm green light with an average power of 40.5 W and a power stability of 0.28%
by frequency doubling with an LBO crystal.

Acknowledgments: This Special Issue benefited from the outstanding coordination efforts by Wing
Wang from MDPI.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: An investigation on the feasibility of utilizing Mode Division Multiplexing (MDM) for
simultaneous measurement of Surrounding Refractive Index (SRI) and temperature using a single
sensor element based on an etched OM4 Graded Index Multi Mode Fiber (GI-MMF) with an integrated
fiber Bragg Grating (BG), is presented. The proposed work is focused on the concept of principle
mode groups (PMGs) generated by the OM4 GI-MMF whose response to SRI and temperature would
be different and thus discrimination of the said two parameters can be achieved simultaneously via a
single sensor element. Results indicate that the response of all PMGs to temperature to be equal, i.e.,
11.4 pm/◦C, while the response to SRI depends on each PMG. Thus, it is evident that temperature
“de-coupled” SRI measurement can be achieved by deducing the temperature effects experienced by
the sensor element. Sensitivity of the PMGs to applied SRI varied from 3.04 nm/RIU to of 0.22 nm/RIU
from the highest to lowest PMG, respectively. The results verify that it is feasible to obtain dual
measurement of SRI and temperature simultaneously using the same, i.e., single, sensing element.

Keywords: Mode Division Multiplexing (MDM); Few-Mode Fiber (FMF); principle mode
groups (PMG); Bragg grating (BG); multi-mode fiber bragg grating; fiber optic sensor (FOS);
multi-parameter sensing

1. Introduction

Despite the progress that had been already achieved on Mode Division Multiplexing (MDM)
in the fiber optic communications sector, Fiber Optic Sensor (FOS) applications utilizing MDM is
relatively unexplored. In this publication, the authors investigate the application of MDM that would
allow the development of new sensor concepts. For instance, one FOS approach based on MDM could
be Multi-Mode Fibers (MMF) incorporated with Bragg grating (BG) structures. Since every mode of
the MMF has a different propagation constant, the inscription of a BG structure into the MMF would
cause individual Bragg reflections for every mode. When combining a mode-selective excitation,
such as grating assisted mode multiplexer [1,2] or Spatial Light Modulators (SLMs) [3], and a spectral
interrogator, several BG structures could be wavelength multiplexed along the same optical fiber

Appl. Sci. 2020, 10, 337; doi:10.3390/app10010337 www.mdpi.com/journal/applsci5
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and the additional mode-multiplexing would allow the discrimination between the different Bragg
reflection of each BG structure. This, for instance, could allow the simultaneous measurement of
the Surrounding Refractive Index (SRI) and temperature using only one BG structure, since different
modes depends differently on the SRI.

Recent work by Yang et al. [4] demonstrated the capability of this concept by showing the
simultaneous measurement of refractive index (RI) and temperature using an etched Few-Mode Fiber
(FMF) with BG, termed FMFBG. The main mechanism of FMF follows that although BGs are insensitive
to the SRI, when the cladding is sufficiently reduced, the evanescent field could interact with the
surrounding media and the effective RI of the core would depend on the RI of the surrounding media.
This has a direct impact on the resonance wavelength of the grating and thus the sensor is then sensitive
to the SRI. Due to the different mode field distribution in the core and cladding region (and thus the
effective refractive indices, neff, of the modes depend differently on the SRI), the Bragg wavelength
of the LP01 and LP11 modes depend differently on applied SRI and temperature (the temperature
sensitivity of the modes depends on thermally induced refractive index change and the thermal
expansion coefficient [5]) and this feature allows simultaneous detection of these two parameters using
only a single sensor element.

Compared to step-index MMF, Graded-Index (GI)-MMF have the unique property that some of
the modes propagating inside the fiber have almost identical propagation constants, which causes
the formation of principle mode groups (PMGs) [3]. This unique feature leads to the grouping of
all modes propagating inside the GI-MMF into only a few PMGs, where each PMG is characterized
by a single mode propagation constant. Consequently, when a BG is inscribed in a GI-MMF
the corresponding transmission and reflection spectrum consists of only several dips and peaks,
respectively [6]. In addition, lower order PMGs contain modes which are confined more in the center of
the core whereas higher order PMGs contain modes that are confined at the core/cladding interface [7].
Therefore, when the cladding material of the GI-MMF is removed, higher order PMGs are thus more
sensitive to RI changes of the surrounding compared to lower order PMGs [7] and thus this kind of
fibers could form the basis for mode-multiplexed FOS concepts.

The work presented herein investigates whether GI-MMFs can be applied for mode-multiplexing
in FOS applications and the simultaneous measurement of SRI and temperature. A schematic of the
proposed fiber optic sensor-head is shown in Figure 1. By etching the fiber optic sensor-head the
higher order PMG become sensitive to applied SRI variation and by inscribing the BG the higher order
and lower order PMG can be discriminated at the optical detector by observing the individual Bragg
reflection peaks. The advantage of this approach is that only a single sensor element would be required
for the simultaneous detection of these two parameters and due to the relatively large core diameter of
50 μm (in case of the OM4 GI-MMF) the sensor elements remains stable even after etching compared
to FMF (core etched down to 17 μm [8]) and SMF (core etched down to 3.4 μm [9]) approaches and
thus more applicable to distributed FOSs in the field.

 

Figure 1. Schematic of the experimental setup for the etched OM4 Graded-Index Multi Mode Fiber
(GI-MMF) with Bragg Grating (BG) for simultaneous measurement of Surrounding Refractive Index
(SRI) and temperature using Principle Mode Group (PMG) multiplexing. The inset figure visualizes
the general refractive index (n) distribution of a GI-MMF as a function of the fiber core radius (r).
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2. Materials and Methods

2.1. Theoretical Background

When inscribing a BG into the core of GI-MMF the PMG formation causes that the Bragg condition
is satisfied for modes of the same PMG or modes of neighboring PMGs [6]. The Bragg condition is
given by:

β1 − β2 = 2π/Λ (1)

where β1 and β2 are the propagation constants of the forward and backward propagating modes to
be coupled and Λ is the grating period. In case of the coupling between modes of the same PMG,
the propagation constants are equal β = β1 = −β2 = 2·π·neff/λ, where neff is the effective RI of the modes
to be coupled, and from this the reflected Bragg wavelength for the coupled modes is calculated as [6]:

λB = 2ne f f Λ. (2)

However, in case of the mode coupling between modes of neighboring PMGs the propagation
constants are unequal with β1 = 2·π·neff1/λ and β2 = 2·π·neff2/λ and thus the corresponding reflected
Bragg wavelength can be determined as follows [6]:

λB =
(
ne f f 1 + ne f f 2

)
Λ (3)

where neff1 and neff2 are the effective refractive indices of the coupled modes of the neighboring PMGs.
From this it follows that the spectrum of a GI-MMF comprising a BG contains several peaks in reflection
mode and several dips in transmission mode, where each peak and dip represents the mode coupling
within the PMG of the same order and neighboring PMGs, respectively [6]. Consequently, lower order
and higher order PMGs can be distinguished relatively easily by monitoring the reflection and/or
transmission spectrum of the GI-MMF with BG, respectively, and observing the corresponding Bragg
wavelength [6].

Furthermore, in Equations (2) and (3) the effective refractive indices depend on the field distribution
of the modes to be coupled and thus this parameter can be sensitive to SRI, depending on whether a
fraction of the electrical field of the mode is propagating inside the cladding or in the surrounding region.

2.2. Fabrication of GI-MMF FBGs

The GI-MMF BGs were fabricated on common OM4 GI-MMF from Corning©, using a KrF excimer
laser (ATL Laser, UV inscription at 248 nm) and the phase mask technique. The OM4 GI-MMF was
acrylate coated and had core and cladding diameters of 50 μm and 125 μm, respectively. To enable the
inscription of BGs in the Germanium (Ge)-doped silica core, the OM4 GI-MMF was hydrogen loaded
at a pressure of 200 bar for two weeks at room temperature (23 ◦C). Immediately after the hydrogen
loading, the acrylate fiber coating was removed and 300 mm long fiber samples were exposed to the
UV light from the KrF excimer laser with a repetition rate of 15 Hz, a pulse energy of 5 mJ and an
inscription time of 2 min. The BG inscription length was 7 mm and the period of the applied phase
mask was 1070 nm. The transmission spectrum of the inscribed BG was carefully monitored using a
broadband light source (Thorlabs SLS201L/M) and an optical spectrum analyzer (Ando AQ6317B).
An example of a transmission spectrum of a BG inscribed in the hydrogen loaded OM4 GI-MMF is
shown in Figure 2. In total, 21 absorption dips of the fiber BG transmission spectrum were measured,
where each absorption dip represents the Bragg reflection of an individual mode group and adjacent
mode groups at the grating structure inside the GI-MMF [6] and the wavelength of the measured Bragg
reflection peak decreases with increasing order of the mode groups, i.e., Bragg reflections peaks of the
higher order mode groups are in the blue wavelength region.
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Figure 2. Measured transmission spectrum at a temperature of 20 ◦C of a BG written in OM4 GI-MMF
using the phase mask technique. The red dashed line shows the reference intensity level of the applied
light source.

Following the inscription of the BG, the cladding of the modified GI-MMF was removed over a
length of 55 mm using hydrogen fluoride (HF) acid using the etching technique described elsewhere [2].
The final diameter of the etched fiber part was approximately 43 μm. In addition, after the etching
process was complete, one end of the fiber containing the BG was spliced to the OM4 GI-MMF pigtail
and the other end was cut close to the spatial position of the BG in order to obtain a single ended
sensor probe, i.e., for RI and temperature measurement.

2.3. Experimental Set-Up

The experimental set-up shown in Figure 1 was developed to evaluate the response of the modified
GI-MMF with BG to SRI and temperature variations. The sensor element was interrogated using a
broadband light source (Opto-Link C-Band ASE) and an optical spectrum analyzer (Ando AQ6317B).
In order to receive the reflection spectrum from the GI-MMF BG, a MMF 1 × 2 (all4fiber) coupler was
applied. Since the output of the broadband light source is fiber coupled (SM, 9/125 μm core/cladding
diameter), it was connected to a 2000 m OM4 GI-MMF coil where at the beginning of the coil the
OM4 fiber was periodically bent with a bending radius of 5 mm and 30 turns in order to obtain equal
excitation of the modes propagating in the GI-MMF (equilibrium mode distribution). A fiber length of
2000 m and a bend radius of 5 mm were chosen in order to prevent modal interferences as well as to
obtain a relatively high fiber bending and enabling modal cross-talk without breaking the fiber.

In order to alter the SRI, different RI liquids (series A and AA) from Cargille Labs (n = 1.40,
n = 1.42, n = 1.43, n = 1.45 and n = 1.47) and deionized water (n = 1.33) were applied. Cargille Labs
specifies the refractive index of the liquids for an optical wavelength of 589.3 nm and a temperature
of 25 ◦C. After each RI measurement, the sensor element was cleaned subsequently with acetone,
ethanol and deionized water. The temperature response was measured by inserting the fiber sensor
into a rectangular aluminum bar (100 × 20 × 20 mm3) with an 8 mm diameter and 70 mm long
borehole. The temperature of the aluminum bar was controlled using electrical resistors which were
used as heating elements that were connected to a temperature controller (Quick-Cool QC-PC-CC-12).
The reflection spectrum of each measurement was observed and saved using Labview and the measured
sensor response was analyzed using Matlab. The wavelength shifts of the individual Bragg reflection
peaks were obtained by determining the “center of mass” of each peak. Moreover, the Bragg reflection
peaks in the wavelength region from 1549–1558 nm were analyzed and presented since reflection peaks
in this wavelength range were consistent for all measurements.
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3. Results

3.1. Response to Refractive Index Variations

The reflection spectrum of the etched GI-MMF BG at 20 ◦C for different SRI values is illustrated in
Figure 3.

 
(a) (b) 

Figure 3. Reflection spectrum of etched GI-MMF with BG for different SRI values (a) and the response
of the individual Bragg reflection peaks to different applied SRI values (b). P01–P11 indicate the Bragg
reflection peaks in the reflection spectrum from left to right, i.e., the Bragg reflection peak of the highest
PMG is marked with P01, whereas the Bragg reflection peak of the lowest PMG is marked with P11.

Since the diameter of the GI-MMF containing the BG was only 43 μm after the etching procedure,
the measured reflection spectrum illustrated in Figure 3a contains a lower number of reflection peaks
in the left-hand side (blue wavelength range) compared to the measured transmission spectrum shown
in Figure 2, i.e., no Bragg reflection peaks below 1549 nm were measured after etching the optical
fiber. In addition, at an SRI of n = 1.47 the reflection amplitudes of the higher order PMGs decrease,
as depicted in Figure 3a. This can only be explained by modes that are confined at the core/cladding
interface, i.e., when the etched fiber sensor-head is immersed into a solution with a higher RI compared
to the fiber core, these modes of the higher order PMGs are coupled out of the optical glass fiber
which thus results in power loss. Therefore, only modes of higher order PMGs are able to interact
with the environment and thus are capable to shift the Bragg reflection wavelength depending on the
RI of the surrounding. Moreover, as depicted in Figure 3a the envelope of the measured reflection
spectra of the sensor varies with different SRI and thus makes the exact determination of the Bragg
reflection peak wavelength for each SRI value difficult (discussed in Section 4). In Figure 3b also the
response of the fabricated sensor element to RI variations is illustrated. In total of 10 measurements
were performed for each refractive index solution and only the obtained mean values are depicted in
Figure 3b. The corresponding sensitivity of the individual Bragg reflection peaks are summarized in
Table 1.

Table 1. Sensitivities of the different Bragg reflection peaks to applied SRI.

P01 P02 P03 P04 P05 P06 P07 P08 P09 P10 P11

nm/RIU 3.04 0.47 0.98 0.81 0.71 −0.35 0.47 0.24 −0.21 −0.61 0.22
R2 0.88 0.12 0.56 0.49 0.81 0.11 0.38 0.12 0.80 0.07 0.19

From the obtained response, it follows that for increasing order of the PMG, a trend toward higher
sensitivity to SRI can be seen, which agrees well with the literature [7]. The value R2 in Table 1 specifies
the coefficient of linear regression of the sensitivity for each PMG. From the obtained R2 values it

9



Appl. Sci. 2020, 10, 337

follows that for a decreasing PMG order, a trend towards negligible or no sensitivity to applied RI was
measured. Moreover, the PMGs P06, P09 and P10 show a negative sensitivity to applied RI. However,
this error in measurement is attributed to the optical interrogation system (see Section 4). In Figure 4
the relative wavelength shifts of the Bragg reflection peaks P01 and P11 for different SRI are shown for
the 10 measurements performed for each refractive index solution. A standard deviation of 0.064 nm
has been obtained for the refractive index measurements using the Bragg reflection peak P01.

Figure 4. Bragg wavelength shift for the highest (P01) and lowest (P11) PMG for different SRI solutions.

3.2. Response to Temperature Variations

In Figure 5 as well as Table 2, the response of the individual Bragg reflection peaks to applied
temperature is illustrated for a constant RI (air). Ten measurements were performed for every
temperature step and the obtained mean values for the measured Bragg reflection peaks per temperature
step are depicted in Figure 5.

  
(a) (b) 

Figure 5. Reflection spectrum of etched GI-MMF with BG for the measurement of different surrounding
temperatures (a) and the response of the individual Bragg reflection peaks to different applied
temperature values (b) P01–P11 indicate the Bragg reflection peaks in the reflection spectrum from the
left to the right, i.e., the Bragg reflection peak of the highest PMG is marked with P01, whereas the
Bragg reflection peak of the lowest PMG is marked with P11.

Table 2. Sensitivities of the different Bragg reflection peaks to applied temperature.

P01 P02 P03 P04 P05 P06 P07 P08 P09 P10 P11

pm/◦C 9.6 9.7 11.6 14.3 9.8 10.9 11.8 11.6 13.4 10.5 12.6
R2 0.88 0.95 0.99 0.98 0.99 0.97 0.98 0.99 0.99 0.98 0.99
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According to the results obtained, all individual Bragg reflection peaks show linear behavior
(R2 value ≥ 0.88) as well as an almost identical sensitivity to applied temperature (on average
11.4 pm/◦C). This result is consistent with the literature (11.5 pm/◦C) for GI-MMF [6]. Since all
modes have almost the same thermo-optic coefficient all Bragg reflection peaks show almost identical
temperature sensitivity [6]. A standard deviation of 0.014 nm has been obtained for the temperature
measurements using the Bragg reflection peak P11 (since P11 exhibit negligible or no sensitivity to
applied RI, it is more suitable for the determination of applied temperature), for instance.

4. Discussion

The obtained results verify that higher order PMGs are more sensitive to SRI variations compared
to lower order PMGs. In addition, results obtained are consistent with reported results for GI-MMF [6]
(in case of the response to temperature) and FMF [4] (in case of the response to SRI) in the literature.
Consequently, it can be shown that by applying the single sensor element and PMG multiplexing,
the simultaneous measurement of RI and temperature is feasible. However, the applied interrogation
system which is based on equilibrium mode excitation and the applied Bragg wavelength peak
detection (“center of mass” determination) is not sufficient to prove the simultaneous measurement
of both parameters at the moment as the envelope of the measured Bragg reflection peaks of the
etched GI-MMF with BG varies for different SRI values (see Figure 3a). The change of the envelope
for every SRI value can be explained by the different sensitivities to SRI of the modes (the amount of
the evanescent field spread in the surrounding varies depending on the mode) of each PMG and thus
the corresponding Bragg wavelength change of each mode varies differently with different RI values.
This causes a broadening of the individual Bragg reflection peaks. Another reason for the change of
the envelope of the measured spectrum for different refractive indices might be the handling of the
sensor element and immersion into the different RI solutions. Since the fiber was moved and held in
another position for each RI solution, the power of the different modes might vary slightly (through
change in the equilibrium mode distribution) and thus the envelope of the reflected FBG spectrum
might fluctuate.

Since the ultimate goal of achieving a mode-multiplexed sensor system requires the excitation of
individual modes, the interrogation system shown in Figure 1 is currently being modified by adding
a SLM to the optical path. Therefore, in the next configuration, the new interrogation system will
allow the individual excitation of certain modes of each PMG (modes that propagate mostly at the
core/cladding interface or only within the core of the sensor element) and thus the uncertainty of the
peak detection due to envelope changes will be eliminated. Compared to other BG based fiber optic
RI sensors, which had reported, i.e., a sensitivity of 71.2 nm/RIU [10], the obtained RI sensitivity of
the proposed sensor system is relatively low. Therefore, in future research different techniques to
increase the RI sensitivity will also be explored, such as coating the fiber optic sensor with thin polymer
overlays [11].

5. Conclusions

In this work a single sensor element based on an etched OM4 GI-MMF with integrated BG
was proposed and investigated for simultaneous determination of applied temperature and SRI.
Experimental results verify that different PMGs respond differently to applied SRI but equally to
applied temperature. Therefore, by applying PMG multiplexing and a single sensor element consisting
of an etched GI-MMF with BG, the simultaneous measurement of SRI and temperature is feasible.
Experiments show that the sensitivity to SRI increases with increasing order of the PMG. Sensitivities
of 3.04 nm/RIU and of 0.22 nm/RIU to applied SRI in the range from 1.33 and 1.47 for the highest and
lowest PMG, respectively, were obtained. The temperature sensitivity of all PMGs was almost equal.
The obtained standard deviation of the SRI and temperature measurement were 0.064 nm (for P1) and
0.014 nm (for P11). Further work is being carried out presently on a new interrogation system which
would allow the excitation of individual modes of the etched GI-MMF. Thus, the interrogation system
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will then compensate for the envelope fluctuations of the measured reflection spectrum which limits
the detection of the wavelength shift of the Bragg reflection peaks due to applied SRI. Additionally,
the enhancement of the sensitivity to SRI will be investigated by using thin polymer overlays [11] as
well as whether the new sensor element can be applied for simultaneous measurement of humidity [12]
and temperature or strain and temperature by using different sensor coatings. In future experiments,
the temperature range of the proposed sensor element will also be investigated.
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Abstract: The paper presents an investigation into the durability of functionalized carbon structures
(FCS) in a highly alkaline concrete environment. First, the suitability of optical fibers with different
coatings—i.e., acrylate, polyimide, or carbon—for the FCS was investigated by subjecting fibers with
different coatings to micro/macro bending and a 5% sodium hydroxide (NaOH) (pH 14) solution.
Then, the complete FCS was also subjected to a 5% NaOH solution. Finally, the effects of spatial
variation of the fiber embedded in the FCS and the bonding strength between the fiber and FCS was
evaluated using different configurations —i.e., fiber integrated into FCS in a straight line and/or with
offsets. All three coatings passed the micro/macro bending tests and show degradation after alkaline
exposure, with the carbon coating showing least degradation. The FCS showed relative stability
after exposure to 5% NaOH. The optimum bonding length between the optical fiber and the carbon
filament was found to be ≥150 mm for adequate sensitivity.

Keywords: structural health monitoring (SHM); functionalized carbon structure (FCS); carbon
reinforced concrete (CRC); fiber optic sensor (FOS); optical glass fiber

1. Introduction

The replacement of conventional techniques used for structural health monitoring (SHM) based
on electrical means (i.e., strain gauges for strain measurement) [1,2] with fiber optic sensors (FOSs) has
seen increased popularity over the last decade due to the number of advantages they possess over
conventional schemes. The glass (silica) construction of fiber optics renders them robust and capable
of withstanding harsh and corrosive environments [3–7]. The low attenuation of optical glass fiber
enables them to be interrogated over a long length (i.e., several 100 s of kilometers). The fact that a
multitude of sensors can be multiplexed within a single strand of fiber together with the possibility
of utilizing a wider bandwidth makes FOSs most suitable for applications that require extraction of
data from a vast amount of sensing elements such as those required for SHM of large structures [8–12].
Moreover, the sensors, although multiplexed along one fiber, have the capability to monitor several
parameters simultaneously and thus provide the opportunity to assess not only, for example, the strain
levels but also other chemical parameters, such as humidity and pH. Thus, it is evident from the
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current literature that the utilization of FOSs for SHM has not yet reached its full potential and requires
further investigations paired with advances in chemical and materials engineering. In fact, the recent
merging between textile and sensor engineering has seen rapid developments in wearable technology,
especially in the biomedical engineering field [13–15], which provides much motivation for adopting
advances in chemical/textile engineering in other areas of sensing, i.e., SHM.

Conventional FOSs used for SHM have been mainly grating-based and require adequate attachment
of the sensor region to the structure. This had been mainly achieved using binding agents, such as
epoxy [16,17]. The installation of such a sensing scheme not only requires specialist trained personnel
in fiber optics to carry out the installation, but also, the accuracy of the sensing mechanism relies
heavily on the efficiency of the intermediate transfer agent, i.e., epoxy. In addition, the hassle of having
to somehow attach the fiber on the structure makes it unattractive to civil engineers, who are not used
to dealing with cables that are of micro-meter-diameter-level dimension [18]. An ideal solution would
be to embed the sensors on to the strengthening element of the structure itself, which saves time and
costs, increasing the efficiency of the overall scheme.

Projects such as the Carbon Concrete Composite (C3) initiative in Germany aim to replace traditional
steel reinforced concrete (SRC) as a building material with carbon reinforced concrete (CRC) [19].
The inherent characteristics of CRC possess a considerable number of advantages over conventional
SRC, i.e., light weight, lifespan, thermal and electrical conductivity properties, flexibility of fabrication,
efficiency and immunity to risk of corrosion. Further, CRC can be constructed in thin layers with high
tensile strength, which makes it most suitable for intelligent building construction. The direct integration
of FOSs into CRC forms an advanced field of research, which needs careful investigation into the durability
of the said integration and thus its practicality in long-term use. To this end, it is of vital importance to
evaluate whether the physical construction of the optical glass fiber (preferably single-mode fiber with
acrylate, polyimide or carbon coating) is able to withstand its host environment, i.e., concrete.

The combination of the high alkaline environment in concrete and the concrete mechanical
stress adversely affects not only the integrity of the optical fiber but the strength of the bonding
between the carbon fiber reinforcement and the optical fiber. In a worst-case scenario, the optical
fiber can be damaged to a level of non-operation. The sensing region must not detach from the
structure/reinforcement as a result of mechanical stress or be decomposed due to the high alkaline
surrounding. These considerations emphasize the level of attention needed to evaluate the mechanical
properties of the optical fiber embedded into concrete.

Over the past few decades, much work has been focused on the survival of glass in high alkaline
concrete environments [20], leading to embedding FOSs in concrete to evaluate its durability [21,22].
Research has shown that polymeric coatings increase the durability of optical fibers in concrete [21].
In particular, optical silica glass fibers with high alkaline resistance were obtained by coating them
with polyetherimide [23], fluorine-polymer [24], and carbon coating [25].

Previous work by the authors presented a Functionalized Carbon Structure (FCS), where fiber
optic sensors were “woven” into carbon fiber reinforcement polymer (CFRP) strands in order to
evaluate the bonding strength between the sensor element and concrete [26]. This was focused on FOSs
embedded in FCSs and textile net structures (TNSs) based on alkaline resistant glass. This work was
further extended to embed FCSs in concrete blocks to evaluate the performance of the FOSs and the
detailed analysis on the performance and the results can be found elsewhere [27]. However, when FCSs
are embedded into concrete structures, the highly alkaline environment would degrade the FCS, thus
limiting its life-span and operation. The strength of resistance to these highly alkaline environments
would depend on the type of fiber used and the material of the protective-coating surrounding the
fiber, i.e., acrylate, polyimide, or carbon. To this end, the paper presented here consists of a detailed
analysis on the durability of FCS embedded with optical glass fiber sensors in a highly alkaline concrete
environment. In addition, the spatial variation of the optical fiber inside the FCS was also analyzed to
evaluate its effects on the bonding between the optical glass fiber and FCS.
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2. Materials and Methods

2.1. Fabrication of one Dimensional (1D) and Two Dimensional (2D)-FCS

Figure 1 depicts the experimental concept of embedding the FCS in concrete for its SHM,
as evaluated in the work presented herewith.

 
Figure 1. Schematic of the application of functionalized carbon structures (FCS) for the reinforcement
and structural health monitoring (SHM) of concrete structures.

The fabrication of the FCS has already been reported [26,27]. The fabrication technique was
developed at the Saxon Textile Research Institute (STFI) in Chemnitz, Germany and is based on
embroidering carbon fibers and optical glass fibers simultaneously in a grid-like format on a polyvinyl
alcohol (PVA) nonwoven substrate. PVA was chosen for this purpose since it can be easily dissolved in
hot water as well as it protects the FCS. The advantage of this fabrication technique is that depending
on the application, tailored FCS can be produced with various forms of lattice structures, multiple
layers of carbon filaments as well as with different configuration of the optical glass fibers inside the
FCS. The latter is, in particular, interesting to optimize the bond between the textile carbon structure
and the optical glass fiber and thus to optimize the sensor response.

In order to explore the sensor response and the resistance to highly alkaline concrete environment
of the FCS, one dimensional (1D) and two dimensional (2D) FCSs have been fabricated. The 1D-FCSs
have been fabricated, in particular, to investigate the sensitivity of the FCS to the highly alkaline
concrete environment. To do this, a single strand of carbon filaments of 400, 800 or 1600 tex have been
simultaneously embroidered with SM fiber Corning ClearCurve (CC) on the PVA nonwoven substrate.
After dissolving the PVA, the length of each 1D-FCS was measured to be 300 mm.

The 2D-FCSs have been fabricated in order to evaluate whether the shape of the optical glass fiber
inside the FCS has an impact on the sensor response. To explore this, FCSs have been fabricated with
different configurations of the optical glass fiber, as shown in Figure 2. In total, the fiber is integrated
into the FCS in three different configurations. In the first case, (a) the fiber is straight; in the second
case, (b) the fiber is placed with a slight offset; and in the third case, (c) the fiber meanders along the
material. The purpose of the second and third configurations is to explore spatial variation of the
optical fiber inside the FCS and whether this results in a stronger bond between the optical glass fiber
and the FCS and thus facilitates an optimized sensor response. The FCS fabricated for the investigation
had a dimension of 500 × 110 mm2 and a grid size of 10 mm × 10 mm. These were fabricated using
1600 tex carbon filaments and optical glass fibers of type Corning CC with acrylate coating. For the
second configuration, the offset of the optical glass fiber was introduced at half length of the FCS
with an offset of one grid element. In case of the third configuration, the size of each meander was
2 × 3 grid elements. In case of the offset and meander configuration, no significant attenuation of the
light propagating the optical fiber of the FCS could be measured.
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Figure 2. 2D-FCSs with different optical fiber sensor configurations. Straight (a), with an offset (b) and
meander (c) fiber configurations were applied to investigate the bond between optical fiber and the
carbon filament.

2.2. Optical Glass Fibers

Since FCSs are designed for reinforced concrete structures, the optical fibers inside FCSs have to
withstand the highly alkaline concrete environment and still be fully capable of expected operations
in terms of sensing and light guidance. Usually a fiber coating is applied in order to protect the
optical silica glass fiber against impacts and thus to avoid mechanical degradation. However, when,
for instance, the fiber is subjected to harsh environments, such as highly alkaline concrete environments,
the fiber coating might be destroyed and thus the optical glass fiber might lose its mechanical stability.
Therefore, commercially available optical fibers with different fiber coatings have been investigated in
terms of their suitability to be applied for FCS applications. For the investigation, the Corning CC with
acrylate coating (ClearCurve ZBL), the OFS Fitel Clearlite with polyimide (PI) (F21976) coating as well
as the OFS GEOSIL with carbon/polyimide (C/PI) (BF06159) coating were chosen.

2.3. Evaluating Sensitivity to Micro- and Macro-Bending of Optical Fibers

In addition, an advantage of optical fibers applied for FCSs, discussed in Section 2.2, is that they
can be processed during the embroidery fabrication process, i.e., any breaks while embroidering on the
PVA nonwoven substrate can be avoided as well as the introduced light attenuation inside the optical
glass fiber due to micro- and macro-bending can be neglected. Hence, in order to investigate their
sensitivity to micro- and macro-bending when embroidered on the substrate, an experimental set-up
was designed that consisted of a 3D printed mold and a power meter (dB-meter from FiboTec). The 3D
printed mold enables the periodic and reproducible bending of the glass fiber with a bending radius of
five millimeters and the power meter is used to monitor the introduced light attenuation inside the
optical glass fiber. The minimum bending radius of 5 mm was determined from the fabrication process
of the FCS. In Figure 3, a picture of the experimental setup consisting of the 3D printed mold and the
power meter is illustrated.
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Figure 3. Experimental setup to evaluate the sensitivity to micro- and macro-bending effects on the
applied optical glass fibers.

2.4. Simulated Highly Alkaline Concrete Environment

Moreover, the impact of the highly alkaline concrete on the optical fiber was simulated using a 5%
NaOH solution (pH 14) [24]. The failure stress of the optical fibers as well as the sensor response to
the FCSs was determined using the tensile testing machine (MFC Sensortechnik T3000) after being
exposed to the 5% NaOH solution.

The 5% NaOH solution was used to simulate the influence of concrete pore water on the glass
fiber and on the fiber coating, respectively. In case of determining the failure stress of the optical glass
fibers for each exposure time, the mean value from five fiber samples were calculated. Moreover,
the length of the fiber samples under test was 385 mm for the Corning CC and 280 mm for the OFS
Clearlite and OFS GEOSIL. The length of the acrylate coated fiber was different due to the fixation of
this fiber to the tensile testing machine. However, the length of all fibers-under-test was kept equal.
Prior to the tensile tests, all fiber samples were strained up to 1 N and to additionally visualize the
fiber surface after exposure to the highly alkaline 5% NaOH solution, images of the fibers were taken
using a scanning electron microscope (SEM) at the Saxon textile research institute (STFI). To determine
the sensor response of the FCSs after being exposed to simulated concrete pore water, the 300 mm long
1D-FCS was immersed in the 5% NaOH solution for three months. After the exposure, the 1D-FCSs
was dried for one day and then subsequently mounted on the tensile testing machine. The sensor
response was measured using the experimental setup described in Section 2.5.

2.5. Evaluating Force Transfer of FCS

In order to investigate the sensor response of the FCS a fiber optic Mach-Zehnder (MZ)
interferometer was applied [25]. The previously developed fiber optic MZ interferometer enables the
investigation of the force transfer between the FCS and the optical glass fiber (fiber optic sensors) and
thus the characterization of the bond between these two elements of the FCS. As illustrated in Figure 4,
the applied fiber optic MZ interferometer consists of a broadband light source (BBS) (Opto-Link C-Band
ASE), two fiber optic 3 dB couplers, two fiber arms, and a spectrometer (OSA) (Ando AQ6317B).
The fiber optic MZ interferometer was set-up with only SM fiber components and all fiber components
were spliced together. Moreover, the FCS was spliced to one arm of the developed interferometer in
order to determine the strain transfer between the optical fiber and the FCS. When force is applied
to the FCS using the tensile testing machine, the related length change of the optical fiber of the FCS
causes a phase difference (Δϕ) between the light (of wavelength λ) travelling in both fiber arms. This
in turn results in a change of the interference pattern (displayed in the subset of Figure 4) from which
the length change ΔL of the optical fiber inside the FCS can be determined as follows:

L =
λ2

c
ncore·Δλ (1)

17



Appl. Sci. 2019, 9, 2476

In Equation (1), ncore, λc, and Δλ are the refractive index of the fiber core, the central wavelength of
the light source, and spectral difference between two adjacent maximums of the measured transmission
spectrum of the Mach-Zehnder interferometer, respectively. The refractive index value for the fiber
core was taken as 1.45.

Figure 4. Fiber optic Mach-Zehnder (MZ) interferometer to characterize the sensor response from the
FCS under test.

3. Results

3.1. Response of Optical Fibers to Macro- and Micro-Bending

The results of the micro- and macro-bending tests of the optical glass fibers from Section 2.3
are summarized in Table 1. All three optical fibers show relatively less sensitivity to the applied
bending. However, the best results were obtained for the two optical glass fibers from OFS (NA = 0.17).
Therefore, due to less sensitivity to bending and thus the relatively low light attenuation, all three fiber
types are suitable for the application in FCS.

Table 1. Results of the micro- and macro-bending test of the optical glass fibers with different protective
coatings. CC: ClearCurve; PI: Polyimide; C/PI: Carbon/Polyimide.

Fiber-Type 10 turns [dB] 20 turns [dB] 30 turns [dB] 40 turns [dB]

Corning CC −0.06 −0.11 −0.2 −0.28
OFS PI 0 0 0 0

OFS C/PI 0 0 −0.1 0

3.2. Response of Optical Fibers to Simulated Alkaline Pore Water

The impact of the highly alkaline environment of the concrete on the optical glass fibers is
summarized in Table 2 and Figure 5. The failure strain tests of the polyimide coated fiber had to be
stopped after 14 days. This is due to the detachment of the polyimide coating from the glass fiber
(Figure 5b). In addition, for the test on the polyimide coated fiber after been exposed to alkaline
5% NaOH solution, only three fiber samples could be measured, since all other fiber samples were
already broken during mounting to the tensile testing machine. In case of the optical glass fiber with
carbon coating, two different fabrication batches were evaluated. Fiber samples of the carbon coated
optical glass fiber from the first fabrication batch were already consumed after 28 days of exposure to
alkaline pore water. Therefore, a second batch of this fiber was ordered to at least conduct the resistant
experiments to alkaline pore water over a period of one year. As can be seen in Table 2, the carbon
coated optical glass fiber from the first fabrication batch did not show a clear trend towards a lower
failure strain for increasing alkaline attack. However, in the case of the optical fibers with carbon
coating from the second fabrication batch, a continuous degradation of the failure strain for increasing
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alkaline attack was observed. It is assumed that the defects in the coating from the second fabrication
batch of the carbon coated optical glass fiber had allowed simulated pore water to attack the silica glass
matrix of the fiber cladding. It can also be seen in Table 2 that the optical glass fiber with an acrylate
coating shows continuous mechanical degradation with increasing alkaline attack.

Table 2. Change of the mean failure strain of the optical glass fibers with different fiber coating for
different exposure times to highly alkaline 5% NaOH solution. N specifies the number of samples
per test.

Acrylate Polyimide
Carbon/Polyimide

(Batch #1)
Carbon/Polyimide

(Batch #2)

Before exposure
1.27 GPa

N = 5
3.29 GPa

N = 5
2.29 GPa

N = 5
2.10 GPa

N = 5

After exposure

0.90 GP
(14 days)

N = 5

0.59 GPa
(14 days)

N = 3

2.20 GPa
(14 days)

N = 5

1.94 GPa
(14 days)

N = 5

0.83 GPa
(3 months)

N = 5

2.23 GPa
(28 days)

N = 5

0.91 GPa
(30 days)

N = 5

0.34 GPa
(1 year)
N = 5

Figure 5 shows different fiber coatings after being subjected to simulated alkaline attack. As can
be clearly seen in Figure 5b, the polyimide coating is detached from the fiber after only 14 days of
alkaline attack. No defects on the fiber coating could be detected for the optical glass fibers with
acrylate (Figure 5a) and carbon (Figure 5c) coatings. The results obtained are consistent with [24,25],
where acrylate and carbon coated fibers showed resistance against the highly alkaline environment.

14 days 

   
28 days 

   
(a) (b) (c) 

Figure 5. Scanning electron microscope (SEM) images of the optical glass fiber with acrylate (a),
polyimide (b), and carbon/polyimide (c) coatings after 14- and 28-days of alkaline attack, respectively.
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3.3. Response of 1D-FCS to Simulated Alkaline Pore Water

The response of the FCS (equipped with Corning CC) to alkaline pore water was investigated
using 400, 800, and 1600 tex 1D-FCSs. In Table 3, the sensitivity of 300 mm long FCSs to applied
force are illustrated before and after exposure to the simulated alkaline pore water solution over a
period of three months. For each tex number, three 1D-FCS samples were measured for increasing and
decreasing force before and after the alkaline attack. In addition, before the measurements commenced,
the 1D-FCS samples were strained prior to the measurement up to 5 N and the maximum applied
strain was measured to be 6.7 mE during the tests. From Table 3, it follows that in general the FCSs are
relatively stable against alkaline pore water attack. One reason for this might be the PVA that is used
to stabilize the FCS and known to be relatively inert against chemicals. Furthermore, FCSs with higher
tex numbers show less sensitivity to applied force (due to the increased cross-section) but in turn also
less variation of the sensor response before and after the alkaline attack.

Table 3. Change of the sensor response from 1D-FCS due to exposure times to highly alkaline 5%
NaOH solution. σ specifies the standard deviation of the measurement.

400 Tex Filament 800 Tex Filament 1600 Tex Filament

Before exposure
0.0093 mm/N

(σ = 3.5 × 10−4)
0.0065 mm/N

(σ = 2.1 × 10−4)
0.0018 mm/N

(σ = 1.1 × 10−4)

After exposure
0.0174 mm/N

(σ = 7.3 × 10−4)
0.0077 mm/N

(σ = 4.1 ×10−4)
0.0023 mm/N

(σ = 1.7 × 10−4)

3.4. Sensor Response of FCS with Different Optical Fibre Configurations

In Figure 6, the sensor response of the FCSs with different optical fiber configurations are illustrated
(for all three different fiber configurations the Corning CC was applied). Before the measurements
were performed, the FCS samples were strained to a force of 40 N and the maximum applied strain
was 2.4 mE during the tests. In case of configuration one (straight arrangement, Figure 6a) and two
(offset arrangement, Figure 6b), a linear response to an applied force of 6.4 × 10−4 mm/N (R2 = 0.96)
and 6.7 × 10−4 mm/N (R2 = 0.99), respectively, with a relatively low hysteresis of 4.4 × 10−5 mm/N and
1.9 × 10−5 mm/N, respectively, were obtained. In case of the third configuration (meander arrangement,
Figure 6c), no correlation between the applied force and the length change of the optical fiber of the
FCS could be observed (R2 = 0.25). The obtained result for configuration three suggests that due to
the meander shape and thus due to the periodic spatial variation of the optical fiber inside the FCS,
the bond between the optical fiber and the carbon filament is less strong (less bonding length) and thus
the FCS is less sensitive to applied force. Therefore, the obtained results (from the three different fiber
configurations) suggest that for sufficient sensor sensitivity, the bonding length between the optical
fiber and the carbon filament to be at least ≥150 mm long (compare configuration two).

   
(a) (b) (c) 

Figure 6. Sensor response for the 2D-FCSs with straight (bonding length 300 mm) (a), offset (bonding
length 150 mm) (b), and meander (bonding length 60 mm) (c) optical fiber configurations.
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4. Conclusions

The results verified that all three different optical glass fibers can be applied for FCS applications.
Following this, the resistance of the optical glass fibers to highly alkaline environment was evaluated
where all three fiber coating materials showed degradation and thus not provide full protection
against highly alkaline attack. However, optical glass fibers with carbon coating showed the most
promising results. Carbon coated optical glass fibers of two different fabrication batches were evaluated.
One fabrication batch showed almost no degradation due to alkaline attack while the failure strain
of fibers of the second fabrication batch decreased with increasing exposure time to highly alkaline
solution. Therefore, it is assumed that micro defects of the fiber coating of the second fabrication batch
caused the degradation of the failure strain. The evaluation of the sensor response of the 1D-FCS
before and after exposure to the NaOH solution indicated that the FCSs are relatively stable against
alkaline pore water attack. One reason for this might be that the PVA that is used to stabilize the FCS
is known to be relatively inert against chemicals. In addition, the response of the fiber optic sensors
inside the FCS were investigated for three different fiber configurations. The purpose of the second
and third configurations was to explore the spatial variation of the optical fiber inside the FCS and
whether this results in a stronger bond between the optical glass fiber and FCS. The obtained results
suggest that the bonding length between the optical fiber and the carbon filament should be at least
≥150 mm long in order to provide sufficient sensor sensitivity. Currently, work is ongoing to develop a
theoretical model that will be used to simulate the work presented herewith, paving way to evaluate
the optimum conditions for improved durability.
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Featured Application: Potential application of the presented setup for strain measurement in a

DWDM configuration.

Abstract: A novel intensity-modulated Sagnac loop sensor based on polarization-maintaining
photonic crystal fiber (PM-PCF) in a setup with a dense wavelength division multiplexer (DWDM) for
strain measurement is presented. The sensor head is made of PM-PCF spliced to single-mode fibers.
The interferometer spectrum shifts in response to the longitudinal strain experienced by the PM-PCF.
After passing the Sagnac loop, light is transmitted by a selected DWDM channel, resulting in a change
in the output optical power due to the elongation of PM-PCF. Hence, appropriate adjustment of
spectral characteristics of the DWDM channel and the PM-PCF Sagnac interferometer is required.
However, the proposed setup utilizes an optical power measurement scheme, simultaneously
omitting expensive and complex optical spectrum analyzers. An additional feature is the possibility
of multiplexing of the PM-PCF Sagnac loop in order to create a fiber optic sensor network.

Keywords: fiber optic sensor; Sagnac loop; intensity-modulated; DWDM; strain sensor

1. Introduction

Optical fiber sensors have been widely explored due to their potential advantages, i.e., immunity
to electromagnetic interferences, compact size, lightweight and high sensitivity [1]. They could
be applied as sensors for temperature [2,3], refractive index [4,5], humidity [6,7] or strain [8–14].
In fact, strain determination is one of the most important factors in structural health monitoring
(SHM) [8]. So far, different fiber strain sensors have been presented, for example Mach–Zehnder
interferometers [9,10], Fabry–Pérot interferometers [11], fiber Bragg gratings [12] or long period
gratings [13,14]. In addition, Sagnac interferometers with highly birefringent fibers are also used for
strain measurement. For instance, polarization-maintaining fibers (PMF) were proposed to be sensor
heads for strain detection [15]. However, conventional PMFs, i.e., PANDA or bow-tie, are susceptible
not only to strain, but also to ambient temperature. To overcome the temperature cross-sensitivity
of PMF, Dong et al. [16] and Han [17] demonstrated the use of polarization-maintaining photonic
crystal fiber (PM-PCF) in order to achieve strain sensing, which is inherently not sensitive to ambient
temperature. Fu et al. presented a pressure sensor by applying PM-PCF within a Sagnac loop
achieving a sensitivity of 3.42 nm/MPa [18]. The PM-PCF Sagnac loop was also incorporated within
a fiber ring laser (FRL) to evaluate its environmental stability [19]. However, current setups based
on spectral analysis in order to convert shifts in the transmission spectrum of the interferometer in
response to elongation or pressure are not convenient and portable. Therefore, intensity-modulated
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optical fiber sensor setups are of interest in order to avoid expensive and advanced spectral analysis
instruments [10,20]. Hence a novel, cost-effective, highly sensitive PM-PCF Sagnac loop strain sensor
connected to a DWDM (Dense Wavelength Division Multiplexer) based on optical power measurement
is herewith proposed. The incident light is modulated by the interferometer and output optical
power is measured after passing through the DWDM. The elongation of PM-PCF causes a shift in the
interferometer spectrum, resulting in different output spectra. Dong et al. showed a possibility of
~30 mε elongation of PM-PCF, which indicates good sensitivity, durability and efficient application in
the field of strain sensing [16]. In the meantime, PM-PCF has low temperature sensitivity due to its
structure, which was previously shown to be ~0.3 pm/1 ◦C [16,21].

The idea of the presented setup relies on a shift in the interferometer spectrum, which has an
influence on the transmitted light modulated by DWDM. Therefore, investigation of axial strain is
performed only by optical power meters. Approximately 11 dB of output optical power change
was experimentally measured for elongation in a range of 0–2000 με, which proves good sensing
capabilities. The highest achieved sensitivity is approximately 0.01 dB/με with maximal resolution of
1 με. By applying reference measurement, incident light fluctuation could be eliminated. Additionally,
the proposed setup may be easily multiplexed to create a sensor network consisting of PM-PCF
Sagnac interferometers.

The work presented here considers one possible sensor configuration utilizing PM-PCF. It sheds
light on a new approach with the use of PM-PCF Sagnac loops and optical power meters in order to
determine the elongation of the fiber itself. One great advantage of the proposed system is that it is
cost-effective in comparison to the current literature that utilizes spectral analysis measurement, where
an interrogation unit is also quite expensive [16,17,22]. Currently, the PM-PCF fabrication technology
is well developed as evidenced by the wide commercial availability of these fibers. Only a small length
of PM-PCF is needed to complete a single sensor unit. Another feature of the proposed setup is its
fairly high resolution compared to other wavelength-based setups employing this type of photonic
crystal fiber [16,17,22]. A disadvantage of the demonstrated setup is the need for careful adjustment of
PM-PCF Sagnac interferometer spectrum with the DWDM channel. However, preparation of proper
PM-PCF length to correlate the spectrum should not to be a challenging problem. Another issue,
which needs to be taken into consideration regarding practical implementation, is the protection of
single-mode fibers in order to avoid any bending and elongation of the non-sensing length of the fiber.

This paper, for the first time to the best of the authors’ knowledge, presents a PM-PCF Sagnac
loop sensor setup connected to a DWDM for sensing applications. The paper presents the theoretical
background followed by the proposal for a sensor network as well as experimental results.

2. Theory

The Sagnac interferometer relies on the phase difference between two counter propagating light
beams. Introducing highly birefringent fibers inside a loop provide different light paths, which results
in a specific interferometer pattern at the output. The phase difference can be formulated as follows [16]:

ϕ =
2πBL
λ

(1)

where B is the birefringence of the PM-PCF known as the difference between effective refractive indices
of the fast and slow axis, respectively, L is the length of the fiber and λ refers to the light wavelength.
Due to the determination of the phase difference (ϕ), the transmission spectrum of the interferometer
could be presented according to the following equation [16]:

T = 1− cosϕ
2

(2)
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Indeed, the transmission spectrum is a period function depending on the phase difference (ϕ).
The wavelength spacing between two adjacent interferometer fringes could be approximated by the
following function [16]:

Δλ =
λ2

BL
(3)

According to Equation (3), the wavelength spacing of interferometer fringes directly depends on
parameters of the fiber, i.e., birefringence and length. Elongation of the fiber leads to a change of phase
difference (Δϕ) between counter propagating light waves, which could be expressed by the following
formula [16]:

Δϕ =
2π
λ
(ΔLB + LΔB) (4)

As a consequence, this change of phase difference causes the interferometer spectrum to red-shift
due to an increase in longitudinal strain. The temperature effect is negligible because of the PCF
structure. In the proposed setup, the output power could be estimated as an integral over the common
spectrum of the Sagnac interferometer (TINT) and filter function of a given DWDM channel (TDWDM)
with respect to incident broadband light emission (TBLS):

Pout ≈
∫

TBLS(λ)TDWDM(λ)TINT(λ)dλ (5)

The strain induces change in phase difference, which results in a shift in the interferometer
spectrum. Thus, the change of optical power could be approximated as follows:

ΔP ≈
∫

TBLS(λ)TDWDM(λ)
(1− cos Δϕ

2

)
dλ (6)

Change of phase difference caused by elongation has an influence on the transmitted power.
Both the sensitivity and the measurement range are related to the edge slope of the interferometer
and the spectral characteristics of DWDM. According to Equation (3), the wavelength spacing of
interferometer fringes depends on both incident light wavelength and parameters of the fiber, i.e.,
birefringence and length. Thus, by the adjustment of the length of the PM-PCF, the measurement range
could be modified.

3. Proposed Sensor Network

The sensor network consists of a broadband light source, which is split into N number of Sensor
Units. A small fraction of light is coupled out to the optical power reference measurement in order to
eliminate power fluctuations. One sensor unit refers simply to the PM-PCF Sagnac loop. The main
part of light propagates through the fiber coupler, demultplexer (DEMUX) and multiplexer (MUX).
At the end, each DWDM channel is assigned to a given detector, which corresponds to the PM-PCF
Sagnac loop. The whole scheme of the sensor network proposed is shown in the Figure 1.

In Figure 1 the OPM (REF) refers to the optical power meter used for reference measurement.
OPM corresponds to the optical power meter used for measurement of optical power at the output
of the n-th sensor unit, MUX is a multiplexer and DEMUX is a demultiplexer. The experimental
setup was performed with one PM-PCF Sagnac loop (sensor unit) in order to prove the concept of
the sensor network. Multiplexing of sensor units could lead to the obtaining of the proposed sensor
network by selecting different wavelengths as it operates on a wavelength division multiplexing
scheme. The presented sensor network proposal could then be implemented practically. The operating
wavelength range of DWDM is consistent with the International Telecommunication Union
(ITU) recommendations.
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Figure 1. The proposed sensor network based on DWDM (Dense Wavelength Division Multiplexer)
PM-PCF (Polarization-Maintaining Photonic Crystal Fiber) Sagnac loops.

4. Experimental Setup

The experimental sensor setup is presented in Figure 2 and consists of a broadband light
source (superluminescent light-emitting diode, λpeak = 1544.4 nm, FWHM = 45.5 nm, Thorlabs),
two fiber couplers 1 × 2 (split ratio—95:5), a 3-port circulator, a fiber coupler 1 × 2 (split ratio—50:50),
a polarization controller, polarization-maintaining photonic crystal fiber (PM-PCF), a dense wavelength
division multiplexer (DWDM, 100 GHz, 8 channels, Fiberon) and two hand-held optical power meters
(OPM, Detector: InGaAs, Resolution 0.01 dB, Grandway).

Figure 2. The scheme for the intensity-modulated PM-PCF based Sagnac loop strain sensor. Inset:
The image of PM-PCF cross-section.

The used PM-PCF is commercially available and its properties are herein presented: core diameter
6.3/4.4± 0.5 μm, outer cladding 125± 5 μm, coating diameter 240± 10 μm, length—40 cm, birefringence:
≥4 × 10−4, attenuation ≤3 dB/km at 1550 nm. The image of the cross-section of fiber is fully presented
as an inset in Figure 2.

The first fiber coupler 1 × 2 (95:5) was used to eliminate fluctuations from the light source.
The fluctuation of any light source output power could be observed in a function of time. In order
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to prevent fluctuations, the fiber coupler is proposed to be implemented in the setup. Otherwise,
the sensor output power value could be disturbed by light source power variation, thereby affecting
strain determination accuracy. A circulator was placed within the sensor setup so as to provide
the light propagation in the proper direction and to prevent any light reflections from affecting the
superluminescent diode. In order to prepare the Sagnac interferometer, the splicing process of PM-PCF
to SMF (single-mode fiber) was taken into consideration to enhance repeatability and minimize losses.
Following the parameters presented by Xiao et al. [23], the PM-PCF was spliced to SMF using a
commercial fusion splicer (FSU975, Ericsson). Additionally, appropriate adjustment of the polarization
state within the Sagnac loop was made to provide adequate interferometer fringe visibility. A DWDM
was incorporated to modulate the intensity of light by adjusting its spectrum with the edge slope
of the PM-PCF Sagnac interferometer. Both spectrum of the DWDM channel and the Sagnac loop
interferometer are shown in Figure 3.

Figure 3. The spectrum of selected DWDM channel and PM-PCF Sagnac loop interferometer.

Spectral analysis from Figure 3 reveals that the interferometer fringe spacing is approximately
6.5 nm (near λ = 1550 nm) with a fringe visibility of ~20 dB. The selected DWDM channel spectrum
overlaps the slope of the interferometer spectrum, which ensures adequate operation of the proposed
sensor. A shift in the interferometer spectrum provides different values of output optical power.
The slope of the interferometer spectrum is also crucial for sensor setup capabilities as it is directly
related to the fringe spacing and the measurement range of the sensor. Hence, the length of the PM-PCF
needs to be controlled in order to meet specific requirements.

In summary, Table 1 presents all components used within the experimental sensor setup with
specified parameters.

Table 1. The parameters of used components.

Components of Sensor Setup Parameters

Broadband light source (Thorlabs) Superluminescent light emitting diode, λpeak = 1544.4 nm, FWHM =
45.5 nm, Noise: <0.1%

Optical power meter (Grandway) InGaAs detector, resolution: 0.01 dB, measuring range: −70 to +10 dBm
(1550 nm)

Polarization maintaining photonic crystal
fiber (PM-1550-01, Thorlabs)

Core diameter 6.3/4.4 ± 0.5 μm, outer cladding 125 ± 5 μm, coating
diameter 240 ± 10 μm, length—40 cm, attenuation ≤3 dB/km (1550 nm),

birefringence: ≥4·× 10−4.
Fiber coupler (Cellco) Single mode, 1 × 2, split ratio: 50:50
Fiber coupler (Cellco) Single mode, 1 × 2, split ratio: 95:5

Fiber circulator (Cellco) 3-Port circulator, operating wavelength range: 1520–1580 nm
Dense wavelength division multiplexer

(DWDM) (Fiberon)
Channel spacing: 100 GHz, transmission insertion loss: typical—1.2 dB,

transmission isolation: 28 dB
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5. Results and Discussion

5.1. Strain Response of the PM-PCF Sagnac Interferometer

Firstly, the strain response of the PM-PCF Sagnac interferometer was investigated over the range
of 0–1500 με in steps of 250 με through the use of translation stages in order to prove the sensing idea.
The spectra of the interferometers are presented in Figure 4 as well as the wavelength shift as a function
of elongation.

Figure 4. (a) The interferometer spectrum shift due to strain, (b) the strain response of a selected
wavelength dip from the interferometer.

An interferometer fringe at 1546.3 nm was selected to analyze shifts due to elongation of the PM-PCF.
A linear response to strain is observed, which is in agreement with the literature. The sensitivity of the
PM-PCF Sagnac loop is determined to be approximately 0.98 pm/με.

5.2. Strain Response of the Intensity-Modulated DWDM PM-PCF Sagnac Loop Sensor

The proposed sensor setup as depicted in Figure 2 was investigated by monitoring the output light
after passing the Sagnac loop and the DWDM due to elongation of PM-PCF. The fiber was stretched
over a range of 0–2000 με in steps of 250 με. The output transmission spectra are shown in Figure 5.

It could be observed from Figure 5 that the intensity of the output light is different due to the
applied strain, i.e., the elongation of PM-PCF influences the spectrum of PM-PCF, which shifts towards
longer wavelengths and thus the light coupling out from the Sagnac loop is accordingly modulated by
the DWDM. The integral over the output spectrum corresponds to measured optical power, which
determines the elongation of the fiber. An increase in strain causes an increase in output light.
The intensity levels of the output spectrum are different due to the influence of edge slope spectrum
of the interferometer. Thus, an investigation into the optical power change was conducted using the
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reference (Pref) and output power (Pout), which eliminates the fluctuation of incident light. Multiple
measurements were performed in order to examine the proposed experimental setup. The relationship
between the change of optical power and the axial strain is presented in Figure 6.

Figure 5. The output light spectra for different stretched PM-PCF.

 

Figure 6. The optical power change as a function of axial strain.

The analysis of measurement data shows that the change in optical power exceeds 11 dB (~11.2 dB)
within 2000 με with a negligible deviation between the performed measurements, maximally ± 0.03 dB.
A nonlinear response to strain is observed, which could be a result of the spectral correlation between
the interferometer and DWDM. The quadratic function was selected as a fitting function (R2 = 0.999)
determined by the following equation:

ΔP = −1.925·10−6·S2 + 0.009454·S + 0.03112 (7)

In the equation above S refers to the strain value applied on PM-PCF (με) and ΔP corresponds
to the change in output power (dB). To determine sensitivity at given strain values, the first order
derivative of the fitting function was calculated as follows:

∂(ΔP)
∂S

= −3.85·10−6·S + 0.009454 (8)

Thus, the sensitivity is approximately 0.01 dB/με at the initial value (0 με) and 0.002 dB/με at 2 mε,
respectively. Assuming the resolution of the standard optical power meter used in the experiment
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(0.01 dB), the resolution of the proposed setup changes within the range of 1 με to 5 με was the result
of the measurement.

Due to the use of an optical spectrum analyzer with a resolution of 0.01 nm and assuming the
use of the experimental PM-PCF Sagnac interferometer (sensitivity of 0.98 pm/με according to the
Figure 4), the possible resolution could be ~10 με, which is lower than expected from the proposed
intensity-modulated sensor setup.

The setup presented by Dong et al. had a sensitivity of 0.23 pm/με and a resolution of ~43 με [16].
A similar setup demonstrated by Han achieved a sensitivity of ∼1.3 pm/με [17]. Another comparable
sensitivity was achieved by Orlando et al. [22], i.e., 1.21 pm/με or 1.11 pm/με depending on whether
PM-PCF is uncoated or coated (acrylate). Thus, compared to wavelength-based sensor setups
employing this type of PCF [16,17], the presented sensor exhibits a higher resolution (~1 to 5 με) and
reduces system cost through the replacement of OSA (Optical Spectrum Analyzer) by optical power
meters. Moreover, an easy multiplication of PM-PCF Sagnac loops is possible in order to create a
sensor network as its operation relies on DWDM.

It is also necessary to account for possible error resulting from temperature effects. This constraint
had already been thoroughly investigated in the literature regarding this type of fiber, [16,21,22]
where almost inherent insensitivity to ambient temperature had been found in PM-PCF (~0.3 pm/◦C).
Assuming a temperature variation of 50 ◦C (0–50 ◦C), the induced error could be approximately
15 με. It evidently shows that thermal effect could be negligible in the proposed setup. Nevertheless,
the advantage of this setup is the utilization of cost-effective optical power measurement instead of
spectral analysis. The measurement range is related to physical parameters of PM-PCF. An increase
of PM-PCF length causes relatively smaller spacing of interferometer fringes, which reduces the
measurement range of the sensor setup.

6. Conclusions

An intensity-modulated PM-PCF Sagnac loop for strain measurement has been presented and
experimentally verified. The sensing part contains a Sagnac interferometer using a PM-PCF, which
was subjected to axial strain. Due to the elongation of the PM-PCF, the interferometer spectrum shifts.
By adjusting the DWDM, elongation of PM-PCF could be determined by direct output optical power
measurement without a need for an OSA. Experimental results pointed out an increase in the output
optical power as a function of longitudinal strain experienced by the PM-PCF. The setup has a maximal
sensitivity of 0.01 dB/με and resolution of 1 με when measured using standard optical power meters.
Additionally, this setup could be multiplexed in order to build a fiber sensor network by exploiting
different DWDM wavelengths. It greatly reduces cost due to replacement of expensive and advanced
OSA with optical power meters.
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Featured Application: Comparing with traditional measuring techniques based on electrical

engineering, the novel measuring techniques for transient voltage in AC high-voltage power grid

based on optical electric-field sensor is of fast response speed, wide bandwidth, small size, light

weight and safety.

Abstract: Transient voltages in the power grid are the key for the fault analysis of a power grid,
optimized insulation design, and the standardization of the high-voltage testing method. The
traditional measuring equipment, based on electrical engineering, normally has a limited bandwidth
and response speed, which are also featured by a huge size and heavy weight. In this paper, an
integrated optical electric-field sensor based on the Pockels effect was developed and applied to
measure the transient voltages on the high-voltage conductors in a non-contact measuring mode.
The measuring system has a response speed faster than 6 ns and a wide bandwidth ranging from
5 Hz to 100 MHz. Moreover, the sensors have the dimensions of 18 mm by 18 mm by 48 mm and a
light weight of dozens of grams. The measuring systems were employed to monitor the lightning
transient voltages on a 220 kV overhead transmission line. The switching transient voltages were also
measured by the measuring system during the commissioning of the 500 kV middle Tibet power grid.
In 2017, 307 lightning transient voltages caused by induction stroke were recorded. The characteristics
of these voltage waveforms are different from the standard lightning impulse voltage proposed by
IEC standards. Three types of typical switching transient voltage in 500 kV AC power grid were
measured, and the peak values of these overvoltages can reach 1.73 times rated voltage.

Keywords: optical; electric-field; sensor; measurement; transient voltage; AC power grid;
Pockels effect

1. Introduction

The wide existence of the transient voltage in the power grid threatens the insulation system of
high-voltage plants, which often causes the grid faults [1]. The accurate measurement of transient
voltage is the key for the fault analysis, the optimized insulation design and the standardization of
high-voltage testing techniques.

Various types of transient voltages can be found in a power grid. The fastest transient voltages
(i.e., very fast front overvoltage, VFFO) usually appear at a gas-insulated switchgear (GIS), which
is caused by the operation of the GIS disconnectors [2–4]. A VFFO commonly has high frequency
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components of approximately 100 MHz and a rising time of several nanoseconds [5]. For the fast-front
transient voltages, the rising time is normally in the range of 0.1 μs to 20 μs [5]. In terms of a transient
voltage caused by normal operation, the rising time is in the range of microseconds. It is noted that
these transient voltages are usually superimposed on the power-frequency voltage, which requires
a wide bandwidth and fast response speed for the voltage measuring system to be well measured.
Moreover, portability and safety are also advised for developing a voltage measuring system.

Subject to the requirements of insulation and capacity, traditional electrotechnical voltage
measuring techniques usually bring huge sized and heavy weighted equipment, especially for
those applied in an extra-high voltage (EHV) or ultra-high voltage (UHV) power grids. It is also noted
that their bandwidth and response speed are unfavorably limited. For example, the capacitance-voltage
transformer (CVT) which is a commonly used voltage measuring device in the high-voltage AC
power grid typically has a weight of hundreds of kilograms (for 500 kV) and a bandwidth lower than
1 kHz [6–8]. Besides, the bushing tap is applied mainly to measure the transient voltage during a
substation commissioning, of which the performance is mainly affected by the manufacturing process
and the bushing structure. As a consequence, the upper bandwidth is generally not higher than 5 MHz
for a bushing tap technique [9–11]. In addition, the portability cannot be achieved on these techniques.

Thus, subject to the future demand of the power system, it is highly expected to develop a safe
and easy-to-apply voltage measuring technique. For a quasi-static problem, since the electric field is
considered to be irrotational, the space electric field around a conductor is linear to the potential of
the conductor. Based on the measuring technique for the electric field, a non-contacted measuring
method for transient voltage could be possible. On the other hand, as the development of optical
sensing technology, several electro-optical effects have been used for measuring electric fields. The
electro-chromatic effect has a response time of ~100 s, and it is suitable only for extremely low-frequency
electric field measurement [12,13]. The Kerr effect is a quadratic electro-optic effect and normally has a
small electro-optic coefficient. Thus, the sensors based on the Kerr effect have a low sensitivity [14,15].
The Pockels effect is known as a linear electro-optic effect, which means the output voltage is linear to
the measured electric field. The sensor based on the Pockels effect normally has a fast response speed,
small size, and are passive. It is particularly used for the measurement of high-amplitude transient
electric field [16].

In this paper, based on the linear correspondence between the transient voltage and the transient
electric-field caused, a non-contact transient voltage measuring technique was proposed. An integrated
optical electric-field sensor based on the Pockels effect was introduced to implement the field
measurement. The measuring system was developed and tested for its bandwidth and response
speed. A series of measured lightning transient voltages and typical switching transient voltages were
presented. Finally, the characteristics of these measured transient voltages and the decoupling issues
were discussed.

2. Measuring Method and Measuring System

2.1. Method

For a quasi-static problem, the voltage U(t) of the conductor is linear to the electric field E(t)
caused by it, which can be expressed as:

U(t) = kE(t). (1)

Normally, the voltage waveform of a transient process includes the power-frequency component
and the transient component. Since the amplitude of the power-frequency voltage is known for a power
grid, by comparing the amplitudes of the power-frequency voltage and the measured power-frequency
electric field, the coefficient k in (1) can be given.

In an actual AC power system, the transmission line contains three phase conductors, which
unavoidably leads to the coupling effect for the non-contact measuring technique as illustrated in
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Figure 1. Beneath each phase conductor, an electric-field sensor is installed denoted as Sensor A, Sensor
B, and Sensor C for the corresponding phase.

Figure 1. Schematic diagram of the measuring principle. Ua, Ub, Uc—potentials on phase conductors;
PSA, PSB, PSC—positions where electric field sensors are set; EaA, EbA, EcA—electric field produced by
Ua, Ub, and Uc, respectively at position PSA.

Sensors are arranged at the height level with enough air insulation clearance against corresponding
conductors. As conductors are energized, the potentials of three-phase conductors produce electric
fields at sensor’s locations denoted by PSA, PSB, and PSC in Figure 1. Taking PSA as an example,
the electric field at PSA is a compound electric field contributed by EaA, EbA, and EcA which can be
decomposed into the components in the x-axis (EaA-x, EbA-x, EcA-x) and z-axis (EaA-z, EbA-z, EcA-z)
respectively. The total electric field at PSA (EA) can be given by:

EA(t) = EA−x(t) + EA−z(t)i

=
[

kaA−x kbA−x kcA−x
]⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ua(t)
Ub(t)
Uc(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦+
[

kaA−z kbA−z kcA−z
]⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ua(t)
Ub(t)
Uc(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦i,
(2)

where k is a coefficient equalling to the ratio of electric field detected to the origin potential. The first
letter in the subscript of k represents the phase conductor producing the aimed electric field, and the
second letter represents the phase under investigation. To integrate three phases, the electric field
matrix can be written as follows:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
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EB
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Equation (3) can be divided into
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

kaA−x kbA−x kcA−x
kaB−x kbB−x kcB−x

kaC−x kbC−x kcC−x

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ua(t)
Ub(t)
Uc(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)

and ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
EA−z(t)
EB−z(t)
EC−z(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

kaA−z kbA−z kcA−z
kaB−z kbB−z kcB−z

kaC−z kbC−z kcC−z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ua(t)
Ub(t)
Uc(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, (5)

Based on either (4) or (5), the voltage waveforms on a conductor can be given by measuring the
electric fields in the case that the k matrix is known.
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2.2. Sensor

An integrated optical electric-field sensor is developed based on the Pockels effect [17–19]. In
this optical sensor, an optical waveguide is fabricated on a LiNbO3 substrate by titanium diffusion.
The refractive index of the optical waveguide would be changed under an external electric field (E).
Thus, while a polarized light passes through the optical waveguide, there would be a phase difference
between its vertical and horizontal components. The modulated polarized light was transmitted to a
common path interferometer via a polarization maintaining optical fiber, while the phase difference
caused by external electric-field is demodulated into light intensity. Eventually, the light intensity is
transferred into an electrical signal (Uout) by a laser receiver. The relationship between E and Uout is
given as [20,21]:

Uout = A ·
[
1 + b · cos

(
φ0 +

E
Eπ
π
)]

(6)

where A represents the photoelectric conversion coefficient and the transmission loss. b denotes the
extinction ratio. φ0 can be controlled near π/2 through the production of the sensor. In the case that the
external electric field is much smaller than the half-wave electric field (Eπ), by Taylor’s expansion, (6)
can be rewritten as:

Uout = A ·
[
1 + b · E

Eπ
π
]
. (7)

Thus, the output voltage of the optical electric-field measuring system is linear to the external
electric field.

Figure 2 shows the schematic diagram of the developed optical sensor which has the dimensions
of 18 mm by 18 mm by 48 mm and a weight of dozens of grams. The sensors, as well as the
input and output fibres, are made of dielectric materials which could guarantee the safety under
high-voltage conditions. Moreover, the sensor indicates a good directivity as it is sensitive to the
electric-field component perpendicular to the front of the sensor. On the field measurement, the sensor
is usually facing the measured conductor. Thus, instead of (4), (5) is normally used to compute the
transient voltage.

(a) (b) 

Figure 2. Integrated optical electric-field sensor. (a) schematic diagram; (b) product photo.

2.3. Measuring System

The measuring system contains an optical electric-field measuring unit and a data processing unit.
The optical electric-field measuring unit includes optical sensors, a laser source, a laser receiver, and
transmission fibers. The output analog signals of the laser receiver are converted into digital signals
by a high-speed data acquisition card (HS-DAQ) with 4 acquisition channels and a sampling ratio of
40 MS/s. The digital signals are temporarily stored in the internal storage and further analyzed by the
central processor to determine whether a transient process occurs. While the system is triggered by the
transient voltage, the transient voltage waveform from 20 ms before to 80 ms after the triggering will
be stored into the local storage hard disk. Simultaneously, 400 milliseconds voltage waveform after the
triggering time would also be recorded with a sampling ratio of 20 kS/s. All these signals are timed by
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a GPS module with the error of less than 100 ns. The field measured signal will be transmitted to the
central station by a 4G wireless communication module. Thus, the HS-DAQ, the central processor, the
internal storage, the hard disk, the GPS module, and the communication module constitute the data
processing system. Except for the sensors and optical fibers, all the other devices are integrated into
a cabinet or a portable suitcase and powered by an isolated power supply. The general connection
diagram of the measuring system is shown in Figure 3.

 
Figure 3. General connection diagram of the measuring system.

Due to the nature of randomness for the lightning strike, the sensors used for measuring lightning
transient voltages are installed outdoor for a long term. To protect them from environmental effects,
sensor containers are used, which are supported by a grounded metal tube to the same level of the
base of adjacent insulators, as shown in Figure 4a. For the measurement of switching transient voltage,
the sensors are just supported by an insulating rod temporarily, as shown in Figure 4b. On both
arrangements, the clearances between the sensor and the high-voltage conductor are no shorter than
the necessary distance specified in [5].

Figure 4. Field arrangement of sensors. (a) Field arrangement of sensors for monitoring the lightning
transient voltage; (b) Field arrangement of sensors for measuring the switching transient voltage.

2.4. Performance Test

To ensure that the developed measuring system meets the performance requirements for the
transient voltage measurement, a series of tests including the response speed and frequency response
have been carried out in the laboratory.

A 5 kV 1.2/30 μs lighting impulse was imposed on a circular-shape plane-plane gap with the
gap distance of 10 cm and the radius of 50 cm. A 996:1 standard impulse voltage divider was
employed to offer the standard measuring result. The normalized measuring results of the developed
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measuring system and the standard divider are shown in Figure 5a. To determine the response time
of the measuring system which is in the range of nanoseconds, a bounded wave electromagnetic
pulse simulator, composed of charging transformer, impulse capacitor, sharping switch, parallel-plate
transmission line, and matching resistor was employed, to generate a pulse with 6 ns for the rise time
and 38 ns for the half time. A 104.2:1 standard resistive divider was used to offer standard measuring
results. The normalized measuring results are shown in Figure 5b, which indicates that the response
time of the measuring system is less than 6 ns.

Figure 5. Test results of response speed. (a) Lightning impulse; (b) electro-magnetic pulse.

To conduct the frequency response test, a signal generator was employed to generate a standard
sinusoidal voltage from 5 Hz to 250 kHz. The frequency response of a higher frequency range is
determined by a sharp voltage impulse which was imposed on a transverse electric and magnetic field
(TEM) cell. The amplitude-frequency response is shown in Figure 6. Except for individual resonant
frequencies, the curve of the amplitude-frequency response is flat from 5 Hz to 100 MHz.

Figure 6. Amplitude-frequency response.

Based on the characteristics of transient voltages defined in [5], performances of the measuring
system developed in this paper have satisfied the requirements for measuring field transient voltages
in AC high-voltage power grid.

3. Results

3.1. Lightning Transient Voltages

3.1.1. Field Test Overview

Considering the randomness of lightning strikes, the measuring system was installed for a certain
duration in a 220 kV Yan-Zhuang overhead transmission line connecting the Yanshenshang substation
(Y-substation) and the Zhuangshang substation (Z-substation) with 78 towers and the length of 39.8 km.
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The area of the transmission lines has an average ground flash density about 1.012 times/km2 in 2015
and 2.155 times/km2 in 2016. Measuring systems were arranged on the entrances of Y-substation and
Z-substation respectively.

The causes for the transient voltage in a substation are various, including the operations, lightning
strikes, electro-magnetic interferences, etc. To distinguish the actual lightning transient voltage, the
measuring systems are synchronized with the lightning location system of China (LLS). The LLS
includes over 940 lightning detection terminals covering most areas of China. Its average detection
efficiency is higher than 90% and the location errors are smaller than 500 m. The errors of GPS clock
used in the measuring system and LLS are both within one hundred nanoseconds.

A ground flash event usually contains the first stroke and several subsequent strokes. The period
between two continuous strokes is usually longer than 30 ms [22]. Since the length of Yan-Zhuang line
is 39.8 km, the difference of the triggering time of the measuring systems and the LLS will not be longer
than 150 μs. Thus, the recorded data is considered to be a lightning transient voltage waveform caused
by an involved ground flash, while the measuring system is triggered and the LLS has recorded a
ground flash near the Yan-Zhuang line in 1 ms. Moreover, both the event that the measuring equipment
is triggered and a ground flash strike to the point near the monitored transmission line are of small
probabilities. When two small-probability events happen almost at the same time, it is believed that
these two observed processes are the same event.

3.1.2. Typical Measurement Results

In 2017, a total of 832 pieces of data were recorded by the two measuring systems. 650 pieces of
data were recorded by the system in Z-substation and 184 pieces of data had been recorded by the
system in the Y-substation. 307 pieces of data can be synchronized with a ground flash recorded by
the LLS.

Once a lightning stroke was recorded by two measuring systems, the double-end traveling wave
location method (DTLM) is activated to determine the position along the Yan-Zhuang line and nearest
to the lightning stroke point.

On 13:58:27, May 14th, 2017, the two measuring systems were triggered in succession and the
original recorded voltage waveforms from the sensors of phase C are shown in Figure 7. Obvious
voltage fluctuations can be seen in the dotted box. After filtering out the power frequency signal, the
lightning transient voltage waveforms are shown in Figure 8. As shown in the figures, the arriving time
of lightning transient voltage for the Y-substation and Z-substation are estimated to be 341,862.1 μs
and 341,911.1 μs, respectively. The time difference is 49.0 μs. According to DTLM, the initial position
(which is usually the position nearest to the lightning stroke point on the transmission line) of the
lightning transient traveling wave is about 12.41 km away from the Y-substation, which is between
No. 25 tower and No. 26 tower. Meanwhile, LLS indicated that there was a lightning stroke with a
return stroke current of −49.5 kA near No. 23 tower. The location error could be caused by the sag
of transmission lines, the distortion of transient voltage during transmitting, the nonideal traveling
velocity, and the randomness of the lightning stroke.
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(a) (b) 

Figure 7. Voltage waveforms recorded on 13:58:27, May 14th, 2017. (a) Field measured results in
Y-substation; (b) field measured results in Z-substation.

(a) (b) 

Figure 8. Lightning transient voltage waveforms. (a) Field measured results in Y-substation; (b) field
measured results in Z-substation.

3.2. Switching Transient Voltages

3.2.1. Field Test Overview

Series of switching transient voltages were measured by a portable measuring system during
the commissioning of 500 kV middle Tibet power grid. In this power grid, the transmission lines are
mostly longer than 150 km with an average altitude beyond 3000 m. The operations for the transient
voltage measurement mainly include:

(1) switching on the no-load long overhead transmission line;
(2) switching on the no-load power transformer in the substation;
(3) switching off the no-load power transformer in the substation.

For the operation (1), the sensors were arranged under the end terminal of the transmission lines
and the sensors were arranged under the entrance conductors of the transformers for the operation (2)
and (3).

3.2.2. Typical Measuring Results

(1) Transient voltages during switching on the Tang-Xiang transmission line
Tang-Xiang transmission line connects the 500 kV Batang substation and the 500 kV Xiangcheng

substation. The length of this line is about 190 km with the common-tower double-transmission
scheme. Before the energization, the line is disconnected at both sides with a suspended potential.
The sensors are arranged under the conductors on the Batang substation. The energization process is
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accomplished by switching on the breakers on the Xiangcheng substation to connect the line to the
500 kV bus bar.

The typical measuring result after the decoupling process for this type of switching transient
voltage is shown in Figure 9. The maximum overvoltage (Umax) of 679.6 kV appeared on the Phase C
which was 1.66 times as the rated value. While the conductor of Phase C was energized, a negative edge
of the voltage formed on Phase B at the Xiangcheng side which then reached the Batang side (sensor
installed) at t1 (18.226 ms). Then this edge further transmitted back to the Xiangcheng substation
and then reflected back to the Batang side at t2 (19.596 ms). During the period between t1 and t2, the
traveling wave had passed through the transmission line twice. Thus, the actual average velocity of
the traveling wave on this line was estimated to be about 2.77 × 108 m/s. Moreover, this estimated
velocity from field measured data can be used in the fault determination in the future.

Figure 9. Transient voltage during switching on the Tang-Xiang transmission line.

(2) Transient voltages during switching on a power transformer to the bus bar
The transient voltages on switching the #3 power transformer onto the 500 kV bus bar on Batang

substation were measured and the typical measured results are shown in Figure 10. To avoid involving
overvoltage caused by magnetizing rush current during switching on a no-load power transformer, the
closing resistors, and phase selection closing strategy were used during the operations. According to
Figure 10, the breaker of Phase A were closed firstly and the voltage on the Phase A conductor reached
the rated value immediately. Though the breaker for Phase B and Phase C were still open, the voltage
on these two phases rose to about half of the rated value. This is because the flux linkage in the power
transformer had been established by the winding of Phase A and the winding for the three phases
were in the same flux linkage. About four and a quarter periods later (85.84 ms), the breakers of Phase
B and Phase C were closed, and a transient overvoltage of approximately 554.2 kV (1.36 p.u.) can be
found on Phase C.

Figure 10. Transient voltage during switching on the #3 power transformer on Batang substation.
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(3) Transient voltages during switching off a power transformer from the bus bar
While switching off the no-load power transformer under non-zero running current, since the

current flowing through an inductance never suddenly changes, the residual running current will
charge the capacitance connecting to the transformer. This energization process would produce
transient overvoltage. The amplitude of the overvoltage mainly depends on the current upon switching
off the power transformer. Theoretically, a larger current leads to a higher overvoltage.

The transient voltage while switching off the #3 power transformer from the 500 kV bus bar
on Batang substation is shown in Figure 11. The breaker of Phase C was opened while the voltage
just crossed the zero level with a low value. For a no-load power transformer, it can be treated as
an inductance of which the current lags the voltage by 90◦, indicating the current flowing through
Phase C was near its peak value while the breaker opened. In this case, there is an overvoltage with
an amplitude of −703.9 kV (1.73 p.u.) on Phase C, while the voltages on Phase A and Phase B are
relatively lower.

Figure 11. Transient voltage during switching off the #3 power transformer on Batang substation.

4. Discussion

4.1. Data Decoupling

According to the measuring principle, a decoupling process is necessary to recover the actual
voltage waveforms on a high-voltage conductor from the original measured data, for which the
coefficient matrix is the key. Under an ideal condition, the coefficient matrix can be found by static
electric field analysis. However, the actual on-site situation brings about unpredictable variations
to the matrix. Therefore, determining the matrix from field measured data is more effective and
reasonable. In [23], an example for acquiring the coefficient matrix according to the field measured data
is presented in which three capacitor voltage dividers for three phases are switched onto the bus bar by
disconnectors. Since the switching processes for the three phases are not absolutely synchronized, the
changes of transient voltages would appear asynchronously on the conductors. Taking Phase A as an
example, if a sharp voltage change happens in Phase A, all the sensors for the three phases will record
an electric field change. According to the definition of k, the first column of the coefficient matrix
could be determined. Using the same method, the second and third columns could also be found by
recording a sharp voltage change on Phase B and Phase C. Moreover, based on the phase difference and
amplitude among three-phase power frequency voltage, several equations could also be established to
solve the k coefficient in (5). Above three switching transient measurement results are all decoupled.

For the 220 kV Yan-Zhuang overhead transmission line, no asynchronous transient process has
been recorded by far. Thus, it is unfortunate that no opportunity has been given to solve the decoupling
coefficients. Instead, a calibration work has been planned on the next power outage of this line.
In the calibration, the impulse voltage will be applied to each phase conductor by turns to obtain
the decoupling coefficients. However, since the data recorded is all triggered by induction strokes,
the three-phase waveforms of transient voltages are synchronized with the same variation trend.
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Moreover, the coefficients in the matrix of (5) have the same polarity. With linear superposition, in (5),
the variation trends of the measured electric field waveform (E) and the transient voltage waveform
(U) would be the same in the time domain.

Setting the waveform on Phase A, Phase B, and Phase C are UA(t), UB(t), and UC(t), respectively.
Since they have the same variation trend, they can express as:

UA(t) = maUn(t) (8)

UB(t) = mbUn(t) (9)

UC(t) = mcUn(t) (10)

where Un(t) is a normalized waveform, and ma, mb, and mc are the amplitude coefficients for UA(t),
UB(t), and UC(t), respectively. Taking Ea-z(t) in (5) as an example, it can be express as:

EA−z(t) = (kaA−zma + kbA−zmb + kcA−zmc)Un(t) (11)

It is obvious that the composite electric field has the same variation trend with the original transient
voltages. In other words, they will have the same value of time parameters, such as the rising time and
half wave time. However, the amplitude value needs to implement the decoupling process.

4.2. Characteristics of Lightning Transient Voltages

The general waveform of the measured lightning transient voltage is a damped oscillation curve.
The duration of oscillation can be several milliseconds. The distribution of rising time (tr) and half
wave time (th) are shown in Figure 12. The rising time (tr) of measured lightning transient voltage
varies from several microseconds to about 200 microseconds. The distribution of tr is mainly in the
region from 10 μs to 50 μs with a middle value of approximately 34.3 μs. The half wave time (th) varies
from several tens of microseconds to about 350 microseconds. The distribution of th is mainly in the
region from 40 μs to 160 μs with a middle value of about 105.25 μs. These features are much different
from those of the standard lightning impulse voltage [24]. Thus, it is necessary to conduct research on
the insulation performances under the standard lightning impulse voltage and the actual lightning
voltage they suffered.

Figure 12. Distribution of rising time and half wave time. (a) Rising time; (b) half wave time.

5. Conclusions

To measure the transient voltages in an AC power grid safely, a non-contact measuring method
was developed. An integrated optical electric-field sensor based on the Pockels effect was developed, as
well as the measuring system. These measuring systems were used to monitor the lightning transient
voltages and measure the typical switching transient voltages.
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(1) The measuring system has a response time less than 6 nanoseconds and a relatively flat
amplitude-frequency characteristic from 5 Hz to 100 MHz. Its performances meet the requirements for
measuring transient voltages in an AC power grid.

(2) In 2017, 307 lightning transient voltage waveforms were recorded on a 220 kV overhead
transmission line. All of these transients were caused by induction strokes with damped oscillation
waveforms illustrated. Their rising time varies from several microseconds to about 200 microseconds,
of which the middle value is 34.3 μs. The distribution of rising time mainly ranges from 10 μs to 50 μs.
The half wave time varies from several tens of microseconds to about 350 microseconds, of which
the middle value is 105.25 μs. The distribution of half wave time mainly ranges from 40 μs to 160 μs.
These features are much different from those of the standard lightning impulse voltage.

(3) Three types of typical switching transient voltages, including switching on the no-load long
transmission line, switching on the no-load power transformer, and switching off the no-load power
transformer, were measured during the commissioning of 500 kV middle Tibet power grid. A 1.73 p.u.
overvoltage was recorded during switching off the no-load power transformer because the breaker cut
off the current near its peak value.

(4) Based on the wave transmission theory, the lightning stroke position, the actual transmission
velocity of the traveling wave can be estimated with an accurate time of the transient voltage.

The new measuring technology based on optical electric-field sensor supply a more convenient
field measuring method for transient voltages.
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Abstract: An electro-optic dual-comb Doppler velocimeter for high-accuracy velocity measurement
is presented in this paper. The velocity information of the object can be accurately extracted from
the change of repetition frequency, which is in the microwave frequency domain and can be locked
to an atomic clock. We generate two optical combs by electro-optic phase modulators and trace
their repetition frequencies to the rubidium clock. One functions as the measurement laser and the
other the reference. Experimentally, we verify its high accuracy in the range of 100–300 mm/s with a
maximum deviation of 0.44 mm/s. The proposed velocimeter combines the merits of high accuracy
and wide range. In addition, since the repetition frequency used for the measurement is traceable to
the rubidium clock, its potential superiority in traceability can be utilized in velocity metrology.

Keywords: electro-optic dual-comb interferometry; laser Doppler velocimetry; Traceability

1. Introduction

The laser Doppler velocimeter (LDV) is a well-known equipment used to measure motions, fluid,
and airflow [1–6]. By illuminating the flow or object with a laser and measuring the scattering caused by
movement, it is possible to calculate its speed [7,8]. LDV is capable of providing high spatial resolution and
high response speed and is characterized by non-contact measurement. In recent years, the development of
the laser Doppler velocimeter has been more and more mature, and various techniques for the LDV have
been explored in practical applications [9–12]. Zeyuan Kuang et al. have designed a dual-polarization fiber
grating laser-based laser Doppler velocimeter and achieved a velocity measurement range of 2–37 m/s [13].
Recently, the mode-locked laser is applied in absolute distance measurement and its precision is in
the nanometer magnitude. Mohammad U. Piracha et al. utilize a train of oppositely chirped pulses
to probe a fast-moving target at >91 m/s [1]. Yan Bai et al. utilize a mode-locked laser to measure a
target, whose speed is dozens of m/s, through the method of heterodyne Doppler velocimetry, with the
measurement error being only 0.4 m/s [14]. However, these technologies are all used for the field of
high-speed measurement. Hongbin Zhu et al. have exploited a birefringent dual-frequency laser Doppler
velocimeter in the low-velocity area [15]. In their work, the performance of the developed LDV is evaluated
through velocity measurements with a range of 0.159 mm/s to 32.273 mm/s. They all achieved a high
resolution and high accuracy but had no thought of metrology. In future, measuring instruments that can
be traced directly to the natural standard is a tendency [16].

Recently, optical comb technology has been widely exploited in metrology laboratories and physics
research and is starting to become commercially available [17,18]. The optical comb performs as a periodic
interval comb in the frequency domain. The stabilized frequency comb is capable of functioning as a high
precision wavelength ruler, which offers the unique advantage that the measurement uncertainty can
be well traced directly to the atomic clock. Consequently, the measurement accuracy can be improved
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by several orders of magnitude in comparison to other methods [19–21]. Chih-Hao Li et al. have used
a laser frequency comb to calibrate a spectrograph and in their work realize velocity measurement of
astronomical objects to a precision of 1 cm/s [22]. Recently, electro-optic (EO) frequency combs have
attracted the increasing interest of researchers. In 1994 [23], M. Kourogi generated frequency combs by
electro-optical phase modulation. After this, he established the OptoComb Company and gradually applied
electro-optic frequency combs on scanners, distance meters, and vibrometers. Distance measurement
and vibration measurement technology based on the electro-optical comb has been rapidly developed.
However, most applications of the optical comb all make measurements through detecting its phase change.
Considering that the repetition frequency of the optical comb is located in the microwave field and can be
locked to the atomic clock, by using the Doppler effect of the repetition frequency as a basic principle to
measure the target velocity it is possible to trace the velocity directly to the atomic clock. This will also
utilize the advantage of high time resolution and frequency resolution of the optical comb.

We are thus motivated to develop a method of an electro-optic dual-comb Doppler velocimeter,
making the velocity measurement results able to be traced directly back to a rubidium atomic clock,
which directly embodies the metrological thought of shortening the tracing links. In this paper,
a narrow line width laser of 1543.5 nm is used as the seed laser. Two optical combs are modulated by
the electro-optic modulators and their repetition frequencies are locked to the Rubidium atomic clock.
The Doppler frequency shift, which occurs in the repetition frequency of the backward reflected light,
is detected after the laser is illuminated on the moving target. By utilizing the Doppler effect formula,
the target’s velocity can be calculated. Inspired by this idea, we deduce some formulas that prove
the correctness of the measurement principle. Then, we propose a measurement method based on it.
A verified experiment is set up, and the experimental results show that our idea is feasible and that the
proposed measurement method makes full use of the high-accuracy characteristic of the optical comb.

The remainder of this paper is organized as follows. In Section 2 we give original rational
deduction towards the Doppler effect of optical comb repetition frequency. In Sections 3 and 4 we
introduce the measurement method and our experimental system, followed by a detailed analysis of
the experimental data. In Section 5 we conclude with a discussion and future outlook.

2. Measurement Principle

To generate an optical comb, an electro-optic phase modulator is used to modulate the seed laser
to produce different frequency sidebands. The modulated laser can be expressed as

E =
16∑

m=−16

Am cos[2π( f0 + m frep) + ϕm] (1)

where m is an integer (the range of m is [−16, 16], meaning that our experimental device produced
32 sidebands), Am is the amplitude of the mth sideband, f0 is the optical frequency of the seed laser, frep

is the repetition frequency of the modulated laser, and ϕm is the initial phase. When this laser beam is
incident on the moving target, the corresponding Doppler signal can be written as

Edop =
16∑

m=−16

Am cos[2π( f0 + m frep)(1 +
2v
c
) + ϕm] (2)

where v is the velocity of the moving target and c is the velocity of light. The repetition frequency of the
optical comb changes from frep to (1+2v/c)frep. Thus, the Doppler shift occurring at the repetition frequency
reflects the information of velocity. When the target is close to the laser source, v is positive and the
repetition frequency is increased. When the target is moving towards the laser source, v is negative and the
repetition frequency is reduced. From Formula (1) and Formula (2), the velocity of the moving target can
be expressed as v=�frep/2frep·c, where �frep is the Doppler shift of the repetition frequency.
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As the velocity of the moving target is much smaller than that of light, in order to improve
the resolution, it is better to increase the modulation repetition frequency. For the same moving
velocity, the higher the repetition frequency, the greater the Doppler shift and the higher the
resolution. However, detecting high repetition frequency requires very expensive detection equipment.
Hence, we developed a method using a dual optical comb to detect the Doppler shift. One optical comb
modulates the repetition frequency to frep.sig as a signal source and the other optical comb modulates
the repetition frequency to frep.loc as a local oscillator.

The signal source can be expressed as

Esig_i =
16∑

m=−16

Am cos[2π( f0 + fAOM + m frep.sig) + ϕm1] (3)

The local oscillator can be expressed as

Eloc =
16∑

m=−16

Am cos[2π( f0 + m frep.loc) + ϕm2] (4)

Then, the beat signal manifests as a new comb in the frequency domain and can be detected by an
oscilloscope. The detected beat signal can be expressed as

I ∝
16∑

m=−16

cos[2π( fAOM + m( frep.sig − frep.loc) + (ϕm1 −ϕm2)] (5)

After being reflected by the moving target, the signal source changes to

Esig_r =
16∑

m=−16

Am cos[2π( f0 + fAOM + m frep.sig)(1 +
2v
c
) + ϕm3] (6)

Hence, the detected beat signal can be expressed as

I′ ∝
16∑

m=−16

cos[2π((1 +
2v
c
) fAOM +

2v
c

f0 + m(1 +
2v
c
) frep.sig −m frep.loc) + (ϕm3 −ϕm2)] (7)

When comparing Formula (5) and Formula (7), it can be seen that the repetition frequency changes
from frep.sig-frep.loc to (1+2v/c)frep.sig-frep.loc. In this way, the velocity of the moving target can be calculated.

3. Experiment Setup

Figure 1 shows the experimental system. The output of the seed laser (RIO ORION Laser Module,
1543.5 nm, 5.1 kHz line width, 18 mW) is spilt into two parts. One part is modulated by an electro-optic
phase modulator (EOM, EOSpace, <5 V half-wave voltage Vπ, 2 W RF power) with 10 GHz repetition
frequency, which works as the seed of the signal source. The output of the EOM is amplified to
500 mW by an Er-doped fiber amplifier. After the optical circular, the beam size of the signal source is
expanded to 20 mm by a large collimator (micro laser system, FC40), which can guarantee that the
received reflected light is strong enough. Then, the laser is incident on a moving corner prism, which
is mounted on an electrical rail (Zolix, LMA-TR-200, travel 200 mm, resolution 1 μm/s) whose velocity
can be precisely controlled. The other part serves as the seed of the local oscillator. An acousto-optic
modulator (AOM; AA opto-electronic MT110, 110 MHz frequency shift) is used to avoid the frequency
ambiguity. Then, the output of the AOM is modulated by another EOM (EOSpace, <5 V Vπ, 2W RF
power) with 10.001 GHz repetition frequency. The RF driver1 (Agilent N5173B) and RF driver2 (Agilent
E8267D) are locked to a rubidium atomic clock (Microsemi 8040, 2×10−11 stability with 1 s averaging
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time). Finally, the two parts are combined by a beam splitter and detected by a fast photodetector
(Menlosystems FD310). The stored waveforms by an oscilloscope (LeCroy Waverunner 610Zi) can be
processed to obtain the Doppler shift information.

Seed laser

EOM

EOM

Driver

RF1

RF2

Amplifier

Amplifier

Oscilloscope

Data
process

Signal source

Local oscillator

PD

Translation

Fiber Cable Free space light

Collimator

EDFA

AOM

Rubidium 
atomic clock

（

）

（

）

Figure 1. Experimental system for the dual optical comb laser Doppler velocimeter (LDV). Legend:
RF1, RF driver1; RF2, RF driver2; EOM, electro-optic modulator; AOM, acousto-optic modulator; EDFA,
Er-doped fiber amplifier; PD, photodetector.

4. Results and Discussion

Before moving the target, beat notes between the signal source and the local oscillator were
measured by a spectrum analyzer (ROHDE&SCHWARZ FSH8, 3 kHz RBW). Then, the waveform
obtained by the oscilloscope was Fourier transformed to obtain the new comb due to beat. As shown
in Figure 2, we can see that the Fourier transform can basically reproduce the beat frequency spectrum.
Additionally, the center frequency of the beat notes is 110 MHz, which is the driving frequency of the
AOM. The frequency interval of the comb teeth is 1 MHz, which is the frequency difference between
the driving frequencies of the two RF drivers. Actually, the frequency of RF driver1 is 10 GHz and the
frequency of RF driver2 is 10.001 GHz. This means that frep.sig = 10 GHz and frep.loc = 10.001 GHz.

Figure 2. Beat notes between the signal source and the local oscillator. The blue line is measured by
a spectrum analyzer with the left vertical axis; the red line is the result of Fourier transforming the
waveform obtained by the oscilloscope with the right vertical axis.
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To show the feasibility of the electro-optic dual-comb Doppler velocimeter, Figure 3 shows the
difference between Fourier transforming the waveforms when the target is stationary and when it is
moving. In Figure 3a, the black comb expresses the measured spectrum when the target is stationary
and the red comb is that when the target is moving away from the collimator. It can be seen that
every comb has a reduced offset due to the Doppler effect. As the target’s velocity is much lower than
that of light, the Doppler shift generated at 10 GHz repetition frequency is too small to be seen in the
spectrum. In order to show that the repetition frequency has changed, we translate the red comb and
move its center frequency to 110 MHz in Figure 3b. Hence, the changes of frequency interval can be
seen on the high-order comb teeth due to the cumulative effect. It is thus proved that the Doppler effect
causes a change in the repetition frequency, which can be used to calculate the velocity of a moving
target. To show the directional discriminability, Figure 3c shows the frequency spectrum when the
target is stationary, as well as leaving from and approaching the collimator with v = −100 mm/s and v
= +100 mm/s. As can be seen, for the same teeth of the combs, the green line is on the left and red
line is on the right. This proves that approaching leads to an increase in the repetition frequency and
leaving leads to a reduction in the repetition frequency.

Figure 3. Beat notes when the target is moving and stationary. The black line is the spectrum when the
target is stationary; the red line is the spectrum when the target is moving away from the collimator.
(a) Fourier transforming the waveform obtained by the oscilloscope; (b) translating the red comb and
moving its center frequency to 110 MHz; (c) frequency spectrum of the target in different states.

When processing the data, we selected the two teeth at 110 MHz and 126 MHz to calculate the
change in repetition frequency. This means taking the average of 16 repetition frequency data and
increasing the resolution by 16 times. The greater the distance between the two teeth involved in the
calculation, the higher the resolution. However, we saw only 16 sidebands in the spectrum analyzer;
the other sidebands were suppressed due to their weak intensity. Hence, we selected those two teeth
to make the calculation. We have conducted experiments to set the moving target at v from 100 to
300 mm/s with an interval of 50 mm/s and in the directions toward and away from the collimator.
Figure 4 shows the results of velocity measurement. As shown in Figure 4, the velocity of the target is
accurately measured by the dual optical comb LDV with a maximum deviation of 0.44 mm/s. Due to
the minimum speed of the electric rail being 100 mm/s, we were not able to measure at a lower speed.
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In addition, due to the limit of the length of the electric rail, the sampling time was too short at a higher
speed to collect enough data.

 
Figure 4. Results of velocity measurement. (a) The target is leaving the collimator; (b) the target is
approaching the collimator.

Theoretically, the upper limit of the speed measurement is limited by the difference between
the two optical comb repetition frequencies. In this experiment, a difference of 1 MHz limited the
maximum speed of the measurement at 15 km/s. Additionally, the resolution was limited by the
frequency stability and FFT resolution. Figure 5 shows the Allan deviation of a 1 MHz frequency,
which is mixed with the output of the two RF drivers at 110 MHz and 111 MHz. The Allan deviation
is well below 14 mHz, with the averaging time larger than 1 s, which corresponds to a resolution of
0.21 mm/s. In our data processing, the FFT resolution was 5 Hz, which corresponds to a resolution
of 75 mm/s. Since we selected 16 teeth to calculate the change of repetition frequency, the resolution
could be improved to 4.69 mm/s.
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Figure 5. Allan deviation of 1 MHz frequency.

5. Conclusions

In order to achieve a wide range and high accuracy in the field of velocity measurement,
an electro-optic dual-comb Doppler velocimeter was proposed and studied in this work. In principle,
the proposed velocimeter which was derived is feasible and can further improve velocity measurement
accuracy. Experimentally, we locked the repetition frequencies of the two optical combs in the
microwave frequency domain and beat them to make the detection. In this way, we verified its
high accuracy in the range of 100–300 mm/s. The measured range of 4.69 mm/s to 15 km/s was
theoretically derived. The proposed velocimeter combines the merits of high precision, high accuracy,
and wide range. In addition, since the repetition frequency used for the measurement is traceable to a
rubidium clock, its potentially superior traceability can be utilized in velocity metrology. It is of great
meaning and necessity because it helps to provide an available velocimeter with high stability and
an extremely compact configuration, making a potential contribution to the velocimeter in practical
engineering applications.
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Abstract: High-speed rotary communication links exhibit high complexity and require challenging
assembly tolerances. This article investigates the use of optical wireless communications (OWC)
for on-axis rotary communication scenarios. First, OWC is compared with other state-of-the-art
technologies. Different realization approaches for bidirectional, full-duplex links are discussed. For the
most promising approach, a monolithic hybrid transmitter-receiver lens is designed by ray mapping
methodology. Ray tracing simulations are used to study the alignment-depended receiver power level
and to determine the effect of optical crosstalk. Over a distance of 12.5 mm, the lens achieves an optical
power level at the receiver of −16.2 dBm to −8.7 dBm even for misalignments up to 3 mm.

Keywords: hybrid lens; optical wireless communications; Li-Fi; freeform lens; optic design; rotary
interfaces; rotary joint; wireless rotary electrical interface; rotating electrical connectors; full-duplex
data transfer; Gigabit-Ethernet; industrial communications; real-time

1. Introduction

Reliable, real-time connectivity is the backbone of industrial automation. Data transmission
over rotating parts is required in a broad range of applications such as wind turbines [1], industrial
communications [2,3], surveillance radars [3–7], military [2,8], aerospace [9] and many more. Table 1
gives an overview of the most important transmission principles used in rotary communication links.
Slip rings were widespread in the past. However, due to mechanical contact they suffer wear and
tear which limits their durability [1,2,5,6,9–11] and thus increases maintenance costs. Precious brush
materials and lubricants are used to extend lifetime [12] at the expense of increased system complexity
and higher costs. Therefore, contactless data transfer is favored nowadays [6,10]. Life times of several
hundreds of revolutions are common and rotation speeds in the order of magnitude of 103 rpm or
even 104 rpm are reached with contactless methods.

Capacitive-based near-field transmission links are known as reliable and cost-effective [11].
However, the system proposed by Doleschel et al. [13] shows that system complexity of modern
solutions is clearly not negligible. Data rates of up to several Gbit/s are possible [11,13]. Practical
systems support conventional Gigabit-Ethernet and industrial protocols like ProfiNET and EtherCAT
for instance. Thus, devices with data rates ranging from 500 kbit/s to 1 Gbit/s were developed [13].
The maximum transmission distance is in the range of 1 cm. Inductive coupling is mainly employed
for power transfer and only rarely used for high-speed data transmission [14,15].
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Table 1. Common principles for rotary data transmission and their typical state-of-the-art performance.
Values should be understood as orders of magnitude rather than exact values. * Higher values are
possible but have not been published yet; ‡ this work is limited to on-axis scenarios.

Group Contact Contactless

Type Slip Ring Capacitive RF Fiber (FORJ) OWC

Single Multi
Ref. [5,6,16–18] [6,9,11,13] [1,6,10,11,13] [4,7,8] [6,13] [19]

data rate/Gbit/s 0.1... 3 5 · 10−4...>1 0.054...5 10...40 >40 > 10 *
max speed / rpm 101...104 103...104 103...104 103... · 104 102...103 >1400 *
max revolutions 107...2 · 108 >108 >108 >108 >108 >108

cost (initial) medium low/medium low/medium high very high low
cost (maintenance) high low low low high low
RF immunity weak medium weak strong strong strong
on-/off axis off-axis off-axis off-axis on-axis on-axis on-axis ‡

Several systems using conventional low-power radio-frequency (RF) technologies were
proposed [1,10] with data rates in the range of tens of Mbit/s or below. Standards like 802.11ac
and 802.11ad might be able to provide data rates in the range of Gbit/s. Their main problem is
reliability and robustness in terms of ensuring a bandwidth and low-latency data transfer [2,3,13].
Future millimeter-wave based communication [20] standards like IEEE 802.11ay might even reach
data rates in the range of several Gbit/s to several tens of Gbit/s [11]. However, their practicality and
cost-effectiveness has to be proven.

Highest data rates are reached with fiber optical rotary joints (FORJ). Besides their superior data
rate in the range of Gbit/s up to multiple tens of Gbit/s per channel [6,7,13], these links provide
immunity against RF. Single-fiber systems only consist of an optical transceiver at both sides and
optical fibers in-between. However, due to sophisticated mechanical alignment [8], these systems are
expensive. Multi-fiber links offer even higher data rates but exhibit a very high complexity [6].

Optical wireless communications (OWC) aim to combine the advantages of rotary FORJ with
relaxed mechanical tolerances, reduced system complexity and thus lower costs. Initially only light
emitting diode (LED) based systems with data rates in the lower Mbit/s range [2,3] or laser diode based
uni-directional links were demonstrated [21]. Faulwaßer et al. [19] introduced a full-duplex link for data
rates of up to 10 Gbit/s for on-axis rotary data transfer. Similar to fiber-based communications, data
rates are likely to increase in the future. The demonstrated rotation speed from 0 rpm to 1400 rpm [19]
was limited by the test equipment. There is no OWC-exclusive factor limiting the speed. The lifetime
of OWC links is expected to be similar to other contactless methods, since there are no significant
aging effects. The optoelectronic components, i.e., light emitting diodes (LEDs), laser diodes (LDs) and
photodiodes (PDs) are known for high reliability and long lifetime [22–24]. The key element of the
transceiver in [19] is a monolithic hybrid lens that acts as transmitter (TX) and receiver (RX) optics in
parallel and thereby relaxes the mechanical alignment to several millimeters. The form factor of the
transceiver is only 5 mm × 5 mm × 5 mm [19].

This article investigates the potential of OWC for bidirectional, full-duplex, on-axis rotary
scenarios and describes how to design a monolithic, hybrid TX-RX lens. In Section 2 a channel
model is used to derive some adequate figures of merit. The use of a hybrid lens is motivated by
discussing several realization approaches of rotary OWC. Next, the design procedure of a hybrid
lens is described and the choice of design parameters is discussed. In Section 3, the performance
of the lens and a second system is evaluated and compared using optical ray tracing simulations.
Thereby, the alignment-depended optical signal power at the receiver and optical crosstalk is studied.
The results are discussed in Section 4. Finally, Section 5 provides a short summary.
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2. Materials and Methods

2.1. Fundamental Concepts

2.1.1. Channel Model

OWC use optical emitters like LEDs or LDs at the TX to convert an electrical signal into the optical
domain. A PD is used for back-conversion at the RX. Similar to FORJ, both transceivers are placed in
front of each other [25]. OWC use lenses instead of optical fibers to enable larger mechanical tolerances.
The key goal for the designer is to increase the optical power PPD that falls onto the PD in order to
improve the RX signal-to-noise ratio (SNR) [26] and to minimize the bit-error-rate (BER). If the SNR
is already sufficient, the excess can be converted into a higher data rate by increasing bandwidth or
applying a multilevel modulation scheme.

There will always be a misalignment between both transceivers due to positioning, assembly
tolerances or vibrations. The rotation axis might even exhibit a nutation, i.e., nonideal motion around
the ideal rotation axis. The combination of these nonidealities and the communication distance leads
to a minimum field of view (FOV) that is required for robust operation. The FOV sizes are denoted
by the half-opening angles θTX FOV and θRX FOV. In order to ensure eye-safe operation, i.e., to classify
the system as laser class 1 according to IEC 60825-1:2014 (DIN EN 60825-1:2015-07) [27], the optical
transmitter power PTX is limited. Therefore, efficient transceiver design is required to meet link-budget
requirements, ensure eye-safety and to maximize data rate. The designer tries to maximize the dynamic
range by keeping the TX and RX performance constant within a plane perpendicular to the optical
axis [28]. In other words, TX has to provide constant irradiance ETX and RX has to detect the same
signal level within this plane.

For a moment we assume the distance z between both transceivers is large compared to their
apertures. Although this does not fully apply for short distances, the assumption is useful to show
the fundamental dependencies. As a result, we can assume that parallel rays are incident onto RX.
For a homogeneous FOV, the optical power PPD can be expressed as product of the irradiance ETX(z),
the effective receiver input aperture ARX,eff and the geometrical coupling coefficient εc as shown in
Equation (1). For the ideal optical link, TX and RX have the same FOV size and both FOVs are placed on
the optical axis. In practice, both FOVs may differ or they might be misaligned. The geometrical coupling
coefficient εc quantifies this misalignment. It becomes crucial for short-distance communication as we
know from the challenging assembly tolerances of FORJ. εc is defined as the fraction of the illuminated
area of TX, which is overlapping with the FOV of the RX divided by the total illuminated area AFOV TX.
For the ideal optical channel, i.e., equally sized TX and RX FOVs with no misalignment, εc = 1 applies.

PPD = ETX(z, θTX FOV) · ARX,eff(θRX FOV) · εc (1)

The effective receiver input aperture ARX,eff(θRX FOV) is expressed as product of active PD area
APD, optical gain g(θRX FOV) and efficiency ηRX(θi) at the angle of incidence θi as it is shown in
Equation (2). A large PD area APD is favorable for the link budget but goes along with a large PD
capacitance, which limits the modulation bandwidth (BW) [26,29]. Consequently, a PD with large APD

but sufficient BW is chosen.

PPD = ETX(z, θTX FOV) · APD · g(θRX FOV) · ηRX(θi) · εc (2)

The RX FOV should always be chosen as small as possible, since the optical gain g(θRX FOV)

decreases with increasing FOV due to conservation of Ètendue [30]. Moreover, a restricted RX FOV
improves the robustness against noise and interchannel interference. Next, g(θRX FOV) is substituted
by the maximum theoretical optical gain [30] as shown in Equation (3). Now ηRX(θi) is used as
a figure of merit for the optical RX efficiency. The ideal lossless receiver achieves ηRX(θi) = 1 for all
θi ∈ [0, θRX FOV]. The angle θRX,PD,max denotes the maximum coupling angle from the RX optics to the
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PD surface normal. In the next step, the irradiance ETX(z, θTX FOV) is substituted by the product of the
optical TX power PTX and the TX efficiency ηTX divided by the illuminated spot area AFOV TX.

PPD =
PTX · ηTX

AFOV TX
·
(

n1 · sin θRX,PD

nair · sin θRX FOV

)2
· APD · ηRX(θi) · εc (3)

AFOV TX is replaced by the corresponding triangular relationship, which includes the
communication distance z and the tangent of the TX FOV θTX FOV. Finally, Equation (4) is a useful
expression for the most important geometric dependencies of PPD.

PPD =
PTX · ηTX

π · (z · tan θTX FOV)2 ·
(

n1

sin θRX FOV

)2
· APD · ηRX · εc (4)

The performance merits from Equation (4) are ηTX, ηRX and εc. The transmitter efficiency ηTX

specifies how much of the emitted power PTX is concentrated into the FOV. Its loss mechanisms are
ζTX M and ζTX F. ζTX M describes rays that strike the target plane outside the FOV. ζTX F describes
back-reflected rays due to Fresnel-reflections.

Since ηTX contains no information concerning irradiance homogeneity, we additionally introduce
the effective transmitter efficiency ηTX eff. It is defined according to Equation (5) by using the minimum
irradiance within the FOV Emin [28,31]. The difference between ηTX and ηTX eff is called the inhomogeneity
factor ζTX H.

ηTX eff =
Emin

Emin,ideal
=

Emin AFOV TX

PTX
(5)

The sensitivity of RX is typically limited by the interaction of several internal noise mechanisms
that exhibit a Gaussian probability function [26]. The signal can additionally be corrupted by optical
crosstalk, i.e., adjacent communication channels. This nonGaussian noise has a limited range of
variation. This effect introduces a power penalty PP [26] that reduces the usable peak-to-peak
amplitude of the signal. The optical power that falls onto the PD consists of a signal part PPD and
another part arising from crosstalk PPD cross. The corrected power value PPD PP takes the eye-closure
effect into account by subtracting the PPD cross from PPD [26]. It holds PPD PP < PPD as soon as
crosstalk is present. In this work, all optical power values are understood as average values to ensure
comparability with literature. When dealing with the power penalty the signal strength is considered
in a peak-to-peak manner. It is still valid to consider average values as long as the extinction ratio
of the signal and the crosstalk signal is equal. This assumption applies to our case, since both link
directions are designed equally and the crosstalk arises from the signal itself.

2.1.2. Ideal Arrangement

The ideal arrangement consists of TX and RX placed at the same position on the optical axis as
shown in Figure 1. Both FOVs are equal in size and they fully overlap. The arrangement can be realized
by using an LED. On the one hand, applying a forward-bias to the LED causes a forward-current and
leads to photon generation. Biasing the PN-junction reversely enables fast photo-detection on the other
hand. As a result, the transceiver only needs a single optoelectronic component for TX and RX. Data
rates of up to 150 Mbit/s were demonstrated for close distances [32]. However, the LED is a rather
bad PD. It has a low responsivity, small area APD and low bandwidth [32]. Although a bidirectional
link is realizable, data transfer is restricted to half-duplex mode, because the link direction is switched
in time domain.
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Figure 1. Ideal rotary arrangement: transmitter (TX) (blue) and receiver (RX) (green) of a transceiver are
placed on the optical axis at the same position. The field of view (FOV) of TX and RX overlap ideally.

For high-speed bidirectional data transfer in full-duplex mode, TX and RX are separated.
The optical arrangement becomes more challenging and design trade-offs have to be met. The following
section introduces several geometrical arrangements for optical wireless rotary communication
scenarios and compares their performance.

2.1.3. Geometrical Arrangements

Figure 2 shows three geometrical approaches for rotary OWC. In Figure 2a TX and RX are placed
next to each other separated by a spacing d. In Figure 2b, TX and RX are radially separated regarding
the optical axis. Third, both elements arranged along the optical axis and the front element are
transparent as illustrated in Figure 2c.

Figure 2. Schematic illustration of arrangements of separated TX (blue) and RX (green). (a) TX and RX
are placed next to the rotation axis. The FOV of TX and RX overlap only partially. (b) TX and RX are
placed at the optical axis and they are separated in radial direction. (c) TX and RX are placed in a line
along the optical axis and the front element is transparent.

Approach (a) is used by commercial low data rate IrDA transceivers like Vishays TFBS4711 [33]
but also by a high-speed transceiver demonstrated by Faulwaßer et al. [34]. The axis of rotation is
placed trough one of the elements or between them. This leads to misaligned FOVs. The designer tries
to minimize the spacing d. Next, both FOVs are chosen large enough to ensure a sufficient εc. As we
learned from Equation (4), PPD scales with 1/ tan θ2

TX FOV and 1/ sin θ2
RX FOV. This penalty is typically

significant. A numerical example is given in Chapter 3.
This penalty is not present for the radial separation from Figure 2b. The approach directly

provides aligned FOVs and a high εc. TX can be placed in the center surrounded by RX as shown in
Figure 2b or vice-versa.

The approach shown in Figure 2c avoids shadowing of the back component by designing the front
element transparent. If the front component is TX, it has to have separated emission and absorption
bands, i.e., it must exhibit a Stokes shift similar to the fluorescence materials [35]. The issue here is
the back plane of the emitter: on the one hand, it has to be reflective to direct the transmitted signal
towards the other transceiver. On the other hand, it has to be transparent for the incoming signal. This
contradiction does not seem to be easily resolved.
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Clearly the radial separation from Figure 2b has superior performance over Figure 2a and has
no fundamental concept issue like architecture Figure 2c. However, what is the best way of realizing
radial separation? Figure 3 illustrates three principles.

Figure 3. Schematic illustration of different radial separations of TX (blue) and RX (green) with
an optical element (grey). (a) Direct integration of TX and RX into a plane. (b) Stacking an emitter
chip onto a PD. (c) An optical element is used to homogenize the TX ray bundle and move it to the
optical axis.

Designing a transmitter element surrounded by one or more high-speed PDs or vice versa on
a single chip, like it is shown in Figure 3a, comes with many design challenges including process
compatibility. Thereby, it seems easier to produce the chips separately and stack them afterwards.
A small emitter die is bonded onto a large area PD chip as it is depicted in Figure 3b. The emitter is
contacted with bonds or directly trough the PD chip. The PD could be separated into multiple parts to
ease the contacting and to reduce the transit time of the electrons and holes as they might limit the
bandwidth [26]. The main issues of this approach include crosstalk between TX and RX, shadowing of
the PD by the emitter and the fact that both chips are custom designs.

By using an optical system like it is shown in Figure 3c, conventional emitter and receiver chips
can be used. Those dies are placed next to each other and a hybrid TX-RX lens is used to redirect
the rays to achieve radial separation. The spatial separation of both chips is favorable to reduce
electrical crosstalk. Injection molding allows the fabrication of the lens in high volume [36] and low
cost. Ultra-precise drilling and milling [36] is used to produce the mold tool.

Since a part of the lens is used to direct the TX rays, the maximum theoretical gain gmax cannot
be reached. From the PDs point of view, the solid angle of the TX lens part is not used for optical
concentration. In Equation (4) this is expressed by a reduced ηRX.

In summary, using a hybrid lens for radial separation is most promising: besides the potential for
εc ≈ 1, commercial emitter and PD chips can be used. Since the hybrid lens can be fabricated at low
cost by injection molding, the system costs are expected to be low.

2.2. Hybrid Lens

2.2.1. Concept

In order to achieve separation in radial direction, the lens is divided into a TX and RX part,
i.e., a center part and a surrounding one. Generally, both parts consist of nonrotationally freeform
surfaces at the top and bottom of the lens to form a constant irradiance pattern ETX and provide
a homogeneous gain g. In order to limit the lens thickness t, Fresnel-structures could be applied to
the top and bottom surface. However, it is favorable to keep the top flat to improve reliability, since
cavities tend to fill up with particles.

There are two possible arrangements of TX and RX:

1. The emitter is placed centrally and the PD is positioned off-axis as depicted in Figure 4a. In this
case only the emission profile of the emitter has to be adjusted. This includes the homogenization
of the profile and an adjustment of the angle θTX. This can ideally be achieved with a single
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freeform interface. Therefore, the lower surface can be used for beam shaping and the top surface
can be flat. The downside of this approach is a challenging RX lens design: the focus point of the
RX lens part is off-axis.

2. The PD is placed centrally and the emitter is positioned off-axis as shown in Figure 4b. The TX
lens part fulfills two tasks: first, it compensates the displacement of the ray bundle regarding the
optical axis. Second, it reshapes the ray bundle to the anticipated FOV. Because two surfaces are
required, the top aperture of the lens cannot be flat. On the other hand, the design of the RX lens
part is simplified, because the focal point is on the optical axis. If the TX part is neglected, the RX
lens can be designed to be rotationally symmetrical. However, the shadowing effect of the TX part
introduces a nonrotationally symmetric factor. Theoretically, this can be partly compensated by
a nonrotationally symmetric RX lens part. The shadowing effect is also mitigated by minimizing
the size of TX.

Figure 4. Ray path in the hybrid lens system. (a) Center TX (blue) and off-axis RX (green). (b) Center
RX and off-axis TX.

We choose Approach 2, due to the simplified RX lens design. In this configuration, the lens
thickness t typically results from the vertical distance between both TX surfaces. A low t is desirable
for size, weight and cost reduction. The costs are reduced, because less material is needed and due to
faster processing [36,37]. Nevertheless, a certain thickness t is required to keep the refraction angles
at the TX surfaces low in order to limit undesirable Fresnel-reflections. If the RX part determines t,
the surface can be split into several Fresnel-grooves to reduce t.

2.2.2. Optic Design Methods

The hybrid lens is a nonimaging optical system. It can be designed by two fundamental
approaches [38]: numerical optimization and direct calculation.

Numerical optimization is a straight-forward approach for designing complex optic modules.
Modern optic simulation tools like Optic Studio Zemax enable forming and optically simulating
arbitrarily shaped optics by overlapping parametric objects. Optimization algorithms like the
Levenberg–Marquardt algorithm are used for adjusting parameters of those objects until a sufficiently
good result is achieved. Due to the large amount of variables, the optimization is typically inefficient,
because of many local minima in the merit function [38]. As a result, it is easy to find a solution, but its
performance is very limited, especially if the systems become more complex.

In contrast, direct calculation algorithms follow well-defined design procedures and yield
deterministic outcomes. Thereby, they provide better results than numerical optimization methods [38],
especially if the systems are complex. A great variety of design methods are known, for example
ray mapping [39–46], forming surfaces using Cartesian ovals [47], the simultaneous multiple surface
method in 2D [48] and 3D [38,49] or the tailored freeform design method proposed by Ries and
Muschaweck [50]. Nowadays ray mapping approach, i.e., the combination of energy mapping in
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conjunction with geometrical surface construction, is in the focus of illumination research [39–46].
Here, a mass-transfer problem is solved by transforming the source power irradiance Es into the
target power irradiance Et. This transformation is represented by a mapping φ : Ωs → Ωt from the
source domain Ωs to the target domain Ωt. Then, the laws of refraction and reflection are applied
for k × l points to calculate a corresponding vector field N containing the surface normals ni,j with
i ∈ [1, l], j ∈ [1, k]. The challenge is to find a mapping φ which yields a vector field N that satisfies the
integrability condition for a continuous surface. This condition is shown in Equation (6) [41,42,50].
It states that N has to be curl-free or exhibit at least minimum curl.

N · (∇× N) = 0 (6)

Nowadays, parametrization and consecutive optimization are widely employed for generating
a mapping φ [28,31,39,40]. Circular shaped FOV are formed with the mapping shown in Figure 5a.
An equi-flux grid around the source in spherical coordinates θs, φ is mapped onto a target grid in polar
coordinates β, r. In 3D, mappings like these typically lead to a normal vector field N with substantial
curl. Therefore, an optimization procedure purposely distorts the target grid, for instance by varying r,
to improve the performance. It was shown that this approach works well for on-axis scenarios [28,39].
In case of an off-axis placed emitter and two optical surfaces, the scenario is more challenging due
to the nonparaxial nature. Hence, the result will deviate from the anticipated irradiance pattern.
An additional variable β could be used in lateral direction as illustrated in Figure 5a. The downside is
a slower optimization process.

Figure 5. Energy and ray mapping. (a) Equi-flux grids at the source and target. Adapted from
Wang et al. [39]. (b) Mapping from non equi-flux source to anticipated target irradiance. (c) Input
vectors vi,j and output oi,j vectors are used to construct the surface geometry by subsequently
calculating points Pi,j and their normals ni,j.

For the TX lens part of the hybrid lens, inefficient optimization can be avoided by taking the curl
of φ directly into account. An initial curl-free mapping φ0 is generated, assuming that the resulting
vector field N exhibits minimum curl [42]. Figure 5b illustrates the irradiance in front of the source Es

and the anticipated irradiance at the target plane Et. The mapping φ has to ensure that the infinitesimal
area elements at σs and σt are passed by the same flux. This is achieved by expansion or contraction of
the area elements. Mathematically spoken, the mapping has to satisfy Equation (7) for every σs of the
source grid [42,46].

det(∇φ(σs))ρt(φ(σs)) = ρs(σs) (7)
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The term det(∇φ(σ)) represents the expansion and contraction of the area element [46]. Although
many mappings φ might satisfy Equation (7), there is only a single one that minimizes transport
cost [46]. Solving Equation (7) turns out to be nontrivial [42,46]. In this article, the algorithm proposed
by Wu et al. [46] is used since it provides good convergence.

For the RX lens part, a rotationally symmetric concentrator lens is designed. It consists of two
sections: the center is based on refraction, whereas the outer section works with total internal reflection
(TIR). TIR is generally superior over refraction for large angles θRX PD i, since it limits the lens diameter
and reduces Fresnel-losses [51]. Similar to the TX lens part, the surface is calculated from input and
output vectors vi,j and oi,j. In the first attempt, the edge ray principle [30] was applied for generating
the input vectors vi,j. Due to the TX lens part and the discontinuity between both RX lens sections,
the edge ray principle is not valid. Therefore, the gain will vary over the FOV and may drop at certain
alignments. In the second attempt, this issue is addressed by defining the input vectors for a range of
angles of incidence rather than only for the maximum incidence angle. The output rays oi,j are derived
from coupling angles θRX PD i to the PD active area. Ideally, they cover the whole half-space in front of
the PD.

The normal vector fields N of both lens parts and an initial point P1,1 for each surface is used to
calculate a finite number of surface points Pi,j. The result is only a point cloud representation for the
optical surfaces. Nonuniform rational B-splines (NURBS) [52] are used for interpolation. NURBS are
very flexible and they are supported in the most popular computer aided design formats, which makes
them suitable for optical simulation in third-party software and for subsequent fabrication.

2.3. System with Separated TX and RX

In order to show the potential of the methodology and the concept of the hybrid TX-RX lens,
a second optical wireless link based on the principle shown in Figure 2a is developed. A concave lens is
chosen for TX to widen up the beam. A convex RX lens is used for optical concentration. The distance
d between the TX and RX determines the maximum size of both lenses. The RX lens must not be too
small to enable a sufficient optical gain g. Therefore, d will be larger compared to the hybrid lens
approach. The exact optical parameters are determined by numerical optimization. The hybrid TX-RX
lens and the fully separated TX-RX lens system are denoted by H TX-RX and S TX-RX respectively.

2.4. Simulation Parameters

For optical simulations, Monte Carlo ray tracing in Optic Studio Zemax 17 is used. For each
simulation, 5 · 105 rays are traced. Thereby, polycarbonate lenses are used with a refractive index of
n1 = 1.57 at λ = 940 nm. We especially investigate Fresnel-reflections which lead to direct optical
crosstalk PPD cross if the reflected rays reach the PD. The detector is a circular shaped PIN-PD with
a radius of 100 μm. The LD has an output power of PTX = 4 mW = 6 dBm at λ = 940 nm. First,
the transmitter part is considered. Then, the full channel is characterized. In order to give a comparable
result to other rotary communication technologies, the link distance is set to 12.5 mm.

Conventionally, optical concentrators are characterized by estimating the gain over the angle
of incidence by assuming parallel light [53]. However, Figure 6a shows a large divergence of the
incident rays. Thus, the assumption of parallel rays does not apply for the present arrangement.
The RX performance depends directly on the TX characteristics. Therefore, it is evaluated by the
full-channel simulation.

3. Results

Figure 6a shows a render of a cross-section through the lens. It is 6.0 mm in diameter and has
a thickness of t = 2.0 mm in the center and t = 2.7 mm at the groove. The PD is placed on-axis at the
origin. The LD position is (x, y) = (−0.5 mm, 0 mm).
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For the second system, the numerical optimization leads to a separation between LD and PD of
d = 1.9 mm. The LD is placed at x = −0.95 mm and the PD at x = 0.95 mm. The TX and RX lens have
a diameter of 1.3 mm and 2.2 mm and a focal length of −9 mm and 2.7 mm, respectively.

Figure 6. Render of the cross-section through the optical system with TX rays (blue) and RX rays
(green). Both devices are placed on the rotation axis (black dotted line) with no misalignment. Only RX
rays that hit the detector are shown. (a) Hybrid TX-RX lens (H TX-RX). (b) Fully separated TX and RX
(S TX-RX) in worst-case orientation, i.e., TX lens facing TX lens and RX lens facing RX lens.

3.1. TX Performance

Figure 7 shows the irradiance at a distance of 12.5 mm, measured from the TX aperture. Table 2
lists the detailed merits of both profiles. Figure 7a shows the donut-like shaped profile of the LD
without optics. The off-axis placement of the LD is directly observable as profile displacement along
the x-axis. Figure 7b shows that the hybrid TX-RX lens is able to remove the displacement and
homogenize the profile. The effective transmitter efficiency ηTX eff is 57.6 % with a minimum irradiance
of 117 μW/mm2 at (x, y) = (1.5 mm, 1.5 mm). ηTX and ηTX eff are both reduced by ζTX M = 24.7 % and
ζTX F = 12.1 %. Moreover, ηTX eff is lowered by another ζTX H = 5.6 % due to inhomogeneity within
the FOV.

Figure 7c shows the irradiance for the system with fully separated TX and RX as described in
Section 2.3. Due to the profile displacement, ζTX M = 36.0 % of the power misses the FOV. Moreover,
the spherical lenses are not able to correct the donut-shaped profile resulting in a high ζTX H = 38.6 %.
As a result, the irradiance is very inhomogeneous within the FOV and it drops down to 25.9 μW/mm2

at the right side. This corresponds to ηTX eff = 12.8 %.

Figure 7. Irradiance over z = 12.5 mm. (a) For the LD without any optics (LD). (b) For the LD with the
hybrid TX-RX lens. (c) For fully separated TX and RX. The black circle highlights the anticipated TX
FOV. Note the different color bar scales for the subfigures.
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Table 2. TX merits for the laser diode (LD), the hybrid TX-RX system (H TX-RX) and the separated
TX-RX lens system (S TX-RX).

Merit Unit LD H TX-RX S TX-RX

Emin
μW

mm2 14.6 117 25.9
ηTX % 89.5 63.2 51.4
ηTX eff % 7.2 57.6 12.8
ζTX M % 10.5 24.7 36.0
ζTX F % 0 12.1 12.6
ζTX H % 82.3 5.6 38.6

3.2. Full-Channel Performance

Figure 8a–c displays PPD, PPD cross and PPD PP at a lens-to-lens distance of 12.5 mm for the hybrid
lens. The values are determined by misaligning the receiving transceiver, whereas the transmitting
one is placed at the origin. Table 3 shows numerical values for different misalignments in negative
x-direction. Figure 8a shows a rotationally symmetric performance in its fundamental structure.
However, PPD is not fully homogeneous within the FOV for a revolution. The largest variation ΔPPD

over one revolution is reached if the misalignment is between 2 mm and 3 mm. There, ΔPPD is in
the range of 3 dB to 3.29 dB. The crosstalk power PPD cross in Figure 8b is similarly distributed as PPD

with a power level which is about 10 dB lower than PPD. As a result, the optical power with applied
power penalty PPD PP in Figure 8c is similar to PPD. This can also be observed in Table 3: the difference
between PPD and PPD PP is in the range of 0.1 dB... 0.9 dB (1.023...1.230). The crosstalk PPD cross consists
of two parts: a constant part PPD cross 1 of −32.4 dBm and an alignment-depended part PPD cross 2.

Figure 8. Incident power PPD and PPD cross over misalignment at z = 12.5 mm. The ”x” marks the axis
of rotation. (a) PPD/dBm for the hybrid lens. (b) PPD cross/dBm for the hybrid lens. (c) PPD PP/dBm for
the hybrid lens. (d) PPD/dBm for the system with fully separated TX and RX (Section 2.3) in worst-case
orientation, i.e., TX lens facing TX lens and RX lens facing RX lens. Note: The graphs are clipped below
−30 dBm to highlight features within the FOV. Therefore, PPD cross 1 cannot be seen in Figure 8b.
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The system with fully separated TX and RX is shown in Figure 8d. It suffers from a displacement
of the communication-area in x-direction. The effect can be seen in Table 3; a communication is only
possible for a misalignment of 0.5 mm... 1 mm, depending on the data rate.

Table 3. Minimum PPD depending on the misalignment in negative x-direction (y = 0). Values are
determined by choosing the minimum value PPD on a circle around the center with a radius of the
misalignment. Values lower than 40 dBm are very noisy due to the finite number of simulated rays.

Misalignment/mm −0 −0.5 −1 −1.5 −2 −2.5 −3 −3.5

H TX-RX: PPD/dBm −10.1 −8.5 −9.5 −12.0 −14.1 −15.3 −16.0 −26.4
H TX-RX: PPD cross/dBm −19.2 −22.7 −23.9 −22.9 −25.2 −27.4 −28.8 −30.4
H TX-RX: PPD PP/dBm −10.7 −8.7 −9.7 −12.4 −14.5 −15.6 −16.2 −28.6
S TX-RX: PPD/dBm −13.7 −15.2 −20.6 <−40 <−40 <−40 <−40 <−40

4. Discussion

4.1. TX Performance

Figure 7 proves the suitability of the ray mapping method based on curl-free mapping for the TX
part. In order to assess the performance of the design, it is meaningful to have a closer look at the loss
mechanism: the main loss is represented by ζTX M = 24.7 %. This magnitude is quite common. It results
from the extended source effect from the LD with regards to the TX lens part and the remaining curl in
N. Furthermore, the overall ray mapping performance depends on the extent of the TX output aperture
and the distance to the target plane [41]. The reason for this is that ray mapping is an optical far-field
design method that neglects the rays’ position vector on the output aperture.

The inhomogeneity within the FOV is with ζTX H = 5.6 % very low. Generally, a ζTX H below 10 %
is a good result. The major part of the remaining inhomogeneity results from the FOV edge, where the
irradiance starts to decrease. The Fresnel-loss ζTX F is with 12.1 % in a common region for two material
interfaces. Although an anti-reflection (AR) coating might reduce this effect by a factor of 3 to 4, it is
challenging to homogeneously coat the nonplanar TX surfaces.

4.2. Full-Channel Performance

PPD PP is in a sufficient range for data transfer, but how does it correspond to the data rate?
For a bit error rate of 10−12 Säckinger calculates a sensitivity of −26.5 dBm for a 2.5 Gbit/s link and
−20.5 dBm for a 10 Gbit/s link [26]. Tzeng et al. [54] demonstrated a sensitivity of −21.5 dBm for
a 10 Gbit/s link. It can be concluded from Table 3 that PPD PP is sufficient for data transmission in
the Gbit/s data rate range and even provides a margin for ageing effects and other nonidealities.
The optical crosstalk introduces a power penalty of up to 0.9 dB. The magnitude of PPD cross depends
directly on PTX. A lower PTX leads to reduced PPD cross. The downside is that the SNR cannot be
improved by increasing PTX if the crosstalk is the dominant noise factor. The constant crosstalk part
PPD cross 1 is alignment-independent. Therefore, it has to be the internal optical crosstalk. In contrast,
the back-reflected signal PPD cross 2 from the opposite transceiver depends on the transceiver alignment.
The crosstalk and thus the power penalty is reduced if z is increased. In the far field, PPD is decreasing
with approximately PPD ∝ z−2 and the crosstalk scales with PPD cross 2 ∝ z−4, since the back-reflected
rays have to travel twice the distance. Although this relation is not fully correct for the near field,
the trend is still valid.

The crosstalk PPD cross 2 can be lowered by reducing the Fresnel-reflections ζRX,F. The planar
top surface is well suited for an AR coating. The problem is that the nonplanar top surface of the
TX lens part is also affected by the coating. If one is able to solve the TX coating problem, a single
coating is twice as effective, because the ray passes the coating two times: first at TX and second at
RX. The link-budget is improved by approx. 6 % per coating instead of only approx. 3 %. Moreover,
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the crosstalk PPD cross 2 is reduced. Alternatively, the top surface of the RX lens part could be designed
nonplanar in a way that back-reflected rays miss the transmitting device.

Although TX exhibits a quite homogeneous performance, PPD PP varies about 6.9 dB along radial
direction for misalignment ≤ 3 mm according to Figure 8a and Table 3. Thus, there is clearly some
room for improvement for the RX lens part. The main issue results from the mismatch between near
and far field in terms of ray optics. This can be seen in Figure 6a: the incident ray bundle (green)
exhibits a large divergence. The situation is different at z = 50 mm, for instance. The solid angle
of incidence is much smaller and the incident ray bundle exhibits a smaller divergence. The larger
the distance, the better the design approach with the edge-ray principle works. Another issue is the
nonrotationally symmetric shadowing effect of the TX lens part that manifests itself as a local minimum
around (x, y) = (−2.5 mm, 0 mm) in Figure 8a,c. The variation ΔPPD = 3.29 dB is not crucial for data
transmission. Assuming a misalignment of −2.5 mm and a rotation speed of 10 000 rpm, the link
moves 9.42 μm over the surface in Figure 8a during one bit-duration of 1 ns (1 Gbit/s). The change
of PPD over a sequence of bits is small enough and does not influence the transmission drastically.
Ideally, the receiver circuit includes a decision-point control mechanism for continuous adaptation of
the decision level to improve the BER [26].

4.3. Suitability for Rotary Scenarios

Faulwaßer et al. [19] already reported data rates of up to 10 Gbit/s. However, what data rates are
generally possible compared to FORJ? From an electrical point of view, OWC is able to achieve similar
data rates as single-FORJ. In contrast to FORJ, the PD has typically a larger area and thus a larger
capacitance, which limits the bandwidth. Choosing a smaller PD, will reduce the maximum tolerable
misalignment. The hybrid lens from this work exhibits 14.5 dB link loss at (x, y) = (0 mm, 0 mm). This
link loss is a part of the active link concept. The signal is directly recovered at RX by amplification
and optimally by subsequent analog-to-digital conversion. The magnitude of the OWC link loss
depends on the magnitude of tolerable misalignment. Thus, a higher data rate requires a smaller FOV.
In summary, the data rate of OWC links might be slightly below single-fiber FORJ due to a higher
link loss.

With regards to the communication distance, the hybrid lens is flexible and not restricted to
z = 12.5 mm. If the lens is designed for larger ranges, the TX beam exhibits a lower divergence and
RX should be designed for smaller angles of incidence. Thereby, the hybrid lens can be tailored to the
ideal distance of the rotary system.

As mentioned in Section 2.1.3, the hybrid lens approach has the potential to be very cost effective:
in contrast to fully separated TX and RX, only a single lens has to be fabricated, potentially coated
and assembled.

The proposed hybrid lens works in on-axis configuration like FORJs. Future work will deal with
off-axis optical links to improve flexibility. Only data rates in the range of kbit/s to a few Mbit/s have
been demonstrated [2,3], which cannot compete with modern capacitive links [6]. Another interesting
field of research is the realization of multi-channel optical wireless links similar to multi-FORJs.
In nonrotary scenarios, data rates of several hundreds of Gbit/s have already been demonstrated [55].

5. Conclusions

This work has shown the suitability of OWC for full-duplex, high-speed data transfer in on-axis
rotary scenarios. The proposed hybrid lens is able to provide a sufficient RX signal level PPD PP of more
than −16.2 dBm even for misalignments of up to 3 mm at a communication distance of z = 12.5 mm.
OWC is therefore able to provide a robust data transfer without the strict mechanical tolerances
compared to FORJs. The results show a maximum power penalty resulting from optical crosstalk of
0.9 dB within the FOV. The approach is promising since it allows low-cost fabrication. Besides the
electronical components, only a single optical component is required that can be fabricated by injection
molding in high volume.
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6. Patents

The hybrid TX-RX lens and its derivatives are covered by several patents including
DE102018205559 B3 [56] (WO19197343A1 [57]). Further patents are submitted.
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Abbreviations

The following abbreviations are used in this manuscript:

BER bit error rate
BW bandwidth
EM emitter
FORJ fiber optic rotary joint
FOV field of view
H TX-RX hybrid transmitter-receiver lens system
LED light emitting diode
LD laser diode
NURBS nonuniform rational B-splines
OWC optical wireless communications
PD photodetector
RF radio frequency
S TX-RX separate transmitter-receiver lens system
SNR signal-to-noise ratio
RX receiver
TIR total internal reflection
TX transmitter
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Abstract: Wireless data traffic has experienced an unprecedented boost in past years, and according
to data traffic forecasts, within a decade, it is expected to compete sufficiently with wired broadband
infrastructure. Therefore, the use of even higher carrier frequency bands in the THz range, via adoption
of new technologies to equip future THz band wireless communication systems at the nanoscale is
required, in order to accommodate a variety of applications, that would satisfy the ever increasing user
demands of higher data rates. Certain wireless applications such as 5G and beyond communications,
network on chip system architectures, and nanosensor networks, will no longer satisfy speed and
latency demands with existing technologies and system architectures. Apart from conventional CMOS
technology, and the already tested, still promising though, photonic technology, other technologies
and materials such as plasmonics with graphene respectively, may offer a viable infrastructure solution
on existing THz technology challenges. This survey paper is a thorough investigation on the current
and beyond state of the art plasmonic system implementation for THz communications, by providing
in-depth reference material, highlighting the fundamental aspects of plasmonic technology roles
in future THz band wireless communication and THz wireless applications, that will define future
demands coping with users’ needs.

Keywords: wireless NoC (WiNoC); graphene based WiNoCs (GWiNoCs); wireless nanosensor
networks (WNSNs); surface plasmon polariton (SPP); GFET; multiple-input-multiple-output (MIMO);
graphennas; THz transceiver

1. Introduction

Wireless data traffic has experienced an unprecedented boost in the past years, and it is expected
to increase sevenfold up to 2021 [1]. Data traffic forecasts in wireless communication networks will
account for more than 60% of the overall internet traffic by then [2]. Current wireless communications
handle data rates of tens of Gbps per link or even more, and the prospect for the future demands will
be 100 Gbit/s within 10 years [3], with multiplexed rates well beyond 100 Gbit/s, and eventually Tbit/s.
Wireless communications seem to be in advance against conventional wired communications. By 2030,
wireless data rates will be sufficient enough to compete with wired broadband rates [4]. Therefore,
the use of even higher carrier frequency bands in the THz range is required, via adoption of new
technologies equipping future THz band wireless communication systems at the nanoscale, in order
to accommodate a variety of applications, that would satisfy the ever increasing user demands for
higher data rates. Certain wireless applications such as 5G and beyond communications, NoC system
architectures and nanosensor networks, will no longer satisfy their speed and latency demands
with existing technologies and system architectures. Apart from conventional CMOS technology,
and the already tested, still promising, photonic technology, other technologies and materials such as
plasmonics with graphene material, may offer a viable solution on existing THz technology challenges.

At the moment, wireless traffic in the access 5G networks exploits millimeter wave (mmW)
bands. In order to accommodate the continuously increasing traffic demands of 5G and beyond
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communications, researchers have been focused on taking advantage of higher regions in the radio
spectrum, pointing to the THz band communication and infrastructure, as a promising solution to
equip 5G plus networks, thus enabling efficient operation of bandwidth hungry applications, that are
not feasible at the moment with current infrastructure.

Wireless NoC (WiNoC) [5] with its inherent broadcast capability, appears as a promising approach
to overcome all abovementioned bottlenecks of ancestor technologies. Ultra small miniature sizes
of plasmon based antennas and other nanolink components as well, with considerably much less
wiring, are the desired features of this technology, in order to enable the integration of one or multiple
antennas per core, paving the way for dense, scalable NoC schemes, as required by future applications.
Graphene based WiNoCs (GWiNoCs) is probably the most updated promising approach for THz
nanoscale wireless communications, and it is therefore considered to be the basis for implementing
future on chip network architectures. Alternatively, hybrid optical wireless schemes, may be also
proved to be a promising NoC solution [6], by combining the best assets of these two worlds: low loss
dielectric waveguide media, and miniature sized plasmonic material oscillating at THz rates.

Last, wireless nanosensor networks (WNSNs) is another established THz nanoscale application,
with basic similarities as in WiNoCs, such as core to core or to memory communication, but also with
other unique characteristic types of communication, mainly between nanosensors and nanomachines
in the THz band [7]. Such EM communication in the THz band, is usually enabled by plasmonic
materials, as graphene for implementing plasmonic nanotransceivers and nanoantennas, as in the
WiNoC case. These three important wireless THz nanocommunication applications can be seen
altogether in Figure 1.

Figure 1. Applications for wireless THz nanocommunications.

Nonetheless, the THz band as the last undiscovered frontier of the total EM spectra range,
and THz wireless nanoscale communications, are still urging for an efficient, compact and standardized
interconnect solution for generating, transmitting, propagating, and detecting the THz wave
information. Despite the fact that new efficient methods have been introduced based on modern
system architectures via the utilization of new technologies for manipulating THz Band signals by
the research academia, still there are many challenges to face, such as the very high propagation
signal loss, the impedance mismatch between THz link components, the limited size restrictions along
with integration potentials, associated with high bandwidth availability and ultrafast operating data
rates with minimum latency requirements. Conventional CMOS based electronic interconnects are
definitely far from the target to meet THz speed, low propagation signal loss, and the impedance
match between THz link components. Current CMOS scaling technology growth has restricted the
cut-off frequency and the maximum oscillation frequency of the device to several hundreds of a GHz.
Traditionally, the operating frequency should be much below the cut-off frequency when designing
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mixed-signal circuits at high frequencies, and the CMOS device technology applied, should be capable
of continuously scaling down the size and values of on-chip components (e.g., transistors, capacitors,
and inductors), in order to achieve higher throughput and reduced circuit footprints [8]. Evidently,
at THz frequencies this approach has weak potential for improvements, which are further limited
by the loss encountered in on-chip metal structures [9]. The alternatives for such a case, would be
either to search for a new implementation technology that offers better scaling prospects and a higher
intrinsic transit frequency, or to exploit the non-linearities of the device for efficient power generation at
higher-order harmonics. As concerns the latter, there are approaches that use novel circuit to generate,
radiate, and control THz frequencies widely adopted in academia and industry [10], however it is high
time for other technologies to take this on, at this critical stage.

Artificial intelligence (AI) computing with its hot AI chip topic may be an alternative for CMOS
wired interconnection and NoC architectures, against CMOS process and device bottleneck and
Von Neumann and memory wall bottlenecks. In a broader sense, the AI chip is the adoption of
AI principles in computing processing systems in the form of accelerators, in order to boost their
computing performance. AI approaches such as processing-in-memory (PIM), machine learning (ML),
and especially neural network (NN)-based accelerators, such as FPGA, GPU and ASIC, are considered
as mature solutions for speeding up computing performance [11]. PIM or near data computing
(NDC), is a promising solution to tackle with the memory wall bottleneck. PIM architectures put
additional computation logic in or near memory by leveraging 3D memory technologies to integrate
computation logic with memory, thus speeding up NN computations on larger memory capacity and
bandwidth, via in-memory data communication, at the same time. The metal-oxide resistive random
access memory (ReRAM) has showed great potential to be used for main memory, with its crossbar
array structure, capable for performing matrix vector multiplication efficiently, and accelerating NN
computations [12].

However, as processing system scalability increases, AI processing loads are getting more and more
data-intensive and demand higher bandwidth and heavy data movement between computing logic and
memory. Hence, when the scale of the NN computation and accelerator increases, the NoC-based data
communication within NN accelerators would evidently have to deal with a performance bottleneck.
In addition to performance, the energy consumption of the NoC in an NN accelerator may be also a big
challenge to deal with. Particularly, when all this AI processing is done at the edge level, embedded
in sensors, smartphones or general IOT equipment, there are more strict power requirements and
the need for much more specific hardware implementations [13]. Compared with cloud applications,
the application requirements and constraints of edge devices are much more complex, and special
architecture design may be needed for handling different situations. Among them, the most important
feature and at the same time, request for current edge IOT devices, is their ability to locally perform
“inference”, relieving thus processing burden from cloud servers and reducing delay [13]. However,
in such a case, the demand for training in edge embedded devices is not very clear, given that in the
future, all these wearable IOT devices should be capable to perform efficient inference computing,
which in turn, requires them to have sufficient inference computing ability, so as to achieve a certain
intelligence threshold under the strict power and cost constraints of the edge area, in order to meet
the challenges of various different AI application scenarios. Efforts from the research community
have been made towards the direction of locally reducing accuracy, and computational complexity,
by combining some data structure transformations, such as FFTs to reduce the multiplication in
matrix operations, or table lookup to simplify the implementation of multiply-and-accumulate (MAC)
operations. Moreover, various low power methods have been applied to AI chips of edge devices to
further reduce the overall power consumption, such as the clock-gating applied to MAC. Nowadays,
industry has been focused in developing specialized AI chips and all kinds of IOT devices with
enhanced inference capabilities at low power and costs. The collaborative training and inference among
cloud and edge devices would be an interesting direction to be explored by research academia [13].
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As current NN training accelerators relied on conventional wired NoCs, seem to have to deal with
certain limitations, especially as time goes by, WiNOC on the other hand, with its inherent features,
as broadcast support and multiple access to the shared medium by beamforming and antenna beam
narrowing, spatial multiplexing within package, reduced latency, as wireless channel is a distance
independent communication means, flexibility in a sense of virtually mapping different topologies
within a cycle, and scalability potential as systems scale linearly with the number of cores, may be also
considered as an alternative, for being exploited as an interconnection means for these accelerators [14].
Since NN training accelerator parallelized computation nature in a many-core-like environment,
is similar to one-to-all, or all-to-all WiNoC communication nature, focusing on exploring the matching
points between these two pillars, may be an interesting direction to be investigated by research
academia. In this way, the improvement of the efficiency of a WiNoC architecture should be sought not
only on the implementation of the miniature antennas and transceiver wireless equipment, but also on
the proper design of the NN architecture, as concerns the intensive data movement between processing
core and memory units.

In general, the AI chip concept is a complex multi-variable issue, lying in the middle of a
whole layer stack, with demanding tasks ranging from providing efficient support for higher layer
cloud applications and algorithms, up to orchestrating entities based on AI principles in low level
architectures, consisting of devices and circuits, processes and materials, and hence there are a lot of
unsolved issues and unanswered uncertainties that may be set under consideration [13], which is out
of the scope of this work. Despite the fact that AI chips have made significant progress in the area of
ML and NN computations, it is still in its infancy stage, and there seems to be a long way to go, before
achieving a generic standardized AI framework; the so called artificial general intelligence (AGI),
capable for solving out heterogeneous nature AI applications, especially at the edge network [13].

The photonic based interconnect solution is undoubtedly a viable approach for providing high data
rates at low propagation losses, still, their component size is one with two orders of magnitude larger
than what is required for the THz band case. Plasmon based THz link components on the other hand,
due to their extremely small size and their ability to operate at ultra-high rates, may be a promising
approach for equipping wireless THz nanoscale communication systems. Moreover, they could
be perfectly combined with photonic technology, and particularly with dielectric waveguiding,
as plasmonic waveguiding is quite lossy for long interconnect distances.

To this end, there is still an urge to have a comprehensive view on the current progress and
recent advances in the wireless THz communications field, that would help researchers to have a
reference point, and based on that, to expand their own ideas and directions, and find motivations
to further develop research in this field. This work is a thorough investigation on current and
beyond state of the art plasmonic system implementation for THz communications, by identifying
the target nanoscale applications and major open research challenges, as well as the recent research
achievements. It is the aim of this comprehensive survey then, to highlight the key roles of plasmon
based technologies on equipping future competitive THz nanoscale communication systems hosting
wireless THz nanoapplications, namely NoCs, WNSNs and beyond 5G communications. This survey
paper may be well considered as a complementary work of [15], which had emphasized on key roles of
plasmonics and silicon photonics, on equipping wired ultra-high bit rate interconnects, ranging from
nanoscale intra and inter-chip interconnections, up to board to board and rack to rack interconnections
between data centers (DCs).Particularly, the current work aims to complete the fundamental roles
of plasmonic elements and mechanisms referred in the previous work, by associating the currently
under investigation, THz system infrastructure in wireless communications. The potential of the
THz communications is highlighted by illustrating the basic design issues in equipping these three
important THz applications, that will define future wireless application demands coping with users’
needs. Moreover, key roles of plasmonics for equipping each single, individual part of a future wireless
THz nanocommunication link, namely the antennas and the transceiver parts, are also highlighted.
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The rest of this paper is structured according to these two pillars, wireless THz nanoapplications
and the implementation of future THz transceiver components. Sections 2–4 are each dedicated
accordingly on these three major wireless THz nanoapplications, namely NoCs, WNSNs and beyond
5G communications. In each of these sections, in-depth reference material is provided, which
includes the latest literature findings regarding the fundamental aspects of plasmonic technology
roles and accompanied photonic technologies whenever required, for each one of these wireless THz
nanoapplications, respectively. In Section 5, we focus individually on each critical plasmon based,
or hybrid component part of a wireless THz nanocommunication link, namely the antennas and
the transceiver parts. Finally, we conclude the paper in Section 6, by also providing two summary
tables, with all the information aggregated, including all, state of the art and beyond state of the
art characteristic plasmon based and hybrid achievements, for equipping future competitive THz
nanoscale communication systems and wireless THz nanoapplications, accordingly.

2. WiNoCs

2.1. WiNoC Architectures Potential

As the number of processing cores within a chip area increases in pace with the increased
requirements of running applications, communication needs increase as well, and given the fact
that the chip area is limited, the node architecture complexity increases accordingly. More complex
and sophisticated system designs are required, not only for cores, but also for memory parts to
communicate with each other efficiently. Evidently, multi-level memory hierarchy communication
needs with multi-core architectures, may be causing a communication bottleneck, as they grow in size.

Nowadays, state of the art multi-core architectures are based on wired NoC paradigm designs [16].
The first multi-processing core interconnections were shared bus architectures [17] which later on
were replaced by on-chip CMOS electrical wired interconnections, according to the NoC framework.
These were originally implemented via metal traces over a substrate forming a PCB [18]. In the last
decade, many alternative fabrics and technologies have been progressively proposed in order to deal
effectively with the NoC communication bottleneck, such as 3D NoC [19], RF signals over on-chip
transmission lines [20], FSO communication systems at IR frequencies and above [21], photonic NoC [22],
nanophotonic NoC [23], and recently WiNoC [24,25], or hybrid WiNoC [26,27]. Three dimensional
NoCs are definitely an advantageous network architecture with desired features such as low distance,
multiple variety horizontal or vertical interconnections, allowing integration of different technologies
at different layers. This technology, however, requires thermal management to deal with the increased
heat density due to the superposition of active layers and complex alignment methodologies for the
precise positioning of the vertical interconnects. On chip RF schemes allow the interconnection of
multiple cores over the same channel with dynamic bandwidth allocation, but they don’t have much
scalability potential, as they require an increased area and power overhead for the implementation
of complex multi signal transceivers, and they also have to deal with the energy reflections at the
line terminals. FSO systems on the other hand, may be a promising solution for providing high data
rates at large bandwidth and operating at high frequencies accordingly, and they still have to tackle
with a few issues such as the low transmission power budget due to eye-safety limits, the impact
of several atmospheric effects (e.g., fog, rain, etc.) on signal propagation, and the strict alignment
between transmitter and receiver that limits the achievable data rates [28]. Photonic and nanophotonic
NoCs are definitely suggested for providing ultra-high data rates and bandwidths, they are CMOS
compatible, but there are some parts within a NoC chip area, that are difficult to be implemented all
optically, such as buffers, memories, and header controllers.

In general, it seems that as the number of cores on a chip increases and hence the communication
performance requirements increase accordingly, all conventional wired interconnection and NoC
schemes are inadequate to provide at the same time guaranteed desired latency, throughput, bandwidth,
and energy efficiency, while wireless or hybrid wireless optical NoC solutions may be proved to be
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more promising alternatives. Specifically, WiNoCs, due to its inherent broadcast and multicast features,
should be capable of providing improved performance in terms of scalability, flexibility and area
overhead for multi-core systems. Only a single wireless transceiver along with integrated antennas and
considerably less wiring equipment are required for interconnecting and sharing resources, among all
the chip components, instead of many individual wired connections that would otherwise be required
in conventional wired NoCs. It is a critical target for WiNoCs, to be able to manage efficiently wireless
communication requirements at the core level, by exploiting miniature sizes of plasmon based antennas
and other transceiver parts, in order to enable the integration of one or multiple antennas per core,
as seen in Figure 2.

 

Figure 2. Wireless NoC(WiNoC) critical target—one nanoantenna per core.

Such antennas are mostly graphene based planar antennas, which radiate signals at the THz
band, and utilize the minimum chip area than other conventional metallic counterparts [29]. Evidently,
wireless interconnects are feasible to reduce wire equipment and parasitic and area occupation, as well
as the power dissipation of long global, or multi hop short wires that would normally be required at
wired competitors, providing the same high bandwidth and low latency communication [5]. Moreover,
as wireless schemes natively enable all-to-all communication, they deal effectively with many other
interconnection related issues such as multi-core interconnection with single memory, data coherency,
consistency, and synchronization. Indeed, memory ordered execution operations, and cache coherence
operations which involve a single memory image accessible to all processors, are critical in terms of
latency, especially as the number of cores on a chip increases, in which case, traditional wired NoCs
would be insufficient for guaranteeing such latency conditions, while wireless NoCs may do offer a
promising solution [5].

2.2. GWiNoCs

WiNoC’s main enabler is considered to be its on chip antenna, which it is integrated with a proper
transceiver. Originally, WiNoC implementations were based on millimeter on-chip antennas radiating
in the GHz band, integrated with adequate high frequency transceivers [30]. Nowadays, the research
community has been focused on advanced wireless communication at the THz era. By increasing
the communication frequency from GHz to THz domain, first, we anticipate for smaller footprints of
the transceiver and the antenna, thus improving the integration potential of the system, and second,
we anticipate for larger available transmission bandwidth and higher achievable data rates. At this
critical crossroad there seem to be two reasonably strong trends to act jointly as a promising solution:
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the considerable reduction of the size of the current metallic antennas and other transceiver components,
so as to operate at very high resonant THz frequencies, which are mostly implemented via graphene
material [31], and the adoption of an hybrid, wireless optical approach for WiNoCs, based on seamless
integration of optical and wireless links on chip, enabling wireless multicasting and broadcasting of
data, at optical frequencies [32].

GWiNoC, is a relatively recent approach that relies on graphene material for implementing
not only nanoantennas [33], but also any other THz wireless transceiver part, for fully equipping
the interconnection between the cores of a multiprocessor. As mentioned above, it is not feasible
to reach extremely high resonant THz band frequencies by simply scaling down current metallic
antennas [34], at the expected size of a nanosystem (a few μm) [35], as it would result in a huge channel
attenuation. Graphene based nanoantennas on the other hand, are inherently just a few micrometers
in size, i.e., two orders of magnitude below the dimensions of future metallic on-chip antennas, and
hence they could provide inter-core communication in the THz band (usually between 0.1–10 THz).
These graphene inherent features would offer both size compatibility with each continuously shrunk
processor core, as well as adequate bandwidth for massively parallel processing.It seems that the
ultimate WiNoC design target has been already set, consisting of a single graphene based nanoantenna
and a nanotransceiver interconnected for each individual processing core, for managing the data of
outgoing and incoming transmissions to the antenna respectively.

Graphene based antennas or graphennas, have shown excellent behavior as far as concerns the
propagation of surface plasmon polariton (SPP) waves in the THz band. SPPs are coupled electron-light
oscillations at the interface between a dielectric and a metal, that can propagate at the speed of
light. SPPs in graphene are confined much more strongly than those in conventional noble metals,
and they are electrically and chemically tunable by electrical gating and doping [8]. Hence, graphene
can be considered as an appropriate THz tunable material for building THz resonator devices [36].
Graphene based nanoantennas and transceivers are a hundred times smaller in size than conventional
microstrip antennas, with equal or higher bandwidth and gain [37]. Its long plasmon lifetime and
the very high propagation velocity characterize it as an ideal material for implementing plasmonic
waveguides for on-chip communication. Moreover, graphene has been found to be an appropriate
material to enable the elaboration of GFET, providing higher speed and lower energy than conventional
CMOS devices [38], and what’s more, it is CMOS compatible. All graphene THz transceiver components
can be combined with graphene-based THz antenna arrays, to achieve dynamic beam forming and
steering enabling all wireless NoC scenarios. Therefore, apart from antennas, graphene has been
equivalently proposed to build all types of THz transceiver components, as described in [39], and will
be discussed in the next subsection.

2.3. Hybrid Optical Wireless NoCs

On the other hand, optical technology when combined with chip scale wireless interconnections
may be as well considered as a promising hybrid NoC solution to overcome the performance bottlenecks
of the current state of the art NoC architectures. Unfortunately, all plasmonic based solutions proposed
in the literature for wireless applications do not overcome the problem of integration with SOI based
NoC platforms. Moreover, plasmonic waveguides display high propagation losses and, therefore,
they are not suitable for implementing long range on chip interconnections. An appropriate solution
would be based on the adoption of the hybrid combination of plasmonic resonators as nanoantennas,
while keeping dielectric waveguides as the feeding elements [6]. Hence, the employment of plasmonic
nanoantennas adjusted to dielectric waveguides for building nano-optical wireless links instead
of conventional plasmonic waveguide links, with short range propagation limitations would be a
promising solution.

Another key design issue for building successfully such hybrid NoC architectures, is the
implementation of the perfect coupling of plasmonic antennas with conventional silicon waveguides,
guaranteeing full compatibility with Si photonic and nanophotonics circuitry standards. Waveguide
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coupled plasmonic antennas may become a drastic solution for a successful coupling without
losses [40,41], enabling a hybrid optical wireless approach in the NoC design. The efficient coupling
between plasmonic antennas and SOI waveguides is a non-trivial issue, as an on-chip, point-to-point
connection normally requires matched directive nanoantennas. The nanoantenna shape and size
should be properly designed so as to ensure impedance matching to the waveguide, and directional
emission in the desired direction [42].

Moreover, hybrid wireless optical on chip communication takes advantage of the entire WDM
spectrum when propagating in the optical wired links, guaranteeing even higher multiple capacities,
as required by intra-chip communications [43]. Various configurations of plasmonic nanoantennas
for supporting wireless-optical on chip communication have been proposed in the literature, such as
plasmonic horn nanoantennas [44], a directional plasmonic Yagi-Uda nanoantenna placed on a
dielectric waveguide [45], or a plasmonic nanoantenna array on a dielectric waveguide [46], or various
configurations of plasmonic Vivaldi antennas (double, or an array of them) to name but a few [47,48].
Plasmonic antennas will be described more analytically in the upcoming section.

3. Wireless Nano Sensor Networks

WNSNs is another established THz nanoscale application under the internet of nanothings (IoNT)
framework [49], which encourages, not only the core to core or to memory communication as in the
WiNoC case, but also the interconnection between other nanoscale components, mainly nanosensors and
nanomachines. These nanoscale networks rely on the THz band communication between its different
components, which as mentioned, could be either nanosensors or nanomachines [7]. Nanosensors
are capable of detecting events with unprecedented accuracy, while nanomachines are dedicated to
tasks ranging from computing and data storing to sensing and actuation [50]. Hence, WNSNs are
composed by integrated nanomachines and nanosensors, which interact with each other through EM
communication [51]. EM communication in the THz band are mostly enabled by graphene based
plasmonic nanotransceivers and nanoantennas, as in the WiNoC case.

Main features of the WNSNs are: (i) the size of nano-devices, which range from one to a few hundred
nanometers, (ii) the exploitation of graphene based nanoantennas for THz band communication,
(iii) extremely high bit rates (Tbit/s), and (iv) very short transmission ranges (tens of millimeters) [51].
Evidently, the THz band is considered as the natural domain for the operation of nanosensor components,
as this frequency range supports very high transmission bandwidths within a short range. Alternatively,
in the event of transmitting at lower frequencies (e.g., the MHz range), nanosensor devices would have
to communicate over longer distances, but the energy efficiency of such a process to mechanically
generate EM waves for remote control of these devices would be very low, and hence, communication
by using the MHz frequencies wouldn’t be an appropriate solution. Consequently, nanosensor devices
would properly communicate with each other in the THz band [35].

As mentioned, apart from graphene-based THz antennas, graphene is also preferred for the
development of other transceiver components in a scale ranging from one to a few hundreds of
nanometers, such as: nanoscale FET transistors, nanosensors, nanoactuators, and nanobatteries.
With the exploitation of graphene material, the integration of these nano-components in a single
device of just a few micrometers in size is feasible, and will result in implementing autonomous
nano-devices, able to perform specific tasks at the nanoscale, such as computing, data storing, sensing
or actuation [35].

Depending on the measured parameters, nanosensors could be categorized in three types;
namely physical, chemical and biological nanosensors [35]. Physical nanosensors such as pressure
nanosensors [52], force nanosensors [53] or displacement nanosensors [54], are used to measure
magnitudes such as mass, pressure, force, or displacement accordingly. Chemical nanosensors are
used to measure magnitudes such as the concentration of a given gas, the presence of a specific type of
molecules, or the molecular composition of a substance. Their working principle of both types is more
or less the same and it is usually based on the change of the electronic properties of nanotubes and
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nanoribbons when they are used in a FET configuration, whose on/off threshold voltage changes as
well by alteration of the value of each measured magnitude.

Last, biological nanosensors are used to monitor biomolecular processes such as antibody/antigen
interactions, DNA interactions, enzymatic interactions or cellular communication processes.
A biological nanosensor is usually composed of a biological recognition system or bioreceptor, such as an
antibody, an enzyme, a protein or a DNA strain, and a transduction mechanism, e.g., an electrochemical
detector, an optical transducer, or an amperometric, voltaic or magnetic detector [55]. There are
mainly two subtypes of biological nanosensors based on their working principle: electrochemical
biological nanosensors which work in a similar way to chemical nanosensors and photometric biological
nanosensors. The latter subtype working principle is based on the use of noble metal nanoparticles
and the excitation using optical waves of surface plasmons.

More specifically, a typical generic architecture of a WNSN node as seen in Figure 3 [35], would
be consisted of: (i) Sensing unit: graphene material and its derivatives, namely, graphene nanoribbons
(GNRs) and carbon nanotubes (CNTs) [56], provide outstanding sensing capabilities and they are the
basis for implementing many types of sensors [57]. (ii) Actuation unit: an actuation unit will allow
nanosensors to interact with their close environment. Several nanoactuators have also been designed
and implemented so far [58]. (iii) Processing unit: nanoscale processors are being enabled by the
development of different forms of miniature FET transistors in the nanometer scale. They were mostly
implemented via CNTs and GNRs nanomaterials. (iv) Storage unit: graphene has shown excellent
performance in a number of applications from supercapacitors [59] to photomechanical actuators [60],
however, so far, its potential in nanomemory construction has not been adequately explored. (v) Power
Unit: there are two types of nanobatteries [61] for feeding nanomachines: (a) harvesting the energy
from the environment via nanoscale energy harvesting systems [62] and (b) wireless energy induced
from an external power source [63]. (vi) Communication unit: this consists of nanoantennas and
transceivers for guaranteeing EM communication between nanosensors. The working principle of
energy harvesting is based on the conversion of mechanical or vibrational or hydraulic energy into
electrical energy. The mechanical energy is produced by the human body movements, or muscle
stretching, the vibrational energy is generated by acoustic waves or structural vibrations of buildings,
and finally the hydraulic energy is produced by body fluids, or the blood flow. This energy conversion
is achieved by the piezoelectric effect seen in zinc oxide (ZnO) nanowires, as they are bent, when a
voltage appears in the nanowires (Figure 4) [35].

 

Figure 3. Wireless nanosensor networks (WNSN) node architecture.
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Figure 4. Energy harvesting is based on the piezoelectric effect seen in zinc oxide (ZnO) nanowires.

As mentioned, nanoantennas are mostly implemented via CNTs and GNRs nanomaterials.
Concerning the latter case, the propagation of EM waves on a graphene sheet was first analyzed
in [64] while in [34], nano-patch antennas based on GNRs and nano-dipole antennas based on CNTs
were quantitatively compared. EM transceivers of nanosensors are embedded systems that include
all the necessary circuit equipment which processes the transmitted or received signals from the
free space through the nanoantenna with proper functioning such as frequency conversion, filtering
and power amplification. Several GFET transistors capable of such functioning and operating in
the sub-THz or THz band have been demonstrated so far [65]. Other materials, such as Au and Ag
have been successfully used for plasmonic sensors in the visual [66,67] and near infrared [68], as well.
Ge plasmonic material in the mid-IR, has been also proposed as a promising material for replacing
silicon, as a substrate for MOS devices [68].

According to [35], the applications of WNSNs can be classified in four main groups: biomedical,
environmental, industrial, and military applications. As far as concerns in the environmental and
industrial application domains, various THz nanosensors have been used for the detection of pollutants
and empowering the technology of food preservation and food processing [69]. Nanowire based
nanosensors are suggested for sensing ambient intelligence, such as vertically bridged nanowires,
laterally bridged nanowires, ultra-sharp Ga2O3 nanowire, the nanowire FET chem-biosensor, and the
CNT biosensor [70]. As far as concerns military applications domain, various THz nanosensors,
detectors and cameras have been suggested for security applications, and specifically for the detection
of weapons, explosives, as well as chemical and biological agents [71].

As far as concerns in the biomedical applications domain, graphene based nanoantennas have
been used for wireless communication between nanosensors, deployed inside and over the human
body, resulting in many bio-nanosensing applications [72]. In-vivo wireless nanosensor networks
(iWNSNs) at the THz band, is a characteristic application for providing fast and accurate disease
diagnosis and treatment [73]. These networks, fully equipped with nanoscale components (e.g., nodes,
routers, gateways, links and interfaces) as in regular networks, as seen in Figure 5, are operating
inside the human body in real time, achieving precise and real time medical monitoring and medical
implant communication. Apart from iWNSNs, graphene plasmons have also been used in biological
sensing applications, monitoring the rotational and vibrational modes of DNA molecules and many
large proteins in the THz and far-IR [74,75]. Moreover, as far as concerns imaging applications,
and especially the THz band spectroscopy, nanosensors have been used for backscattering techniques
for monitoring the dynamics of large biomolecules [76]. A THz biosensor communicating with the
biological agents through a graphene plasmonic waveguide is described in [77]. In this sensor, SPPs in
the waveguide must be launched by either an external near-field source or an antenna. In [78], another
biosensor system has been proposed, where all the required elements (the sensor, frequency modulator,
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and antenna for energy harvesting) are packaged in a single module [78]. This structure has been
designed as a dual resonant antenna part of a GFET.

 

Figure 5. In-vivo wireless nanosensor networks (iWNSNs) for healthcare applications.

4. Beyond 5G Networks: Towards to THz Band Communications

At the moment, wireless traffic in the access 5G networks exploits wide radio bands such
as the mmW frequencies and systems, respectively. The short term roadmap for 5G and beyond
communication would anticipate the establishment of many high-rate small cells forming the access
link, operating in the mm wave spectrum, which are in the order of several Gb/sec, thus, in total, the
aggregation capacity of the fronthaul/backhaul link should be several times higher, so as to guarantee
reliable and fast data delivery from multiple users, which are connected to the small cell. Hence,
in such circumstances, the THz band available bandwidth resource would be highly appreciated,
while the high propagation loss of THz band fronthaul/backhaul links would be compensated by
the extremely high antennas directivity [79]. In order to accommodate the continuously increasing
wireless traffic demands of 5G communications and even beyond, researchers have been focused on
taking advantage of higher regions in the radio spectrum (above 300 GHz), pointing to the THz band
communication and infrastructure, thus enabling efficient operation of bandwidth hungry applications,
that are not feasible for these systems at the moment. Hence, in the case of THz band communication,
the supplied bandwidth required, would be one order of magnitude above current mmW systems,
offering faster data transfer and download speeds, lower latency, and higher link directionalities [80]
with non-line-of-sight (NLoS) propagation [81], as THz waves could penetrate thin objects, able to
carry the data, such as the data transmission/reception by a smartphone in a pocket.

Despite the fact that current research works have been focused on various 5G scenarios based on
photonic assisted wireless communication systems with very high data rates, the capacity demand of
THz wireless systems has not been achieved yet. Uni-travelling photodiodes (UTC-PDs) and comb
sources, [82,83], in the W-band (75–110 GHz) incorporating optical polarization division multiplexing
(PDM) [84], and spatial multiple-input-multiple-output (MIMO) techniques, are considered as state of
the art photonic sources, achieving data rates of 100 Gbit/s and beyond [85,86].

However, as mentioned, higher regions in the radio spectrum at higher operating rates are
required, in order to reach THz communication system goals, seeking for brand new drastic solutions.
Reference [21] is a survey dedicated to hybrid radio frequency, FSO systems with THz/O links,
considering it as a viable approach for equipping future THz wireless communication. Integrated
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microwave photonics (IMWP) in the THz range [87], have been also proposed as an enabling approach
for equipping 5G wireless systems, by providing optical signal generation and distribution of mm
waves towards antenna terminals [88], dynamic filtering [89], optical control of antenna arrays [90],
and many more other functions [91]. 5G applications, however, pose very stringent requirements on
the speed of IMWP circuits, for processing mm waves or even sub-THz frequencies, in order to access
the multi-GHz bandwidths required for high data rates [91].

In practice, there are a few more challenges a designer has to consider, when applying these
suggested photonic based technologies in THz wireless communication systems. Specifically, given
that free space path loss increases as the square of the frequency, directive antennas and directional
transmitters focused on individual users, such as high gain steerable phased arrays, will be required in
order to compensate for the large free space path losses of EM waves. Beam steering techniques [92]
and massive MIMO antenna array elements arranged on terminal devices [93] may be promising
solutions for increasing antenna directivity gain. There are also other seamless integration issues
of wireless links combined with photonic infrastructures that might appear, such as the connection
of optical fibers to THz transmitter and receiver front ends, which consequently requires optical to
THz (O/THz) and THz/O converters with high bandwidths (well above 300 GHz). As far as concerns
O/THz conversion, UTC-PDs integrated with sub-THz waveguides are considered an established
solution [82,94] but the opposite THz/O conversion is still an issue that needs reconsideration, as it
requires modulators with electro-optic bandwidth well above 300 GHz, high power management, and
very high linearity. Plasmonic modulators may at this point prove to be a viable solution, as they
are characterized for their ultra-compact footprints [95] (10′s μm2), ultra-low power consumption
(2.8 fJ/bit at 100 GBd) [96], and flat frequency responses up to 170 GHz [97] and 325 GHz [98]. In [99],
the experimental demonstration of a plasmonic MZ modulator with sub-THz frequency responses
(up to 500 GHz), high power handling, and high linearity is described. The first demonstration of
a THz link seamlessly integrated into a fiber optic network using direct THz/O conversion at the
wireless receiver, is described in [100]. An ultra-broadband silicon POH modulator, is used for THz/O
conversion of WDM signals in [100]. Alternatively, graphene based THz components have shown very
promising results in terms of generating, modulating as well as detecting THz waves [101], and hence
they may be considered as appropriate THz band transceivers [102].

5. Plasmonic THz Wireless Nanoscale Link Components

The main components of a typical WiNoC layout are basically the THz band antenna along with
transceiver components, used as a feeding element. Specifically, the transceiver is held responsible for
preparing the information for outgoing transmissions to antenna, and for demodulating incoming
transmissions from antenna respectively.

5.1. Plasmonic THz Antennas

5.1.1. Design Issues

There are many challenges when designing a THz band plasmonic antenna, such as the material
parameters and properties, the size of the antenna, the impedance mismatch with the coupling
waveguides, and its integration potential with processing cores and transceiver parts. As far as
concerns the basic parameters that characterize the antenna material, such as the dynamic complex
conductivity and permittivity, as well as the propagation properties of SPP waves on the nanoantenna,
such as the confinement factor and propagation length, and finally the antenna geometry parameters,
such as the length and radius, all these design issues should be taken into consideration before ending
up to the proper antenna implementation choice, such as state of the art metallic or hybrid antenna
structures [103].

The conductivity of plasmonic materials such as graphene, gold or silver is a complex-valued
parameter which affects the global oscillations of electrical charge in close proximity to the surface
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of the antenna, resulting into the excitation of electromagnetic SPP waves. The frequency at which
SPP waves are excited depends on the material conductivity of the antenna components. For example,
graphene supports SPP waves at frequencies as low as in the THz band (0.1–10 THz), whereas in noble
metals such as gold or silver, SPP waves are only observed at tens of THz and above [104]. There are
many analytical models describing the conductivity of metals, among them, the Kubo formula is
considered the most appropriate model, associating the complex conductivity and permittivity as
functions of the frequency. Particularly for terahertz frequencies, the Drude model contribution is
applicable, which takes into account the intra-band electron transitions within the metal energy band
structure. According to this model, plasmon material conductivity acquire a different response at THz
band, because of its intrinsic kinetic inductance, associated to the imaginary part of the conductivity,
that plays the role of negative real permittivity in a bulk material. At these high frequencies, moderate
changes in the chemical potential can significantly alter graphene’s conductivity and change the sign
of its imaginary part [64]. Apart from frequency dependence and band structure, graphene and
other metals conductivity also depends on a set of parameters such as chemical doping, Fermi energy
(chemical potential), electron mobility, and relaxation time. The relaxation time is the interval required
for a material to restore a uniform charge density after a charge distortion is introduced, while the
chemical potential refers to the level in the distribution of electron energies at which a quantum state
is equally likely to be occupied or empty. These two variables have a strong impact on the resonant
frequency and radiation efficiency of the antennas. The value of the chemical potential can be altered by
applying an electrostatic bias or chemical doping, providing also significant reconfigurability potential.
The bias injects electrons or holes on the active area of the structure, modifying graphene’s chemical
potential [29].

An example of graphene’s dispersive conductivity is shown in Figure 6. In general, the chemical
potential variation is directly related to the applied voltage variation. As implied in Figure 6, higher
chemical potential leads to better performance through an increase of the conductivity. Figure 7 shows
the resonance characteristics of the antenna as a function of the chemical potential. The increase of
chemical potential leads to a significant shift of the resonant frequency and to an enhancement of the
antenna response without changes in the radiation pattern [105].

Figure 6. Graphene’s dispersive conductivity at THz frequencies.
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Figure 7. Nanoantenna resonance characteristics as a function of the chemical potential.

Absorption enhancement based on metal nanoparticle dispersive properties of metal nanoantenna
structures is also a critical design issue that needs also consideration. These metal nanoparticle
dispersive properties response of different metals at THz range are also described by the Drude–Lorentz
model by relative complex permittivity of metal nanoantennas as a function of frequency as seen
in Figure 8 [106], with ε1 the real part of the relative permittivity, and ε2 is the imaginary part of it.
Different metal nanoantennas like gold, silver, copper and aluminum are considered.

 

Figure 8. Complex permittivity of different metal nanoantennas at the THz range. (a) real part and (b)
imaginary part of relative permittivity.

An approximate 20% increase in absorption performance is obtained. The frequency that
corresponds to the maximum absorption is dependent on the nanoparticle material. The maximum
absorption is observed in gold nanoparticle material, as seen in Figure 9 [106]. The frequency of the
maximum absorption moves toward lower frequencies as physical dimensions of the nanoparticles
increase. Hence, the choice of the best plasmonic material for a given application is a subject of
discussion and research. It has been also proved that the radiation frequency of the graphene
nanoantenna can be tuned in a wide spectral range by adjusting the dimensions and particularly its
length. According to [107], the absorption cross section increases up to a given limit with the substrate
size, and hence, a larger substrate improves the performance of the graphene nano-antenna. Moreover,
the absorption cross section increases as the graphene patch is located closer to the side of the substrate,
while the resonant frequency becomes higher when the patch is farther from the center [107].
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Figure 9. Absorption response at THz range for different metal nanoantennas.

Therefore, the optimal location for on chip graphene nano-antennas may be near the edge of the
substrate, in order to maximize their efficiency. As it concerns chemical potential, there is a tradeoff
between the amount of power the graphene nano-antenna can absorb and its resonant frequency.
Specifically, graphene nano-antennas with zero chemical potential, resonate at a low frequency but
with a small absorption cross section, thus limiting their radiation efficiency. On the other hand,
nano-antennas with a higher chemical potential experience greater absorption performances with an
increased resonant frequency. Thus, there exists a compromise between these two parameters to be
taken into consideration.

In [108] there is an exhausting investigation and comparison of the performance in transmission
and reception of metallic nano-dipole antennas, implemented via various metals such as Cu, Al, Ag
and Au. Taking into account each metal property, such as its dynamic complex conductivity and
permittivity, the propagation properties of SPP waves and the antenna geometrical features, as length
and radius, a mathematical framework is developed in order to analytically derive critical transmission
and reception performance parameters such as the generated plasmonic current in reception and the
total radiated power and efficiency in transmission.

As far as concerns the THz antenna size future requirements, and given that the available
bandwidth is inversely proportional to the antenna size, it requires only a few micrometers in size,
in order to build an appropriate nanoantenna, which is almost two orders of magnitude below the
dimensions of current on-chip antennas. Hence, the approach of integrating one antenna per core
seems rather unfeasible for CMOS technology, especially as the core sizes continue to shrink to a few
hundreds of micrometers [109].

Silicon integrated antennas could be considered as a mature option for on chip antennas, but their
size ranges from a few to ten mm’s, such as the zig-zag monopole antenna of axial length 1–2 mm
proposed in [110], or the demonstration of a miniature on-chip antenna operating at the range of
100–500 GHz in [111]. CNT based antennas have been also considered as an alternative approach
for implementing THz antennas. Normally the CNT antennas are capable for equipping WiNoCs,
as they have small size, low power losses, high transmission power and they operate at very high rates.
Unfortunately, they are characterized by significant manufacturing difficulties for implementation [112].
Ultra-wide broadband (UWB) and multi-band antennas have been also proposed for on-chip wireless
communication, due to their multi-channel capability, that can be shared among multiple nodes.
A CMOS UWB based antenna for WiNoC has been proposed in [113], its short transmission range,
however, does not give much prospect for long distance communications. Horn and paraboloid
antennas have been also proposed for transmission at 300 GHz, with a radiation bandwidth in the
order of 10 percent of their center frequency, their geometry however, makes them not suitable for
mobile and personal devices [28]. The very small size of a THz Band antenna is an uncompromising
necessity required for future wireless THz communications, so as to allow the integration of a very
large number of antennas with very small footprints, forming very large antenna arrays. New antenna
array patterns, such as massive MIMO schemes based on graphene plasmonic material for doping,
may be a promising approach [93].
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5.1.2. Graphennas

Graphennas are just a few micrometers in size, thus enabling size compatibility with each processor
core, and providing enough bandwidth, and hence, they are appropriate candidates for inter-core
communication in the THz band. Graphene is a one-atom thick layer of carbon atoms in a honeycomb
crystal lattice, and it is considered as an attractive solution, due to its unique electrical and optical
characteristics [114]. Graphennas show excellent behavior, as far as concerns the propagation of SPP
waves in the THz band. As known, SPPs are electromagnetic waves guided along a metal-dielectric
interface and generated by means of an incident high frequency radiation [115]. A graphene layer
supports transverse magnetic SPP waves with an effective mode refractive index. A basic configuration
of graphene THz nanoantenna is shown in Figure 10. The nanoantenna is basically composed of a
graphene layer, which is the active element, along with a metallic flat surface which is the ground layer,
and a dielectric material layer in between the former two layers. An antenna feeding mechanism is
also required in order to complete the nanoantenna layout [115]. By adjusting the dimensions of the
graphene nanoantenna, the radiation frequency can be tuned in a wide spectral range.

 
Figure 10. Graphene THz nanoantenna configuration.

As mentioned in the previous section, all plasmon based THz solutions are characterized by
relatively high losses of the supported SPP modes, especially during waveguide propagation, hence
hybrid combinations of plasmonic resonators with dielectric waveguides appear to be an attractive
alternative solution. We may at this point, consider a broader generic hybrid combination of surface
plasmon with dielectric wave modes, providing better results between mode confinement and
propagation loss in the THz band, as seen in Figure 11 [116]. In other words, graphene may be used
either for the development of plasmonic waveguides, or antennas in hybrid combinations with dielectric
material. Specifically, as far as concerns graphene based waveguide structures, and given that THz
plasmons can be confined laterally in a graphene sheet [117], this property has led to an opportunity
of implementing many different graphene based waveguide structures, consisting of a number
of graphene layers, mixed with dielectric materials [118], or with dielectric-metal structures [119],
obtaining excellent field confinement results. Other approaches involve the use of graphene layers
to form wedges [120], or coat grooves carved on the dielectric [121], or a waveguide consisting of a
dielectric with high permittivity, on top of a low index dielectric-graphene-dielectric stack [122].
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Figure 11. Hybrid combination of surface plasmon with dielectric wave modes for THz
nanoantenna implementation.

As far as it concerns graphennas, such structures are based on a number of graphene layers,
on a metallic flat surface, a dielectric material in between, and a feed to drive the signals to the
antenna, as seen in Figure 10. Other antenna structures, such as patch antenna, and dipole designs,
where the feeding mechanism lies in between the two identical graphene patches, have been also
proposed in [107,123], respectively. These structures are either based on an ideal photomixer with high
impedance as the feeding mechanism, or on more advanced THz sources based on photoconductive
materials [124], or on high electron mobility transistors [102]. Furthermore, graphene antennas in
MIMO configurations with a considerable number of radiating elements, may be also considered as
an updated efficient THz solution [125]. Alternatively, other works are based on graphene potential
of tuning ability, rather than acting as a radiating antenna element. Specifically, in [126], graphene
sheets are employed between the source and a metallic radiating element to retain the tunability, while
in [127], a novel antenna design is proposed, based on hybrid graphene-metal structure for enhancing
reconfigurability capabilities of THz antenna. Different hybrid graphene-dielectric antenna structures
have been also proposed in [128], such as a two graphene monolayers separated by a thin dielectric
structure, or an hybrid structure with two graphene monolayers (H2G), consisting of a layer with a
high index material (HIM) for a dielectric mode, close to the graphene layer for a plasmonic mode,
and separated by a spacer with a low index material (LIM), as seen in Figure 12d.

 

Figure 12. Pure plasmonic (a,b) and hybrid graphene-dielectric antenna structures (c,d).
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5.1.3. Other Plasmonic Nanoantennas

Other plasmon based nanoantennas have also been proposed, based on hybrid wireless-optical on
chip communication. When designing such hybrid structures, large impedance mismatches between
the resonant nanoantennas and the waveguides should be completely minimized. Proper impedance
matching elements of certain permittivities are needed to be carefully employed as wireless transceiver
parts, and positioned within the connecting gap between the nanoantenna and the waveguide.
Classic antenna layouts applied in RF communications such as dipole, Yagi-Uda and phased array
configurations [129–131], have been also applied in optical wireless nanolinks, using plasmonic
waveguides as matching elements, between pure or hybrid plasmonic antennas and their feeding
silicon waveguides. Recently, in [132], a dipole loop plasmonic nanoantenna has shown an increased
operating bandwidth compared with a single loop antenna. Plasmonic horn nanoantennas proposed
in [41], are impedance matched to the feeding waveguides, and show superior performance against those
using dipole nanoantennas, for point-to-point optical wireless nanolink communications. A typical
plasmonic horn nanoantenna is shown in Figure 13.

 

Figure 13. A typical plasmonic horn nanoantenna.

Vivaldi antennas have been also considered as an updated solution for such hybrid communications.
They are usually applicable in the microwave and radio frequencies, but also in infrared/optical
frequency domain. Vivaldi plasmonic antenna is formed by a slotted microstrip deposited above a
silica substrate, along with a hybrid Si-plasmonic coupler, as an impedance matched element to feed
silicon waveguides [43]. By increasing the number of Vivaldi antennas, an increase in the directivity
and the gain is anticipated too. Hence, double Vivaldi broadside antenna [47], and antenna array
configuration based on tilted plasmonic Vivaldi antennas [48], are improving the total antenna radiation
performance. A double Vivaldi antenna and its coupling details are shown in Figure 14a,b respectively.

 

Figure 14. A double Vivaldi antenna and its coupling details ((a,b) respectively).

All these Vivaldi hybrid structures are characterized as SOI integrated as the optical signals
could be propagated through silicon waveguides and plasmonic nanoantennas wireless links, thus
avoiding integration of electronic devices and electro-optical conversions, and reducing complexity
and energy costs [47]. However, efficient coupling between plasmonic antennas and SOI waveguides is
a non-trivial issue, and proper plasmon based impedance matched elements are required to tackle with
this issue. Other SOI integrated structures are proposed in [133], such as an antenna array consisting

90



Appl. Sci. 2019, 9, 5488

of a series of hybrid plasmonic nanoantennas with subwavelength footprint, that is highly compatible
with a low loss silicon waveguide, which feeds light from the bottom of the nanoantenna.

Alternatively, plasmonic nanoantennas may be fed by hybrid plasmonic waveguides, instead of
pure silicon waveguides, such as the plasmonic nanopatch antenna, fed by a hybrid metal insulator
metal (HMIM) multilayer plasmonic waveguide, for achieving proper impedance matching, as seen
in side and top views of Figure 15 [134]. Such proposed hybrid plasmonic waveguide (HPW)
based nanoantennas, show high efficiency and directivity, and improve the efficiency by minimizing
losses [40].

Figure 15. Hybrid metal insulator metal (HMIM) multilayer hybrid plasmonic nano patch antenna.

5.2. THz Band Nanotransceivers

In general, as known, a transceiver is a set of components which is responsible for generating
and modulating the outgoing information to the antenna, via appropriate transmitters at the front
end of the nanolink, and also responsible for detecting the incoming from the antenna information
via appropriate receivers at the back end of the nanolink. A block diagram of a typical plasmonic
transceiver architecture is seen in Figure 16 [102]. Apart from the basic transceiver components, namely,
the signal generator, the transmitter which is normally a modulator source, and the detector-receiver,
there may be other components acting complementary, in order to propagate the information signal
across the link with the minimum loss, such as interconnects, switches, filters, high tunability phase
shifters, mixers, frequency multipliers, and impedance matched elements, placed between the antenna
and the waveguide of the link. As can be seen from Figure 16, at the front end, there is an electric signal
generator that generates the electric signal that will later on, feed the transmitter source. Then the
outgoing signal, which in our case of plasmonic THz sources is normally a modulated SPP wave,
is feeding the plasmonic nanoantenna, which converts the SPP wave into an EM wave. At the receiver
end, there is another plasmonic nanoantenna with a similar role, that inversely converts the EM wave
again into an SPP wave. Finally, a plasmonic nanoreceiver converts the SPP wave into an electric
signal, which will be demodulated to the original information data by the signal detector [102].
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Figure 16. Plasmonic transceiver block diagram.

5.2.1. THz Band Transmitters

For the last few years, silicon photonic devices have been widely adopted for equipping current
THz band transceivers, with desired features such as large bandwidth, high transmission power and
high detection sensitivity. However, high path losses at the THz band is still considered a major unsolved
challenge. As far as concerns THz band transmitters, photonic III/V (InP) devices, such as UTC-PDs with
mW power levels at 300 GHz [135], and quantum cascade lasers (QCLs) [136], are considered as state of
the art sources. The latter, however, requires an external laser for optical electron pumping, thus limiting
the area overhead, while also performing poorly at room temperature [137]. SiGe-based heterojunction
bipolar transistors (HBTs) have been also proposed in [138], for equipping THz transmitters operating
at 820 GHz.

QCLs at the THz band, such as plasmonic QCLs, or THz QCLs [139] with metallic cavities [140],
which belong to the plasmonic laser family, may be a promising candidate for THz transmission,
but researchers have to tackle with tunability potential at these high frequencies. Recently, a new tuning
mechanism called the antenna feedback mechanism, has been developed for single mode metal-clad
plasmonic lasers, based on the principle that the refractive index of the laser’s surrounding medium
affects the resonant cavity mode as much as the refractive index of gain medium inside the cavity [141].
This mechanism leads to the generation of hybrid SPPs propagating outside the cavity of the laser with
a large spatial extent. The emission frequency of the plasmonic laser and its tunability potential are
dependent strongly on the effective propagation index of the SPP mode in the surrounding medium,
by coupling the resonant SPP mode to a highly directional far field radiation pattern, and integrating it,
with the hybrid SPPs of the surrounding medium [142].

Such an antenna feedback principle is shown in Figure 17. Specifically, the general principle of a
DFB can be implemented in a THz QCL by introducing periodic slits or holes in its metallic cladding.
A parallel-plate metallic cavity is illustrated (Figure 17a). Due to the periodicity of conventional DFBs
there is a phase-mismatch between successive apertures for SPP waves on either side of the cladding
(Figure 17b). The designed grating period of antenna-feedback effectively couples a single-sided SPP
wave that travels in the surrounding medium with the SPP wave traveling inside the active medium
(Figure 17c). The antenna-feedback scheme leads to a buildup of in-phase condition at each aperture
between counter propagating SPP waves on the either side of metal-cladding. Emission from each
aperture adds up coherently and constructively to couple to far-field radiation in the z direction
(Figure 17d).
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Figure 17. Antenna feedback principle of a DFB laser.

5.2.2. THz Band Receivers

As far as concerns state of the art THz band receivers, waveguide integrated detectors using
GaAs Schottky barrier diodes (SBDs) [143], are considered the most common implementation choice.
However, they pose limitations on their size and available bandwidth, and behave poorly at room
temperature, as QCLs [144]. Silicon CMOS technology has also been proposed in [145], for equipping
oscillators at 870 GHz, and sub-harmonic detectors between 790 and 960 GHz. These structures require
power amplifiers implemented with InP or GaN technologies, in order to challenge path losses, such as
the InP based high electron mobility transistors (HEMT) amplifiers with 10 dB gain at 640 GHz [146],
or GaN, GaAs or InGaAs HEMTs [147–149]. Unfortunately, all these components require more chip
space and they also pose performance limitations when operating above 1THz.

As far as concerns plasmon based THz wave detectors, hybrid plasmonic schemes consisting of
plasmonic waveguides along with silicon waveguides, all integrated with conventional nanoantenna
structures, such as dipole or bowtie antennas are considered to be promising, beyond state of the
art approaches. A POH slot waveguide integrated with a bowtie antenna is proposed in [150], as a
THz wave detector. In this structure, a taper is used to connect silicon strip waveguide with the
electro-optical polymer refilled plasmonic slot waveguide, all integrated with a bowtie antenna.
Plasmonic slot waveguides are capable of guiding electromagnetic waves at subwavelength scale
modes, thus bypassing the diffraction limit bottleneck of conventional waveguides. Consequently,
they are functioning as nanocouplers, and hence they can be used as excellent matching elements with
the state of the art on chip sources such as nanoLEDs [151] and nanolasers [152], which are all belong
to the quantum emitters family. Recently, plasmon based nanocouplers, such as plasmonic grating
couplers [153], plasmonic waveguide tapers [154], and nanoantennas [155] have been proposed for
integrating silicon photonic chip components with plasmon based components, providing a promising
approach for manufacturing plasmonic integrated circuits (PICs) [156].

Alternatively, plasmonic internal photoemission detectors (PIPED) structures, which are actually
transmitter and receiver packages, monolithically integrated on a common silicon photonic chip
platform, have been also proposed in [157], for THz wave signal generation and coherent detection
at frequencies of up to 1 THz. Finally, other more novel approaches are related to the employment
of a FET operating at THz frequencies (TeraFET), as a THz detector. Specifically in [158], a TeraFET
operation with identical radiation amplitudes at the source and drain antennas but with a phase shift
induced asymmetry is proposed, based on the principle that a phase difference between THz signals
coupled to the gate and source, and gate and drain terminals of a FET accordingly, enhances device
plasmonic resonances. Such a TeraFET structure operates between 200–600 GHz band, and could be
used for 5G and beyond, communication systems.
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5.2.3. Graphene Based THz Transceiver Components

Apart from graphennas, graphene has been also considered as a promising technology for
building THz band transceivers operating at 1–10THz band and even at higher frequencies. In fact,
graphene may be used for implementing not only the basic transceiver components, namely sources
and detectors, but also for other components such as interconnects, modulators, switches, filters,
and phase shifters with high degrees of tunability [101]. Moreover, by applying the same graphene
nanomaterial for all these THz transceiver components, the integration potentials of packaging compact
THz band nanotransceivers can be highly boosted. Specifically, all graphene THz components can
be combined with arrayed THz graphene antennas, so as to enhance total antenna directivity [125].
Evidently, the adoption of the same building material is expected to minimize mismatches, and
consequently, the losses between the interconnected components. Many graphene-based components
have been proposed for feeding THz link nanoantennas, such as plasmonic switch based on GFET [159],
THz LPF [160], BPF [77], and phase-shifters [161]. All these feeding components are based on the
same GFET principle, being modeled as a tunable transmission line for the propagation of SPPs, with
adjustable operation at different lengths and bias levels each time, depending on the application.

Graphene can be efficiently applied for the implementation of HEMT used as THz source.
Specifically, in [102], the proposed THz source is based on a III-V semiconductor based HEMT, enhanced
with grapheme, so as to generate the necessary SPP waves that drive a plasmonic nanoantenna with
satisfactory impedance matching, thus enabling compatibility between all participating plasmonic THz
interconnection components. Moreover, as graphene is a material characterized by ultrafast carrier
relaxation recombination dynamics, low pumping threshold level, and wide THz tuning range at room
temperatures, it appears to be a promising technology for implementing new types of laser sources,
against current semiconductor lasers [162]. It may be used as a THz modulator as well. Specifically,
in [163], a single layer graphene THz modulator is proposed, based on a monolayer graphene sheet,
lying on a SiO2/p-Si substrate and biased with metal gates. A voltage applied between the gates,
injects carriers on graphene, thus modulating the chemical potential at THz rates. Other modulators,
based on the same principles, have been proposed at these rates [164–166], as well as modulators at
infrared frequencies [167,168]. Finally, another graphene based plasmonic waveguide phase modulator
proposed in [169], is also based on the principle of electronically control the propagation speed of
an SPP wave, by modifying the chemical potential of the graphene layer. Last, GFETs operating
at room temperatures, have been also proposed and demonstrated as ultrafast THz detectors [170].
A graphene-based THz detector based on a log-periodic circular toothed antenna between the source
and the gate of a GFET, is proposed in [171]. The THz oscillating electric field is fed between the gate
and the channel of the GFET, inducing a DC signal between source and drain, that is proportional to the
received optical power. Finally, a compact graphene slot photodetector on SOI with high responsivity,
is proposed in [172].

Apart from graphene other materials, such as black phosphorus (BP) has been characterized
by attractive features, such as the high carrier mobility, the in-plane anisotropy, and the tuning
capability via electrical gating, 0.3 to 1.7 eV. It can be exploited as a perfect THz detector when being
integrated in a microscopic FET for a wide range of THz frequencies from 0.26 THz to 3.4 THz.
Such a BP-based FET can be used as a plasma-wave rectifier, a thermoelectric sensor, or a thermal
bolometer [173]. Chalcogenides compounds containing at least one of the chalcogen elements, namely,
sulfur, selenium or tellurium, and specifically, chalcogenide glasses are characterized as phase-change
active plasmonic devices appropriate for active plasmonic switching/modulation functionality for
future nanophotonic device applications. Experimental demonstrations employing gallium anthanum
sulfide as a photo-active medium, implement that CMOS/SOI-compatible, chalcogenide glasses used
for such functionalities [174]. They may be also used as topological insulators for protecting metallic
surfaces of plasmonic structures, as they are immune to scattering from disorder and defects, they can
be dynamically controlled via external electric, magnetic or optical excitations, and their optoelectronic
response is highly sensitive to the polarization state of incident light.
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6. Summary and Conclusions

The THz band has been characterized as the last undiscovered frontier of the total EM spectra
range that urges for exploration and investigation, since current data traffic and bandwidth hungry
applications will no longer satisfy their speed and latency demands with existing technologies
and system architectures. On the other hand, wireless communications seem to be in advance
against conventional wired communications. Therefore, the migration to higher carrier frequency
bands and specifically in the THz band is required, via adoption of new technologies, equipping
future THz wireless communication systems at the nanoscale, in order to accommodate a variety of
applications that would satisfy the ever increasing user demands for higher data rates. Hence, wireless
THz band communications and modern THz wireless nanoscale applications, such as beyond 5G
communications, NoC system architectures and WNSNs, are still urging for an efficient, compact and
standardized interconnect solution for generating, transmitting, propagating, and detecting the THz
wave information.

In this paper, a comprehensive survey has been presented for THz wireless communications and
applications, as an attempt to identify unsolved issues and challenges in THz region, such as the
very high propagation signal loss, the impedance mismatch between THz link components, limited
size restrictions along with integration potentials, associated with high bandwidth availability and
ultra-fast operating data rates and minimum latency requirements. Pointing to this direction, the
most efficient compact technology, or the hybrid combination of competitive technologies, such as
conventional CMOS electronics (photonic and plasmonic), is under investigation, in order to properly
equip future THz nanoscale communication systems, hosting modern wireless THz nanoapplications.
Among competitive technologies, CMOS-based electronic interconnects are definitely out of the
competition, in order to meet THz speed, low propagation signal loss, and the impedance match
between THz link components. A photonic solution is indeed; a viable approach for providing high
data rates at low propagation losses, still the component size is one with two orders of magnitude
larger than what required for THz band case. Plasmon based THz link components, on the other hand,
due to their extremely small size and their ability to operate at ultra-high data rates, seems to be a
promising approach for equipping wireless THz nanoscale communication systems. Moreover, they
could be perfectly combined with photonic technology and particularly with dielectric waveguiding,
as plasmonic waveguiding is quite lossy concerning relatively long interconnect distances. Therefore,
this survey work, has provided in-depth reference material of the current fundamental aspects of
plasmonic technology and hybrid combinations, highlighting plasmon future roles in THz band wireless
communication. It is a thorough investigation on current and beyond state-of-the-art plasmonic layouts,
implementing THz nanoscale communication systems, and wireless THz nanoapplications accordingly.

Specifically, as far as it concerns NoC architectures, many alternative technologies have been
progressively proposed, in order to deal effectively with the NoC communication bottleneck, such as 3D,
RF signals over on-chip transmission lines, FSO systems at IR, and photonic and nanophotonic NoC—all
these considered to be state of the art technologies, as seen in Table 1. THz band communications
however, anticipate for smaller footprints of the transceiver and the antenna for more efficient
integration, and for larger available transmission bandwidths, and higher achievable data rates.
Given these tight requests, a promising, beyond state-of-the-art solution would be based on reduced
size plasmon nanoantennas and other plasmon based THz transceiver components as well, so as to
operate at very high resonant THz frequencies. This can be achieved, as it seems, mostly via the use of
graphene material supporting graphene based WiNoCs architectures, or alternatively, based on the
combination of plasmonic resonators with dielectric waveguiding, supporting wireless-optical on chip
communication, and hybrid optical-wireless NoC architectures respectively (Table 1).

95



Appl. Sci. 2019, 9, 5488

Table 1. SoA and beyond SoA technologies for wireless THz applications.

Wireless THz Application *SoA Beyond *SoA

NoCs

PCB, 3D, FSO, IR Graphene based WiNoCs

Si photonic/nanophotonics
Hybrid optical-wireless NoCs
(plasmonic resonators with
dielectric waveguide)

WNSNs (wireless
nanosensor networks)

Graphene nanoribbon (GNR)/carbon
nanotube (CNT) nanosensors,
nanoprocessors, nanoantennas,
nanotransceivers

Graphene (GFET) based THz antennas
and transceiver parts

Nanoscale energy harvesting systems

Au and Ag plasmon sensors Nanomemories

Beyond 5G communications
Si photonics based uni-travelling
photodiodes (UTC-PDs) and comb
sources at mm waves

FSO THz/optical links,

Integrated microwave photonics
(IMWP) in THz,

Plasmon or POH modulator (THz/O)

Graphene
multiple-input-multiple-output (MIMO)
antennas structures

*SoA—state-of-the-art.

GNR and CNT based nanosensors, nanoprocessors, nanoantennas, and nanotransceivers, or other
material nanosensors such as Au and Ag plasmon sensors, and nanoscale energy harvesting systems,
are considered to be the state of the art for implementing todays WNSNs. Basically, in the near future,
as far as concerns the communication unit of a WNSN system, it is likely that graphene nanoantennas
and other graphene-based THz transceiver components would be required, so as the system to
operate at these high resonant THz frequencies (Table 1). At the moment, beyond 5G communication
systems are mostly equipped via silicon photonic technology, and particularly via Si photonics-based
UTC-PDs, and comb sources operating at mmW. Many research attempts have been proposed in
order such systems to operate, well above 300GHz frequencies, at the THz band. These approaches
include FSO systems with THz/O links, IMWP in the THz range, graphene MIMO antennas structures,
and plasmonic MZ modulators with sub-THz frequency responses, or ultra-broadband silicon POH
modulators, required for THz/O signal conversions (Table 1).

Consequently, plasmonics play a critical role for equipping each single, individual component
part of a future wireless THz nanocommunication link, namely the antennas and the transceiver parts,
as also can be seen in more detail in Table 2. As far as concerns antenna implementation, silicon
integrated antennas, CNT based antennas, UWB and multi-band antennas, have been considered
as mature options for on chip antennas, but the tight uncompromising limitation of a very small
size of a THz band antenna requires other technologies, such as plasmon or hybrid combinations.
Hence, graphene based nanoantennas (patch antenna, dipole, MIMO), or hybrid graphene-dielectric
antennas(H2G), or plasmonic antennas with dielectric waveguides feeding elements (dipole loop, horn,
Vivaldi, hybrid plasmon-dielectric array), or inversely, plasmonic nanopatch antenna, with HMIM
plasmonic waveguide as feeding element, are strong and promising candidates for implementing THz
nanoantennas, as also seen in Table 2.

As far as concerns other THz transceiver component parts, silicon photonic devices have been
widely adopted for equipping current THz band transceivers, with photonic III/V (InP) devices, such as
UTC-PDs and QCLs to be considered as state-of-the-art sources. SiGe-based HBTs have been also
proposed for equipping THz transmitters. However, high path losses of these technologies, at the
THz band is still considered a major unsolved challenge. THz plasmonic lasers such as plasmonic
QCLs, THz QCLs with metallic cavities, and single mode metal-clad plasmonic lasers with their
antenna feedback tuning mechanism, may be a promising candidate for THz transmission sources.
Hybrid transmitters, such as III-V semiconductor based HEMT, enhanced with graphene, may be as
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well considered to be a promising THz transmitter approach. Moreover, plasmonic slot waveguides
may be used as a perfect nanocoupler matching element with current state of the art on chip sources
(nanoLEDs, nanolasers) (Table 2).

Table 2. SoA and beyond SoA technologies for THz band transceiver components.

THz Band Transceiver
Components

*SoA Beyond *SoA

Antenna

Silicon integrated antennas, CNT
based antennas, ultra-wide

broadband (UWB) and
multi-band antennas

Graphene based nanoantennas (patch antenna,
dipole, MIMO)

Hybrid graphene-dielectric antennas (H2G- two
graphene monolayers separated by a thin dielectric)

Plasmonic antenna with dielectric waveguides
(single/dipole loop plasmon nanoantenna, plasmonic
horn nanoantennas, single/double/array Vivaldi
plasmon antenna/hybrid Plasmon dielectric array)

Plasmonic nanopatch antenna, with hybrid metal
insulator metal (HMIM) plasmonic waveguide

THz band transmitters

Silicon photonic THz band
transmitters (UTC-PDs III/V (InP),
QCLs, SiGe-heterojunction bipolar

transistors, HBTs)

THz plasmonic lasers (plasmonic quantum cascade
lasers (QCLs), THz QCLs with metallic cavities,
single-mode metal-clad plasmonic lasers)

Hybrid THz transmitters III-V semiconductor based
HEMT, enhanced with graphene

Plasmonic slot waveguides-nanocouplers with on
chip sources (nanoLEDs, nanolasers)

THz band receivers
GaAs Schottky barrier diodes

(SBDs), CMOS with high electron
mobility transistors (HEMTs)

Hybrid plasmon THz wave detectors (POH slot
waveguide with a bowtie-antenna, graphene slot
photodetector on SOI)

Plasmonic teraFET, graphene-FET

THz band
transceiver package

plasmonic internal photoemission detectors (PIPED)
package (Tx, Rx) integrated on si-photonic
chip platform

THz band transceiver
other parts

Graphene (GFET) based switch, LPF, BPF, phase
shifter, graphene THz modulator

*SoA—state-of-the-art.

Lastly, as far as concerns state of the art THz band receivers, waveguide integrated detectors using
GaAs SBDs are considered as the most common implementation choice. However, they pose limitations
on their size and available bandwidth, and behave poorly at room temperature. Si-CMOS technology
with HEMTs has also been proposed for equipping detectors between 790 and 960 GHz, as they
pose performance limitations above 1THz. Hybrid plasmon structures, such as POH slot waveguide
integrated with a bowtie antenna, or graphene slot photodetector on SOI, or GFET based structures
such as plasmonic teraFET, are considered to be promising, beyond state of the art, THz wave detectors
(Table 2). GFET based structures can be also used for equipping other THz transceiver parts, such
as switches, LPFs, BPFs, phase shifters and modulators. Alternatively, PIPED structures, which
are actually end to end, transmitter and receiver packages, monolithically integrated on a common
silicon photonic chip platform, have been also proposed for THz wave signal generation and coherent
detection, at frequencies of up to 1 THz (Table 2).

Tables 1 and 2 include, in summary, all state of the art and beyond state of the art, plasmon
based technology, exploited for the implementation of future THz band nanocommunication systems,
as have been exhaustively presented in this work. Apparently it seems that, in order to fully equip
future THz nanocommunication applications, miniature size transceiver components are required,
with uncompromising features such as low propagation signal loss, impedance matching between
link components, strong integration potentials and compatibility with ancestor technologies as
CMOS, with high bandwidth availability and ultra-fast operating data rates and minimum latency.
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This comprehensive survey paper has highlighted such an objective, by qualitatively presenting
in such detail, the latest plasmonic and accompanied photonics technologies on equipping future
competitive THz nanoscale communication systems, hosting wireless THz nanoapplications, namely
NoCs, WNSNs and beyond 5G communications, providing at the same time, motivation for research
academia to seek for efficient solutions towards this direction.
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Abstract: In the context of railway safety, it is crucial to know the positions of all trains moving along
the infrastructure. In this contribution, we present an algorithm that extracts the positions of moving
trains for a given point in time from Distributed Acoustic Sensing (DAS) signals. These signals are
obtained by injecting light pulses into an optical fiber close to the railway tracks and measuring the
Rayleigh backscatter. We show that the vibrations of moving objects can be identified and tracked
in real-time yielding train positions every second. To speed up the algorithm, we describe how the
calculations can partly be based on graphical processing units. The tracking quality is assessed by
counting the inaccurate and lost train tracks for two different types of cable installations.

Keywords: DAS; fiber optic sensing; train tracking; pattern recognition

1. Introduction

Railway safety is an ever-increasing issue, as traffic demand increases world wide with railways
playing an important role. This is especially true in the light of the urgent need for the decarbonization
of traffic. The accurate tracking of a train’s real position on the track is the basis for all modern railway
safety concepts. In state-of-the-art rail operations, the train’s position is only known within a so-called
“block” between two signals. In one block, there is only one train allowed to operate at a time, which is
sufficient to prevent collisions of trains. The disadvantage of this concept is a reduced efficiency in
the use of the available track infrastructure because long portions of the track stay unused. Future
traffic demand calls for more flexible, thus efficient, concepts. Novel safety concepts will, therefore, be
based on virtual- or moving-blocks that virtually enclose the train while in motion, providing enough
safety separation between trains at all times [1,2]. An accurate, reliable, and redundant train tracking
technology is an important basis for these novel concepts.

Conventional train tracking is mainly achieved by communication between train-side equipment,
track-side equipment, and the interlocking system. Block-based systems need axle-counting sensors
installed next to the track. They deliver a signal for each axle that passes through the detector, to ensure
that a block is unoccupied before the next train enters this block. The European train safety system, ETCS,
can use moving blocks in its level 3 implementation and relies on continuous positioning information of
the train [3]. High accuracy differential satellite positioning systems (D-GNSS), such as GPS, Glonass,
or Galileo, become available and are certainly planned to be applied in future railway systems [4],
but the high safety requirements of railway operation call for highly reliable and redundant positioning
systems. Furthermore, the coverage of D-GNSS and the necessary communication link back to the
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interlocking system is never 100% guaranteed: Tunnels, deep valleys, and tall metallic structures next
to the track can degrade, or even block, radio frequency signals.

Non-coherent optical time domain reflectometry (OTDR) technology has been used for a long time
for long-range monitoring of the quality and the integrity of fiber optic cable infrastructure [5], e.g.,
to locate break points in underwater fiber cables. Distributed acoustic sensing (DAS), a special variant
of coherent (or phase sensitive) OTDR, is not only able to assess the cable quality but also to detect
and locate strain and temperature changes along the cable with high sensitivity. The measurement
and signal processing methods presented in this paper are based on DAS and offer an alternative
or redundancy system for accurate train positioning and tracking. Other than the aforementioned
technologies, it does not need equipment installed on the train nor communication between train and
interlocking system. Furthermore, it does not need extra track-side equipment, with the exception of
a fiber optic cable that is already in place for data connection and communication purposes. In this
paper, we investigate advanced signal processing of the DAS data received from the so-called optical
interrogator device for accurate train tracking. The interrogator injects a series of laser light pulses
into the fiber cable and measures the back scattered (Rayleigh backscatter) light at the same end of
the cable. The measured signal contains the optical path length change resulting from a refractive
index change due to compression of the glass and from contraction or elongation of the fiber due to
ground deformation [6]. These effects can be received from any point along the cable over a range of
up to 40 km and can be measured with a positional resolution down to 0.5 m. The reader interested in
the different types of DAS devices and their physical principles is referred to the survey of Bao and
Chen [7].

OTDR and DAS are used, for example, for oil well monitoring [8], intrusion detection [9,10],
or even for rock slide detection [11]. Vibrations of train movements near the railway track can
also be monitored using a DAS device, where in most cases, fiber cables are already installed
there for communication means. Several methods for train tracking using DAS signals have been
proposed [12–14]. However, these algorithms were never evaluated for longer recordings and for
different ground and installation conditions. All the presented methods are based on the variance of the
measured DAS signals. In this contribution, we propose a method that is based on machine learning
methods to detect vibrations, which is more flexible and can be more easily adapted to different
recording conditions. Furthermore, the algorithm which is the basis for [15,16] has a five-second lag in
time. The goal of this manuscript is to provide a detailed description and evaluation of an algorithm
that can be used for real-time train position monitoring.

We will give the details on the data acquisition of DAS test data used for this investigation in
the following section. The algorithmic details, as well as a discussion of the accuracy of the proposed
method will be given in the later sections. We will further provide an outlook for future work and
improvements.

2. Materials and Methods

In this section, we will present the signal processing methods used for train tracking, i.e., we will
describe in detail how to process the raw measurement data to obtain train trajectories. The train
tracking algorithm works on the basis of one-second chunks of data and is based on two main steps,
i.e., vibration detection and object tracking. Before we go into details on these, we will give a short
introduction on how to interpret the raw DAS signal from the Fotech Helios DAS (https://www.fotech.
com/products/helios-das/ retrieved 31 October 2019)) interrogator device.

2.1. DAS Test Data Acquisition

We recorded long-term DAS data with a Fotech Helios DAS interrogator device in two different
railway test sites. At one site, the track was located in a tunnel, with the single-mode fiber optic cable
installed in a cable trench; in the other site, there was an open track with the single-mode fiber cable
directly attached to one rails’ foot with clips. For all experiments, already existing telecommunication
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fiber cables were used, and no special installation of cables was done for this work. At these two sites, we
recorded a total of approximately 1000 h of data with 3000 trains passing the infrastructure. The total rail
track length monitored during the recordings was approximately 20 km. Refer to Section 3.3 for details
on the sites. Apart from these long-term recordings, two shorter recordings were available, of around one
hour each, from an open track with the cable in a cable trench. The standard telecommunication fibers
were used for the recordings, and the effect of fiber darkening over time was not evaluated in this study.

The Helios DAS is a coherent (C-OTDR) phase sensitive interrogator device that delivers the
optical detector voltage, encoding the laser light phase change, as a 16 bit resolution signal, sampled
with 150 MSamples/s. This results in a physical spacing of the DAS segments of 0.68 m, given by the
light speed in the fiber. The effective spatial resolution of the measurement is limited by the laser pulse
length of 100 ns, resulting in a size of the laser pulse of 20.2 m, over which the phase measurement is
averaged. Table 1 summarizes the relevant measurement parameters. The cable used for test site 1 is a
single-mode, stranded mini cable 60 × 5 × 12 E9/126, the cable at the second test site is a single-mode
stranded fiber optic cable 5 × 12 E9/125 A-DF(ZN)2Y(BN)2Yv 5 × 12 E9/125-G652D.

Due to the nature of the optical measurement principle, neither the absolute phase nor the
fiber strain is directly accessible from the signal output. Furthermore the signal is delivered with an
ambiguity of 2π (equal to the “fringes” observed in a Michelson interferometer), which results in a
non-linearity in very strong signals. A detailed description of the signal generation for a similar DAS
setup is found in [9]. The laser pulse repetition frequency of the Helios DAS device was set to 2000 Hz
for all recordings. This data stream is the input to our signal processing stages.

Table 1. Summarized parameters of measurement, optical fiber, and laser pulses used for this work.
ADC = Analog-to-Digital Converter.

Parameter Value Unit

Laser pulse length 100 ns
Laser wavelength 1550 nm

Pulse repetition frequency 2000 Hz
Signal sampling frequency 150 kHz

Signal ADC sampling resolution 16 bit
Fiber light speed 202,020,208 m/s

2.2. Annotations

For all the different test sites, we annotated vibrations and background in the raw data. In the
subsequent steps, we describe how these annotations are used to automatically detect vibrations in the
DAS signal. An annotation for a test site contains 10,000 samples for background and vibration signal
each, where one sample consists of the raw signal recorded in one second for one cable segment.

2.3. Vibration Detection

The vibration detection takes as input the raw measurements acquired within one second for all
the cable segments along the optical fiber. Given a sampling rate of 2000 Hz and a spatial resolution
of 0.68 m with a monitored fiber length of 40 km (corresponding to around 60,000 channels), the raw
data consist of 2000 × 60,000 samples each second. In the following, we will denote the data matrix
containing all the raw measurement data for second i as Mi. The result of the vibration detection for
this second in time, vi, is a vector of Boolean values of length 60,000, where each element of this vector
indicates whether vibration is present at the second i or not for that specific cable segment. Therefore,
the vibration detection step corresponds to a data reduction from Mi to vi.

In the following, we will describe the steps we used to perform vibration detection. We use
machine learning techniques to decide whether the vector Mi,x containing the sensing samples for a
given cable segment x and a given second in time i contains vibration or not. The decision is based
on the spectral distribution of the raw signal Mi,x and is done based on the following steps detailed
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below. Note that the decision has to be made independently for all the cable segments without any
spatial averaging; in the following, therefore, we will describe the procedure for one cable channel.

1. Computation of the spectral energy in 10 frequency bins.
2. Normalization of the 10 energy values to make them sum up to 1.
3. Using Principal Component Analysis (PCA) to reduce the 10 feature values to two feature values.
4. Employ a pre-trained Support Vector Machine (SVM) to classify the feature vector of length 2 as

vibration or background.

Computation of spectral energy. The energy of the frequencies of the signal Mi,x are estimated
using the Fast Fourier Transform (FFT). The squared absolute values of the Fourier transformed signal
|Mi,x(ξ)|2 are then summed up individually for ten bins

bk = ∑
ξ∈Bk

|Mi,x(ξ)|2, (1)

where Bk denotes the k-th bin with k ∈ {0, . . . , 9}. The frequency bins are linearly spaced and span the
frequencies between 10 Hz and 990 Hz.

PCA computation. We use PCA to reduce the number of features from the frequency binning
from 10 to 2. This is done by computing two linear combinations of the 10 original features optimally
with respect to the variance of the data they can explain. Computationally, this PCA can be represented
as a 10 × 2 matrix. The data used for computing the principal components are from the manually
annotated test dataset described in Section 2.2.

SVM classification. SVM classification is used for each cable segment to categorize it as vibration
or background for each second in time. The SVM classifier is trained on manually annotated data.
We use the SVM implementation of openCV 2.4 with an RBFkernel [17].

2.4. Train Tracking

The train tracking algorithm works on the inputs from the vibration detection and works on a one-
second basis. It takes the classification vector vi and outputs the current positions of the trains present in
the signal denoted by Pj, where the index j runs through the active trains at the given second i. The train
tracking algorithm itself consists of three steps, which we will discuss individually subsequently:

1. Extraction of edges from the data.
2. Assigning the edges to objects and creating new objects.
3. Applying a Kalman filter to smooth the trajectories of all the objects.

Edge Detection. The edge detection is based on a K-means clustering of wavelet responses of
the vibration detection vector vi. We use Ricker wavelets of two different widths, namely 128 and
256, cable segments to compute the convolution with the detection vector vi. From both of these
convolutions, we extract 512 consecutive values as feature values for the K-means clustering algorithm.
A prototypical dataset of vibration detections is used to train the algorithm with four centers which
correspond to background, leading edges, trailing edges, and train signal. Note that at this point
leading edges are edges that mark the start of a train viewed from the interrogator device, while
trailing edges are edges that mark the end of a train. If the train moves towards the interrogator, this
leading edge will also be the leading edge of the train; if the train moves away from the interrogator,
the leading edge viewed from the interrogator will be the trailing edge of the train. In the following,
we will call all these edges detected edges.

Edge Assignment and object creation. The tracking algorithm works internally with two types
of objects: tracked edges and tracked trains, which we will denote by Ei, i ∈ I and Pj, j ∈ J, respectively.
Note that tracked edges are different objects from the detected edges identified in the previous step.
In the following, we will describe how the detected edges are assigned to the tracked trains and the
tracked edges. This is repeated every second with the corresponding detected edges. Therefore, all the
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steps described in this paragraph correspond to one given second in time. The algorithm starts to
assign detected edges to the list of tracked trains; this is done for detected leading and trailing edges
separately. We start by defining cost functions cL and cT for a given assignment of an edge e and a
Train P by the distance between the edge and the train’s leading edge if e is itself a leading edge and
the distance between the edge e and the train’s trailing edge if e itself is a trailing edge. Furthermore,
we define a threshold T, which denotes the maximum distance between e and the corresponding edges
of the trains, where we still allow an assignment to be made. The formulas for these two cost functions
read as

cL(e, P) =

{
|e − PLead| if |e − PLead| < T

∞ if |e − PLead| > T,
(2)

cT(e, P) =

{
|e − PTrail| if |e − PTrail| < T

∞ if |e − PTrail| > T.
(3)

Therefore, the two cost functions equal infinity if the detected edge is too far away from the
corresponding edge of a given train. If the cost function cL(e, P) = ∞, the edge e will not be assigned
to the leading edge of the train P (this is analogous for the function cT and the trailing edge of P).
The assignment problem for a given set of detected leading edges (the assignment works analogously
for trailing edges) ei, i ∈ Ie to a given set of trains Pj, j ∈ Ij iteratively finds the minimum in the matrix
Ci,j = cL(ei, Pj) for i, j in the defined index sets. The leading edge and train with the respective indices
i0 and j0 corresponding to this minimum, if smaller than ∞, are assigned to each other and the i0-th row
and the j0-th column of the cost matrix C are set to ∞. This step is repeated until no more assignments
can be made, i.e., the matrix C contains only ∞. The same procedure is then also repeated for the
trailing edges of the trains.

After the assignment of leading and trailing edges to the trains, a subset of the originally detected
edges has been assigned. The remaining detected edges are then assigned to the currently tracked edges
Ei using the same iterative procedure as described for the assignment of edges to trains. We define
distance functions analogous to Equation (2), (3), which leads to a definition to an assignment matrix
C. With the same greedy iterative algorithm as described above, we can determine the assignments of
found edges to tracked edges.

A (possibly empty) subset of the found edges cannot be assigned to a train or to a tracked edge.
These edges will become tracked edges in the next time step.

The assignment process described in this section is an approximate greedy approach to the more
complex quadratic assignment problem where one tries to find all the assignment index pairs (i, j)
such that the corresponding total cost (i.e., the sum of the individual costs for assignments) is minimal.
For better readability of the paper, we will not give a rigorous formulation of this optimization problem
here since it is computationally not feasible for a real time tracking algorithm.

Kalman filtering. Each train and each tracked edge has an underlying Kalman filter. The tracked
edges follow a two-dimensional state-space model consisting of position of the edge and its velocity
leading to the following matrices corresponding to a constant velocity model

F =

(
1 1
0 1

)

H = (1, 0),

(4)

where F denotes the state transition model, and H denotes the observation model.
The Kalman filter for a tracked train is based on a slightly more involved state-space model.

To model a moving train, we propose a four-dimensional state space consisting of leading edge
position, trailing edge position, speed, and the length of the train. A measurement at a given time

111



Appl. Sci. 2020, 10, 448

results in the leading and the trailing edge of the train. The resulting constant velocity model leads to
the following transition and observation model

F =

⎛
⎜⎜⎜⎝

1 0 1 0
0 1 1 0
0 0 1 0
−1 1 0 0

⎞
⎟⎟⎟⎠

H =

(
1 0 0 0
0 1 0 0

)
.

(5)

2.5. GPU Computation for Feature Extraction

The computation of the features for the SVM classification needs to be able to process the raw
data matrix Mi containing the data for second i in time and all the channels along the optical fiber.
As mentioned above, for a typical setup of 40 km monitoring length and a sampling rate of 2000 Hz
this leads to a data matrix of dimensions in the order of 2000 × 60,000. In the case of a Helios DAS
interrogator device, the data format is unsigned int 16, which leads to a data rate of 228 MB/s. We then
have to cast these data to a float datatype because the first step involves a Fourier transform that
doubles the data rate as we use 32 bit float values. This Fourier transform computation has to be done
for all 60,000 cable segments in parallel. The highly parallelizable nature of these computations makes
general purpose GPUs (GPGPU) highly suitable for the task. The same holds true for the PCA feature
reduction, which has to be applied for each cable segment individually. The SVM classifier is not
available with GPU acceleration; therefore, the reduced features are downloaded to the CPU before
classification. A flow chart of the complete algorithm is depicted in Figure 1.

FFT Binning PCA SVM

GPU
Vibration Detection

Edge Edge 
Detection

Edge Edge 
Assignment

Kalman Kalman
Filtering

Train Tracking

Train Train 
positions

Figure 1. Flow chart of the algorithm. The top box describes the steps of the vibration detection (steps
on the GPU are in blue); the bottom box describes the steps of the train tracking. FFT = Fast Fourier
Transform; PCA = Principal Component Analysis; SVM = Support Vector Machine.
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3. Results

This section is devoted to the results. We will start to discuss the results for the different stages of
the tracking algorithm and then present the results for two long term recordings, as well as tracking
accuracy results for a short-term recording where a ground truth of the train positions was available.

3.1. Train Tracking Stages

To perform the vibration detection, we first annotated vibrations in a recorded raw data file
individually for the two different track conditions. These ground truth data are then used to train the
PCA for feature reduction and the SVM for classification. An illustration of the vibration detection can
be found in Figure 2.

Figure 2. Left: Raw subsampled signal for visualization. Right: Result of the vibration detection where
white pixels indicate vibration and black pixels indicate background. The gaps in the train tracks
occur when a train stops since an electric train that is not moving does not emit any vibrations and is,
therefore, not visible usind a Distributed Acoustic Sensing (DAS) system.

The first step of the tracking algorithm is the edge detection. In Figure 3, we give an example of
the result of the edge detection from the first 35 s of the dataset shown in Figure 2. After the edge
detection, the assignment and Kalman filtering are performed. For the same example dataset, we show
the tracking result in Figure 4.
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Figure 3. Leading and trailing edge of the object in blue and orange, respectively, plotted over the
vibration detection results in black and white; note that the depicted signal consists of the first 35 s of
the signal shown in Figure 2.

Figure 4. Train tracking result for an example dataset (colored lines), detection result in black and
white; note that the depicted signal is the same as in Figure 2.

3.2. Evaluation of Tracking Accuracy

For two datasets encompassing around 3000 s of recording each, we have available ground truth
positional data for two points along the track. The recording was done on an open track with the cable
installed in a cable trench. The available ground truth is accurate to one second in time, which leads
to an accuracy of around 30 to 40 m considering that this is the speed the objects move on the test
infrastructure. The tracking errors in meters can be found in Table 2. The tracking error is in the range
of 40 m, which is in the range of the available ground truth considering that both, the ground truth and
the tracking algorithm, work on a one second basis that leads to a maximally two-second difference
between the two systems, and the trains move at a speed of 30–40 m/s.
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Table 2. Summarized performance of tracking algorithm for the two two short term recordings for
single trains. Given that the ground truth and the tracking are both accurate down to one second, the
evaluation is accurate down to 2 s. Considering the train speed, which is around 30–40 m/s, the errors
are in the expected range.

Train ID Error Signal 1 [m] Error Signal 2 [m]

23468 49.64 44.20
29515 48.96 1.36
2330 51.68 38.76

73 79.56 37.40
23488 71.40 23.12
29535 44.88 17.00
23508 31.28 86.36
29555 31.28 19.72
103 64.60 57.12

90093 43.52 39.44
23528 49.64 64.60
29575 2.04 61.20

Average 47.37 40.86

3.3. Evaluation of Tracking Reliability

In this section, we will evaluate the tracking reliability based on two long term recording results.
One is done in a tunnel where only one tube in one direction has been measured. The second test site is
a standard track with the cable mounted directly on the rail. To evaluate the number of correctly tracked
trains without the availability of ground truth from an alternative tracking system, the following steps
were taken:

1. Identify the tracks that do not end at the end of the monitored cable section or in a station as
potential tracking errors.

2. Exclude trains that stop on the open track as in that case the train ID is lost based on visual
evaluation.

3. Exclude artifact tracks based on visual evaluation.
4. Count the total number of train tracks and the number of excluded tracks.

We collect the respective numbers of the correct and lost train tracks for two different test sites,
where we were conducting long term measurements in Table 3. In the following subsections, we will
describe the specific results for the two test sites.

Table 3. Summarized performance of tracking algorithm for the two monitored test sites.

Test Site 1 Test Site 2

Cable stretch observed (meters) 13,600–25,900 0–8840
Cable stretch observed (segments) 20,000–38,000 0–13,000
Number of hours observed 477 538
Cable installation method Cable trench in tunnel Cable attached to rail on open track
Number of tracks 2174 1071
Number of correct tracks 2141 1059
% of correct trains 98% 99%

3.3.1. Test Site 1: Tunnel

The monitored section of the cable in the tunnel is from 13,600 m to 25,900 m relative distance
from the interrogator device; therefore, we observe a long stretch of cable. This analysis shows that we
reach 98% of correct tracks, respectively, for the two evaluated cable lengths. In this test site, no artifact
tracks due to non-train-related noise was observed, meaning that the two percent incorrect tracks are
attributed to lost tracks.
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3.3.2. Test Site 2: Open track

This test site consists of an open track with a cable that is directly mounted on the rail, which
leads to a very different scenario from the first test site. In our test period, we were not observing
any lost tracks of moving trains on the open track. However, due to the cable installation method, we
observed a higher amount of noise in the signal, which leads to a number of false positive detections of
trains during the evaluation period. Of the 1071 total tracks, we found 12 to be artifacts, which leads
to a total of 99% correct tracks. Generally, mounting the optical cable directly on the rail leads to more
noise in the signal that is not caused by trains. This is not surprising since such a cable is exposed to
natural elements, such as wind and rain. Furthermore, we observed that certain sections of the cable
seem to be coupled, meaning that if a train enters such a section, all the cable segments in that section
will vibrate. An illustration of this phenomenon, as well as of the increased noise in the signal, can be
found in Figure 5. The coupling of fiber segments leads to decreased accuracy in estimating the train
length because the detected leading and trailing edge do not coincide with the start and end of the
train but, rather, with the start and end of the coupled segments.

Figure 5. Top Left: Subsampled signal through band energy calculation. Top Right: Train Detection
result for a train on test site 2; the green boxes indicate coupled cable segments; the background without
train shows increased noise. Bottom: False positive train track due to false positive vibration detections.

3.3.3. Comparison with the Literature

The goal of this section is to discuss the presented results in comparison to the approaches
discussed in the literature. The main difference between the algorithms described in the literature and
our approach is the flexibility of our method through the use of machine learning.

The papers of Timofeev et al. [12,13] describe an energy based train vibration detection. According to
our experience, this approach is not feasible for long stretches of monitored fiber with the recording
device we used. The paper does not mention the validation data used for drawing the conclusions, nor
does it mention a tracking algorithm. The accuracy of the proposed method with respect to positional
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accuracy is reported at 15 m. In comparison, we did not have a ground truth available with such a
high accuracy.

The paper of Peng et al. [14] describes an algorithm which uses a relative variance for vibration
detection. The validation data for the method are two trains recorded over 400 s. The paper does not
mention any accuracy measurements for the proposed method, nor do the authors mention which
tracking algorithm is used.

The earlier papers of some of the authors of this contribution [15,16] describe a similar algorithm
with some important difference. The earlier versions of the algorithm used a filtering over time which
introduced a delay. This has been changed in this contribution to Kalman filtering avoiding a time
lag of the method. Furthermore, the edge detection has been refined to be more flexible, which is
especially important for rail foot cables.

We can conclude that this is, to our knowledge, the most extensive study done on railway
monitoring using DAS. In comparison to the other literature, we used flexible methods that allow for
efficient re-calibration for different track conditions.

4. Discussion

In this paper, we presented a real-time train tracking algorithm that runs on the basis of one-second
signals without delay. The algorithm is based on two main steps, i.e., the detection of vibrations and
the tracking of trains in the signal. The performance of the algorithm was evaluated on two test
sites, where one was in a tunnel with a standard cable trench and the other one was on an open track
with the cable attached directly to the rail. In the tunnel, we measured a long distance which lead
to occasionally lost tracks, especially on a stretch where the cable installation was sub-optimal for
transferring vibrations from the train to the cable. On the open track with the cable mounted directly
to the rail, we did not observe lost tracks during the test period, which is due to strong signals, because
the observed cable length was considerably shorter than in the tunnel. Due to the increased noise
with the cable installation method, we observed several artifact train tracks. Nevertheless, for both
evaluated tracks we reached accurate tracks in more than 98% of the cases. We conclude from the
results that the installation in a cable trench is advantageous for train tracking with a DAS system.

For two shorter recordings, we presented the positional error, which was around 40 m, which
was also in the range of the available ground truth. For more accurate evaluations of the positional
accuracy of the tracking, it would be important to get better ground truth data and perform a highly
accurate calibration of the fiber cable.

For application in the railway sector, DAS shows great potential, especially when combined with
other sensors for redundancy. In future research, we will evaluate methods for fusing different sensor
modalities to increase the robustness of the tracking.
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Abstract: Waterborne pathogens affect all waters globally and proceed to be an ongoing concern.
Previous methods for detection of pathogens consist of a high test time and a high sample consumption,
but they are very expensive and require specialist operators. This study aims to develop a monitoring
system capable of identifying waterborne pathogens with particular characteristics using a microfluidic
device, optical imaging and a classification algorithm to provide low-cost and portable solutions.
This paper investigates the detection of small size microbeads (1–5 μm) from a measured water
sample by using a cost-effective microscopic camera and computational algorithms. Results provide
areas of opportunities to decrease sample consumption, reduce testing time and minimize the use of
expensive equipment.

Keywords: pathogen detection; microfluidics; image processing; computational algorithms

1. Introduction

1.1. Water Borne Pathogen

Due to the increasing concern for water scarcity, it is expected that by 2025, half of the world’s
population will endure ‘water-stressed’ areas [1]. This is due to climate change affecting both the
developing and developed world. Already, 1.1 billion people lack access to clean water and 2.7 billion
have a water shortage for at least one month of the year, exposing waterborne diseases such as
cholera, typhoid fever and hepatitis A [2]. As a result, approximately 525,000 children under the
age of five die annually from diarrhea diseases alone. According to the World Health Organization
(WHO), lower respiratory infections and diarrheal diseases are the top two causes of deaths in
low-income countries in 2016. From this, 11–20 million people get an illness due to typhoid fever,
and 128,000–161,000 people die from this annually [2]. Typhoid fever is caused by the Enterobacteriaceae
Salmonella Typhimurium, which typically is around 2–5 μm in size. In addition to this, the developed
world suffers from pathogens such as Cryptosporidium, which can survive months within waters [3,4].
This particular pathogen causes gastrointestinal and respiratory illnesses, although the death rate is
much lower than typhoid fever. Detection protocols such as the U.S. Environmental Protection Agency
(EPA) method 1623.1 [5] stipulate a procedure for Cryptosporidium detection. This method consists
of several steps involving filtration, elution, centrifugation, immuno-magnetic separation (IMS) and
staining with fluorescent dyes, followed by microscopic examination for the manual identification and
enumeration of oocysts.

Bridle [6] has previously established that research has been conducted to identify advances
in obtaining results of waterborne pathogen movements. In compliance with WHO, waterborne
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pathogens have to be carefully monitored and analyzed to implement the safety of water intake.
Considering this, microfluidic devices (a set of micro-channels etched into a material e.g., glass [7]) can
take a very small sample and conduct a process to analyses the safety of water through an experimental
monitoring method.

1.2. Microfluidic Technology

Newly introduced technology is continuously being miniaturized, hence the attractiveness of
microfluidic devices. Microfluidic technology was introduced around 20 years ago and is maturing as
a technology, despite the initial lack of success on the market [8,9]. The device was influenced from
microelectronic chips; however, the use and analysis of fluid movement was changed from the use of
pathways for electrons. Microfluidic devices accommodate more mixers and separators rather than
transistors and other microelectronic hardware [10]. This increases microfluidics applications to be
developed to perform in applications, such as drug testing in nanosystems, biochemistry immunoassay
and gene sequencing etc., to proceed at a faster, cheaper rate, whilst decreasing the sample and reagent
consumptions [11]. From these benefits, other applications use the devices to provide aid in their
success, such as cosmetic formulations, biology cell culture and energy plasma confinement [12].
The science behind microfluidic technology is to manipulate and control small levels of fluid from
microliters (μL) to picoliters (pL) within small micrometer channels, allowing for the precision of
experiments to be maximized and a higher probability of detection to be available. For the purpose of
this paper, the main focus will be to detect and monitor ‘acting’ pathogens via a smart designed system.
In the past few years, microfluidic systems have been intensely researched to advance applications in
the fields of chemistry, biology, genomics, proteomics, pharmaceuticals, biodefense [13] emerging as
a powerful useful technology. Large processes that once were carried out in bulky, slow, expensive
equipment are now processed on a single miniaturized chip. Microfluidic chips are purposely designed
to monitor the movement of cells, pathogens or nanoparticles within the microchannels, allowing easy
detection and removal methods under controlled conditions. In addition, microchannels typically have
a width of 100–800 μm which allows advantages of sample consumption to be reduced, whilst also
increasing the speed of results. This allows increasing efficiency and an inexpensive process [12,13].

1.3. Microfluidic Flow Cytometry

Microfluidic flow cytometers techniques are one of the most powerful approaches for a high
resolution of cell analysis. This technique was developed from a traditional flow cytometer, which aids
in biological applications and clinic research [14]. Flow cytometers are popular due to the ability to
sort, count and detect individual cells, while also measuring scientific characteristics and the handling
of cell populations [14,15]. However, flow cytometers do not effectively detect particles and cells
smaller than 0.5 μm in diameter via light scattering [16]. Light scattering manipulates singles out
pathogens based on size and shape. Microfluidic flow cytometry technique aims to process a sample
by 3 stages: external pumping force of the sample, focusing of particles within the sample and sorting
of particles by separation. This allows particles to be manipulated and analyzed faster, whilst being
less expensive than a conventional flow cytometer [17,18]. The limitations of a microfluidic flow
cytometer are that, due to a small flow rate of the external pump force, it will consist of a non-steady
flow, which contributes to installing extra fabrication steps and limited range of flow rate, increasing
the production cost [19].

In addition, optical detection within activated flow cytometry for particle detection is well
advanced for microfluidic techniques. For instance, fluorescent dye is the most common optical
detection technique due to its high sensitivity, which illuminates targets within samples under a specific
wavelength of a light source [6]. This allows reflection of the particle to be transmitted and detected
from the optical point of a microscope. The development and integration of different controlling
units (e.g., pumps, valves and switches) into microfluidic devices are challenging for an automated
process. This is due to the response time needed to redirect the particles into the desired output
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channels [18]. New advances for optical detection and the separation of cells or particles in the modern
flow cytometer defeat these drawbacks and reduce the bulkiness of the system. Integrating optical
fibers and waveguides to within the device around the microfluidic channels allows results to be
optimized and analyzed without the use of a microscope or camera, as Lin et al. [19] proved with the
detection of Phalaenopsis pathogens using optical fibres.

2. Sample Preparation

2.1. Methodology

To monitor the movement of a waterborne pathogen, a micro-pump (The Aladdin single-syringe
infusion) drives a sample of 3 mL through a microfluidic device. To simulate the movement of a
pathogen inside the microfluidic channel, a polymer fluorescent green microsphere beads are used
with a range size of 1–5 μm.

A USB microscopic camera (The Dino-Lite AM4515T8 Edge 700x~900) was set up and positioned at
a perspective angle. The camera emits an ultraviolet light source, causing the fluorescent microspheres
to reflect to the camera. As shown in Figure 1a, the camera was secured in a position using a clamp to
obtain a perspective view of the microfluidic device. The camera’s focus point was altered to output
a clear view of the microfluidic channels on the software. Five hundred micrograms of polymer
fluorescent green microspheres were diluted and mixed into a 50 mL test tube containing clean
fluid (Propane-2-Ol, “IPA”). This allowed the sample to be withdrawn easily with the use of a BD
Plastipak 3 mL max syringe. The tubing was connected to the input port of the microfluidic device.
Tubes were connected to the output ports of the microfluidic device to release the wastage processed.
These green polymer beads are used in this paper because they have the same size and the same color
as the waterborne pathogen: Cryptosporidium. Figure 1b shows an image of a microbead inside the
microfluidic channel.

 
 

(a) (b) 

Figure 1. (a) The system setup includes a syringe pump and a USB camera with 500–900 times zoom;
(b) image detection of the microbeads of 1–5 μm within the microfluidic channel.

The tests were performed in the lab with controlled ventilation. The temperature was set to
an ambient room temperature of 22 degrees Celsius, and the humidity was measured for an indoor
level of 43%. These two parameters of ambient temperature and relative humidity can affect optical
image quality taken by the camera and can also affect the fluid movement inside the channel, as the
microfluidic is made from a clear plastic.
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2.2. Velocity Tests

Velocity tests of microbeads have been carried out in this research to study the movement of beads
inside the microfluidic channel. The micro-pump injected the sample at a controlled flow rate through
the microchannel of a custom designed microfluidic chip via capillary tubes. Velocity measurements
will help to identify the limitation of this type of microscopic camera in terms of the minimum frames
per second needed for this application with a selective flow rate. This is important, as lower frame
rates can result in choppy or a broken movement.

Flow rates were tested from 5–235 μL/min (in increments of 10 μL/min) to find the most probable
flow paths for a pathogen cell. Videos from the camera stored the movement of the fluorescent bead
within the microchannel at a rated flow rate in increments of 30 μL/min. A highlighted bead expresses
the motion of which it travels at a specific flow rate. Flow rates between 5–35 μL/min resulted in no
movement of particles therefore were not included. The movement is processed from the images using
Matlab, allowing analysis of where most beads flow in terms of the 0.8 mm diameter channel, as shown
in Figure 2.

 
Figure 2. Detection of microsphere movement at 45 μL/min.

In order to find the velocity of the fluorescent beads at different flow rates, a distance is fixed at
250 mm for all flow rates tested using the software provided by the camera, as shown in Figure 3,
The general equation for finding speed is Equation (1), where v is the velocity, d is the distance and t is
the time. The time is found using the video recorded by the Dino Lite camera—this is also highlighted
in Figure 3.

v = d/t (1)

 
Figure 3. Dino Lite 2.0 software with evidence of fixed distance of 250 mm and a time interval of when
microsphere travels the distance.
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An average time is recorded from multiple tests for microspheres travelling in 3 sections and these
are inside, middle and outside, as described in Figure 4.

Figure 4. Drawing illustrates the three sections of the microfluidic channel.

3. Results

3.1. Fluorescent Microspheres Detection

The main objective of this study is to monitor the movement of waterborne pathogen cells using
a microscopic camera and a light source integrated into a microfluidic device. The micro-pump is
configured at a very low flow rate of 45 μL/min, to investigate the possibility of detection. After the
operating equipment is correctly configured, 500 μg of a solid bead powder is diluted into a 50 mL test
tube containing clean fluid (Propane-2-Ol, “IPA”). This master sample is mixed using ultrasonic and
steel ball merging to gain a homogeneous bead distribution. This allowed samples to be withdrawn
easily, by extracting 5 μL from the master sample and added it into 10 mL and 100 mL of IPA. The first
images are obtained using the method in Section 2.1 to produce a high reflection rate of fluorescent
microspheres. Therefore, a diluting process is performed to receive more realistic images.

Figure 5a demonstrates the mass of fluorescent green beads within the master sample. Figure 5b
shows image with diluted sample, which contains a less dense concentration of fluorescent beads.
Therefore, a further dilution process is performed to result the image in Figure 5c, where only a very
small concentration of beads are detected, expressing a more realistic result of pathogen movement.

 
(a) (b) (c) 

Figure 5. Diluting process images illustrated by (a–c).
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3.2. Image Processing Using Computational Algorithm

The microsphere beads used in this research are inert, nontoxic and do not contaminate the device,
so there is no requirement to move it to a dedicated biology laboratory. However, the manufacturer
(Cospheric) does not specify the size distribution of the beads, hence the number of beads per milligram
can vary (calculated with the given diameter range) between 1.2 × 107 and 1.5 × 109 (using ideal spheres
and the material density 1.3 g/cc). This makes a measurement by volume and weight not suitable.

Different computational methods and algorithms for biological microscopic image analysis have
demonstrated a comprehensive contribution for efficient and quantitative study of microorganism
cells [20,21]. Experiments have been conducted in this paper to detect and quantify fluorescent
microbeads (1–5 μm) in a measured sample of a clean water. Detailed steps are outlined as: (i) taking
2 μL of sample via micropipette; (ii) placing one drop on top of a microscopic glass slide; (iii) captureing
an image of the full drop under microscopic camera; (iv) capturing zoomed images of the same drop
frame by frame and finally (v) analyzing captured images by using computational algorithms using
Matlab. The Circular Hough Transform (CHT) algorithm [22,23] based code in Matlab, is used to find
circular/spherical shapes in the captured image as one frame of a drop, as discussed above. The CHT
algorithm is used to mark/circle specific sized microbeads for quantification. CHT algorithm accuracy
rate is affected by different parameters/factors, such as minimum and maximum radius of the target
circular shape, object polarity in the sense of dark or bright, and computation method. The results
using CHT algorithm are approximately 80%, as reported in Table 1.

Table 1. Values of different parameters used during different iterations.

Iteration minRadius maxRadius Sensitivity Total Circles Total Beads Accuracy

1 1 10 0.992 127 238 53.36%
2 1 30 0.992 153 238 64.29%
3 1 50 0.992 169 238 71.01%
4 1 100 0.992 170 238 71.43%
5 1 600 0.992 190 238 79.83%

Figure 6 shows resulting images of different iterations, which refer to the number of runs of the
CHT algorithm applied in each image capture. First, the image is converted to grayscale, as color
images are not giving a good segmentation. Then, minimum and maximum radius are defined as
1 and 600 pixels respectively. Finally, the object polarity is set to dark.

 

Figure 6. Original image and resulting images of different iterations, as shown in Table 1.
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3.3. Microsphere Detection with Change of Flow Rate

Table 2 illustrates a sample of data collected in terms of number of beads over a fixed period of
time (30 s). This time is fixed by Matlab to count the number of the total beads passed within the
microfluidic channel, as shown in Figure 3. The data shown in Table 2 demonstrates an overview of
the highest probable chances microspheres are going to travel inside the channel at specific flow rates.
The evidence of the movement detection allows an analysis of where most beads flow in terms of the
0.8 mm diameter channel displayed in Table 2. The microfluidic channel diameter is then divided into
two sections on Table 2 (outside to middle, middle to inside) to demonstrate where the bead is more
likely to travel.

Table 2. Number of beads counted after 30 s. Terms of specific flow rates against specific areas of
microfluidic channels at the same time for each test.

Diameter
(mm)

45
μL/min

75
μL/min

105
μL/min

135
μL/min

165
μL/min

195
μL/min

225
μL/min

0.7–0.8 2 1 1 1 0 1 0
0.6–0.7 0 1 4 0 1 0 1
0.5–0.6 1 0 4 0 0 0 0
0.4–0.5 2 2 2 0 0 0 0
0.3–0.4 1 0 2 1 2 1 1
0.2–0.3 0 2 0 3 0 0 1
0.1–0.2 0 2 1 3 1 1 0
0.0–0.1 0 0 1 1 2 4 3

As it could be seen in Table 2, between the outside of the meander 0.8 mm to the middle sector at
0.4 mm, there is a higher probability that the bead will travel between the flow rates of 45–105 μL/min.

Figure 7 shows results from the data collected over three tests for each flow rate to determine the
recovery rate, which is the number of beads detected in the region in question over the first 100 beads
detected within the channel. As demonstrated in Figure 4, 69% of beads can be recovered from the
sample between the outside of the meander 0.8 mm to the middle sector at 0.4 mm. On the other side,
from the middle of the channel at 0.4 mm to the inside 0.0 mm the probability that the bead will flow
between these points is at the flow rate between 135–225 μL/min. This provides a recovery rate of 88%,
conveying that the increase of flow rate increases the consistency of where the microsphere will travel.
However, this will not allow an easy detection, as the bead’s velocity will increase too, as explained
in Section 3.4.

 

Figure 7. Recovery rates within the microfluidic channel.
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From these results, fabrication of a microchannel can be inserted for the pathogen to be
removed from the sample. Being able to do this will allow microfluidic technology to essentially
replace most filtration methods used to remove waterborne pathogen such as EPA Cryptosporidium
detection method [5].

3.4. Velocity Measurements

As this method detects the movement of a fluorescent bead, it allowed further testing to find
a single flow rate, where a pathogen cell will consistently flow on the same path. This provides an
opportunity to locate the pathogen within the sample, which helps with placing the camera at the right
position for detection. The microfluidic channel diameter is divided into three sections to demonstrate
where the bead is more likely to travel, as shown in Figure 4.

Figure 8 illustrates the average velocity of the microsphere travelling at the representing flow rate
within the microchannel. Results demonstrate that the gradual increase of flow rate up to 145 μL/min
slightly increases the velocity of the microsphere. However, after this flow rate, the velocity of the
beads increased significantly in all three parts of the microfluidic channel. This is due to the extremely
high velocity of the microsphere that is unable to be detected by the camera—and only some ‘slower’
microspheres could be detected as altering the average velocity.

 

Figure 8. Gradual increase of velocity for the microsphere travelling within the microfluidic channel
with respect of flow rate increase.

4. Discussion and Conclusions

This research aims to design a smart monitoring system to detect a waterborne pathogen cell using
microfluidic technology and a cost-effective microscopic camera. The sample was driven through the
designed microfluidic channel at a selected flow rate on a micro-pump. The pathogen movement was
tracked by a high-quality camera at a perspective angle. With repeated experiments and alterations of
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the input flow rate, the output is hypothesized to find a consistent ‘track line’ that the pathogen travels
within the channel, so a separation channel can be fabricated to separate the pathogen from the sample.

The prominent challenges for the pathogen detection methods in practice are: (i) physical
characteristics of different groups of pathogens, (ii) large volume of water containing low concentration
of target pathogens and (iii) sample preparation protocols. The key advantages for the results
delivered by this new method allows sample consumption to be decreased, the reduction of testing
time and reducing the use of expensive equipment, providing an attractive cost. This will benefit
existing methods such as Flow Cytometry and EPA Cryptosporidium detection approach by replacing
procedures with a less complicated process that does not need specialized persons to operate. This
method provides new possibilities for further analysis and research to improve results on finding
precise intersection points for high recovery rates of waterborne pathogens with different sizes such
as Giardia or Escherichia coli (E. coli). This provides vital intersection points for a microchannel to be
fabricated to remove the waterborne pathogen.

A key objective for this paper is to investigate the design of an intersection point on the
microchannel to separate the waterborne pathogen. To achieve this, the micro pump flow rates were
changed slightly to find a consistent path of which the microsphere will travel. Figure 3 displays
the movement of microspheres around a meander. This gives a general observation that the slower
the flow rate is (45 μL/min), the microsphere movement is towards the outside of the microchannel.
Comparing this to 225 μL/min flow rate, it portrays that the movement of the microsphere is on the
inside of the microchannel. From the videos taken by the camera, Table 2 gathered data from the
movement of the microsphere. This shows that, at slower flow rates of 45–105 μL/min, the microsphere
has a higher probability of 69% to be recovered at 0.4–0.8 mm of the microchannel. Whereas at
faster flow rates of 135– 225 μL/min, the recovery rate has a probability of 88% at 0.0–0.4 mm of the
microchannel. However, as stated in Section 3.4, due to the fast velocities of microspheres at these flow
rates, the detection became more difficult. This could slightly alter the probability rate of recovery,
due to the possibility of some microspheres not been detected.

The detection accuracy of the beads with the CHT algorithm used in this paper can be improved
using different platforms such as ImageJ or Python. The processed image of a full drop can be
performed using sequential steps to study different parameters such as target object size, the distance
between two objects and threshold.

Microfluidic chips can be manufactured using different types of materials such as PDMS
(PolyDiMethylSiloxane), Silicon, Glass or PMMA (PolyMethylMethAcrylate). These materials can be
investigated to improve the images taken by the camera in order to improve recovery rates. Alongside
this, the system described in this paper can be reduced even more into a single automated unit, to be
able to optimize results that requires no manual intervention.

From all factors discussed in this paper, the idea of detecting movement of a waterborne
pathogen using a cost-effective camera is very promising. This benefits engineering problems by
minimizing the need for expensive laboratories and equipment to commence procedures on tackling
waterborne pathogens.
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Abstract: Optical scatterometry is known as a powerful tool for nanostructure reconstruction due to
its advantages of being non-contact, non-destructive, low cost, and easy to integrate. As a typical
model-based method, it usually makes use of abundant measured data for structural profile
reconstruction, on the other hand, too much redundant information significantly degrades the
efficiency in profile reconstruction. We propose a method based on dependence analysis to identify
and then eliminate the measurement configurations with redundant information. Our experiments
demonstrated the capability of the proposed method in an optimized selection of a subset of
measurement wavelengths that contained sufficient information for profile reconstruction and
strikingly improved the profile reconstruction efficiency without sacrificing accuracy, compared with
the primitive approach, by making use of the whole spectrum.

Keywords: optical scatterometry; inverse problem; profile reconstruction; dependence analysis;
data refinement

1. Introduction

Nano-metrology is the only effective method that ensures the reliability and consistency of
nano-manufacturing [1–3]. Compared with other techniques such as scanning electron microscopy
(SEM), atomic force microscopy (AFM) [4], and near-field scanning optical microscope (NSOM) [5],
optical scatterometry [6,7], also known as optical critical dimension metrology or optical critical
dimension (OCD) metrology, is more suitable for monitoring, assessing, and optimizing the
nano-manufacturing processes due to its advantages of being non-contact, non-destructive, low in cost,
and easy to integrate, etc. Recently, optical scatterometry has been applied in many fields with great
success, such as the process control for back-end-of-the-line (BEOL) [8], the in-chip critical dimension
(CD), overlay metrology [9], and in-situ measurement of pattern reflow in nanoimprinting [10].

In general, optical scatterometry involves two procedures: the forward optical modeling
of sub-wavelength structures and the reconstruction of structural profiles from the measured
signatures [11]. Here, the general term signatures means the scattered light information from the
diffractive grating structure, which can be in the form of reflectance, ellipsometric angles, Stokes vector
elements, or Mueller matrix elements. The forward optical model describes the light-nanostructure
interaction by solving the complex Maxwell’s equations. There are many reliable forward-modeling
techniques such as the rigorous coupled-wave analysis (RCWA), the finite element method (FEM),
the boundary element method (BEM), or the finite-difference time-domain (FDTD) method. The profile
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reconstruction process conducted under a fixed measurement configuration is an inverse problem with
the objective of optimizing a set of floating profile parameters (e.g., CD, sidewall angle, and height)
whose theoretical signatures can best match the measured ones through regression analysis or library
search [12–14]. The measurement configuration is defined as a combination of specially selected
wavelengths and incident and azimuthal angles.

As a typical model-based method, abundant measured data is usually collected under the
measurement configurations with fixed incidence and azimuthal angles, but a wide waveband for
spectroscopic scatterometry, or with fixed measurement wavelength and azimuthal angle, but incidence
angular range for angle-resolved scatterometry. Taking the inverse structural profile reconstruction
in spectroscopic scatterometry as an example, the measurement sensitivities of unknown profile
parameters are affected by the fixed incident and azimuthal angles, which can be improved by
traversing their possible values; the size of fitting data usually directly depends on the number of
selected wavelength points within the waveband. A large sized measured data set should be used to
guarantee the fidelity of the fitting results, but on the other hand, too much redundant information
will significantly degrade the efficiency during the inverse problem solving process due to the frequent
iteration of the forward model. Moreover, the employment of the redundant information, which is
insensitive to the measurands in solving inverse problems, leads to the loss in precision as well.
Thus, an appropriate measurement configuration with high sensitivity and a small amount of fitting
data will benefit the measurement with both precision and speed.

Many instrument optimization and spectrum denoising methods have been proposed with
the objective of improving the quality of measured data [15–17]. As the measurement precision
mainly depends on the sensitivity of model parameters, several approaches based on local sensitivity
analysis (LSA) also have been developed to determine optimal incident and azimuthal angles for
spectroscopic scatterometry [18–21]. We have previously provided an optimization method based
on global sensitivity analysis (GSA) to determine an optimal combination of the fixed incident and
azimuthal angles corresponding to the best measurement precision [22]. However, the present
measurement-configuration optimization methods only focus on the improvement of measurement
precision, the speed of the reconstruction process has not been considered. Usually, a vector consisting
of several data points at multiple measurement wavelengths or incidence angles is calculated by
a forward model to match the measured spectrum. The forward model’s computing time linearly
depends on the number of selected data points and it will be called frequently, therefore, it is highly
desirable to find an appropriate strategy that can select the measurement configurations containing
sufficient information for structural parameter reconstruction to enhance the measurement speed
without sacrificing the accuracies, especially for the nanostructures whose forward model is very
complex and time-consuming.

In this paper, we propose to refine the measured signatures by identifying and removing the
measurement configurations with redundant information based on dependence analysis before
the reconstruction process. As for the mathematical inverse problem, Twomey’s pioneer work
on atmospheric measurements has demonstrated that in a chosen set of data the most linearly
independent measurements contain all the information needed for an inverse problem solution [23–25].
Then, Assaad estimated additional reflectance values using the several acquired independent
measurements to obtain a larger set of measurement data in optical scatterometry, which is desired to
reduce the uncertainty range of the parameter estimates [26]. Inspired by these analyses, we conducted
information content analysis of the measured signatures based on dependence-analysis theory for
optical scatterometry. The analysis was conducted by the eigen-decomposition of the Jacobian matrix
JJT in the linear model to allocate the most independent measurements in the acquired data set. The few
remaining independent measurements were then adopted to reduce the reconstruction time, which is
crucial for real-time and in-process applications.

It should be noted that this paper does not intend to discuss the existence and uniqueness
of the inverse problem in optical scatterometry with respect to measurement conditions, which is
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a tough and still open issue in mathematics [27–29]. The main purpose of this paper is to provide
an effective approach to choose a subset of measurement configurations from the whole optical
wavelength spectrum or angular range that contains sufficient information for efficient structural
profile reconstruction without sacrificing accuracy. The selected subset of measurement configurations
may not be unique; its size may not be the smallest, but it should provide a higher reconstruction
accuracy than its randomly selected counterparts and a higher reconstruction efficiency than the
primitive approach that analyzes the whole optical wavelength spectrum or angular range.

2. Method

The inverse problem in optical scatterometry is described as an objective to minimize a least-square
function, which can be generally expressed as:

χ2 =
N∑

i=1

{
[yi − f(x, ai)]

Twi[yi − f(x, ai)]
}
, (1)

where, x = [x1, x2, . . . , xm]T represents a column vector of m profile parameters (e.g., CD, sidewall
angle, and height) and f(x, ai) is a column vector containing the calculated signature according to the
forward optical model under the ith measurement configuration ai. The measurement configuration
ai is a combination of fixed azimuthal angle ϕ, fixed incident angle θ, and the ith measurement
wavelength λi for spectroscopic scatterometry, namely ai = [ϕ, θ, λi]T, and is a combination of fixed
azimuthal angle ϕ, fixed measurement wavelength λ, and the ith incident angle θi for angle-resolved
scatterometry, namely, ai = [ϕ, θi, λ]T. Correspondingly, the N in Equation (1) denotes the number of
measurement configurations, which can be the number of measurement wavelengths for spectroscopic
scatterometry or the number of incidence angles for angle-resolved scatterometry. The column vector
yi = [yi1, yi2, . . . , yil]T consists of the corresponding measured signature under the same measurement
configuration ai. Here, the value of l depends on the specific types of the measured signature. If the
measured signature is reflectance, l = 1, while if the measured signature is a Mueller matrix, l = 16
(or l = 15 for the normalized Mueller matrix). The weighting matrix wi is a l × l positive definite matrix,
which is usually chosen to be the inverse of the covariance matrix of the measured signature under the
ith measurement configuration ai. In this case, Equation (1) relates to the commonly used multivariate
chi-square statistics χ2. Writing the right side of Equation (1) in a matrix expression, the solution x̂ of
the inverse problem can be obtained by:

^
x = arg min

x∈Ω

{
[y− f(x, a)]Tw[y− f(x, a)]

}
, (2)

here, Ω is the associated profile parameter domain.
The use of χ2 is built on top of the belief that the measurement errors are normally distributed

with zero mean, namely, the measured signature y can be expressed as:

y = f(x̂, a) + ε, (3)

where ε is a vector of multiple random and independent variables with each element subjected to
a normal distribution with zero mean. Assuming a profile parameter vector x is close enough to the
true or nominal parameter vector x* under a measurement configuration ai, and the function f(x, ai)
is sufficiently smooth, then the function value f(x, ai) can be expanded in the vicinity of x* using the
first-order Taylor expansion formulation [30]:

f(x, ai) ≈ f(x∗, ai) + J(x∗, ai) · Δx, (4)
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where J(x*, ai) is the Jacobian matrix with respect to x at x = x* and Δx represents the error in x and is
given by Δx = x − x*. The differences between the measured signatures and the expected values can be
expressed as:

Δyi ≈ J(x∗, ai) · Δx + εi. (5)

To determine the degree of independence among N measurements, Equation (5) is multiplied by
an arbitrary factor ηi and is summed over all i, to give:

N∑
i=1

ηiΔyi =
N∑

i=1

ηiJ(x∗, ai) · Δx +
N∑

i=1

ηiεi, (6)

where,
N∑

i=1
η2

i = 1. Then, the difference Δyj for a certain measurement configuration j can be expressed

as [23]:

Δy j = −η−1
j

∑
i� j

ηiΔyi + η
−1
j

⎧⎪⎪⎨⎪⎪⎩
N∑

i=1

ηiJ(x∗, ai) · Δx +
N∑

i=1

ηiεi

⎫⎪⎪⎬⎪⎪⎭. (7)

The first term of Equation (7) on the right side is completely dependent on the other differences
and represents the predictable part of Δyj; the bracketed expression on the right side is unpredictable
and independent of the other measurements. When the first term in the bracketed expression does not
exceed the second random measurement error part, Equation (7) provides a way for predicting Δyj
from other measurements, in other words, the Δyj is redundant information and can be obtained by
others; this is based on: ∣∣∣∣∣∣∣

N∑
i=1

ηiJ(x∗, ai) · Δx

∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣

N∑
i=1

ηiεi

∣∣∣∣∣∣∣. (8)

It follows that the smaller the left term of Equation (8), the better the prediction. The question of

mutual independence can thereby be examined by considering the minimal value of
∣∣∣ηT · J(x∗, a)

∣∣∣2,
which can be achieved by a suitable selection of ηi. Here, η is a N dimensional vector consisting of
elements ηi (i = 1, 2, ..., N).

According to the Schwartz inequality, the minimum value of
∣∣∣ηT · J(x∗, a)

∣∣∣2 is equal to the smallest
ζmin of the eigenvalues of the matrix J(x∗, a) · JT(x∗, a) when the ηi values are equal to the N components
of the corresponding eigen-vector. If the condition by the Equation (8) holds, the difference Δyi
that corresponds to the smallest ηi of the eigen-vector for ζmin is the most linearly dependent.
Consequently, the value of Δyi can be calculated by the first term on the right side of Equation (7)
from the other measurement differences with no loss of information. Therefore, we can identify the
redundant measurement configuration by:

aredundant
i = argmin

a∈P
[η(ai)], (9)

here, P is the associated configuration domain.
The optimization procedure can be summarized as follows:
Firstly, give a slight deviation from the nominal dimensions of the investigated sample by

calculating the signature difference Δyi = [Δyi1, Δyi2, . . . , Δyil]T (i = 1, 2, . . . , N) under N measurement
configurations according to Equation (5);

Secondly, for each element Δyij (j = 1, 2, . . . , l) in Δyi, carry out the eigen-analysis according
to Equations (6)–(9) to identify and eliminate the measurement configurations with redundant
information one-by-one; since at least m measured data points are required to determine the m
unknown parameters for any mathematical inverse problem in theory [21–24], the achieved set Sj will
contain m non-redundant measurement configurations;
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Thirdly, considering that different Sj may contain identical measurement configurations, the union
of Sj for all j = 1, 2, . . . , l is the final set of non-redundant measurement configurations, namely,

Sopt =
l∪

j=1
Sj. (10)

After that, the inverse problem described in Equation (2) should be solved under the above
achieved measurement configurations, namely, a ∈ Sopt.

It is noted that the above refinement of measurement configurations involves the calculation
of the Jacobian matrix J(x*, ai), which is typically only valid at the vicinity of x. To ensure that the
refinement results of measurement configurations are valid in the changes of profile parameters, it is
necessary to repeat the above refinement process of measurement configurations at k different values
of x. In this case, the final set of non-redundant measurement configurations will be the union of the
achieved set at each value of x. Here, the value of k depends on the types of measured signatures as
well as the complexity of the nanostructure under measurement. As a rule of thumb, k should take
a relatively large value for a complicated nanostructure with a simple type of measured signature,
such as reflectance.

3. Experiments

3.1. Experimental Setup

We took spectroscopic scatterometry as an example to demonstrate the capability of the proposed
method in identifying and eliminating the measurement configurations with redundant information.
The experiments were carried out by a commercial Mueller matrix ellipsometer (ME-L ellipsometer,
Wuhan Eoptics Technology Co., China). As schematically shown in Figure 1, the system layout of the
dual rotating-compensator ellipsometer in order of light propagation is PCr1(ω1)SCr2(ω2)A, where P
and A stand for the fixed polarizer and analyzer, respectively, Cr1 and Cr2 refer to the 1st and 2nd
frequency-coupled rotating compensators, respectively, and S stands for the sample [31,32]. The 1st
and 2nd compensators rotate synchronously at ω1 = 5ω and ω2 = 3ω, respectively, where ω is the
fundamental mechanical frequency. With the light source used in this ellipsometer, the spectral range is
from 200 to 1000 nm, covering the spectral range of 300–900 nm used in this work. The beam diameter
can be changed from the nominal values of ~3 mm to a value less than 200 μm with the focusing lens.
The two arms of the ellipsometer and the sample stage can be rotated to change the incidence and
azimuthal angles in experiments. Except for the reflectance and ellipsometric angles of the sample
under measurement, the 16 Mueller matrix elements also can be obtained with the dual-rotating
compensator setting. An in-house developed MATLAB® (version R2017a, The MathWorks, Inc.,
Natick, MA, USA) program for analyzing the measured signatures ran on a workstation equipped
with double 2.0 GHz Intel Xeon CPUs. The forward optical model in this program was developed
based on rigorous coupled-wave analysis (RCWA) [33–35], and the inverse optical scattering problem
was solved through the commonly used Levenberg-Marquardt (LM) algorithm [36].
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Figure 1. Principle and instrument of the dual rotating-compensator Mueller matrix ellipsometer.

3.2. Experimental Results on 2D Grating

The first investigated sample was a 2D Si grating whose SEM cross-section image is shown in
Figure 2. The optical properties of Si were taken from Reference [37]. As depicted in Figure 2, the cross
section of the Si grating could be characterized by a symmetrical trapezoidal model with top width (W),
grating height (H), sidewall angle (SWA), and period (P), whose dimensions obtained from Figure 2
were W = 350 nm, H = 472 nm, SWA = 87.63◦, and P = 800 nm.

 
Figure 2. Scanning electron microscopy (SEM) cross-section image of the investigated 2D Si
grating sample.

In this case, the profile parameters under study were W, H, and SWA, while the grating period
P was fixed at its nominal dimension, namely, m = 3. The measured signature contained 15 Mueller
matrix elements normalized to the first element, namely, l = 15. As mentioned above, the measurement
configuration a = [ϕ, θ, λ] was defined as a combination of fixed azimuthal angle ϕ, fixed incident
angle θ, but a wide waveband λ for spectroscopic scatterometry. As a simple example to demonstrate
our data refinement method, here, the incident and azimuthal angles were fixed at θ = 65◦ and
ϕ = 30◦, the wavelength covered a fixed range of 300~900 nm with a step of 5 nm. We assumed
that the dimensions of the three profile parameters under investigation had a deviation of about 1%
from their nominal values. The differences of the 15 Mueller matrix elements between the actual
and nominal profiles were calculated by our forward RCWA model under each wavelength point
according to Equation (5). After considering all the 15 Mueller matrix elements and the wavelengths
used, the enanalysis and eigen-analysis procedures described above were performed on the differences.
According to Equations (6)–(9), the wavelength points with redundant information were identified
and eliminated from the set of measured signatures in a repetitive manner. Since the investigated
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sample shown in Figure 2 is a simple structure, and the model output Mueller matrix had 15 elements,
we achieved the 3 × 15 optimized data sets by traversing the three profile parameters and the 15
Mueller matrix elements. Through merging the same wavelengths into one for the 3 × 15 optimized
data sets, the remaining unions Sopt, containing 19 points, were obtained and shown by the black circles
in Figure 3, which are supposed to contain enough information needed for the profile reconstruction of
the 2D Si grating.

 
Figure 3. Fitting results of the calculated and the ellipsometer-measured Mueller matrix elements with
the incidence and azimuthal angles fixed at θ = 65◦ and ϕ = 30◦, respectively.

To examine the validity of the remaining information, regression analysis was conducted to
reconstruct the three profile parameters from the full spectral range of 300–900 nm, the optimal
spectrum containing 19 points, and the spectrum of 19 random points. The non-linear LM algorithm
was applied to fit the measured 15 Mueller matrix elements with the modeled ones, which converged
very quickly to a minimum when a suitable initial condition was chosen. During the fitting procedure,
the root-mean-squared error (RMSE) was used to quantify the goodness of fit, which summed over all
the measurement wavelengths the differences between the measured data and model-generated data.
The lower the RMSE value, the better the fit or agreement between the measured and model-generated
data. Figure 3 presents the fitting result of the model-calculated best-fit Mueller matrix elements (black
circles) and the measured spectrum including (red lines) 19 optimal points.

Table 1 shows the extracted profile parameter values for the fits and the SEM-measured values.
The uncertainties associated with the SEM-measured values were estimated by manually measuring
the SEM micrographs. The uncertainties appended to the scatterometry-determined values were
estimated from 30 repeated measurements. All uncertainties correspond to a 95% confidence level.
As shown in Table 1, the parameters W, H, and SWA of the 2D grating, extracted by fitting the optimized
spectrum, approximately agree with the ones obtained by using the full spectrum, while the former
method is over three times faster than the later one; the time spent between the optimal and random
measuring modes is slightly different, and the reason may be that the former iterations are a little
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smaller than the latter during the profile reconstruction procedure as that latter has more sufficient
information. Figure 3 shows that the model-calculated 15 Mueller matrix elements match well with the
measured spectrum. The experiments performed on the 2D Si grating provide preliminary evidence
that the advantages of the proposed method are in speeding up the reconstruction procedure and
effectively improving the precision of the extracted parameters.

Table 1. Comparison of fitting results of the 2D grating extracted from different spectrum and
SEM measurements.

Measuring Mode
Dimensions (nm/◦)

RMSE
Time

(s)W /nm H /nm SWA /◦

SEM 350.3 ± 4.74 472.1 ± 4.87 87.63 ± 0.611 — —
Full spectrum 347.3 ± 0.17 468.9 ± 0.20 86.89 ± 0.019 9.44 548
Optimal (19) 347.4 ± 0.15 476.9 ± 0.12 87.27 ± 0.008 8.27 143
Random (19) 345.2 ± 0.74 486.4 ± 0.86 86.31 ± 0.103 13.59 225

3.3. Experimental Results on 3D Grating

The second sample was a photoresistive grating consisting of a cylinder array deposited on
silicon with a bottom anti-reflective coating (BARC), which is a 3D grating whose SEM cross-section
image is shown in Figure 4. The 3D grating of the cylinder array was chosen for this study due to
the high computation effort of its forward optical model. As depicted in Figure 4, the cross section
of the 3D grating is characterized by a model with cylinder diameter (D) and height (H1), BARC
height (H2), and periods of arrays in two directions (Px and Py). The dimensions obtained from
Figure 4 are D = 226.7 nm, H1 = 355.1 nm, H2 = 104.3 nm, and Px = Py = 835 nm. In our experiments,
optical properties of the photoresist were modelled by a two-term Forouhi–Bloomer model [38], whose
eight undetermined parameters were determined by measuring a photoresist film deposited on the
silicon substrate using the above ellipsometer and were A1 = 0.006029, A2 = 0.020598, B1 = 14.195303
eV, B2 = 14.196431 eV, C1 = 50.523937 eV2, C2 = = 50.537878 eV2, n (∞) = 1.436087, and Eg = 4.774050 eV.
Similarly, optical properties of the BARC were modelled using the Tauc–Lorentz model [39], whose
five undetermined model parameters were obtained as ε1 (∞) = 1.42680, Eg = 3.45971 eV, A = 21.14955,
E0 = 9.94921, C = 0.98767. For more details about physical meanings of the above parameters, one can
consult References [38,39], which are omitted here for brevity.

P

P

D

H
H

Figure 4. SEM cross-section image of the investigated 3D grating sample.

Here, the investigated profile parameters of the 3D grating included the D, the H1, and the H2,
namely, m = 3, while the two grating periods were fixed at their nominal dimensions. In contrast to
the experiment settings above, the incidence and azimuthal angle were fixed at θ = 65◦ and ϕ = 0◦,
and the terms of N, C, and S parameters versus wavelength were used as measured signatures, which
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were derived from ellipsometric Psi (Ψ) and Delta (Δ) and taken as N = cos (2Ψ), C = sin (2Ψ) cos
(Δ), and S = sin (2Ψ) sin (Δ). Considering that the investigated 3D sample deviated largely from its
nominal values, its forward model was highly complex and nonlinear, and the model output was N, C,
and S, namely, l = 3, we assumed that the dimensions of the three profile parameters changed k = 6
times to ensure that the optimization procedure was stable, and the deviations were about ±1%, ±5%,
or ±10% from their nominal dimensions, respectively. According to our proposed method, 3 × 3 × 6
optimized data sets remained, then, the union Sopt of the remaining data sets, consisting of the 36
wavelength points shown in Figure 5, were achieved for the inverse problem solution.

 

Figure 5. Fitting results of the calculated and the ellipsometer-measured N, C, and S parameters at the
incidence angle θ = 65◦ and azimuthal angle ϕ = 0◦.

In the same way, the regression analysis was performed to extract the three unknown profile
parameters, and the non-linear LM algorithm was also applied to fit the measured signatures with
the modeled ones. The extracted profile parameter values for the fits and the SEM-measured values
are shown in Table 2. The uncertainties appended to the SEM-measured and scatterometry-measured
values in Table 2 were estimated in a similar manner to those in Table 1. Figure 5 presents the fitting
result of the model-calculated best-fit N, C, and S parameters and the measured spectrum (black dots)
containing whole range (blue lines) and only 36 optimal points (red circles), respectively.

Table 2. Comparison of fitting results of the 3D photoresist grating extracted from different spectrum
and SEM measurements.

Measuring Mode
Dimensions (nm)

RMSE
Time
(hour)D /nm H1 /nm H2 /nm

SEM 226.7 ±
28.32 355.1 ± 2.05 104.3 ± 1.30 — —

Full spectrum 249.8 ± 2.56 344.3 ± 1.44 107.6 ± 0.62 28.77 14
Optimal (36) 250.4 ± 2.21 343.9 ± 1.03 106.4 ± 0.51 17.45 4.5
Random (36) 262.4 ± 2.38 338.7 ± 2.42 108.1 ± 0.89 26.50 6
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From Table 2, the three average values of the 3D grating dimensions extracted using 36 optimal
points are very close to the values obtained using the full range spectrum, but the extracted parameter
D has about a 25 nm deviation from the SEM-measured value, which is probably caused by the
obvious non-uniformity of the grating surface depicted in Figure 4, and the SEM-measured values
include estimation errors in manually measuring the SEM micrographs. Table 2 also shows that the
proposed method results in the lowest value of RMSE, the highest measurement precision, and the
least time cost. It is observed from Figure 5 that the best-fit N, C, and S parameters using the optimized
spectrum are in better agreement with the measured signatures compared to those of the full range.
Consequently, we may conclude that the proposed dependence-analysis-based data-refinement method
can be applied to determine several optimal measurement points without any loss in the accuracies for
profile reconstruction in optical scatterometry.

4. Conclusions

In summary, we proposed a method to identify and eliminate the measurement configurations
with redundant information based on dependence analysis in optical scatterometry. By assuming that
the dimensions of profile parameters under investigation have some deviation from their nominal
values, the differences between the actual and nominal dimensions were calculated by the forward
optical model under each measurement point. A formulation was derived to identify the measurement
configurations with redundant information through performance of a dependence analysis followed
by an eigen-analysis. By eliminating redundant information from the measured data in a repetitive
manner, a few optimal points remained and were used for the reconstruction process.

Experiments performed on a 2D Si grating and a 3D photoresist grating revealed that the
reconstructed grating profiles from the optimally selected subset of measurement wavelengths according
to the proposed method have a higher accuracy than those from the randomly selected counterparts
with a higher efficiency than the analysis making use of the whole spectrum. This suggests that the
proposed dependence-analysis-based data-refinement method can be a powerful tool to enhance the
reconstruction speed of nanostructure metrology using scatterometry without sacrificing the accuracies,
especially for the nanostructures whose forward model is very complex and time-consuming.
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Featured Application: This work provides an effective analysis tool for OCT-based brain imaging

and provides an approach to improve the quantitative accuracy of chromophores in tissue for the

experimental study of brain functional sensing. What is more, these methods are also suitable

for other complex 3D bio-tissues.

Abstract: Optical coherence tomography (OCT) can obtain high-resolution three-dimensional (3D)
structural images of biological tissues, and spectroscopic OCT, which is one of the functional
extensions of OCT, can also quantify chromophores of tissues. Due to its unique features, OCT has
been increasingly used for brain imaging. To support the development of the simulation and
analysis tools on which OCT-based brain imaging depends, a model of mesh-based Monte Carlo
for OCT (MMC-OCT) is presented in this work to study OCT signals reflecting the structural and
functional activities of brain tissue. In addition, an approach to improve the quantitative accuracy
of chromophores in tissue is proposed and validated by MMC-OCT simulations. Specifically, the
OCT-based brain structural imaging was first simulated to illustrate and validate the MMC-OCT
strategy. We then focused on the influences of different wavelengths on the measurement of
hemoglobin concentration C, oxygen saturation Y, and scattering coefficient S in brain tissue.
Finally, it is proposed and verified here that the measurement accuracy of C, Y, and S can be improved
by selecting appropriate wavelengths for calculation, which contributes to the experimental study of
brain functional sensing.

Keywords: optical coherence tomography; Monte Carlo simulation; structural imaging; functional sensing

1. Introduction

Applications of optical coherence tomography (OCT) in brain tissue include structural imaging
and functional sensing. Structural imaging includes macroscopic imaging [1,2] and angiography of the
brain tissue [3]. Common detectable brain functional activities are shown in Figure 1 [4,5], and the
associated optical processes are also indicated. Among them, scattering and absorption can be obtained
by spectroscopic OCT [6,7], and Doppler shift can be measured by Doppler OCT [8]. This paper focuses
on the applications of OCT in brain structural imaging as well as in the measurement of absorption
and scattering coefficients of brain tissue.

Both numerical and in vivo testbeds are useful for brain tissue imaging. In vivo testbeds provide
the ultimate confirmation of performance, while numerical testbeds allow a more controlled evaluation
of imaging modalities and optimization of their parameters. Monte Carlo (MC) simulation is the golden
means to simulate the interaction between light and tissue [9,10]. Many efficient MC models have
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been developed to study OCT signals of different tissues [11–14] or polarization-sensitive OCT [11,15].
However, there are few literatures to analyze OCT signals in brain tissue using MC technology.
Therefore, as a slight supplement to this field, we detail how to use MC simulation to analyze the
applications of OCT in brain tissue structural imaging and functional sensing. A model of mesh-based
Monte Carlo [14,16,17] for OCT (MMC-OCT) is used in this paper, which is useful for any complex
three-dimensional (3D) bio-tissues. This work provides an analysis method and related data for brain
simulation as well as help for experimental study.

Figure 1. Relationship among common brain functional activities, physiological parameters, and optical
processes. The total hemoglobin concentration C is equal to the sum of the oxyhemoglobin concentration
and deoxyhemoglobin concentration. Oxygen saturation Y is the ratio of the oxyhemoglobin
concentration to the total hemoglobin concentration.

Quantitative accuracy is undoubtedly an important indicator in the measurement of scattering and
absorption of brain tissue. In the spectroscopic OCT, extinction coefficients of different wavelengths are
obtained by using the short-time Fourier transform (STFT) and exponential fitting [7], and the extinction
coefficient is the sum of the absorption coefficient and scattering coefficient S. It is a common choice to
use a visible light waveband for detection of scattering and absorption [6,18], and the main absorption
in this range comes from hemoglobin for brain tissue [19,20]. Thus, the total hemoglobin concentration
C and oxygen saturation Y of the brain tissue can be calculated by solving linear equations using
absorption coefficients of several different wavelengths [4], where C and Y are defined in Figure 1.
The extinction coefficients of multiple wavelengths can be obtained in spectroscopic OCT, so the
results obtained by fitting the oversampled data will undoubtedly be more accurate considering the
noise and experimental errors in the actual applications. However, the spectral resolution and spatial
resolution are contradictory [21], and the more positions the window function traverses, the longer the
calculation time. In addition, the narrower the width of the window function in the spectral domain,
the worse the signal-to-noise ratio (SNR). For measurements of blood vessels with high hemoglobin
concentrations (~2 mmol) [22], two or three wavelengths can be used to resolve the correct functional
parameters [23,24] while achieving high spatial resolution. In the process of solving C, Y, and S from the
fitted extinction coefficients of three wavelengths, we found that the error of the extinction coefficient
has a great influence on the calculated results, and the values of C, Y, and S calculated using different
wavelengths are distinct for the certain error. Therefore, the selection of wavelengths that are used to
calculate scattering and absorption is explored in this paper. It is proposed and validated here that
the measurement accuracy of C, Y, and S can be improved by selecting the appropriate wavelengths
for calculation.

The remainder of this paper is organized as follows. We present the basic principles of structural
imaging and functional sensing of OCT as well as MMC-OCT models in Section 2. In Section 3,

142



Appl. Sci. 2019, 9, 4008

we first detail how to use MMC-OCT simulation to study structural imaging of tissue, and then the
influences of different wavelengths on quantitative accuracy of scattering and absorption coefficients
are discussed. Finally, in Section 4 we provide a brief summary and conclusion.

2. Methods

2.1. Structural and Functional Imaging Based on OCT

The spectroscopic OCT includes the spectroscopic time domain OCT (TD-OCT) and spectroscopic
Fourier domain OCT (FD-OCT), both of which are implemented by windowed Fourier transform [21,25].
Here we mainly introduce the principle of structural imaging and functional sensing based on FD-OCT.
In FD-OCT, it is only necessary to perform a Fourier transform on the interference signal collected by
the spectrometer or detectors to obtain the structural image, i.e.,

I(k) = S(k)
∣∣∣∣∣aR +

∫ ∞
0

a(z) exp
{
i2kn(k)z

}
dz
∣∣∣∣∣
2

(1)

and
H(z) = F

{
I(k)
}
= F
{
S(k)
}⊗ {a2

Rδ(z) + aR[a(z) + a∗(−z)] + AC(Iau(k)
}
, (2)

where S(k) is the power spectrum of the light source; aR is the amplitude of the reflected reference light;
k is the wavenumber; n(k) is the refractive index of the sample at k; and a(z) is the amplitude of the
backscattered light at the z position of the sample. AC represents the self-coherent signal of the sample,
which can usually be ignored because it is small.

During the calculation above, n(k) is treated as a real number. However, it is in fact a complex
valued function n(k) = n(k) + iκ(k), defining both the group delay (n(k)) and absorption (κ(k)) within
a medium [26]. Therefore, ignoring the conjugate and direct-current terms, Equation (2) should be
expressed as

H(z) = F
{
I(k)
}
= F
{
S(k)
}⊗ {aRa(z) exp(−2nzμt(z))

}
(3)

in which μt is the extinction coefficient of tissue; and n is the average refractive index of tissue.
When a STFT or wavelet transform is applied to Equation (1), we can obtain the depth-resolved
spectrum H (z, kn), shown as

H(z, kn) = F
{
I(k)g(kn; Δk)

}
= A
{
μb(z, kn) exp(−2nzμt(z, kn)

}
(4)

where A represents the system parameter and μb is the backscattered coefficient [7] and g(kn; Δk) is a
window function having a width Δk centered at a mean scattering wave number kn. Thus, the spectra
of backscattering coefficient μb and extinction coefficient μt as a function of z and kn are obtained.

From Equation (4) we can see that there is an inherent trade-off between spectral resolution and
spatial resolution. For Gaussian windows, the resolution in z-space and k-space is related by Equation
ΔkΔz = 1/4π, i.e., Δz = λ2/(2Δλ) [21].

For brain tissue, the main absorption comes from water and hemoglobin. For simplicity,
chromophores other than hemoglobin such as fat, melanin, and lipids are neglected [19].
Consequently, the extinction coefficient of the sample can be defined as

μt(z,λ) = C(z) · ln(10) · [Y · εO(z,λ) + (1−Y) · εD(z,λ)] + μs(z,λ). (5)

εO and εD are the molar extinction coefficients—the extinction coefficient divided by ln(10) per unit
molar concentration—of oxyhemoglobin and deoxyhemoglobin, respectively [27]. μs is the scattering
coefficient. The unit of C is mmol, the unit of εO and εD is mmol−1 mm−1, and the unit of μs and
μt is mm−1. Functional sensing involves the measurement of C, Y, and μs based on the absorption
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and scattering spectra (Figure 2). Figure 2 shows the curves of μa and μs as a function of wavelength,
where μa = C ln(10)εo and C = 2 mmol [22].

Figure 2. Wavelength dependence of oxyhemoglobin and deoxyhemoglobin absorption (blue and
green, respectively) [22], whole blood scattering (red) [22], and water absorption (black) [20].

For the visible-light waveband (500–600 nm), the magnitude of the absorption and scattering
coefficients are of the same order, and it can be approximately considered that the scattering coefficient
is not affected by the wavelength when using the method introduced in [6]. Therefore, the extinction
coefficient can be expressed as

μt(z,λ) = C(z) · ln(10) · [Y · εO(z,λ) + (1−Y) · εD(z,λ)] + μs(z). (6)

Consequently, it is only necessary to obtain the extinction coefficients of three different wavelengths
at a certain depth z, and then, C, Y, and μs can be calculated by solving the ternary equation.

In the near-infrared light waveband (600–1100 nm), the scattering coefficient is affected more by
the wavelength than in the visible range, and the scattering coefficient is approximately linear with
the wavelength or satisfies a specific functional relationship a × λb [28,29], where both a and b are
constants. Therefore, the extinction coefficient can be expressed as

μt(z,λ) = C(z) · ln(10) · [Y · εO(z,λ) + (1−Y) · εD(z,λ)]+(a + bλ) (7)

when the linear relationship is considered. Accordingly, C, Y, and μs can be calculated by solving the
quaternary equation.

In the range of >1200 nm, the absorption coefficients of oxyhemoglobin and deoxyhemoglobin
are almost indistinguishable as shown by the purple dashed box in Figure 2, so the functional sensing
is difficult to achieve.

This article focuses on functional sensing in the visible-light waveband. Within this range, the
parameter C, Y, and S can be obtained by solving a ternary linear equation, expressed as Equation (6),
or can be obtained by the fitting strategy using oversampled data. The latter has a higher probability
of getting the correct parameters. However, if functional parameters with acceptable errors can be
obtained using data at three wavelengths, it is advantageous where high spatial resolution is required,
such as imaging small-sized microvessels in brain tissue.

2.2. Mesh-Based Monte Carlo for Optical Coherence Tomography (MMC-OCT)

Throughout the simulation of this paper, a fast mesh-based Monte Carlo (MMC) photon migration
algorithm for imaging in 3D complex tissue was used [16,17], and a schematic that clearly illustrates
the simulation process is shown in Figure 3. Before proceeding with the steps described in Figure 3,
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the “MMCLAB” package needs to be downloaded [30], which contains all the MATLAB m-files
mentioned in Figure 3.

a s g n

nscat ppath

i

N z N z

csum ppath z l

csum ppath z l

N z N z

 
Figure 3. Flow chart describing the simulation process of mesh-based Monte Carlo optical coherence
tomography (MMC-OCT). μa and g are the absorption coefficient and anisotropy factor, respectively;
θi is the angle between the emission direction of the detected photon and z axis; θmax is the collecting
angle; lc is axial resolution (i.e., the coherence length); z is the probing depth; sum (nscat) and sum
(ppath) represent the sum of scattering events and the sum of path lengths in all media, respectively.
NI (z) and NII (z) are the numbers of class I photon and class II photon that are reflected/backscattered
at the z-depth, respectively.

In simulations, the light source was a pencil beam, and a circular detector with a radius of
10 μm was placed at the same position as the emission position of the photon packet. The initial
set number of photons and θmax were 5 × 1013 and 3◦, respectively. After running Monte Carlo
MATLAB program “mmclab”, the parameters nscat, ppath, v, and zmax of each detected photon are
obtained. It should be noted that the mesh of the tissue is subdivided in the depth direction in order to
obtain the depth coordinates at which the scattering event occurs. Then, according to the condition∣∣∣sum(ppath) − 2z

∣∣∣< lc/2 , the photons within the collecting angle θmax are divided into different depths
z having a thickness of lc. To classify the photon further, on satisfaction of

∣∣∣sum(ppath) − 2zmax
∣∣∣< lc/2,

the photon is recorded as a class I photon, otherwise it is recorded as a class II photon [10,13].
We directly obtained the backscattered field of the tissue detected by the OCT system represented

as Equation (3) through the above steps, without simulating the complete imaging process of the OCT.
The resolution of z-space is equal to lc, which is determined by the spectral bandwidth of the light
source, and μt is the average extinction coefficients of the tissue within the spectral bandwidth.

Similarly, for the analysis of functional imaging of FD-OCT, the depth-resolved spectrum H (z, kn)
represented by Equation (4) was directly obtained. From Equation (4), we found that the effect
of window function g in the STFT is equivalent to that of a light source with a narrower spectral
width. Therefore, we controlled the z-space resolution by setting lc, and the expression of lc is
Δz = λ2/(2Δλ) [21]. μt is the extinction coefficient of the tissue over the spectral bandwidth of the
window function.
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All simulations were run using a desktop computer with an Intel Core 3-GHz 64-bit processor
(Intel Corporation, Santa Clara, CA, USA) and 16 GB of RAM running the Windows operating system.
It, however, has to be pointed out that the simulation time of MMC-OCT is long. Simulation of
a 300 × 300 × 500 μm gray matter (discretized using a mesh of 15,720 nodes and 87,996 elements)
for 5 × 1011 photons took approximately 2.5 h per A-scan. However, the simulation time can be
greatly reduced by improving the program. It has been proven that tetrahedral mesh-based MC and
importance sampling can significantly reduce computation time, which can obtain more accurate
OCT signals using fewer photons [31]. In addition, because of the inherently parallel nature of MC
simulation, we can reduce simulation time by implementing the MMC-OCT program on a graphics
processor unit (GPU).

3. Results and Discussions

We first generated a segmented human brain atlas as shown in Figure 4 [32], from which we know
that the brain tissue has a hierarchical structure and some cylindrical structures (vessels) embedded
in it.

Figure 4. Three-dimensional (3D) brain atlas (181 × 217 × 181 mm): (a) 3D model of brain; (b) 3D
model of blood vessels segmented from brain model shown in (a); and (c) 2D section of brain extracted
at plane x = 90 mm. CSF represents the cerebrospinal fluid.

3.1. Simulation Results of Brain Structural Imaging

In this section, the structural imaging of hierarchies and vascular structures present in the brain
tissue was simulated. The parameters of the hierarchical structure [16,33] and vessel structure [22] in
the simulation are listed in Table 1. The n and g of tissue were 1.37 and 0.9, respectively. The simulated
hierarchy structure consisted of the skull, cerebrospinal fluid (CSF), gray matter and white matter,
and its 3D volumetric finite-element (FE) mesh is shown in Figure 5a. Figure 5b shows the 3D
volumetric mesh of gray matter with a blood vessel embedded in it, and the position of the blood
vessel is indicated on the figure. The numbers in Figure 5a,b represent the number of grids, and the
grid resolution was 10 μm. In the simulation, the center wavelength was 630 nm and lc was 10 μm,
which is equivalent to using a light source having a spectral bandwidth of 13 nm.

First, in order to verify the correctness and effectiveness of the MMC-OCT model in OCT-based
structural imaging, all parts of the hierarchy structure were compressed, and compressed sizes are
shown inside parentheses in the “Thickness” column of Table 1. The backscattered signal of the
compressed hierarchical structure (Figure 5c,d) shows the simulation result of the vessel structure
obtained with actual tissue parameters. It is clearly seen that the backscattered signals reflect the
structural distribution of the two tissues, and the dimensions of each part are identical to the preset
structural dimensions. Moreover, the results show that the larger the scattering coefficient, the larger
the amplitude of the backscattered signal and the faster the signal attenuates, which is completely
consistent with the actual situation [7] and proves the validity of the MMC-OCT used in this paper.
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Table 1. Geometric parameters and optical parameters of simulated tissues at 630 nm wavelength.

Tissue Type Thickness (mm) μa (mm−1) μs (mm−1)

Hierarchical Structure

Skull 7 (0.15) 0.019 7.8
CSF 2 (0.05) 0.004 0.009

Gray matter 4 (0.1) 0.02 9
White matter 34 (0.2) 0.08 40.9

Vessel Structure

Medium (Gray matter) 0.5 0.02 9
Vessel 0.1 (Diameter) 0.28 88.55

Figure 5. (a,b) 3D volumetric finite-element (FE) mesh of simulated tissue, in which R and O are the
radius and center of the blood vessel, respectively. (d) Backscattered signal of the vessel tissue. (c,e) show
the backscattered signal of the compressed and uncompressed hierarchical structures, respectively.

Figure 5e shows the simulation result of the brain hierarchy structure obtained using actual tissue
parameters shown outside parentheses in the “Thickness” column of Table 1. It can be found that the
backscattered signal attenuates rapidly with an increase in depth and the light cannot penetrate the
skull, which is consistent with reality [4]. The imaging depth of SD-OCT is generally 1–2 mm, owing to
the large attenuation coefficient of tissue, which is not enough for human brain tissue [4]. But for some
in vitro studies, we may only focus on a part of the brain, such as the cerebral cortex or the vascular
network. In addition, brain imaging of small animals also provides significant reference value for
human brain research. In the aforementioned applications, the MMC-OCT can be used to simulate
their imaging process, thus providing important theoretical support for brain imaging.

3.2. Simulation Results of Brain Functional Sensing

As we mentioned in the introduction, the application of spectroscopic OCT in brain functional
sensing is usually to quantify three parameters: total hemoglobin concentration C, blood oxygen
saturation Y, and scattering coefficient S. After obtaining the OCT signals of different wavelengths
using MMC-OCT, C, Y, and S can be calculated using the quantitative method introduced in Section 2.1.
In this section, we studied brain functional sensing through theoretical analysis and MMC-OCT
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simulation. Specifically, we explored factors that affect the quantitative accuracy of C, Y, and S using
three wavelengths.

In the visible light waveband (500–600 nm), the absorption coefficient of hemoglobin is much
larger than that in the near-infrared waveband, as shown in Figure 2, so functional sensing is very
advantageous. Therefore, we chose a visible waveband to simulate functional sensing of the brain
tissue. To obtain parameters C, Y, and S, we usually need to solve the following three-variable
linear equations:

C[ε1D + Y(ε1O − ε1D)] + S = μt1
C[ε2D + Y(ε2O − ε2D)] + S = μt2,
C[ε3D + Y(ε3O − ε3D)] + S = μt3

(8)

in which subscripts 1, 2, and 3 represent three different wavelengths. ln(10) is multiplied to εO and εD.
The extinction coefficients μt1, μt2, and μt3 that are obtained by exponential fitting of the backscattered
signals include the experimental error and data fitting error. The solutions to Equation (8) are

C =
(Δεo

′ − ΔεD
′)Δμt − (Δεo − ΔεD)Δμt

′
ΔεDΔεo′ − ΔεD′Δεo

(9)

Y =
ΔεDΔμt

′ − ΔεD
′Δμt

(Δεo′ − ΔεD′)Δμt − (Δεo − ΔεD)Δμt′
(10)

and

S =
(ε1oε2D − ε2oε1D)μt3 + (ε3oε1D − ε1oε3D)μt2 + (ε2oε3D − ε3oε2D)μt1

ΔεoΔεD′ − ΔεDΔεo′
, (11)

where ΔεD = ε2D − ε1D, Δεo = ε2o − ε1o, Δμt = μt2 − μt1, and the parameters with (′) as a superscript
are the results of subtracting the corresponding parameters of the second wavelength from the
parameters of the third wavelength. The variation of the three parameters C, Y, and S caused by the
errors of μti (i = 1, 2, and 3) can be expressed as

|dC| = | (Δεo
′ − ΔεD

′)dΔμt − (Δεo − ΔεD)dΔμt
′

ΔεDΔεo′ − ΔεD′Δεo
|, (12)

|dY| = | ΔεDΔεo
′ − ΔεD

′Δεo

[(Δεo′ − ΔεD′)
Δμt
Δμt′ − (Δεo − ΔεD)]

2 d(
Δμt

Δμt′
)|, (13)

and

|dS| = | (ε1oε2D − ε2oε1D)dμt3 + (ε3oε1D − ε1oε3D)dμt2 + (ε2oε3D − ε3oε2D)dμt1

ΔεoΔεD′ − ΔεDΔεo′
|, (14)

in which dΔμt, d(Δμt/Δμt
′), and dμt all represent errors of μti, and their signs and magnitudes are

uncertain in practice.
It can be seen from Equations (12)–(14) that the calculation errors of C and S have nothing to

do with Y and are only related to the errors of μti and the absorption parameters of the selected
wavelengths. However, the calculation error of Y varies with μti, that is, it is related to C, Y, and S.
In addition, we find that the change trends of |dC| and |dS| are the same, while that of |dY| is opposite to
the other two. In other words, we have no way to choose the optimal three wavelengths to minimize
the errors of the C, Y, and S simultaneously, but can only make compromises according to the actual
situation. For example, if the requirement for the accuracy of C is higher in practical application,
the denominator of |dC| can be larger and the numerator smaller by choosing appropriate wavelengths,
while if the requirement for the accuracy of Y is higher, the opposite choice can be made.

Figure 6 shows the errors of C, Y and, S under two different wavelength choices, and the
corresponding absorption parameters are shown in the pictures. It should be noted that these
parameters are not actual values shown in Figure 2, but are obvious cases set to explain the above
rules. In the simulation, C was 100 μm, Y was 70%, and S was 7 mm−1. The C of the brain tissue is
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approximately 100 μm [19]. Here, for convenience, we assumed that μt1 had error dμt1, and μt2 and μt3

had no errors. In Figure 6a, when dμt1 is 0.1 mm−1, dC/C = 0 and dS/S = 0.028, while dY/Y is up to 0.9.
In Figure 6b, when dμt1 is 0.1 mm−1, dC/C = 3.3 and dS/S = 1.16, while dY/Y is only 0.2. Therefore, we
can choose the appropriate wavelengths to solve the scattering and absorption parameters according
to the actual needs.

o o

D D

o o

D D

Figure 6. Calculation errors of three parameters when dC is small (a) and when dY is small (b).

Next, functional sensing of brain tissue was simulated using MMC-OCT. The most popular
components of brain tissue for researchers are often the cerebral cortex (i.e., gray matter) and blood
vessels, so we obtained backscattered signals at different wavelengths of vascular tissue. The blood
vessel had a diameter of 50 μm and was embedded in the gray matter tissue with a depth of 150 μm.
Firstly, the appropriate wavelengths were selected based on the spectral data shown in Figure 2.
We set a light source with a center wavelength of 570 nm and a spectral width of 50 nm. The window
function of the STFT has a width in the spectral domain of 15 nm, and there is no overlap between the
window functions at the two adjacent wavelengths. Between 540 nm and 600 nm, we used Equations
(12)–(14) to calculate the theoretical error of the three parameters obtained using different wavelength
combinations, and each combination consists of three wavelengths with an interval of 15 nm. The error
for each μt is a random number within 0–0.1 mm−1; Y = 0.7, C = 2 mmol, and S = 70 mm−1. The curve
in Figure 7a shows the sum of the errors of the three parameters calculated using different wavelength
combinations, and the abscissa is the minimum of the three wavelengths. The number of calculations
is 200.

Within the spectral bandwidth of the source, the optimal and worst combinations are 560 nm,
575 nm, 590 nm and 553 nm, 568 nm, 583 nm, respectively. Figure 7a–c shows the calculation errors
of C, Y, and S, respectively. Since the error of the extinction coefficient is random, we compare the
maximum of the 200 calculation errors of the two combinations. The maximum values of the dC/C, dY/Y,
and dS/S of the optimal combination are reduced by 17.6, 5.8, and 14.5 times, respectively, compared to
those of the worst combination. The optical parameters of the two combinations are shown in Table 2,
and Figure 8 shows the simulation results using MMC-OCT. When using the method described in [6],
it can be approximated that the scattering coefficient is not affected by the wavelength, so we set the
scattering coefficient for each wavelength to 70 mm−1.

The simulation results for the 560 nm wavelength are summarized in Figure 8. Figure 8a shows
the continuous wave (CW) fluence extracted at plane y = 0 μm, and the black dotted box in the
figure indicates the position of the blood vessel. The blue curve in Figure 8b is the backscattered
signal, and the signal in the depth range of 70 μm–100 μm is selected to calculate the extinction
coefficient by exponential fitting, the results of which are shown in Figure 8c. The fitting coefficients
and goodness are shown in the picture, and the R2 value of the fitting results is 0.9969. The fitting
results of two combinations and C, Y, and S calculated from the fitting results are listed in Table 3.
The parameters marked “The” in Table 3 are the theoretical calculation values, and those labeled “Rea”
are the simulation values. It can be seen that the two are basically the same, and the maximum error
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is 0.06 mm−1. Of course, this does not mean that the error in the actual experiment is also at this
level, but rather illustrates the feasibility of the MMC-OCT in simulating the process of obtaining the
extinction coefficient.

Figure 7. (a) The sum of the errors of the three parameters calculated using different wavelength
combinations; calculation errors of C (b), Y (c), and S (d) calculated using the optimal wavelength
combination and the worst wavelength combination.

Table 2. Optical parameters of optimal and worst wavelength combinations for functional sensing.

λ (nm) εO (mmol−1·mm−1) εD (mmol−1·mm−1) S (mm−1)

Optimal Combination

560 4.1519 5.7674 70
575 5.8742 4.5500 70
590 2.1107 3.0857 70

Worst Combination

553 4.7611 5.7666 70
568 4.8988 5.2246 70
583 4.7178 3.8402 70

Table 3. Fitting results and calculated C, Y, and S for two combinations.

Combinations The μt1 The μt2 The μt3 Rea μt1 Rea μt2 Rea μt3 C Y S1

560, 575, 590 91.352 95.222 81.067 91.338 95.268 81.047 2.003 0.704 69.978
553, 568, 583 93.315 93.01 90.514 93.291 93.171 90.531 2.482 0.767 64.746

The errors of C, Y, and S obtained by the optimized combination of wavelengths are much smaller
than those obtained by the worst combination, and the calculation errors of C, Y, and S are reduced by
160, 16.75, and 238.8 times, respectively.
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The results in Table 3 show that we can obtain very accurate optical parameters of blood vessels by
reasonably selecting three wavelengths. However, the error between the theorical extinction coefficient
and the simulation result is very small, not exceeding 0.06 mm−1, so the result is ideal. In actual
experiments, when the method described in [34] is used, the accuracy of the exponentially fitted
extinction coefficient can reach 0.8%, which is about 0.72 mm−1 for blood. Therefore, we set the
maximum error of extinction coefficient to 1 mm−1. At Y = 70%, dC/C, dY/Y, and dS/S calculated by
the optimized combination are 0.0859, 0.0829, and 0.0296, respectively. Accordingly, we can conclude
that when imaging vascular structure, the optimization scheme shown in Figure 7 can be used to
reasonably select three wavelengths to calculate the optical parameters of the tissue while ensuring
high spatial resolution.

Figure 8. Simulation results for 560 nm wavelength: (a) continuous wave (CW) fluence extracted at
plane y = 0 μm; (b) backscattered signals; and (c) fitting results when class II photons are removed.

It should be noted that the above optimization process was performed under the condition that Y
= 0.7. The hemoglobin concentration of the blood vessel is high, and the absorption coefficient in the
visible-light waveband is large, so the optimization results for different Y are approximately the same.

Next, the functional sensing of the cerebral cortex was discussed, where the spatial resolution
requirements are reduced compared to imaging small-sized blood vessels. In the simulation,
wavelengths of 540 nm, 546 nm, and 576 nm were selected, and the window function of the STFT has a
width of 6 nm in the spectral domain. Optical parameters of gray matter at these wavelengths are
listed in Table 4. There were two reasons for this choice. First, the scattering coefficients of these three
wavelengths were approximately the same, as shown in Figure 2; second, we made a compromise by
considering the calculation errors of C and Y. It should be noted that this selection of wavelengths was
obtained under the condition that Y = 70% using the optimization method described in Figure 7. The n
and g of tissue were 1.37 and 0.9, respectively. The scattering coefficients S in the Table 4 were obtained
by dividing the scattering coefficients in Figure 2 by 10 so that they were approximately the same as
the scattering coefficients in gray matter [35].

Table 4. Optical parameters of gray matter at selected wavelengths for functional sensing.

λ (nm) εO (mmol−1·mm−1) εD (mmol−1·mm−1) S (mm−1)

540 5.89 4.81 7.014
546 5.66 5.38 7.016
576 5.91 4.45 7.010

The simulated gray matter was a 300 × 300 × 500 (μm) cube, and simulation results are shown
in Figure 9. Figure 9a shows the CW fluence extracted at plane y = 0 μm. The black data points in
Figure 9b represent backscattered signals, and the interval of z is 25 μm. The green curve in Figure 9b
is the fitting result, and the fitting coefficients and goodness are shown in the picture. The R2 value
of the fitting results is 0.9908. The fitting result in Figure 9b was obtained after removing the class II
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photons. If class II photons are not removed, the fitting μt is small, as shown in Figure 9c because the
optical path of the class II photon is larger. For comparison, the data in Figure 9c were normalized.
The theoretical calculation values and simulation values of the three parameters are shown in Figure 9d.
The points marked “The” in the legend are the theoretical calculation values, and the points labeled
“Rea” are the simulation values.

Figure 9. Simulation results in visible waveband: (a) CW fluence extracted at plane y = 0 μm;
(b) backscattered signals and fitting results; (c) fitting results when class II photons are removed and
when class II photons are not removed; (d) theoretical calculation values and simulation values of C, Y,
and S; and (e) differences between theoretical calculation values and simulation values.

It can be seen from Figure 9d that the simulation values are basically in accordance with the
theoretical calculation values except that the deviation of Y at Y = 10% is a little large, which is
because the calculation error of Y varies with the value of μt, as described in Equation (13). The results
of Figure 9e are the differences between the theoretical calculation values and simulation values.
The pre-estimated calculation errors in the case that Y = 10% and Y = 70% are shown in Figure 9e,
which can be seen to be consistent with the results of the actual simulation. If we predict that the Y of
tissues is relatively high, then the choice of wavelengths is reasonable now. On the contrary, the current
wavelengths selection is unreasonable if we predict that the Y of tissues is relatively low, and other
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wavelengths should be selected to make the errors of C, Y, and S smaller. When optimized for the
case that Y = 10%, the wavelengths of 546 nm, 552 nm, and 570 nm were selected. When the error of
the extinction coefficient is the same, dC/C, dY/Y, and dS/S were 0.235, 0.036, and 0.082, respectively,
which were reduced by 1.25, 14.7 and 1.28 times, respectively, compared with the results of Figure 9e.

Therefore, in practical application, if we have a prior rough estimate of Y and C of the brain tissue
to be measured, we can then reasonably choose the wavelengths to improve the measurement accuracy.

The simulation results show that the correct optical parameters of tissues with low concentrations
of hemoglobin can be obtained by rational selection of three wavelengths. However, the error of the
extinction coefficient obtained by the simulation is very small, and the maximum value does not exceed
0.05 mm−1. The error of C reaches about 30% when the error of μt is 0.1 mm−1. Therefore, when the
sample has a low hemoglobin concentration and does not require high spatial resolution, there is no
doubt that more accurate results can be obtained by fitting the data of multiple wavelengths.

In summary, we briefly describe the optimization strategy for functional sensing of brain tissue as
follows: When imaging small-sized blood vessels, the optimization scheme shown in Figure 7 can be
used to reasonably select three wavelengths to resolve C, Y, and S. When imaging the cerebral cortex
and the spatial resolution requirement is not high, the method of fitting multi-wavelength data should
be used; when the spatial resolution requirement is high, it is necessary to roughly estimate the range
of Y and C in advance, and reasonably select three wavelengths to resolve C, Y, and S.

At the end of this section, as a little supplement to this work, functional sensing in a near-infrared
waveband was simulated. The simulated tissue was gray matter with 100-μm depth in which a blood
vessel with a 100-μm diameter is embedded. Similarly, considering the errors of C and Y simultaneously,
we chose three wavelengths at 750 nm, 800 nm, and 900 nm for calculation. The window function
of the STFT has a width of 50 nm in the spectral domain. Their optical parameters are shown in
Table 5. The parameters of blood were the same as those in Figure 2, and the S values of gray matter in
Table 5 were still obtained by dividing the scattering coefficients in Figure 2 by 10. In the near-infrared
waveband, the scattering coefficient is approximately linear with the wavelength, as described in
Equation (7). The C values of gray matter and vessel were 200 μm and 4 mM, respectively, and the Y
values were both 70%.

Table 5. Optical parameters of gray matter and blood vessel at selected wavelengths.

λ (nm) εO (mmol−1·mm−1) εD (mmol−1·mm−1) S-Gray (mm−1) S-Vessel (mm−1)

750 0.052 0.176 7.625 76.25
800 0.083 0.102 7.3 73
900 0.122 0.1 6.65 66.5

The simulation results are shown in Figure 10. Figure 10a shows the CW fluence extracted at
plane y = 0 μm. The structure parameters of the simulated tissue are also indicated. The blue curve in
Figure 10b is the backscattered signal, and the fitting results of the gray matter and vessel are shown
in the picture. The final fitting results and calculated C, Y, and S from the fitting results are listed in
Table 6. We can see that the calculated C and Y are incorrect because the absorption of gray matter
is too small in the near-infrared waveband. By contrast, the calculation results for blood vessels are
much more accurate.

In the simulations of this paper, we did not simulate the OCT signals of all wavelengths within
the spectral bandwidth of the light source but thought that the extinction coefficient is homogeneous
within a certain spectral width, which undoubtedly leads to certain errors. In the visible-light
waveband, the maximum wavelength bandwidth set in this work was 15 nm, which has proven
to be reasonable [36]. In addition, the impacts of the STFT process on functional sensing were not
studied. We will optimize the MMC-OCT program to simulate the complete imaging process of the
spectroscopic OCT in future researches.

153



Appl. Sci. 2019, 9, 4008

Figure 10. (a) CW fluence extracted at plane y = 0 μm; (b) the backscattered signal collected by the
detector and the fitting results.

Table 6. Fitting results and calculated C, Y, and S in near-infrared waveband.

Tissue The μt1 The μt2 The μt3 Rea μt1 Rea μt2 Rea μt3 C Y S1

Vessel 77.072 73.814 67.56 77.084 73.785 67.524 4.14 0.65 76.18
Gray matter 7.6661 7.3407 6.703 7.712 7.385 6.725 −0.21 0.55 7.75

4. Conclusions

In this study, we analyzed the application of OCT to the fields of brain tissue structural and
functional imaging using a model of mesh-based Monte Carlo for OCT (MMC-OCT). We first verified
that the MMC-OCT model used in this paper is an effective analytical tool for brain researches through
simulations of structural imaging. Then, through theoretical analysis and simulation of functional
sensing, we found that the measurement accuracy of hemoglobin concentration C, oxygen saturation
Y, and scattering coefficient S can be optimized by reasonable selection of wavelengths. Finally, we
proposed the following optimization schemes for imaging vascular structure and cerebral cortex in
brain tissue: When imaging small-sized blood vessels, we can reasonably select three wavelengths
to resolve C, Y, and S. When imaging the cerebral cortex and the spatial resolution requirement
is not high, the method of fitting with multi-wavelength data should be used; when the spatial
resolution requirement is high, the measurement accuracy of C, Y, and S can be improved by roughly
predicting their ranges in advance to select the appropriate wavelengths for calculation. What is
more, these methods are also suitable for other complex 3D bio-tissues. In particular, the method
of wavelength selection is also applicable to other optical imaging modalities such as photoacoustic
imaging [37], near infrared multispectral imaging [19], etc. In the future, we will provide the whole set
of codes and a small guidance for reproducing the results of simulations presented in this manuscript,
which provides an analytical method for studying the brain tissue and other complex 3D bio-tissues.
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in the diagnosis of optical communication links through long-distance free-space propagation.

Abstract: A generalized contour-sum method has been proposed to measure the topological
charge (TC) of an optical vortex (OV) beam using a Shack–Hartmann wavefront sensor (SH-WFS).
Moreover, a recent study extended it to be workable for measuring an aberrated OV beam. However,
when the OV beam suffers from severe distortion, the closed path for circulation calculation becomes
crucial. In this paper, we evaluate the performance of five closed path determination methods,
including watershed transformation, maximum average-intensity circle extraction, a combination
of watershed transformation and maximum average-intensity circle extraction, and perfectly round
circles assignation. In the experiments, we used a phase-only spatial light modulator to generate
OV beams and aberrations, while an SH-WFS was used to measure the intensity profile and phase
slopes. The results show that when determining the TC values of distorted donut-shaped OV beams,
the watershed-transformed maximum average-intensity circle method performed the best, and the
maximum average-intensity circle method and the watershed transformation method came second
and third, while the worst was the perfect circles assignation method. The discussions that explain
our experimental results are also given.

Keywords: wavefront sensor; spatial light modulator; contour-sum method; topological charge;
orbital angular momentum

1. Introduction

Recently, optical vortex (OV) beams, owing to their unique properties, have attracted more and
more interest and have been utilized in a wide range of fields—from scientific research to advanced
technology applications, such as optical communications [1–4], optical metrology [5–7], and optical
trapping and manipulation [8–10]. Many specialties of OV beams are due to their phase singularity in
the wavefront function, where the intensity drops to zero and the phase is undefined [11,12]. Moreover,
the phase along a closed path enclosing the singularity point varies from 0 to 2nπ, where n is an
integer known as the topological charge (TC) or the orbital angular momentum (OAM). OV beams
with different TC values perform diverse characteristics and consequently are used as information
carriers in state-of-art optical communication systems, which are used to generate sufficient force to
manipulate the molecules and so on. To meet the requirements of these applications, the determination
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of how to precisely measure the TC value of an OV beam is an important issue, and therefore many
methods, such as interferometry-based methods [13], diffraction-based methods [14–16], and model
decomposition-based methods [17,18] have been proposed and comprehensively studied.

As one of the key devices used in adaptive optics systems [19], Shack–Hartmann wavefront sensors
(SH-WFS) have also been utilized to determine the TC value of OV beams [12,20–23]. An SH-WFS
consists of a lenslet array and an image sensor, and directly measures the phase slope of the incident
wavefront at each lenslet position. TC determination with an SH-WFS is simple and direct, and the
contour-sum method (CSM) has been proposed based on the principle that the net TC value in an area
is proportional to the line integral of the phase slope along the closed path circumscribing the area [12].

The basic form of the contour-sum method uses the pre-assigned closed paths, e.g., the closed
path associated with the central 2 × 2 or 3 × 3 lenslet area to calculate the discrete line integral,
which is employed to determine the TC value of an OV beam [20,22]. This approach is successful
in measuring OV beams with nearly uniform or quasi-uniform intensity distribution. However,
it becomes deficient under some conditions, especially when the OV beams to be measured have
donut-shaped intensity profiles, where phase singularities are embedded in the low-intensity region
(dark region), and the phase slope measurement could be invalidated. This condition commonly exists
in many OV applications such as OV-based optical communication and OV-based optical metrology.
In view of this, in a previous study, we generalized the contour-sum method to be workable for
a closed path with an arbitrary shape, and proposed a maximum average-intensity circle (MAIC)
method to extract a closed path with only valid phase slope data from the annular intensity profile [24].
We experimentally investigated the MAIC method with both aberration-free OV beams as well as the
OV beams distorted by simulated atmospheric turbulence, and we concluded that the proposed MAIC
method has good robustness against aberrations. Moreover, we found that the closed path used for
circulation calculation has a notable influence on the determined TC value when the OV beams are
severely distorted by aberrations. Considering that the closed path is vital for the CSM, we also briefly
demonstrated the superiority of the MAIC method against the use of perfectly round circles (PRC) as
the closed path [24].

With the aim of further improving the measurement accuracy under the condition of severe
distortion and enriching the discussion of the influence of closed paths in circulation calculations, in this
paper, we compare the performance of several closed path determination methods: perfectly round
circles assignation, watershed transformation, maximum average-intensity circle extraction, and the
combination of the watershed transformation with maximum average-intensity circle extraction.

This paper is organized as follows. In Section 2, we present a brief of the generalized contour-sum
method (GCSM), and in Section 3, we describe five closed path determination methods for the GCSM.
In Section 4, we show the optical setup for the proof-of-principle experiments. In Section 5, we present
some experimental results and discussions. The comparisons were conducted under scenarios of both
aberration-free OV beams and OV beams distorted by simulated atmospheric aberrations. A summary
and conclusion are given in Section 6.

2. Generalized Contour-Sum Method

The contour-sum method was firstly proposed by Fried and Vaughn in 1992 [12] to prove that
there is a branch cut (phase singularity) in the phase function of a light field with strong intensity
variation. Since then, it has been adopted to detect OV beams using the phase slopes measured by an
SH-WFS [20]. The essence of this method is that the circulation value of the phase gradient along a
closed path enclosing the singularity point has a relationship with the TC value n, which is an integer
and can be expressed as [20]:

n =
1

2π

∮
C
∇φ·d→r , (1)

where C is a closed path, ∇φ is the phase gradient, and d
→
r is an infinitesimal displacement along the

closed path C.
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In practice, in order to determine the TC, we must discretize the line integral according to the
geometrical configuration of sampling points, and accordingly rewrite Equation (1) as:

Cir =
A
2π

K∑
k=1

→
Sk·
→
l k, (2)

where K is the number of sampling points along the closed path, and Sk and lk are the phase slope
and discretized contour path of the k-th sampling point, respectively. In Equation (2), a constant A is
introduced to compensate for the error caused by the discretization [24], and Cir is the TC value to
be measured.

Specially, with the use of an SH-WFS, the discretization is realized by the lenslet array, and the phase
slopes are simply obtained by the displacements of the focusing spots produced by the corresponding
lenslets. Thus, the discretized contour paths connect the centers of the lenslet areas, forming the closed
path. Figure 1 illustrates the generalized contour-sum method. In Figure 1, the square indicates the
lenslet area, and the area marked with downward diagonal lines is the element forming the closed path.
The discretized-contour path lk is represented by the red vector that connects the centers of the two
adjacent elements in the closed path, and the blue vector Sk is the phase slope, which is the average of
the phase slopes at the two adjacent elements.

Figure 1. Graph illustrating the generalized contour-sum method.

The raw data from the SH-WFS measurement consist of a Hartmanngram of multiple focused spots.
The five main steps of the GCSM are (1) preprocessing the Hartmanngram, including thresholding and
segmentation; (2) calculating the phase slope of the individual lenslet area locations according to the
SH-WFS working principle; (3) summing the intensity values of all pixels in each lenslet area to obtain
the intensity sum value; (4) extracting a closed path from the intensity sum map; and (5) calculating
the circulation, which is TC value of the OV beam.

In this algorithm, the closed path should be extracted from the intensity sum map, instead of from
the Hartmanngram itself. This is because the intensity distribution behind the individual lenslet areas
reflects the average distortion, but not the intensity distribution of the sub-wavefront incident into
the lenslets. Since closed path determination is a crucial step, we focus on exploring the most proper
closed path determination method in the rest of this paper.

3. Methods for Closed Path Determination

Basically, there are two strategies to determine a closed path from a given intensity sum map.
One is to adaptively extract the closed path along the ridge of the intensity sum map. The reason
why we search for the ridge elements is to ensure that all the measured phase slope data along the
closed path are valid. Another strategy is to generate a closed path with a perfectly round shape,
whose diameter and center could be adaptively varied within a given range. Hence, in this section,
we explain closed path determination methods, following each strategy in detail. We introduce three
methods that conform to the ridge-extracting strategy, which are watershed transformation (WT),
MAIC extraction, and the combination of watershed transformation and MAIC extraction (WT-MAIC),
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as well as two methods that conform to the perfectly round circle generation strategy, which are the
fixed-center perfectly round circle method (FC-PRCM) and the shifting-center perfectly round circle
method (SC-PRCM).

3.1. Watershed Transformation Method

Watershed transformation (WT) is a technique to extract ridges from an elevation map. This idea
originated from the field of topography, and was firstly introduced as an image processing method
by Beucher and Lantuéjoul [25]. Since then, many modifications and improvements to the method
have been proposed [26–29]. The kernel of watershed transformation is to treat the two-dimensional
grayscale input image as a topographic map, as shown in Figure 2, with the grayscale value of each
individual point representing the elevation. After this transformation, the image is intuitively divided
into several catchment basins, each of which corresponds to a regional minimum in the elevation
dimension. The boundaries between diverse catchment basins are considered as the ridges, which are
commonly termed watershed lines.

Figure 2. A diagram to illustrate the topographic map of an image after performing watershed
transformation. The red curves are the watershed lines.

To perform watershed transformation on an image, flooding is the most commonly used strategy,
and Meyer’s flooding algorithm is the corresponding extensively used algorithm [27]. Its core idea
is to flood the entire topographic map, which is equivalent to raising the zero-elevation plane with
time. With the flooding, the catchment basin corresponding to the global minimum is first filled with
water, following which the other catchment basins start to fill with water one by one. After a certain
amount of time, water from different catchment basins meet, and we build barriers to prohibit this
phenomenon. The resulting barriers comprise the watershed lines, which correspondingly segment
the input image into different regions.

Specifically, to apply watershed transformation on an intensity sum map to determine a closed path,
we first perform preprocessing on the intensity sum map, such as thresholding and filtering [26], and then
we perform the watershed transformation using the built-in function ‘watershed’ of MATLAB [30].
Moreover, considering that we aim to determine the net TC value in an OV beam, we should obtain
only one closed path out of the multiple watershed lines. This can be realized by merging small regions
into their neighboring large regions until there is only one region.

3.2. Maximum Average-Intensity Circle Extraction

The maximum average-intensity circle (MAIC) method has been proposed to extract a closed
path from an intensity sum map for TC determination [24], as is briefly explained here. The basic
process is to iteratively search the local peaks from the 2D intensity sum map and to connect these
peak elements to form a closed path. The searching begins with the global maximum in the intensity
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sum map. The local maximum element from among several candidates of the eight neighbors of the
current element is selected as the next element.

3.3. Watershed Transformed Maximum Average-Intensity Circle Extraction

Both WT and MAIC methods are simple and intuitive ways to obtain a closed path for circulation
calculation, and they have equally excellent performance when the OV beam has little to no aberration.
However, when the OV beam is severely distorted by aberration, the intensity sum map of the OV
beam will have a shape far from a perfect circle, and may even split into several parts, resulting in
both methods losing their efficiency. To further improve the performance under this severe aberration
condition, we here propose a new method that combines WT and MAIC. In this method, we first
perform watershed transformation on the intensity sum map, and then search for the ridge from among
the elements on the watershed lines based on the MAIC algorithm. With the output of watershed
transformation previously obtained, the influence of the element along the ridge and the noise can
be significantly reduced, and thereby, a more proper closed path can be extracted. For simplicity,
we named this method the watershed-transformed MAIC method (WT-MAICM).

3.4. Perfectly Round Circle Assignation

As mentioned above, besides the ridge-extracting strategy, adaptively generating an appropriate
perfectly round circle according to the intensity sum profile of an OV beam is also a closed path
determination strategy that is worthy of discussion. In general, the center position and radius are
two integral parameters to generate a perfectly round circle. However, given an intensity sum profile,
it is difficult to directly determine the most appropriate perfectly round circle. Consequently, in our
previous research, we proposed to generate a group of concentric perfect circles, and chose the one for
which the measured TC value had the maximum absolute value as the determined perfect round circle.
The center position of the concentric perfect circles was determined as the nearest lenslet position from
the centroid of the intensity sum map, while the lower and upper bounds of the radius variation range
was determined by the radii of the inscribed and circumscribed circles of the intensity sum profile [24].

The performance of this generated perfectly round circle method (PRCM) as the closed path
determination method to measure the TC value of a distorted OV beam is generally worse than that of
the MAIC method [21,24]. The reasons are listed as follows:

• The method determining the center position of the generated perfectly round circles by the
centroid of intensity sum map is not optimal, because the nonuniformity along the azimuthal
direction in the intensity sum distribution significantly affects the centroid calculation.

• The center position as well as the radius are all forced to be integers.
• The generated circles restricted to perfectly round shapes will unavoidably go through the

low-intensity region, which means that invalid phase slope data will be obtained.

Notwithstanding, the generated circle should be fixed to a perfectly round shape to agree with
the annular intensity sum profile and the position. Moreover, the radius should be forced to be an
integer. This is because if we adaptively vary the shape or precisely calculate the position and radius
and determine the phase slopes of the non-integer position by interpolation, the incurred complexity
will go against our original goal of maintaining simplicity in the calculations. However, regarding the
center position determination, the performance may be improved by shifting the center position within
a proper region, referring to the radius variation. Although this dramatically increases the closed path
determination time, we can accept a tradeoff between TC determination speed and accuracy if such a
tradeoffmanifests an improvement in the determination performance.

Consequently, in this paper, we propose a new, modified method for the generation of perfectly
round circles based on the previously proposed method, where the modification is merely to shift
the center position of the concentric perfectly round circles within an advisable region, as is further
discussed in Section 5. For the sake of differentiation, we named this method the shifting-center
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perfectly round circle method (SC-PRCM) and the previously proposed perfectly round circle method
the fixed-center perfectly round circle method (FC-PRCM).

4. Experimental Setup

To verify the performance of these methods of closed path determination for the GCSM, we built
an experimental setup, as shown in Figure 3 [24]. As shown in Figure 3, a collimated laser beam
of wavelength 632.8 nm passed an aperture with a diameter of 4 mm, and was incident on a liquid
crystal on silicon-spatial light modulator (LCOS-SLM). The LCOS-SLM was used to transform the
incident beams into the optical vortex beams as well as bring aberrations into the beam. The beam
reflected back from the LCOS-SLM was converged by a lens with a focal length of 2 m, and was split
by a beam splitter into two beams. Finally, we used an SH-WFS to record the Hartmanngram and a
complementary metal-oxide semiconductor (CMOS) camera to check and record the intensity profile
of the OV beam. The LCOS-SLM was set at the front focal plane of the lens, while the SH-WFS as well
as the CMOS camera were both located at the back focal plane of the lens.

Figure 3. Schematic diagram of the experimental setup.

The LCOS-SLM (Hamamatsu, X10468-01) was a pure phase modulator consisting of 792 × 600 pixels
with a pixel size of 20 × 20 μm [31]. The SH-WFS consisted of two elements: a square grid lenslet
array with a pitch size of 200 μm and focal length of 11 mm, and a high-speed intelligent vision
sensor with 512 × 512 pixels and a pixel size of 20 × 20 μm [32]. The SH-WFS was mounted on a
mechanical platform that could be moved along the horizontal direction. The movement was precisely
controlled by a stepping motor system. The CMOS camera was 2592 × 2048 pixels and had a pixel size
of 4.8 × 4.8 μm.

5. Results and Discussion

5.1. Performance Comparison Based on Aberration-Free OV Beams

To compare the above five closed path determination methods, we first evaluated the
performance under the aberration-free OV beam condition. In the experiments, we displayed
various computer-generated holograms (CGHs) with a spiral phase structure on the LCOS-SLM to
generate an OV beam with TC values ranging from ± 1 to ± 20. In order to enrich the data amount as
well as eliminate the randomness, for each TC value, we repeatedly recorded the Hartmanngrams at
15 different SH-WFS positions by laterally moving the mechanical platform. Hence, we obtained a
total of 600 Hartmanngrams (40 TC values and 15 SH-WFS positions). Figure 4 shows an example of
the spiral phase pattern displayed on LCOS-SLM, and the corresponding Hartmanngram as well as
the intensity profile image respectively recorded by SH-WFS and CMOS camera.
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Figure 4. Example of (a) spiral phase pattern, (b) Hartmanngram, and (c) intensity profile recorded by
the complementary metal-oxide semiconductor (CMOS) camera. The bar indicates 1 mm.

As described in Section 2, for each recorded Hartmanngram, we first performed the necessary
preprocessing, and then summed all the pixel values in each lenslet region to obtain the intensity
sum map and measured the phase slopes at the lenslet positions according to the SH-WFS working
principle. After that, we used each of the studied five methods to determine the closed path, and then
utilized the generalized counter-sum method to calculate the TC value.

Considering that the theoretical TC value is an integer, for TC measurement, if the absolute
difference between the measured TC value and the theoretical TC value is lower than 0.5, the measured
TC value will be identical to the theoretical TC value after rounding—we define this as a well-determined
TC measurement. Based on this definition, we introduced a parameter, the well-determined TC
measurement ratio (WTCMR), which is the percentage of well-determined TC measurements within a
given set of TC measurements, to quantitatively compare the performance of the diverse closed path
determination methods.

The performance evaluation results of the individual closed path determination methods are given
in Figures 5 and 6. In Figure 5, each value is the WTCMR of a group of 30 measurements (15 positions
for both positive and negative TC values), while in Figure 6, the WTCMR is the statistical average
of all 600 measurements. Figure 6 also shows the corresponding processing speed of the individual
methods in terms of frames per second, which was measured on an Intel Core i7 computer with a CPU
frequency of 3.7 GHz and 16 GB of RAM.

Figure 5. Well-determined topological charge (TC) measurement ratio (WTCMR) distributions of the
five closed path determination methods when the TC value changes from ±1 to ± 20.

As shown in Figures 5 and 6, the WT, MAIC, and WT-MAIC methods performed perfectly, since
the WTCMR was shown to be 100% for all tested TC values. However, the WTCMR of the FC-PRCM
and the SC-PRCM was not always 100%, even when measuring aberration-free OV beams. Moreover,
the performance of these methods deteriorated with the increase of the TC value. The SC-PRCM was
the worst method in terms of both the WTCMR and the computing speed.
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Figure 6. TC determination performances of five closed path determination methods in terms of the
WTCRM (bars) and speed in frames per second (fps) (points). Each bar or point is the statistical average
of all 600 measurements under the corresponding closed path determination method.

Considering that the TC determination progress is the same apart from the closed path being
determined by diverse closed path determination methods, the reason for the differences in performance
was exclusively due to the differences in the determined closed paths. To concretely demonstrate these
differences, as well as the origin of the differences and why this factor significantly changes the TC
determination performance, we present some examples in Figure 7. In this figure, the columns from
left to right indicate the results using the WTM, MAICM, WT-MAICM, FC-PRCM, and SC-PRCM,
and the rows from top to bottom are the inputted OV beams of TC values of 10 (top row), 15 (middle
row), and 20 (bottom row). In Figure 7, each row has the same intensity sum map, and the red circle
superimposed on the intensity sum map is the closed path extracted by the individual method.

From the figure, it can be seen that the WTM, MAICM, and WT-MAICM can properly extract
closed paths passing through the ridge elements, thus obtaining precise TC values. On the other hand,
for the FC-PRCM and SC-PRCM, the closed path might go through the low-intensity sum regions
where the measured phase slopes are invalid. When the TC value of the OV beam varied from 10
to 15 to 20, the effects of the nonuniformity of the intensity sum map along the azimuthal direction
increased. As a result, the closed path deviated more from the ridge elements and went through
the low-intensity regions, generating a large error in the measured TC values. As for the SC-PRCM,
its performance deteriorated more compared with that of the FC-PRCM. This reveals that simply
shifting the center position of the concentric perfectly round circles does not improve, but rather
reduces the performance. We believe that this is because shifting the center position of perfectly
round circles may deviate the centers even further from the real position of the vortex, and thus they
become liable to be affected by the invalid slope data in the low-intensity regions. Considering that
we chose the generated perfectly round circle with the maximum absolute calculated TC value as the
determined closed path, the SC-PRCM mostly output a measured TC value larger than the theoretical
value. Moreover, in combination with the poor performance of the FC-PRCM, we found that the
unified closed path determination criterion in the PRCM strategy, which is to select the generated
perfectly round circle with the maximum absolute calculated TC value as the determined closed path,
is not entirely rational, although it is simple.

The above finding was also supported by analyzing the errors of the measured TC values.
Figure 8 shows the histogram distributions of the absolute error (AE) of TC measurements, wherein
the x-axis is the interval of the AE, which is the absolute difference between the measured TC value
and the theoretical TC value, and the y-axis is the frequency of the 600 measurements. From the
distribution, we can view the striking difference between the performances of the WTM, MAICM,
and WT-MAICM, and those of the FC-PRCM and SC-PRCM. Almost all of the AEs of the former
three methods are concentrated within the value interval of 0 to 0.2; on the contrary, the AEs are
distributed in a partly uniform pattern with one-sixth within the value interval of over 0.5 when
using the FC-PRCM, while the majority are in the value interval of over 0.5 when using the SC-PRCM.
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This phenomenon profoundly influences the correct rate of TC determination when we shrink the
confidence interval of the well-determined TC measurements. For example, when using AE < 0.3
as a criterion for the well-determined TC measurement definition, the WTCMR values of the WTM,
MACIM, and WT-MAICM are still over 99%; however, those of the FC-PRCM and SC-PRCM drop to
63.3% and 19.7%, respectively.

Figure 7. Examples showing the differences of the closed paths (the red circles) and the TC values
determined by (a) the watershed transformation method (WTM), (b) the maximum average-intensity
circle method (MAICM), (c) the WT-MAICM, (d) the fixed-center perfectly round circle method
(FC-PRCM), and (e) the shifting-center (SC-PRCM). The theoretical TC values are 10 (top row),
15 (middle row), and 20 (bottom row). In each image, the background is the intensity sum map,
and the red circle is the closed path determined by the individual methods. The corresponding
measured TC value is labeled in each image.

Figure 8. Absolute error (AE) histograms of 600 TC measurements separately using WTM, MAICM,
WT-MAICM, FC-PRCM, and SC-PRCM. The number over each bar indicates the number of the
measurements whose AE values are within the corresponding interval.
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According to the previous discussions, we concluded that the FC-PRCM and SC-PRCM are not
appropriate as closed path determination methods, and that generating a perfectly round circle is not a
plausible nor practical closed path determination strategy. Therefore, we started to just involve the
other three closed path determination methods in the following comparison.

5.2. Performance Comparison Based on Distorted OV Beams

Many practical applications of OV beams, e.g., free-space optical communication and optical
remote metrology, require the determination of the TC value of the OV beam after its propagation over
a certain distance in the atmosphere. Consequently, it is vital to evaluate and compare these methods
for OV beams distorted by atmospheric turbulence. Generally, a turbulent atmosphere can be treated
as an inhomogeneous refractive index media, featured by the structure parameter C2

n [33], and its
impact on the light beam propagating through it can be accumulated as phase screens [34]. Supposing
the turbulence satisfies the Kolmogorov model, the phase screen can be simulated through the Zernike
polynomial [35]. The coefficients of the Zernike polynomial are related to the normalized correlation
length r0/D, where r0 is the Fried parameter and D is the beam size [36].

In the experiments, considering that the beam size used in our optical system was 4 mm, we chose
r0 to be 1, 2, 3, 4, and 6 mm, and the normalized correlation length r0/D was chosen to be 0.25, 0.5, 0.75,
1, and 1.5. Under each r0/D value, we performed 50 random realizations of phase screens, which were
then separately superposed with the spiral phase pattern (SPPs) whose TC values were 1, 5, and 10.
Therefore, we generated 750 phase patterns altogether (three TC values, five r0/D values, and 50 phase
screens). Afterwards, we displayed the phase patterns one by one on the LCOS-SLM and recorded
the corresponding Hartmanngrams. The SH-WFS did not move herein, because we had already
generated 50 diverse phase patterns under each condition for repeated testing. For each Hartmanngram,
we respectively used WTM, MAICM, and WT-MAICM as the closed path determination method,
and determined the TC value by the generalized contour-sum method.

The experimental results evaluated by the WTCMR are given in Figure 9, where Figure 9a–c
corresponds to a set of 50 measurements for the individual TC, and Figure 9d is the mean of
these measurements.

Figure 9. TC determination performance of three methods under different atmospheric turbulence
conditions, where (a) is under TC = 1, (b) is under TC = 5, (c) is under TC = 10, and (d) is the average of
(a), (b), and (c).
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Based on the experimental results, we found that the general tendency of TC measurement accuracy
increased along with the increase of r0/D, which means the atmospheric turbulence becomes gentler.
Moreover, when changing the closed path determination method from WTM to MAICM to WT-MAICM,
the TC determination accuracy improved, especially when the atmospheric turbulence was severe.
Supposing the accredited WTCMR to be over 0.9, we found that the limitations of r0/D for WTM,
MAICM, and WT-MAICM were around approximately 0.75–1, 0.5–0.75, and 0.25–0.5, respectively.

Figure 10 is an example specifically illustrating why the WT-MAICM has a better performance
than the WTM and MAICM. Here, the OV beam to be measured has a TC value of 10 and a turbulence
strength parameter r0/D of 0.25. The top, middle, and bottom rows show the closed path determination
processes and corresponding results when utilizing WTM, MAICM, and WT-MAICM separately.
From the significantly different determined closed paths, we can see that when the turbulence is severe,
the distorted OV beam can have extremely nonuniform regions. These nonuniform regions can trap
the MAICM searching process into a local loop (middle row), or lead the WTM-determined closed
path to be more than one part (top row), which conflicts with the aim of extracting only one closed
path; these results eventually deteriorate the performance of the WTM and MAICM.

Figure 10. Closed path determination processes and results using the WTM (top row), MAICM (middle
row), and WT-MAICM (bottom row).

6. Conclusions

In this paper, we presented an experimental comparison of five closed path determination methods
for the use of GCSM to detect the TC of an OV beam. These five methods are the previously proposed
MAICM and FC-PRCM, and three newly proposed methods: the WTM, WT-MAICM, and SC-PRCM.
These methods come from two strategies: WTM, MAICM, and WT-MAICM belong to the strategy
of ridge extraction, and FC-PRCM and SC-PRCM are derived from the strategy of PRC assignation.
The codes for the algorithms are available from the authors by email. The methods were tested with an
optical setup that used a LCOS-SLM as an OV beam, and an aberration generator and an SH-WFS
located at the far-field plane to measure the OV beams. Two types of evaluation experiments were
performed. One was under the condition that the OV beam had hardly any aberration, and the
other was under the condition that the OV beam was distorted by simulated atmospheric turbulence.
The experimental results indicate that the methods with ridge extraction outperform those based on
PRC assignation in terms of both the well-determined detection rate and the processing speed.
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Under the condition of an aberration-free OV beam, the WTM, MAICM, and WT-MAICM
performed excellently and achieved WTCMR values of 100%. On the other hand, the WTCMR values
of the FC-PRCM and SC-PRCM were not always 100% and the performance was reduced with the
increase of the TC value. What is more, the SC-PRCM was found to be the worst method in terms
of both the WTCMR and the processing speed. There are a number of reasons that can explain the
poor performance of the PRC assignation strategy, but the major factors are that the generated circle
is prone to deviate from the OV center and go through regions with low intensity as well as invalid
phase slope data, which are caused by nonuniformity in the intensity sum map along the azimuthal
direction. The performance of the SC-PRCM was worse than that of the FC-PRCM, indicating that
simply shifting the center of the PRC is not a suitable solution, and the maximum absolute TC value
hunting criterion in the PRC assignation strategy lacks rationality.

In the case of measuring distorted OV beams, the WTM, MAICM, and WT-MAICM show certain
differences in term of the WTCMR, especially when the turbulent strength is high. Among these
three methods, the WT-MAICM shows the strongest robustness against distortion, and the WTM was
found to be the weakest. The limits of r0/D to achieve WTCMR > 90% were around 0.75–1, 0.5–0.75,
and 0.25–0.5 for the WTM, MAICM, and WT-MAICM, respectively, in terms of normalized correlation
length. Overall, these results reveal that adaptively determining the closed path is necessary for GCSM
in detecting the TC from a distorted OV beam.
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Featured Application: This work reports on a new non-contact dermatoscope targeting at

improved examination and documentation of skin diseases through enhanced functionality

compared to conventional contact-based systems.

Abstract: Dermatoscopes are routinely used in skin cancer screening but are rarely employed for the
diagnosis of other skin conditions. Broader application is promising from a diagnostic point of view
as biopsies for differential diagnosis may be avoided but it requires non-contact devices allowing
a comparably large field of view that are not commercially available today. Autofocus and color
reproducibility are specific challenges for the development of dermatoscopy for application beyond
cancer screening. We present a prototype for such a system including solutions for autofocus and
color reproducibility independent of ambient lighting. System performance includes sufficiently high
feature resolution of up to 30 μm and feature size scaling fulfilling the requirements to apply the
device in regular skin cancer screening.

Keywords: dermatoscopy; skin screening; biomedical imaging

1. Introduction

A dermatoscope is the standard instrument for a first examination of skin conditions. The whole
field of dermatoscopy started with the use of epiluminescence microscopes for this purpose [1–3].
State-of-the-art dermatoscopy devices today are mostly contact based and often include a camera
to capture digital images for documentation. Compared to a non-contact setup, a contact-based
dermatoscope exhibits several disadvantages. State of the art contact-based dermatoscopes have
built-in cameras to make the pictures digitally available. The skin contact may cause distortion of the
skin geometry, which makes it more difficult to compare pictures made at different examinations. Also,
the contact could suppress the perfusion hampering detection of small vessel structures. When thinking
of infected lesions, the contact can also be painful and represents a larger invasion to the privacy of
patients. A non-contact device circumvents all these problems. In addition, one can realise a larger
field of view and the concept is much more compatible with automation approaches. Challenges of a
non-contact design are the implementation of a variable focus and the realization of a lighting situation,
which is independent from the surrounding light.

In order to exploit the advantages of the non-contact design with regard to automation, some
challenges need to be addressed. For example, to obtain sharp images, focus control is required.
The preferred solution for easy handling or automation is an autofocus system. For documentation
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and post-processing, the images should also be digitally available. Whereas digital image acquisition
is already state-of-the-art in contact-based devices [4,5], the documentation is required to compare
pictures from different examinations in order to identify changes in size or color of relevant skin areas.
The size of a nevus is, for example, one criterion of the ABCDE (Asymmetry, Border, Color, Diameter,
Evolving) rule of dermatoscopy to visually identify malignant melanoma [6,7]. Therefore, it is necessary
to record comparable images in non-contact mode without distortion of the skin geometry, as skin
contact with standard devices can significantly distort the geometry and suppress blood perfusion
correct assessment of skin lesions if often difficult [8]. As the hemoglobin of the blood, besides melanin,
is one of the two dominant dye molecules in the skin, the suppression results in a color change of the
skin area under study. The comparison of skin colors is not only important for skin cancer screening but
also interesting, for example, for inflammatory skin diseases (e.g., erythema in the Psoriasis Area and
Severity Index (PASI)). To enable to calibrate the camera sensor in a way that colors can be identified
and compared between images made at different examinations and possibly under different ambient
light situations, a bright light source is needed.

A dermatoscope provides 2D information about light intensity and color of the imaged location,
i.e., skin area. As this is the same information generated by the human eye, the resulting data is
comparably intuitive for the dermatologists. In addition, to obtain information from deeper layers of
the skin, cross polarization can be used (see Section 2.3) [9]. Other techniques like optical coherence
tomography (OCT) [10–12] or high frequency ultrasound [11,13] normally generating a 2D depth
images are based on the optical thickness (for OCT) or the time of the propagation of the acoustic
waves in the medium (for ultrasound), respectively. For these modalities, by scanning a 2D area, 3D
information is generated. The resulting data, however, do not provide information about the color of the
tissue and special training is required for their correct interpretation. Also, compared to dermatoscopes,
OCT and high frequency ultrasound devices are much more expensive. Thus, there is a need for
simple, easy-to-operate and yet accurate dermatoscope systems capable of providing the functionality
required for proper skin examination without distortion of the geometry, i.e., in non-contact mode.

In this work, we present a novel non-contact dermatoscope featuring properties advantageous
for more reliable and comparable skin examinations in the future. The light source of the developed
prototype is an ultra-bright white light-emitting diode (LED), which allows for full control of the
lighting situation to be independent from the surrounding light. Also, by realizing a calibrated display,
it is possible to display the natural colors of the skin area. Furthermore, the non-contact approach
enables a much larger field of view. While pigmented nevi that are examined in melanoma screening
are often 0.5–2-cm wide, inflammatory lesions are generally several centimeters wide. Thus, their
examination requires a much larger field of view of the imaging system compared to a device designed
for skin cancer screening only. The prototype described here has a field of view of about 17 × 13 mm2

and can, in the future, be combined with a second camera to record images of even larger skin areas.

1.1. State-of-the-Art Commercially Available Non-Contact Systems

A few non-contact devices for skin examination have already been reported. They can be
categorized in (i) non-contact dermatoscopes, which have a high magnification (see for example [4,5]),
and (ii) non-contact skin screening devices for overview images of the skin (see for example [14]).

So far, different designs for non-contact dermatoscopes are utilized. One type is realized as a
handheld magnifying glass while another is configured as an adaptor for mobile phones. The latter
use the camera of the mobile phone to take the images. Other devices rely on built-in camera and
illumination sources. However, all these systems are applied at short working distances of a few
centimeters. An important aspect in this context is (auto)focusing, which has to be considered for all
non-contact devices. For example, non-contact devices with more than 2 cm working distance use
spacers to avoid the need of autofocusing. Furthermore, the illumination conditions are more difficult
to control for non-contact devices as environmental influences are more relevant. Thus, sufficiently
bright light sources are needed to ensure reproducible illumination conditions [4,5].

172



Appl. Sci. 2019, 9, 2177

Further concepts rely on imaging systems at large working distances, which provide only overview
images of the skin with lower resolution compared to dermatoscopes. They usually make use of
standard cameras with passive autofocusing techniques that employ phase or contrast detection.
The cameras are mounted on a movable holder so that images of the whole body can be taken.
As room light is used for illumination it is difficult to compare images taken under varying lighting
conditions [14].

1.2. Prototype of the New Non-Contact Device

The main advantages of the non-contact prototype system presented in this work are the large
working distance while providing the high-resolution level of contact-type dermatoscopes. At present,
the prototype is optimized for a working distance of 45 cm ± 3 cm. This is realized with a liquid
lens-based autofocus, which has not yet been used for this purpose so far. In principle, other working
distances are also possible requiring only marginal changes to the current design as further discussed
in Section 2.

As an illumination source, an ultra-bright LED light source with full polarization control is
used. This choice makes the device independent from the surrounding light situation and allows
reproducible color measurements. Also, the color of different skin sites and lesions can more easily be
compared between different images. Such analysis is, for example, important for skin cancer screening
as multiple colors and color changes can be indicative of melanoma [6]. Due to the design on a swivel
arm the ultra-bright light source can easily be powered. By controlling the polarization state of the
measured light, the physician can increase or decrease the contrast of the surface morphology as
desired. The presented autofocus function is fast compared to iterative autofocus solutions, which are
based on contrast analysis of the captured image. Also, the built-in infrared distance sensor can provide
information about the scale in the taken image. The new non-contact system allows for automated
imaging functionality so the physician is able to map the skin without manual activity.

First preclinical studies with an earlier version of our non-contact dermatoscope indicated the
potential benefit of the system [8]. For example, in the investigation of inflammatory skin diseases
such as lichen ruber planus and psoriasis subtle details of the lesions could be visualized and
natural color appearance ensured. With the early stage of the system structural changes such as
hypergranulosis [15] were visible for lichen ruber planus. In psoriasis, variations of the capillary vessels
could be seen. For this inflammatory skin disease, characteristic blood vessels are opening in the upper
skin. These vessels are normally seen in the histopathology of the diseased skin. With the non-contact
prototype, it was possible to observe these vessels as round structures in the image. This success could
lead to a reduction of necessary biopsies for differential diagnosis. In the future, the newly designed
setup described here could be part of an automated skin scanner where the patient is screened at a first
examination stage without the need for a dermatologist to be present. However, the system described
in [8] did not feature an autofocus function. Also it was mounted on a stable substrate board so that
the patients had to move in front of it. Thus, not all regions of interest on a patient’s body could be
reached and handling by the dermatologist was still limited. Also, image acquisition took longer so
that fewer patients could be examined. Using the new system presented in this work, even lesions on
hard-to-reach areas of the body could be examined with high resolution.

2. Materials and Methods

Figure 1 shows the non-contact dermatoscope developed in this work. The setup consists of a
camera with liquid lens-based autofocus and an illumination unit. An infrared laser distance sensor is
attached besides the illumination unit. The camera is connected to a computer for control of the setup
and image post processing. A movable polarizer is mounted in front of the liquid lens. The illumination
unit consists of an ultra-bright white LED-chip and a reflector that redirects the light emitted by the
LED and illuminates the region of interest homogeneously. A fixed polarizer is mounted in front of the
reflector. In the subsections below, the different parts of the prototype are described in detail.
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Figure 1. Schematic drawing (left) and photograph of the prototype of the non-contact dermatoscope.
The imaging unit consists of the camera itself (1) a liquid lens (2) in front of the camera lenses and a
rotatable polarizer (3). An infrared laser-based distance measurement device (4) besides the illumination
unit is used to control the shape of the liquid lens and, thus, the focus length. The illumination unit is
set up of an ultra-bright white LED source mounted on a radiator and a reflector. The light is polarized
by a polarizer mounted in front the reflector. This setup is able to illuminate a target (5), measure the
distance to this target and take images for different polarization settings.

The setup is mounted on an aluminum plate that is connected to the swivel arm mounted on
a table that makes it possible to adjust its position in the room and with respect to the patients.
The camera, the polarizers and the liquid lens are connected to a computer, which controls the system
and performs digital image processing. Component costs for the presented non-contact dermatoscope
are approximately 4000 €.

2.1. Camera with Liquid Lens-Based Autofocus

We integrated a liquid lens-based autofocus as a novel solution for the variable focus problem in a
freely movable non-contact dermatoscope. A liquid lens has the advantage of fast tunability of the
focal length. The liquid lens consists of a reservoir filled with an opto-fluid delimited by a transparent
membrane consisting of silicon or thin glass. The reservoir is enclosed by a Piezo ring, which can
increase the pressure in the reservoir if an electrical voltage is applied to it. The pressure leads to
different curvatures of the membrane, which results in different focal lengths of the lens. The schematic
setup of the camera is shown in Figure 1. The radius of curvature of the lens is controlled by the
distance sensor. The system is adjusted so the skin area of interest is always in the focus. This is
ensured by actively measuring the distance between the target and the camera to follow the target
even if the latter is not illuminated or does not show visible sharp edges.

The camera (FL3-GE-28S4C-C, FLIR Integrated Imaging Solutions, Inc., Richmond, BC, Canada)
has a resolution of 1928 × 1448 and a maximum image rate of 15 frames per second (FPS). It is equipped
with an ICX687 CCD color sensor by Sony (Minato, Tokio, Japan) which has a sensor size of 1/1.8′′ and
a pixel size of 3.69 μm. To record a dermatoscopic view of the skin, a zoom lens (NMV-75M1, Navitar,
Rochester, NY, USA) with a focal length of 75 mm is mounted in front of the camera. In addition,
the liquid lens (EL-16-40-TC, Optotune AG, Dietikon, Switzerland) is mounted in front of the zoom
objective with a self-made adapter. It is an electrically tunable large aperture lens (with a clear aperture
of 16 mm). The lens is controlled by the Optotune Lens Driver 4i via the “Lens Driver Controller”
software. In order to realize an autofocus system, the tunable lens was combined with a distance sensor
(DT35-B15851, Sick AG, Waldkirch, Germany). The lens driver can process an analog input signal from
the distance sensor to set the correct focus length for a sharp image of the target. The distance sensor is
based on an infrared laser distance sensor operating at 827 nm. It has an accuracy of 0.5 mm in the
relevant range below 1 m, depending on the reflectivity of the target and the measurement speed,
which is set. This setup realizes a fast autofocus as it does not contain moving parts. It is calibrated
with the lens driver controller software. Here, a look-up table can be configured which relates every
measured distance to a specific voltage for the liquid lens. The lens needs around 5 ms to respond and
around 25 ms to settle to the new focal length. The exact settle time depends on the voltage difference
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applied to the lens. The distance sensor has a time delay of 6.5 ms between the measured event and the
output signal in the “fast” mode. This results in a total delay from the event to the settling of the lens of
approximately 31.5 ms and allows to adjust the focus approximately 30 times a second, which is twice
the frame rate of the camera. As patients usually only move slowly and slightly during dermoscopy,
the autofocus is able to focus on the target all the time.

As the camera and the distance sensor are not coaxially aligned, the functional distance of the
setup is limited. The available focus distance is 45 ± 3 cm. If the distance sensor was arranged coaxially
to the camera, for example, by aid of a dichroic mirror, it would be possible to focus over a much larger
distance. A wider focal range could be realized in combination with an illumination unit that is able to
homogeneously illuminate a larger area than the actual version with the same light intensity Though
the used liquid lens is one of the biggest commercially available lenses by now, its aperture is much
smaller than the aperture of the camera lens. This makes it necessary to choose the aperture of the
camera to be smaller to avoid strong aberrations from the edge of the liquid lens. A small aperture
also leads to a relatively low light exposure of the camera sensor, which needs to be compensated by
larger exposure times. In dermatoscopy, exposure times are limited by the natural movement of the
patient can be avoided, such as blurring or other movement artifacts. Due to the ultra-bright LED
illumination, acceptable exposure times of 75 ms can be achieved.

2.2. Ultra-Bright LED White Light Source

For illumination, a phosphor based ultra-bright LED white light source (CBT-90 White LED,
Luminus Inc., Sunnyvale, CA, USA) is employed. The source is phosphor based and converts blue
light from an LED-chip into the yellow spectral range. The emitted light mixture exhibits a white
spectrum, which is generally more continuous compared to a mixture of red, green, and blue (RGB)
LED chips.

The source has a color rendering index (CRI) of 76 (for comparison: lighting in surgical rooms
requires a CRI > 85 [16]). In general, the closer the CRI of a light source is to the value of 100 the
better the source can render the colors of real-world objects, i.e., skin lesion in our case. This then
corresponds to the color perception during daylight.

The LED is mounted on a self-made reflector that was simulated and designed with OpticStudio
(Zemax LLT, Kirkland, WA, USA) aiming at homogeneous illumination of a target at the highest
possible intensity in the distance of interest (ca. 45 cm from the liquid lens). The bright illumination has
the advantage, that the illumination of the target is well-defined and less influenced by the surrounding
light. This is important for the color adjustment of the camera, which is of interest as the color of a lesion
is a relevant parameter in dermatoscopy. For example, it is also taken into account in the ABCDE rule
of dermatoscopy [6,7]. Also, it is of interest to evaluate the temporal evolution of a lesion. Furthermore,
in the field of inflammatory skin diseases, different color variations need to be identified, e.g., shades of
red. Another useful application area could be the color identification of hematoma allowing to predict
the age of injuries of patients [17,18]. For detection of changes of the colors of lesions, the comparability
of images taken at different examination sessions and different times must be ensured. Also, different
disease stages could be assigned by evaluating the color (e.g., redness in the PASI as well as the Eczema
Area and Severity Index (EASI), respectively). To fulfill these requirements, in particular, to allow for
a more natural color representation comparable to the perception of a physician, color calibration is
important. This ultimately also increases the acceptance of the system by the dermatologists.

2.3. Full Polarization Control

The concept of using polarized light for skin examination is well known in the literature [19–21].
There are two polarizers in the setup presented in this work: one in front of the illumination unit and
one in front of the liquid lens.

The polarizer in front of the camera is mounted on a rotation stage such that the operator can switch
between cross polarization and parallel polarization by means of custom software. In cross-polarization
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mode, the orientation of the two polarizers is 90 degrees. Because the directly reflected light does not
change its polarization for the most part, this light will be filtered out. Only light that is scattered in
the skin is detected in this case. If the orientation of the polarizers is parallel to each other, the effect is
the opposite: the scattered light is filtered out and the light that is directly reflected will be detected.
An image taken with parallel setting of the polarizers can provide information about the surface
topography and structure while a cross polarization image will provide information from deeper
skin layers. Due to the rotation stage, also any orientation between cross and parallel can be set.
In Figure 2, images of a scar taken with parallel and cross-polarization are shown. On the picture taken
with a parallel polarization setup, facets of the skin on the scar appear to be larger than those of the
surrounding skin areas. The image with the crossed polarization shows a darker reddened area around
the scar, which is not clearly visible in the other image. The scar itself appears brighter and whiter.

Figure 2. Image of a scar with parallel polarization (left) and cross-polarization (right). Due to the
movement of the patient, the images do not show exactly the same part of the skin. The imaged area
contains healthy skin and scar tissue. The scar tissue can be recognized by the larger facets in the left
image and by the lighter color in the right image.

2.4. Computer Control and Digital Post Processing

The focal length of the tunable lens is controlled by the Optotune lens driver controller software.
The autofocus is calibrated using a look-up table where an input voltage from the distance sensor is
related to an output voltage for the liquid lens. The software calculates the resulting linear fit function
automatically. The capturing of the image and the polarization control as well as image post-processing
is done with a self-developed software based on LabVIEW (National Instruments AG, Austin, TX,
USA). This software includes a basic database structure for the pictures.

3. Results

3.1. Camera Parameters

Relevant camera parameters were measured with and without liquid lens included in the setup to
compare the system performance, i.e., focal length, resolution, depth of field (DOF), and image scale
(detailed below).

3.1.1. Focus Distance

Without the liquid lens, the focal length of the optical system is limited to a range of 40 cm starting
from a distance of approximately 43 cm from the end of the camera lenses to approximately 83 cm
along the optical axis.

As mentioned, the current alignment of the components allows to ensure, that the laser spot of the
distance measurement sensor is in the area imaged by the camera in a distance range of 45 cm ± 3 cm.
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Ideally, the sensor aims for the center of the region of interest on the skin, which is also supposed to be
in the center of the illuminated spot. As the camera and the image sensor are not on axis, this is only
true for a certain distance, which was set to 45 cm. In the range of ±3 cm from this point, the laser spot
from the distance sensor is still in the field of view of the camera, so that the signal correlates with
the image signal. Leaving this area between the system and the patient, the autofocus works only for
small sample curvatures in range of the depth of field. In the future, the laser could be co-aligned with
the camera. In such an aligned setup, the range of the autofocus would be in the range of the possible
focal length of the combination of the camera lenses and the liquid lens. With our setup, it was possible
to focus objects at distances of approximately 17 cm from the liquid lens up to at least 8 m (limited
by laboratory size). In this setup, only the alignment of the camera system and the illumination unit
would limit the range of operation, however, the resolution decreases and the image size increases
with distance. This effect has to be taken in to account to be able to specify a reasonable work range.

3.1.2. Resolution

In consultation with dermatologists from the Hannover Medical School (MHH), the goal was to
be able to resolve 30-μm large structures on or within the skin. This ensures that all blood vessels
that could be of diagnostic relevance can be resolved. A 1951 USAF resolution test chart was used
to determine the maximum resolution of the prototype (see in Figure 3). In this case, the test chart
was placed at a distance of 45 cm from the liquid lens or the camera lens, respectively. The first
picture Figure 4 left shows an image taken with the described prototype. A magnified view of the
groups four and five are shown next to the image. The second picture, Figure 4 right shows an
image taken under the same conditions but without the liquid lens. Due to the measurement process,
the images are mirrored. In the setup with the liquid lens, the element 2 in group 4 can still be resolved.
This corresponds to 17.96 lines per millimeter leading to a resolution of 27.87 μm. In the image taken
without the liquid lens, the element 4 in group 4 can still be resolved. This element contains 22.63 lines
per millimeter and corresponds to a resolution of 22.1 μm. The results of this measurement with the
system without liquid lens being slightly more accurate cannot easily be transferred to an in vivo
measurement. In the latter case, the autofocus could compensate for blurring caused by transversal
movements of the patient during the measurement. However, this result shows that the resolution of
the setup with the liquid lens still enables reasonable resolution for the measurements on skin samples
together with improved handling.

3.1.3. Depth of Field (DOF)

DOF, i.e., the region where objects are sharply imaged, is an important parameter for dermatoscopic
systems because the human skin is not flat and nevi may even be raised up to several millimeters from
the skin. The DOF here is given for a fixed focal length of the liquid lens. It is important to compensate
for calibration errors of the autofocus system and possible measurement uncertainties of the distance
sensor as it adds some tolerance if the focus is not exactly on the target. To measure the DOF, a special
target was used which consists of a 45◦ inclined plane with a scale and line pairs (DOF 5-15 Depth of
Field Target, Edmund Optics GmbH, Karlsruhe, Germany). The system performance can be seen in
Figure 4.

The scale in the image is the depth of the target in mm. The DOF can be read off the scale and is at
least 22 mm. This is sufficient for most dermatoscopic investigations and skin structures.

177



Appl. Sci. 2019, 9, 2177

Figure 3. Images of a 1951 USAF resolution test chart at a distance of 45 cm with (a) and without (b) the
liquid lens in front of the camera lens.

Figure 4. Image of the depth of field target (left) and the intensity profile over the left stripe pattern of
the image (right).

3.1.4. Image Scale

In order to be able to determine the size of interesting skin features for images taken at different
distances to the imaging system, a method for reliable scaling of the images was developed. The image
scale was calibrated by taking pictures of a scale bar from various distances. These distances where
correlated to the output voltage of the distance sensor. In this way the already mentioned look-up
table was realized. The image size at different distances to the patient can be seen in Table 1. The scale
allows comparing images taken at different examinations and measuring changes in size of the lesions
with time. This is for example important for the widely known ABCDE-rule in melanoma screening or
for follow-up examinations in the therapy of inflammatory skin diseases.

Table 1. Image sizes for different distances to the target.

Distance to the Patient in cm Imaged Area of the Skin (Horizontal × Vertical) in mm

41 15.4 11.6
43 16.2 12.2
45 17 12.8
47 17.8 13.4
49 18.2 13.7
51 19.1 14.4
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3.2. Characteristics of the Illumination Unit

3.2.1. Illumination Intensity and Spectral Data

The reflector for shaping of the illuminated area, designed with OpticStudio as mentioned before,
was milled and polished from aluminum. The light distribution was measured with a goniometer
(PM-1200N-1, Radiant Vision Systems, Redmond, WA, USA) and the data exported again to OpticStudio.
Here the light intensity at different distances was calculated. As the output of the illumination unit
was measured without polarizer, the intensity had to be multiplied by a factor of 0.5 to obtain a
good estimate. Furthermore, the illumination unit was measured with an integrating sphere (50 cm
diameter, Mountain Photonics GmbH, Landsberg am Lech, Germany; with connected spectrometer:
AvaSpec-2048L, Avantes BV, Apeldoorn, The Niederlande) to determine light intensity and spectral
data for color correlated temperature (CCT) and CRI. The CCT of the illumination unit is 6350 K with a
CRI of 76. In Figure 5, the light distribution at a distance of 45 cm from the illumination unit is shown
for an imaged area of 10 cm × 10 cm. The overall light flux through this area is 775 lm without or
378.5 lm with polarizer. The light flux on the area of interest (the area which is captured by the camera)
at this distance, i.e., 17 mm × 13 mm, is 71.6 lm or 35.8 lm after the polarizer. This results in a polarized
illuminance of 162,000 lx. To compare this value, the minimal illuminance for office work spaces in
Europe according to work safety regulations is 500 lx [22]. The measured illuminance from room
lighting on the table in our laboratory was 525 lx. If we consider the illuminance in a doctor’s office
to be 1000 lx, the illuminance of the area of interest by the presented prototype is 162 times higher.
This makes the light situation comparable for every image recorded, as the influence of ambient light
on the total illuminance on the area of interest is negligible.

Figure 5. Light distribution at a distance of 45 cm from the illumination unit. The square shows the
area of interest at this distance.

3.2.2. Homogeneous Illumination

A homogeneous illumination is important for both online assessment of an image by the
practitioner and digital post processing of the images. In such post processing, often gray scale values
are compared to each other and thresholds are used to segment images. This requires comparable
gray scale values of the structures to be detected in the whole image. To measure the homogeneity, an
image of a homogenous gray scale target (ColorChecker, X-Rite Incorporated, Grand Rapids, MI, USA)
was taken.

The average gray scale value of both, the vertical and the horizontal intensity profile is 140.9 with a
standard deviation of 2.64 (vertical) corresponding to a relative variance of 4.48% and 2.56 (horizontal)
corresponding to a relative variance of 4.76%, respectively. With an average relative variance of 4.62%
the illumination is sufficiently homogeneous for the use in a dermatoscopic device.
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3.3. Image Colors

3.3.1. Comparable Color Representation

Usually, there is a difference between image colors obtained during examinations and true colors.
Due to the relatively small aperture of the camera lens in combination with the ultra-bright LED light
source, the system only detects the LED light reflected from the sample under study. This makes
the system independent from the ambient light situation and ensures equal exposure times and
measurement conditions for every measurement session. In the first row of Figure 6, two images of
the same target but for different lighting conditions are shown. The first image was taken in the dark
laboratory. The second was taken while the neon lights of the laboratory were turned on. Comparing
gray scale values for equal exposure times shows that there is no significant difference in the pictures.
The target used was a signal white (RAL 9003, RAL gGmbH, Bonn, Germany) card from the RAL color
standard. In the second row, a picture of human skin is shown under the same lighting conditions.
To quantify the difference, the gray scale values from the images in Figure 6a,b were subtracted from
each other. Because small movements/displacements of the target between the images would lead to
errors, an image registration was performed first to compensate for that. The average gray scale value
of the resulting difference image was determined and is in the range of the noise of the individual
images in Figure 6a,b which was estimated by the standard deviations of the respective gray scale
values. The latter were calculated for a 100 pixels x 100 pixels square area in the middle of each image,
which shows a homogeneous target. The registration and subtraction was also performed with the
images from Figure 6c,d. The observed differences for this case are slightly larger compared to the first
example and can be explained by the residual motion of the skin area between images. That means
that the illumination situation is very well controlled and reproducible. If the illumination conditions
are known, one calibration is enough to generate a camera color profile and calibrate all pictures taken
by that camera. Colors then are comparable to the colors seen by eye and comparable to each other in
different images taken with the calibrated system.

Figure 6. (a): Picture of the RAL color “Signalweiβ” (signal white) taken in a dark laboratory and
(b) while neon light is turned on in the same laboratory. (c) Picture of human skin with a nevus and
a vein in the bottom part of the image taken in a dark laboratory. (d) Picture of the same area of
human skin taken while neon light is turned on in the laboratory (at least 525 lx). Both pictures were
taken with activated cross polarization and the hand was fixed, so that both images show the same
area. The images look very similar. This shows that the system is mostly independent of ambient
lighting conditions.
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Because the light situation is controlled and the measurement parameters are the same for each
measurement, the colors of the pictures taken in different examinations are comparable. They can be
calculated from the relation between the different color channels.

3.3.2. True Color Rendering

If the system is calibrated once, the colors in the images appear closer to natural colors as can be
seen in Figure 7. It shows images of a standard color reference target (ColorChecker Classic, X-Rite,
Grand Rapids, MI, USA). Because the target is too large to fit on one picture, a composite image was
assembled from single pictures of each tile of the ColorChecker. The calibration procedure uses the CIE
(R,G,B) and LAB color spaces [23]. It aims at minimizing the color difference between the calibrated
image and the optimal colors of the ColorChecker. Color values of the ColorChecker target are given
for reference by the distributor.

Figure 7. Color calibration: (a) shows a picture of the ideal RGB (red, green, blue) values of the
ColorChecker Classic. (b) Shows an image the color checker and (c) after the image after color correction.
The RGB values are now closer to the ideal RGB values in (a).

For a more realistic color perception a calibrated monitor is recommended. The calibration also
facilitates the comparison of images obtained from different systems.

The result of the calibration can be seen in Figure 8.

Figure 8. Two images of a patient suffering from Lichen simplex chronicus. (a) Uncalibrated image
data. (b) Same image after color calibration. The image looks brighter and the skin color is more natural
and closer to what the doctor is used to see with his bare eyes.
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4. Discussion

The non-contact dermatoscope presented in this work features both an integrated autofocus
function calibrated by using an infrared laser-based distance sensor as well as image post-processing.
The large working distance is beneficial for routine examinations. If in a future version of the system the
distance sensor will be aligned along the optical axis of the camera via a dichroitic mirror, for example,
it will be able to focus over an even larger range. Also, a distance-variable image scale would be
advantageous and can be included in our system. Furthermore, a color read out tool could be added
to the software. With this tool, images taken during different examinations could more easily be
compared which could provide, for example, additional information about the blood perfusion. Also,
use in therapy monitoring is possible.

The color calibration of our system is not yet optimal as the color values in the calibrated image still
deviate from the reference color values. The uncalibrated image is comparably dark. This is because
the gain of the camera was set to zero, so that the images can more easily be compared after image
noise reduction. Also, the exposure time was set to 75 ms as a compromise between image brightness
and exposure time to avoid motion blur. An even brighter light source would be advantageous in this
regard. Another option would be to track the gain for the images taken and include this value in the
calibration algorithm.

With regard to CRI requirements, halogen light sources and high pressure xenon lamps, for example,
can have CRI values of 100 and 93, respectively [24]. As we use an LED with a more discrete emission
spectrum, the CRI cannot directly be compared with CRI of the more continuously emitting light
sources mentioned above. The reason for this is, that small changes in a discrete spectrum can result in
large changes in the CRI which does not correlate with the changes in color representation as perceived
by an human observer or a camera [25]. Also, the spectral acceptance of the sensor employed, i.e.,
the camera system, has to be taken into account. As even the light situation in examination rooms
can alter because of, for example, the daytime, no exact color matching is needed in this case. It is
more important to ensure comparable colors in every picture taken by the system. The light source
and image algorithms can further be improved by spectral tuning to enhance visibility of different
features relevant for diagnostics in dermatology [26].

Finally, the hardware components of the system can be made more compact, so that the it can
serve as a module in an automated skin-screening device. In such a scheme the patient lies on a medical
lounger and an automated arm equipped with suitable imaging systems takes overview pictures
of the skin and identifies nevi and other areas relevant to dermatology. Subsequently, the system
described in this work would take high-resolution images of the selected skin areas. In case of nevi,
an algorithm that evaluates the ABCDE criteria could then make a risk analysis so that the physician
only needs to examine the suspicious ones in more detail. In further versions, external image analysis
from outside the examination room could be implemented as well as deep learning approaches for fast
and essentially real-time analysis as pointed out in [27].

5. Conclusions and Outlook

In this work, we present a prototype of a non-contact dermatoscope with a built-in autofocus
system. The auto-focus is based on a liquid lens in combination with an infrared laser distance
sensor. This setup is sufficiently fast for dermatoscopy enabling a focus refresh rate of 30 Hz for image
acquisition, which is double the maximal frame rate of the camera. The resolution of the dermatoscopic
system is slightly lower than the resolution of the system without the liquid lens, but it is still within
the required minimal resolution of 30 μm. In the current alignment of the components, the system is
optimized for a working distance of 45 cm ± 3 cm. If the surface to be examined is not strongly curved
(over the range of the depth of field) the system delivers sharp images at even larger distances as the
infrared laser spot is reflected on the image plane. The prototype is largely independent of the ambient
light due to its ultra-bright LED-light source illuminating the area of interest on the target at a distance
of 45 cm with a luminous flux of 35.8 lm, which is equivalent to 162,000 lx. This makes images taken

182



Appl. Sci. 2019, 9, 2177

under different ambient light conditions comparable. The system also allows for color calibration to
obtain more realistic color representation

In the next step, the prototype will be tested in a clinical environment. This could reveal further
diagnostic advantages. A study will be designed to collect a larger set of images from skin lesions
correlated to specific diagnostic data. The focus will be placed on a number of common inflammatory
diseases in order to identify (new) diagnostic features that are revealed by the dermatoscopic images
and to better evaluate the diagnostic potential of the non-contact remote approach.
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Abstract: Organic thin-film lasers (OLAS) are promising optical sources when it comes to flexibility
and small-scale manufacturing. These properties are required especially for integrating organic
thin-film lasers into single-mode waveguides. Optical sensors based on single-mode ridge waveguide
systems, especially for Lab-on-a-chip (LoC) applications, usually need external laser sources,
free-space optics, and coupling structures, which suffer from coupling losses and mechanical
stabilization problems. In this paper, we report on the first successful integration of organic thin-film
lasers directly into polymeric single-mode ridge waveguides forming a monolithic laser device for
LoC applications. The integrated waveguide laser is achieved by three production steps: nanoimprint
of Bragg gratings onto the waveguide cladding material EpoClad, UV-Lithography of the waveguide
core material EpoCore, and thermal evaporation of the OLAS material Alq3:DCM2 on top of the
single-mode waveguides and the Bragg grating area. Here, the laser light is analyzed out of the
waveguide facet with optical spectroscopy presenting single-mode characteristics even with high
pump energy densities. This kind of integrated waveguide laser is very suitable for photonic LoC
applications based on intensity and interferometric sensors where single-mode operation is required.

Keywords: integrated optics and photonics; integrated polymer optics; organic laser; integration;
polymeric waveguide; Lab-on-a-Chip

1. Introduction

The light from only a few light sources is able to couple effectively into single-mode waveguides.
Lasers are light sources with very high coupling efficiencies. For polymeric waveguides, however,
not all laser types are suitable. Especially for LoC devices, single-mode operation is mostly
required. The coupling of the laser light into the single-mode waveguide is mainly achieved by
prism-coupling, grating couplers with a free-space set-up or butt-coupling with a lensed fiber [1].
An important step towards waveguide integrated lasers can be realized by combining the laser
resonator, such as distributed feedback resonator (DFB) with the waveguide structure. The DFB
wavelength selectivity and high efficiency as well as the ease of fabrication makes them very suitable
for this kind of integration. OLAS are well suited for this application due to their low layer thickness,
their flexibility and simple processing [2]. In the last decade, the integration of organic DFB lasers into
waveguides and LoC systems has been demonstrated. Balslev et al. [3] realized a LoC system with an
integrated organic laser source and a photodiode. The laser light source is achieved by the laser dye
Rhodamine 6G dissolved in ethanol, which is purged through a microfluidic channel to a DFB grating.
The integration of the laser source and the multi-mode SU-8 waveguides is realized by butt coupling.
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Appl. Sci. 2020, 10, 2805

Christiansen et al. [4] reported on active and passive SU-8 waveguides either doped or undoped
with the laser dye Rhodamine 6G. First, the active waveguide is constructed by a lithography and
imprint process. The following passive waveguide is subsequently built up and also butt coupled to
the active waveguide. Mappes et al. [5] and Vannahme et al. [6] report on an integration of an OLAS
into PMMA. The resonant DFB structure is formed by the aid of hot-embossing and the waveguides
are manufactured by deep UV irradiation of the PMMA bulk material. Up to now, all the integrations
are only realized with multi-mode waveguides or slab waveguides. However, it is a great approach
for intensity based LoC applications where, for example, fluorescence excitation of an analyte in a
microfluidic channel is used. Despite that, pure single-mode operations is required for interferometric
based sensors such as optical based LoC-systems. Since higher modes propagate with different speed
of light and have different evanescent wave characteristics, this leads to an inefficient interferometric
interaction in the sensor as well as signal losses due to modal dispersion [1]. Recently Becker et al. [7]
integrated DFB gratings onto a 2.0 m in width and 2.5 m in height few-mode ridge waveguide. This is
realized by a straightforward combined nanoimprint and photolithography process (CNP process)
using OrmoCore, a silicon-containing hybrid waveguide core material. On it, the OLAS is finally
evaporated. In our study, we used a three-step fabrication process to integrate the OLAS into the 1.0 m
in width and 1.0 m in height polymeric single-mode waveguide as schematically depicted in Figure 1a.
Therefore, we used the photopatternable epoxies EpoClad (refractive index = 1.579 @650 nm) and
EpoCore (refractive index = 1.593 @650 nm) for the cladding layer including the grating structure and
the waveguide core, respectively. The waveguide materials are commercially available and distributed
by Micro Resist Technology GmbH in Germany. The active organic material (Alq3:DCM2) was then
evaporated on top of the waveguide structure with the DFB gratings underneath. The final device
contains five DFB gratings in parallel and five single-mode waveguides on top of each grating area,
forming 25 different waveguide integrated lasers with five different emission wavelengths.

(a) (b)

Figure 1. (a) Schematic sketch of the OLAS integrated into the polymeric single-mode waveguide;
and (b) the structural formula of Alq3 and DCM2.

2. The Polymeric Single-Mode Waveguide

Optical simulations using the finite difference eigenmode solver support the single-mode
characteristic. Figure 2 shows the cross section of the single-mode ridge waveguide structure as
described in the introduction as well as the TE0 and TE1 mode distribution with air (refractive index
≈1.0002 @650 nm) and EpoClad as the surrounding cladding medium.
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For the ridge-type waveguide with air as upper cladding, the TE0 mode is asymmetric and
extends into the lower cladding (see Figure 2a). The effective refractive index was calculated to
be 1.561 @650 nm. Figure 2b shows the TE0 mode distribution for the symmetrical case where the
waveguide core is surrounded by the cladding material making it a buried waveguide. The mode
field maximum is located in the waveguide core and the minority of the field intensity is located to be
outside and is called evanescent field. In this structure, the decay length of the evanescent field is about
1 m. For the buried waveguide, the effective refractive index of the TE0 mode is 1.58 @650 nm. In both
cases, higher modes such as TE1 (see Figure 2c,d) are not capable of propagation in the waveguide core.

(a) TE0 (b) TE0

(c) TE1 (d) TE1

Figure 2. TE0 and TE1 mode distribution with: (a,c) air as upper cladding medium; and (b,d) EpoClad
as upper cladding medium.

3. The Organic Thin-Film Laser

We used the well-known guest–host active organic laser material containing Tris-(8-hyd-
roxyquinoline)aluminum (Alq3) as the host material and the laser dye 4-(Dicyanomethylene)-2
-methyl-6-julolidyl-9-enyl-4H-pyran (DCM2) as the guest material (see Figure 1b). Figure 3 shows
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the photoluminescence spectra (PL spectra) of Alq3 and Alq3:DCM2 with different DCM2 doping
concentrations. The samples were evaporated and characterized on glass substrates.

Figure 3. PL spectra of Alq3 and Alq3:DCM2 at different doping concentrations.

Figure 3 shows a redshift in the emission spectra of the Alq3:DCM2 samples with increasing
DCM2 doping concentration. The reason for this is the Solid State Solvation Effect (SSSE). It describes
the polarity influence of the host matrix on the emitter molecule [8]. Furthermore, Figure 3 also shows a
decreased Alq3 emission in the PL spectra with increasing doping concentration of DCM2. The fraction
of Alq3 emission is about 18% (see dashed line in Figure 3) with the DCM2 doping concentration
of 1%. When the doping concentration increases to 3%, the fraction of Alq3 emission drops to 5%.
With further increasing of the doping concentration, as shown in Figure 3, the Alq3 emission fraction
in the PL spectra drops even more. This is due to the Förster resonant energy transfer [9,10] where
with decreasing donor/acceptor mean distance the probability of a resonant energy transfer increases.
The great advantages of this material system are the broad optical laser tuning range of up to 115 nm,
low lasing threshold down to approximately 3 J/cm2, and high optical gain, which saturates at about
300 cm−1 [11–13]. Moreover, the Alq3:DCM2 thin-film is characterized by its absolutely smooth surface
after the vapor deposition process. The surface roughness was measured to be Ra = 950 pm (arithmetic
mean value) and Rq = 1.2 nm (root mean square value). However, surface roughness, morphological
variations as well as the pump process itself can cause slightly stochastic fluctuations and noise in the
signal. Therefore, in the spectral analysis, the Karhunen–Loève Transformation can be applied [14].
Different kinds of resonating structures could be demonstrated to achieve lasing in organic thin-films,
such as DFB resonators, micro disks, spheres, and distributed Bragg reflectors (DBR) [15–19]. The DFB
resonator, however, stands out because of its ease of fabrication and its optical properties such as the
extraordinary wavelength selectivity and high efficiency. The emission wavelength (λBragg) of the
distributed feedback laser can be varied by choosing the suitable grating periodicity Λ. It follows the
Bragg condition:

λBragg =
2 · neff · Λ

m
, (1)

where neff is the effective refractive index of the allover waveguide structure, Λ is the grating period,
and m = 1, 2, 3, ..., is the diffraction order.

4. Device Fabrication

First, a Polydimethylsiloxan (PDMS) stamp was made for replication of the DFB gratings.
The grating area contains five DFB gratings arranged in parallel, with the dimension of 2 mm in width
and 10 mm in length. The periodicity of the gratings was 195 nm to 215 nm with a period spacing
of 5 nm. After the fabrication of the PDMS stamp, the bottom cladding with the grating structures
was fabricated by a UV nanoimprint process. In this step, a mixture of EpoClad and γ-Butyrolactone
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(GBL) with a mixing ratio of 2:1 was used. The GBL diluted EpoClad was spin-coated onto a silicon
wafer with 4000 rpm for 30 s and then soft baked at 120 ◦C for 2 min on a hot plate. After the soft bake,
the PDMS stamp was brought into contact with the still sticky EpoClad. A subsequent flood-exposure
starts the UV-induced cross-linking of the polymer. After that, the substrate was baked again on a hot
plate at 120 ◦C for 3 min. After the EpoClad was completely polymerized, the silicon-PDMS stamp
set was taken from the hot plate and the PDMS stamp was removed without any residue. The layer
thickness of EpoClad was about 1 m. Figure 4a shows the profile of one of the gratings with Λ = 195 nm
and Figure 4b shows a good replication quality. This image was taken with an atomic force microscope.
The measured average periodicity is 194.97 nm, which is extremely close to the desired value.

(a) (b)

Figure 4. (a) Grating profile; and (b) 3D AFM image of the imprinted DFB grating with Λ = 195 nm
into EpoClad.

The next fabrication step is structuring the waveguides onto the DFB gratings. In this case,
a mixture of EpoCore and γ-Butyrolactone (GBL) in a mixing ratio of 2:1 was used. The mixture
was spin-coated with 4600 rpm for 30 s onto the substrates with the pre-structured cladding layer.
The substrates were first baked at 50 ◦C and then at 90 ◦C for 2 min each followed by a UV-lithography
step using a chromium mask with the waveguide structures. After that, the substrates were put on the
hot plate again for 2 min at 50 ◦C and for 3 min at 85 ◦C for a post-exposure bake. The non-cross-linked
EpoCore was removed by dipping it for 10 s into the mr-Dev 600 developer. Finally, the substrates
were rinsed in isopropyl alcohol to stop the development process. Figure 5 shows schematic sketch of
the final device.

Before starting the measurements, the final device was carved at the break points with a diamond
scriber so that the silicon wafer split apart along its crystal lattice. Figure 6 presents the SEM images of
the EpoCore waveguide on top of the DFB gratings.
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Figure 5. Schematic sketch of the final device after the lithography process containing DFB grating and
waveguide structures.
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Figure 6. (a) SEM overview image of the whole waveguide and grating structure and a detailed view
on the waveguides on top of the DFB grating; and (b) the waveguide end facet.

The figures show a good waveguide integration on top of the DFB gratings as well as a satisfying
waveguide end facet for the optical analysis of the integrated waveguide laser. Figure 6a also gives
a detailed look at the waveguide and shows some irregularities and an uneven surface. This can
probably be addressed to the grating structure below. The waveguides outside this grating area show
good optical quality and a smooth surface (cf. Figure 6b). After the fabrication of the DFB gratings
and the waveguides, 200 nm of the guest–host laser active material system Alq3:DCM2 with a DCM2
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doping concentration of 6% was co-evaporated in an ultrahigh vacuum chamber with p < 10−8 mbar
by organic molecular beam deposition method.

5. Results and Discussion

The samples were measured and characterized by the optical set-up schematically shown in
Figure 7.

The waveguide integrated OLAS was excited with the third harmonic (λ3 = 355 nm) of a passively
Q-switched Nd:YAG laser. The excitation energy was controlled by a neutral density filter. For an
efficient excitation, the Gaussian beam out of the Nd:YAG laser was formed into a laser stripe
by the cylindrical lenses L1, L2, and L3. Additional apertures form a flat-top profile out of the
Gaussian beam. Thus, an excitation stripe of 0.15 mm in width and 3.0 mm in length was created.
The dimensions of the laser stripe were measured with a Thorlabs BP209-VIS/M scanning-slit optical
beam profiler. The energy out of the pump laser was measured with the Coherent LabMax-Top system.
The waveguide integrated laser probes were stored and measured in a N2-flushed chamber. Instead of
this method, to avoid unnecessary degradation and oxidation under atmosphere conditions, a thin-film
encapsulation can be applied on top of the waveguide integrated lasers [20]. The excited laser emission
out of the end facet of the waveguide was measured by using the lens pair L4 and L5. An additional
aperture at the N2-flushed chamber in front of the Lens L4 was included to suppress the scattered light.
The waveguide integrated lasers were analyzed by a precise monochromator (Triax 320, HORIBA
Scientific) and a liquid nitrogen cooled CCD detection system (Symphony, HORIBA Scientific).

 

Figure 7. Optical set-up for laser performance measurements of the integrated OLAS. The laser
emission was measured orthogonal to the pump beam.

The measurement of the OLAS out of the waveguide facet is depicted in Figure 8a, where lasing
occurred with all grating periods. For the sake of simplicity, we took a closer look at just one laser line.
Figure 8b shows the laser line at λBragg = 640.24 nm. Using the Bragg condition in Equation (1) for
the first order laser emission (m = 1) at Λ = 205 nm, an effective refractive index neff of about 1.562
can be determined. This result is comparable with the result of the mode propagation simulation.
The effective refractive index neff of the fundamental mode for this waveguide was calculated to
be approximately 1.561 @640 nm. The spectral width of the emission peak at the full width at half
maximum (FWHM) was measured to be 200 pm. Furthermore, by increasing the excitation energy
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density up to 274 J/cm2 (cf. Figure 8c), no further modes except the fundamental mode were found.
In previous measurements on few-mode waveguides (waveguide facet dimension 2 × 2 m2), up to
five modes could be found with increased pump energy.

Deviating from the DFB theory [21,22], where two laser modes near the Bragg wavelength are
generated due to the symmetry of the gratings in index-coupled DFB-lasers [23], we could only
measure one laser line out of our waveguide integrated lasers. We suppose that this effect can be
addressed to the replication process of the Bragg grating structure into the polymeric cladding layer.
Possible slight thickness variations of the polymer layers due to the spin-coating technique as well as
potential variations in the doping concentration of the active laser material can have an effect on the
effective refractive index change in the structure leading to an asymmetrical behavior and therefore to
single-mode operation of the waveguide integrated laser.

(a)

(b) (c)

Figure 8. (a) Lasing lines out of the integrated OLAS with different DFB grating periods with the
optical modal gain in the background; and (b) the spectral response of the integrated OLAS with (c)
increasing excitation energy density.

Figure 9a shows the emitted intensity of the waveguide integrated lasers in dependence of the
excitation energy density. An increased laser emission could be found by exceeding the lasers above
their laser thresholds. Laser thresholds could be found to be in the range from approximately 25 J/cm2

to approximately 170 J/cm2. Moreover, with increasing the Bragg grating period, and therefore
increasing the laser wavelength, the laser threshold decreases and the slope of the lasers increases. At a
certain turning point, the laser threshold increases and the laser slope decreases. This can be attributed
to the spectral response of the optical modal gain of this material (cf. Figure 8a). The turning point
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corresponds with the modal gain maximum where the stimulated cross section is the highest [12,13].
The spectral width of the modal gain increases with increasing excitation energy density. Thus,
for shorter laser wavelengths, higher excitation energy is needed until the optical modal gain overcomes
absorption and optical losses. For higher wavelengths, the optical modal gain decreases, which can be
seen in the laser threshold of the laser with 666.82 nm laser wavelength. The lowest lasing threshold is
one magnitude higher than classic OLAS without waveguides (cf. [2]) but still up to 210-times lower
than the thresholds reported in [3,4]. By inserting a polarization filter in front of the detection fiber
into the optical set-up (cf. Figure 7), a polarization measurement could be done to get the TE- and
TM-proportions. The radiated emission was clearly linear polarized with a polarization extinction
ratio (PER) of 15.5 : 1. The intensity difference between the values at 0◦ and 360◦ can be addressed to a
slight degradation of the sample during this measurement.

(a) (b)

Figure 9. (a) Laser threshold of the waveguide integrated OLAS; and (b) the polar plot of the
polarization properties. The lasing threshold corresponds to the optical modal gain for the active
organic material.

6. Conclusions

In this study, EpoCore and -Clad based single-mode waveguides with integrated Bragg gratings
were successfully fabricated. By depositing the organic laser material Alq3:DCM2 on top of the waveguide
structure, a monolithically single-mode waveguide laser device is achieved. The laser emission could
be measured at all waveguide integrated lasers with a FWHM of 200 pm. No other higher modes
could be observed even with excitation energy densities up to 274 J/cm2. The laser threshold could
be measured to be in a range of approximately 25 J/cm2 to 170 J/cm2. The LoC application ability for
photonic or interferometric based sensors could be supported by the polarization extinction ratio of
15.5:1, which indicts a linear polarization. By using this type of laser with the described integration,
light can be easily coupled into the single-mode waveguide. This type of laser integration allows an
uncomplicated light coupling into a single-mode waveguide. With this work, a milestone towards the
monolithically integration of organic lasers is achieved. Especially, optical sensor systems based on
single-mode waveguides and, in particular, LoC systems could benefit from this work.
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Abstract: We present a compact sub-nanosecond diode-end-pumped Nd:YVO4 laser system running
at 1 kHz. A maximum output energy of 65.4 mJ without significant stimulated Raman scattering (SRS)
process was obtained with a pulse duration of 600 ps, corresponding to a pulse peak power of 109 MW.
Laser pulses from this system had good beam quality, where M2 < 1.6, and the excellent signal to
noise ratio was more than 42 dB. By frequency doubling with an LBO crystal, 532 nm green light with
an average power of 40.5 W and a power stability of 0.28% was achieved. The diode-end-pumped
pump power limitation on a high peak power amplifier caused by the SRS process and thermal
fracture in bulk Nd:YVO4 crystal is also analyzed.

Keywords: sub-nanosecond laser; high peak power; Nd:YVO4; stimulated Raman scattering (SRS);
thermal fracture

1. Introduction

Compact diode-pumped solid state lasers with high-energy sub-nanosecond pulses at kHz
repetition rates have a variety of applications, such as laser ranging [1,2], materials processing [3],
nonlinear optical conversion [4,5] and Mid-IR optical parametric processes [6–10], etc.

The scaling of energy from sub-nanosecond oscillators is strongly limited by optical damage and
thermal effect. Laser radiation with high beam quality, short pulse duration, high repetition rate, and
high intensity can be obtained with the Master Oscillator Power Amplifier (MOPA) approach [11,12].
Both Yb3+-doped lasers [13] and Nd3+-doped lasers [14] can use the MOPA approach to achieve high
energy sub-nanosecond pulses near 1 μm. Yb3+-doped lasers have wide gain bandwidth, high Stokes
efficiency, and high saturation fluence and achieve pulse energy with hundreds of mJ. In Yb3+-doped
lasers, cryogenic cooling is needed to acquire a four-level system, which will increase complexity of
laser system [15,16]. Nd3+-doped lasers with four-level systems operating in room temperature have
higher gain and simpler structure, making them more attractive.

Several diode-pumped solid-state sub-nanosecond laser systems with different Nd3+-doped
materials geometry have been reported recently. A Nd3+-doped amplifier in bounce geometry has
higher small-signal gain to amplify sub-nanosecond oscillator with low energy and high repetition.
A sub-nanosecond laser using a side-pumped Nd:YVO4 bounce amplifier operating at 1–10 kHz was
demonstrated with 577 ps duration and 545 μJ energy (1 MW peak power) in 2010 [17]. In a 2011
study, a sub-nanosecond Nd:YAG laser system with bounce geometry has been reported, the output
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energy of which was 0.8 mJ with peak power of 9.35 MW [18]. However, due to the small volume
of the active medium, the pulse energy of a sub-nanosecond laser using bounce geometry is less
than 1 mJ. In comparison, Nd3+-doped lasers based on bulk crystal may acquire high pulse energy at
the kHz level [19–21]. A sub-nanosecond single frequency MOPA laser system operating at 500 Hz
was reported, which generated pulses with a width of 830 ps, energy of 13 mJ, peak power of
15.7 MW, and M2 < 1.4 [22]. A Nd:YAG laser system based on the MOPA approach operating at
300 Hz and using selectable 350–600 ps nominally flat temporal pulse shape has been reported, which
generate pulses with 127 mJ energy and maximum peak power of 400 MW [23], but beam quality
M2 were not measured. As is already known, beam quality always gets worse due to thermally
induced birefringence in Nd:YAG crystal [21,24]. Laser systems based on end-pumped bulk Nd:YVO4

crystal have better beam quality because of natural birefringence architecture, which can alleviate
thermally induced birefringence [25–27]. At the same time, Nd:YVO4 is a self-excited Raman scattering
crystal [28–30]. Stimulated Raman scattering (SRS) is a third-order nonlinear optical effect, which
must be taken into consideration in high peak power amplification. Through the SRS process in YVO4

crystal, 1064 nm fundamental wave will be converted to Raman light, which consists of different Stokes
waves, such as first Stokes wave λ = 1176 nm. Raman light brings in many disadvantages, for example,
Raman light consumes amplified fundamental pulse energy and reduces the amplification efficiency.
Morever, Raman light with high peak power may enter into the end-pumped laser diode and leads to
damage of the laser diode. Because of this, the SRS process should be averted to improve amplification
efficiency and keep optical components safety.

In this paper, we present a Sub-Nanosecond Nd:YVO4 MOPA system consisting of a master and
a series of amplifiers. By suppressing the SRS process during amplification, we obtain 65.4 mJ energy
at 1064 nm with 600 ps and peak power above 100 MW at 1 kHz. The M2 is less than 1.6 and the signal
to noise ratio can be up to 42 dB. We also analyze the influence of SRS on working parameters in a high
peak power Nd:YVO4 amplifier. After frequency doubling, 40.5 mJ 532 nm green light is achieved
with conversion efficiency of 61.8% and one hour power stability of 0.28% (RMS).

2. Experiment Setup

Figure 1 shows the layout of the laser system, which comprises one master oscillator, one four-pass
high gain pre-amplifier, and three stages of main amplifier.

The master oscillator is a commercial industrial-grade sub-nanosecond Nd:YVO4 Q-switched laser
(Picolo AOT, InnoLas Laser, Munich, Germany), providing 1064 nm light, with 55 μJ, 450 ps at 1 kHz.
Pulses from the Nd:YVO4 Q-switched laser pass through an optical isolator composed of a PBS, an FR,
and a HWP to avoid unwanted reflected light or even optical damage to the master oscillator. Before
they are injected into the pre-amplifier, laser pulses are aligned and expanded to 2.0 mm with a beam
expander (BE1), which suits the pump mode of the pre-amplifier. The pre-amplifier is an off-axis
four-pass diode-end-pumped Nd:YVO4 amplifier, where the Nd:YVO4 crystal is 4 × 4 × 10 mm3,
a-cut, 0.3%-doped, and has double-end-wedged cut at 2◦. Both sides of the Nd:YVO4 have been coated
to transmission of 1064 nm and 808 nm. The crystal is end-pumped by a 500 W quasi-CW (QCW)
fiber-coupled diode (E15F8S22-808.3-500Q-IS39, DILAS, Mainz, Germany), with pump cycle 100 μs
at 808 nm. Light from the pump diode is coupled into an 800 μm core fiber, the output of which is
focused into Nd:YVO4 crystal with a spot diameter of 2.4 mm. A plane–concave lens (Lens1) is used
for compensating thermal lens of Nd:YVO4. To achieve compact architecture, a prism is used to reflect
light and decrease off-axis angle to keep uniformity of amplified beam. A TFP, an FR, and a HWP are
used as an isolator to output amplified pulses.

The pulses are further amplified in a main amplifier which composes of three stages, as illustrated
in Figure 1. The main amplifier with single-pass form has high optical efficiency. In consideration of
suppression of SRS effect and thermal fracture in gain medium, each amplifier stage has two identical
sub-amplifiers. The gain medium in the main amplifier is 0.2 at.% doped Nd:YVO4 crystals with the
same length of 15 mm and double-end-wedged cut at 2◦, but have different apertures: crystals at stage 1
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are 5 × 5 mm2, crystals at stage 2 are 6 × 6 mm2, and crystals at stage 3 are 7 × 7 mm2. Both sides
of the Nd:YVO4 have been coated to transmission of 1064 nm and 808 nm. Each sub-amplifier
was pumped by 50 mJ, 100 μs (10% duty cycle) pulses provided by a 500W QCW fiber coupled
diode (E15F8S22-808.3-500Q-IS39, DILAS, Mainz, Germany) operating at 808 nm. Coupling ratios
of the pump beam at each amplifier stage are 1:3.7/1:5/1:5.5. Beam expanders (BE2–BE4) are used
to mode matching of different stages for good beam quality. Focal length of plane–concave lens
(Lens2–Lens4) used for compensating thermal lens of every stage’s Nd:YVO4 crystals are 500 mm,
800 mm, and 1000 mm respectively. A 9 × 9 × 20 mm3 type I LBO (θ = 90◦, φ = 10.8◦) crystal is used
for the extra-cavity frequency doubling.

Figure 1. Schematic of the laser system. PBS: polarization beam splitter; FR: Faraday rotator; HWP:
half-wave plate; BE: beam expander; TFP: thin-film plate; LD: laser diode.

3. Experimental Results and Discussions

3.1. Pre-Amplifier

A regenerative amplifier has also been used as the pre-amplifier. The regenerative amplifier with
Nd:YAG as gain medium could suppress the ASE effect through loss of control by the pockels cell,
and achieved higher energy of about 10 mJ. However, the time signal to noise ratio after regenerative
amplifier was only 23 dB due to leakage pre-pulses from the pockels cell. The time signal to noise
ratio after further amplification decreased to only 10 dB, and the pre-pulse energy was amplified to
7.7 mJ, which could consume energy stored in gain medium, as shown in Figure 2. A pulse picker
after regenerative amplification based on electro-optic switches can eliminate pre-pulses and improve
the time signal to noise ratio to 40 dB [25], but this will increase system complexity. In order to
improve time signal to noise ratio and decrease system complexity, we designed an off-axis four-pass
diode-end-pumped Nd:YVO4 amplification architecture as the pre-amplifier, which could provide
high gain with excellent time signal to noise ratio. With an input energy of 55 μJ and 28.6 mJ pump
energy into the pre-amplifier stage, up to 4.5 mJ pulse energy at 1 kHz was acheived, and the gain of
the pre-amplifier stage could reach 81. With further amplification, the time signal to noise ratio after
main amplification was still excellent, which was measured by a photodetector (DET10A, Thorlabs),
as shown in Figure 3. To increase the dynamic range of the time signal to noise ratio, the photodetector
was overexposed to get the pre-pulse amplitude (2 mV), as shown in Figure 3a. Then the main pulse
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was reduced to 1/100 with a filter. The amplitude of the main pulse was 385 mV within the linear
range of the photodetector. The time signal to noise ratio was better than 42 dB.

Figure 2. Signal to noise ratio and pre-pulse energy at different amplifiers when a regenerative amplifier
was used as the pre-amplifier.

Figure 3. Time signal to noise ratio of maximum output energy: (a) Pre-pulse amplitude when the
photodetector was overexposed; (b) main pulse amplitude when the photodetector was operated in
the linear range.

3.2. Main Amplifier and Suppression of SRS effect

In the Nd:YVO4 crystal of the main amplifier, the maximum peak power of the amplified pulse
can reach about 100 MW, which can easily bring about stimulated Raman scattering (SRS). In the
progress of SRS, the Stokes wave of Raman light has power gain exp(G). The exponent G is given by

G = gR IL (1)

where gR is the Raman gain, I is the amplified fundamental pulse intensity, and L is the length of the
nonlinear Raman medium. The first Stokes wavelength beams will appear when G is 25–30 [31]. The
Raman gain of gR of YVO4 crystal is 16.13 cm/GW [32]. So when

IL ≤ 1.55 GW/cm (2)

the Raman gain in YVO4 crystal will be below the threshold of SRS progress, and YVO4 crystal cannot
produce the Stokes wave. In our experiment, a 1064 nm laser with intensity of 2.65 GW/cm2 was
once injected into a Nd:YVO4 crystal with a length of 1.5 cm, which brought about the first Stokes
wave (λ = 1175.84 nm), as shown in Figure 4. The Raman shift of Nd:YVO4 was 890 cm−1, which was
almost the same as that of YVO4 crystal. After passing through Nd:YVO4 crystal, the energy loss of
fundamental 1064 nm laser reached to 20%. Therefore, the generation and accumulation of Raman
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light must be prevented in pulse amplification. However, this will affect the working parameters of
the Nd:YVO4 amplifier.

Figure 4. Obtained spectrum of first Stokes wave of Raman light as high intensity laser passing through
the Nd:YVO4 crystal.

The laser intensity continues to increase as the amplification based on the Nd:YVO4 amplifier
increases. To avoid the SRS process, Equation (2) must be satisfied in a high peak power amplifier.

∫ L

0
I(l)dl ≤ 1.55 GW/cm (3)

What is more, if
ImaxL ≤ 1.55 GW/cm (4)

There will be no significant Raman light. Imax is the maximum intensity in the amplification
process. So the crystal length L in an amplifier based on Nd:YVO4 is limited to the maximum
amplified intensity for averting the SRS process. At the same time, crystal length L also affects the
absorption efficiency of pump light of end-pumped Nd:YVO4 crystal. To obtain enough absorption
efficiency, absorption coefficient α and crystal length L in an end-pumped configuration should satisfy
Equation (5) [33].

αL = 4 ∼ 5 (5)

However, absorption coefficient α is an important factor of crystal thermal fracture. According to
Reference [33,34], thermal fracture limits pump power for end-pumped Nd:YVO4 crystal. During the
QCW pump operation, the generally accepted way to avoid thermal fracture is pumping the crystal
with an average power less than thermal fracture pump power Pav, which is less than the fracture
pump power Pcw of CW pump operation. The maximum pump power at QCW operation is given by

Pav = ηPcw=η
1
α

4πR
ξ

(6)

η is the correction factor, which depends on QCW pump duty cycle and repetition, considering
a QCW pump duty cycle of 10% in Nd:YVO4 crystal, η ≈ 0.6 [34]. R is thermal shock parameter
depending on the mechanical and thermal properties of the host material. ξ is the fractional thermal
loading. When Nd:YVO4 crystal is pumped with 808 nm, 4πR

ξ is about 250 W/cm [33]. Based on
Equation (6), we can see that thermal fracture pump power Pav strongly depends on α. Lowering the
dopant concentration can decrease the absorption coefficient and increase the fracture-limited pump
power. But in high peak power amplifier, suppression of the SRS process and pump light absorption
efficiency also limit the min absorption coefficient. With Equations (4)–(6), to avert the SRS process,
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when operating the QCW pump, the thermal fracture pump power Pav depends on the pulse intensity
and can be given by:

Pav 	 100
η

Imax
(7)

Figure 5 shows the relationship between the maximum pump power and the maximum laser
intensity at QCW pump duty cycle of 10% and 1 kHz level for Nd:YVO4 amplifier, which is described
as Equation (7). It can be seen that, the higher amplified intensity is the lower the maximum
pump power will be. When the amplified intensity is 1 GW/cm2, the maximum pump power
approaches 60 W. But when the amplified intensity increases to 4 GW/cm2, the maximum pump power
decreases to 15 W. At high peak power amplifier, the diode-end-pumped power for bulk Nd:YVO4 is
limited to suppression of the SRS process and thermal fracture of bulk Nd:YVO4 crystal. Therefore,
the amplification ability of an end-pumped Nd:YVO4 amplifier is limited to the laser intensity.

Figure 5. The relationship between the maximum pump power and the maximum laser intensity in
an end-pumped Nd:YVO4 amplifier at a QCW pump duty cycle of 10%.

In the main amplifier, the absorption efficiency of Nd:YVO4 (0.2%, 1.5 cm) with absorption
coefficient was 2.5 cm−1 and could reach 95%. Based on Equation (6), the calculated maximum average
pump power was about 60 W at 1 kHz with QCW pump duty cycle of 10%, so each sub-amplifier
pumped by 50 mJ pulses can work safely. Table 1 shows parameters of the picosecond amplification
stages. With an input energy of 4.5 mJ and a total of 300 mJ pump energy into the main amplifier,
we achieved maximum output energy of 65.4 mJ, corresponding to an optical efficiency of 20.3%.
The spot size in different stages were gradually increased to ensure the laser intensity was below
1 GW/cm2 and reduce the Raman gain. At different amplified stages, Imax ∗ Lcrystal in each stage had
the maximum value of 1.31 and below the SRS threshold of 1.55. In addition, catadioptric mirrors
between the two amplifiers are anti-reflective coated to reduce the accumulation of Raman light. Via
these measures, we achieved tens of mJ energy sub-ns pulse through a Nd:YVO4 amplifier without the
SRS process, as shown in Figure 6. There is no Raman light at a wavelength of 1176 nm (first Stokes
wave) and wavelength 1313 nm (second Stokes wave) in the maximum laser output.

Table 1. Parameters of the sub-ns amplification stages.

Stage Epump [mJ] Eout [mJ] Dout [mm] ηo−o [%] Imax [GW/cm2] Lcrystal [cm] Imax ∗ Lcrystal [GW/cm]

Seed - 0.055 - - - - -
Pre-amplifier 28.6 4.5 2.0 16.7 0.32 1.0 0.32

Main amplifier 1 100 22.8 2.6 18.3 0.72 1.5 1.08
Main amplifier 2 100 44.9 3.4 22.1 0.82 1.5 1.23
Main amplifier 3 100 65.4 4.0 20.5 0.87 1.5 1.31
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Figure 6. Obtained spectrum of the maximum laser output.

Figure 7 shows the spectra of the oscillator and amplifying systems. This sub-nanosecond oscillator
had several longitudinal modea. The main longitudinal mode got more amplification, and, after pulse
amplification, spectrum bandwidth became narrower. Narrower spectrum caused by gain narrowing
would increase pulse width. A change of pulse width after amplification was shown in Figure 8.
The pulse from the oscillator and amplifying systems was measured by a 8 GHz analog oscilloscope
and an InGaAs photodiode (UPD-70-IR2-P, ALPHALAS). The pulse width of the oscillator is 450 ps.
The pulse width of amplifying systems was 600 ps, corresponding to 109 MW pulse peak power.

Figure 7. Pulse spectrum of: (a) the oscillator (b) via the amplifying system.

Figure 8. Pulse temporal width of: (a) the oscillator (b) via the amplifying system.
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The beam images of this amplifying system are shown in Figure 9. The beam images were
measured with a commercial CCD setting at a position which was about 1 m away from each amplifier.
The laser beam of pre-amplifier had good Gaussian distribution. With the increment of pulse energy
in the main amplifier, beam center intensity gradually increased due to self-focusing, which could
lead to little beam deterioration, as illustrated in Figure 10. The output beam of the oscillator was near
diffraction limitation with M2

x × M2
y = 1.28 × 1.20. The M2 for the horizontal and vertical axes via the

amplifying system were 1.50 and 1.57, respectively. The results show the amplifier system still kept
good beam quality using diode-end-pumped Nd:YVO4 amplifier architecture when running at 1 kHz.

(a) (b) (c) (d)

Figure 9. Beam images of each stage. (a) pre-amplifier; (b) stage 1 in main amplifier; (c) stage 2 in main
amplifier; (d) stage 3 in main amplifier.

(a) (b)

Figure 10. Beam quality factor M2 of (a) the oscillator (b) via the amplifying system.

A 9 × 9 × 20 mm3 type I LBO (θ = 90◦, φ = 10.8◦) crystal was used for extra-cavity frequency
doubling. Maximum pulse 532 nm green light energy of 40.5 mJ was obtained at the maximum
pump energy. The conversion efficiency was 61.8% and corresponding green light power was 40.5 W.
The one-hour power stability has thus been tested, and 0.28% RMS was achieved, as shown in Figure 11.
Figure 12 shows beam quality of green light were 1.26 and 1.25 for the horizontal and vertical axes.
The beam distribution is also showed as the color image insets in Figure 12. The beam quality of
green light was better than that of fundamental light, which is because the nonlinear process during
frequency doubling can filter out the stray light with low peak power.
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Figure 11. Energy stability of amplified pulses from the whole amplifier.

Figure 12. Beam quality factor M2 of green light. The insets show the beam distribution of green light.

3.3. Conclusions

In conclusion, we have demonstrated a compact and efficient sub-nanosecond diode-end-pumped
Nd:YVO4 laser system. An off-axis four-pass diode-end-pumped Nd:YVO4 amplification architecture
was designed as a pre-amplifier. The main amplifier is composed of three stages, which include two
single pass end-pumped Nd:YVO4 sub-amplifiers. A maximum output energy of 65.4 mJ at 1 kHz
without the stimulated Raman scattering (SRS) process was obtained with pulse duration of 600 ps,
corresponding to 109 MW peak power. Good beam quality was obtained with M2 < 1.6, and the
excellent signal to noise ratio was more than 42 dB. Using LBO crystal, 40.5 W of 532 nm green light
and a 0.28% power stability (RMS) were achieved. We also analyzed the influence of the SRS process on
working parameters of diode-end-pumped bulk Nd:YVO4 amplifier. At the high peak power amplifier,
the limitation of diode-end-pumped pump power of bulk Nd:YVO4 crystal due to suppression of the
SRS process and thermal fracture. Our work offers an approach to estimate the maximum amplified
ability of end-pumped Nd:YVO4 crystal for high peak power laser amplification. This end-pumped
Nd:YVO4 sub-nanosecond laser system with high energy and good beam quality has simple and
compact structure, which makes this laser an attractive light source for remote laser ranging.
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