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Abstract: The utilization of three-level T-type (3L T-type) inverters in finite set-model predictive
control (FS-MPC) of grid-connected systems yielded good performance in terms of current ripples
and total harmonic distortions. To further improve the system’s performance, discrete space vector
modulation (DSVM) was utilized to synthesize a higher number of virtual voltage vectors. A deadbeat
control (DBC) method was used to alleviate the computational burden and provide the optimum
voltage vector selection. However, 3L inverters are known to suffer from voltage deviation, owing
to the imbalance of the neutral-point voltage. We have proposed a simplified control strategy for
balancing the neutral point in the FS-MPC with DSVM and DBC of grid-connected systems, not
requiring a weighting factor or additional cost function calculation. The effectiveness of the proposed
method was validated using simulation and experiment results. Our experimental results show that
the execution time of the proposed algorithm was significantly reduced, while its current quality
performance was not affected.

Keywords: deadbeat control; discrete space vector modulation; computation efficiency; model
predictive control; grid connected system; three-level system; T-type inverter

1. Introduction

Model predictive control (MPC) has become an attractive alternative for controlling power
electronic applications, such as motor drives and power converters [1]. There are two main categories
of MPC: (1) continuous MPC (CMPC), in which output is generated and delivered to a modulator,
and (2) finite-set MPC (FS-MPC), which can control a finite number of feasible switching states
using a predefined cost function [2–5]. Among the two types, FS-MPC is preferable, owing to its
many advantages, such as the fast dynamic response, intuitive appeal, inclusion of constraints and
nonlinearities, and easy implementation. However, an important drawback of the original method is
its variable switching frequency and large current ripples, which requires the use of large passive filter
components [2,6].

Numerous studies aiming to improve the performance of classical FS-MPC for both power
converters and motor drives have been performed. To reduce current ripples and alleviate harmonic
distortion, an attempt was made in [7,8] to increase the prediction horizon of FS-MPC. Although good
performance was achieved, intensive experimentation is still necessary for determination of correct
weighting factors and control horizons [8], which is computationally demanding [9]. A deadbeat
solution was suggested in Reference [10] for a two-level voltage-source inverter, which allows the
computational load of FS-MPC to be reduced by reducing the complete enumeration for the whole

Energies 2019, 12, 3111; doi:10.3390/en12163111 www.mdpi.com/journal/energies1
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voltage vectors. Although this solution helped to address the problem of computational intensity, the
large torque ripples could not be eliminated.

FS-MPC based on discrete space vector modulation (DSVM) was proposed in References [11,12]
to reduce current ripples and guarantee a constant switching frequency. The main advantage of DSVM
is that it allows the number of degrees of freedom to be increased by synthesizing various virtual
voltage vectors in the space vector diagram [12]. Similarly to classical FS-PTC, the optimal voltage
vector is selected to minimize the objective error in the respective cost function, and is applied to the
inverter using space vector modulation (SVM). Nevertheless, the main issue associated with the DSVM
approach is its high computational burden, owing to a large lookup table that holds the initialized
virtual voltage vectors. To solve this problem, deadbeat control was utilized to consider a limited
number of virtual voltage vectors, regardless of their number [13]. In this way, the calculation time
was significantly reduced, making the method suitable for realistic applications.

Although two-level inverters (2L inverters) are extensively used for power converters and motor
drives for generation of voltage vectors applied to terminals [14], they suffer from some issues. Two-level
inverters require a very high switching frequency; hence, a higher harmonic current distortion is
generated, owing to the limitation of voltage levels. In addition, the maximal DC link voltage is
constrained due to the rating of the semiconductors. Therefore, multilevel inverters (ML inverters)
have been considered an attractive solution capable of solving the above-mentioned problems and
synthesizing output voltages with several discrete levels. Three-level inverters (3L inverters), such
as neutral-point clamped (NPC) and T-type inverters, are the most prominent topologies of ML
inverters. Compared with 2L inverters, the number of degrees of freedom for obtaining the voltage
vectors is higher, which yields better current quality and better control. Despite the advantages of
3L inverters, neutral-point voltage balancing seriously affects their control performance [15], causing
higher ripples and distortion of stator currents. Hence, 3L inverters require high-rated capacitors,
owing to their unequal voltage distribution, which, in turn, results in a higher voltage stress on the
semiconductor switches.

It is worth mentioning it is complicated to include a NPC voltage balance variable in the cost
function when implementing DBC. Thus, an algorithm for the DC link capacitor voltage balance
should be separately applied for proper 3L inverter operation [16–20]. For example, in Reference [16],
a calculated zero-voltage sequence was used for neutral-point balancing, while in Reference [18], the
time-offset injection method was used for the same purpose. In Reference [20], a deadbeat model
of predictive control combined with the discrete space vector modulation method was used for
grid-connected systems using T-type 3L inverters. Two cost functions were used: one for selecting the
optimal voltage, and another for the compensated voltage offset, because the neutral-point voltage
problem of 3L inverters cannot be included as a variable in the cost function, due to the use of DBC
method. The optimal voltage vectors were then synthesized using the SVM method for the entire
sampling duration. Nevertheless, the use of two cost functions increased the computational burden of
the control system.

This paper proposes a simplified control method for balancing the neutral point in the FS-MPC
with the DSVM and DBC of grid-connected systems. Therefore, unlike the approach in Reference [20],
the proposed method does not require additional cost functions for balancing the capacitance voltage.
The proposed method led to a significant reduction in computation time while maintaining the current
quality performance. This method was simulated and experimentally verified on a grid-connected,
three-level T-type voltage source inverter.

2. System Modeling

Essentially, there are three switching states for three-level topologies such as neutral-point clamped
(NPC) and T-type inverters. Figure 1 shows the topology of a grid-connected, three-level T-type voltage
source inverter. The output poles of the T-type inverter can be connected to three different levels of
the source voltage, namely the positive bus bar “P,” the negative bus bar “N,” and the neutral point
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“0” [21]. With three-phase to two-phase transformation, the model of the inverter in the stationary d–q
frame is given by:

u = R·→i + L·di
dt

+ e. (1)

In Equation (1), R, L, u, i, and e, are the load resistance, filter inductance, inverter voltage vector,
output current vector, and grid voltage vector, respectively. Because the top capacitance voltage (Vtop)
and the bottom capacitance voltage (Vbottom) can become unequal in the three-level voltage source
inverter (VSI) (and hence will produce poor-quality output current and distorted output voltage), the
capacitor voltages should be observed and taken into account at every time step, to ensure that they
become balanced. The dynamic equations of the two capacitor voltages are given by:

Vtop = Vtop + I NP·(Ts/C) (2)

Vbottom = Vbottom + INP·(Ts/C) (3)

where C is the capacitance of each capacitor, Ts is the sampling time, and INP is the neutral-point current.

 

+−
+−:

:

Figure 1. Circuit diagram of three-level T-type inverter.

3. FS-MPC Based DSVM with Deadbeat Control

3.1. Classical FS-MPC

The classical three-level FS-MPC uses only 19 voltage vectors as shown in Figure 2, defined by
switching states, for prediction, and uses three stages: (1) estimation, (2) prediction, and (3) cost
function optimization. An optimal control action is selected by minimizing a predefined cost function.
All of the controlled objectives are included in the cost function in terms of errors; the errors are
calculated by their respective references. The performance and the required computational burden of
the model have been analyzed for the 3L T-type VSI.

To predict the future behavior of the inverter, the continuous-time model of Equation (1) should
be approximated by a discrete-time model, using the normal forward Euler approximation with the
sampling period Ts, as:

dy/dt = (y(k + 1) − y(k))/Ts. (4)

Thus, the discretized models of current are given as:

idq(k + 1) = idq(k) + (Ts/L)
(
udq(k) −R·idq(k) − edq(k)

)
. (5)

3
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To predict i(k + 1) in Equation (5), i(k), e(k), and v(k) are required. The current i(k) is measured
using the hardware sensors on the stationary d–q axis. Assuming that e(k) does not change much
during Ts, e(k) can be estimated by shifting Equation (5) one step backward, as

edq(k) ≈ edq(k− 1) (6)

edq(k) = udq(k− 1) − (L/Ts)
[
(1− (R·Ts/L))·idq(k) − idq(k− 1)

]
. (7)

Figure 2. Space vector diagram of conventional finite-set model predictive control (FS-MPC).

As it is evident that there is a one-step delay in the digital control system, the voltage vector at
time k will not be applied until time k + 1. Therefore, to obtain the optimal voltage vector among
the 19 voltage vectors, the cost function (CF) used to measure the errors between the references and
the predictions in the stationary d–q frame was defined, as in Equation (8). To remove the delay, the
voltage vector at time k + 2 should be used in the cost function of Equation (8), instead of k + 1:

CF =
∣∣∣i∗d(k + 2) − id(k + 2)

∣∣∣+ ∣∣∣i∗q(k + 2) − iq(k + 2)
∣∣∣. (8)

The voltage vector, which yields the minimal CF, will be selected as the optimal vector uopt and
will be applied to the grid terminal by the inverter during the next sampling time.

3.2. FS-MPC Based on DSVM

The approach that uses FS-MPC based on the DSVM strategy follows the same route for predicting
the state variables that is used in the classical FS-MPC approach, as described in the previous subsection,
except that the selected voltage vectors are obtained from various virtual voltage vectors for prefix
time intervals [20]. These virtual voltage vectors are obtained by subdividing the space vector diagram
(SVD) into M equal parts.

For example, Figure 3 shows the virtual voltage vectors where the space vector diagram is
subdivided into three equal parts. The overall number of voltage vectors (T) in the space vector
diagram is:

T(M) = 3·M·(M + 1) + 1. (9)

According to Equation (9), the virtual voltage vectors, which are normally much higher, are
calculated to obtain the current predictions and cost function. To enforce the actual output current
vector to approach the reference current vector in the next step [20], the optimal voltage vector is
applied to the inverter using the DSVM strategy during the entire time Ts. However, when taking

4
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into account all of the candidate voltage vectors for the current prediction, the computational burden
increases dramatically, and the method becomes unsuitable for actual control systems.

  

  

Figure 3. Space vector diagram of conventional model predictive control with discrete space vector
modulation (DSVM-MPC).

3.3. Deadbeat Control Strategy

As mentioned earlier, considering all virtual voltage vectors significantly increases the
computational burden on the prediction process. Therefore, a control method, namely deadbeat control
(DBC), for alleviating the computational burden on the digital signal processor (DSP) is required.
In addition, all of the voltage vector values in the stationary d–q frame should be predefined in a lookup
table [16]. As a result, more complex lookup tables are required with increasing voltage vectors [16].
Thus, the deadbeat control method is utilized for reducing the computational burden associated with
instantaneous computation of candidate voltage vectors.

The virtual voltage vectors in the stationary d–q frame are defined as [20]:

ud(x, y) = (Vdc/6·M)[(a + 2·e)·x + 3b·y] (10)

uq(x, y) = (
√

3·Vdc/6·M)[c·x + (d + 2· f )·y]. (11)

In Equations (10) and (11), x and y are the coordinates of the different sectors, and the coefficients
(a, b, . . . f ) are obtained from Table 1 [20]. Figure 4 schematically shows the voltage vectors for sectors
S4, S5, and S6 for M = 3.

Table 1. Coefficients for Each Sector.

a b c d e f

S1 1 1 −1 1 0 0
S2 −1 1 1 1 0 0
S3 0 0 0 0 1 1
S4 0 0 0 0 −1 1
S5 1 −1 1 1 0 0
S6 −1 −1 −1 1 0 0
S7 −1 −1 1 −1 0 0
S8 1 −1 −1 −1 0 0
S9 0 0 0 0 −1 −1
S10 0 0 0 0 1 −1
S11 −1 1 −1 −1 0 0
S12 1 1 1 −1 0 0

5
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Figure 4. Space vector diagram of conventional DSVM-MPC.

To determine the candidate voltage vectors, the deadbeat method uses the reference inverter
voltage vector phase (θ∗) and magnitude (|u∗|). Assuming that the control works correctly, it is possible
to assume:

i(k + 2) = i∗(k + 2). (12)

Under the assumption of Equation (12), it is possible to calculate the reference voltage vector as:

u∗dq(k + 1) = R·i∗dq(k + 1) + (Ts/L)
(
i∗dq(k + 2) − idq(k + 1)

)
+ edq(k + 1). (13)

Hence, θ∗ and u∗ can be expressed as:

θ∗ = tan−1
(
u∗d(k + 1)/u∗q(k + 1)

)
(14)

∣∣∣u∗(k + 1)
∣∣∣ = √(

u∗d(k + 1)
)2
+
(
u∗q(k + 1)

)2
. (15)

Among the twelve sectors on the space vector diagram, a single sector is selected by θ∗. Since uopt

exists in the vicinity of the circle, this method determines two concentric hexagonal diagrams (SVD1

and SVD2), as given below:
SVD1 = |u∗| · (M/Vdc) · (3/2) (16)

SVD2 = [|u∗| · (M/Vdc) · (3/2)] + 1. (17)

Hence, only the voltage vectors within SVD1 and SVD2 are taken into account during the
calculation and prediction processes. In this way, the candidate voltage vectors are restricted, which
significantly reduces the computational burden on the DSP. Finally, the optimal voltage vector uopt is
selected at k + 2, using the cost function in Equation (8), before it is sent in the next sampling instant to
the space vector modulator. To simplify our discussion in the next section, deadbeat DSVM-MPC was
used to identify the FS-MPC with DSVM and deadbeat control.

4. Deadbeat DSVM-MPC with Proposed Neural Point Balancing Method

In this paper, the deadbeat DSVM-MPC used virtual voltage vectors obtained using the DSVM
strategy, and their values were calculated instantly for the current prediction [20]. Although good
performance can be obtained with deadbeat DSVM-MPC, the 3L T-type VSI topology can lead to an
unbalanced neutral-point voltage, which increases the voltage stress on the switching device. It also

6
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increases the total harmonic distortion (THD) of the output current, because a low-order harmonic will
appear in the output voltage. A large deviation of the DC link capacitance voltage is caused by the
inconsistency in switching or imbalance of DC capacitors, owing to the manufacturing tolerance [22].

It is worth mentioning that there are various modulation strategies to synthesize output voltages,
which can be categorized into two common types: continuous-based modulation (CPWM), such as
sine pulse-width modulation (SPWM), and discontinuous-based modulation, namely discontinuous
pulse-width modulation (DPWM). To optimize the performance of the 3L T-type VSI system, the
voltages of the in-series connected DC link capacitors should be balanced. Unlike our previous
work [20], wherein the problem of balancing the capacitor voltages was treated using a separate
cost function to modify the offset voltage in SPWM (increasing the computational burden), the
proposed deadbeat DSVM-MPC implements a modification in DPWM using a hysteresis capacitance
voltage control. The main advantage of this proposed method is that it is straightforward and easily
implemented, without additional hardware or extensive computation. Furthermore, it is known that by
using DPWM, the switching losses are reduced, and better harmonic characteristics can be obtained for
high modulation indices, compared with inverters that use continuous pulse-width modulation [23–26].
Although there are several different DPWM methods, conventional 60◦ DPWM is most commonly
used for systems with the unity power factor. The idea behind the 60◦ DPWM method is schematically
shown in Figure 5. Therefore, the pole reference voltages to be applied to the VSI are described by:

 
Figure 5. Reference voltage, offset voltage, and pole reference voltages of the conventional 60◦
discontinuous pulse-width modulation (DPWM).

u∗an = u∗as + uo f f set,DPWM
u∗bn = u∗bs + uo f f set,DPWM
u∗cn = u∗cs + uo f f set,DPWM

(18)
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where u*an, u*bn, and u*cn are the pole reference voltages to be applied to the VSI, whereas u*as, u*bs,
and u*cs are the optimal reference voltages by deadbeat DSVM-MPC of each phase, respectively.
The voltage uoffset,DPWM is the offset voltage used in the DPWM, which is calculated as follows:⎧⎪⎪⎨⎪⎪⎩uo f f set,DPWM =

Vdc
2 − umax, (umax + umin > 0)

uo f f set,DPWM = −Vdc
2 − umin, (umax + umin < 0)

(19)

where umax and umin are, respectively, the maximum and the minimum values among the phase
reference voltages.

Figure 6a depicts the imbalance of the DC link capacitor voltage for the 3L T-type VSI. Note that
when the switch of the either phase is locked in the P state, the top DC link capacitor voltage Vtop is
decreased and the bottom DC link capacitor voltage Vbottom is increased. Conversely, if the switch
of the same switch is locked in the N state, the top and the bottom DC link capacitor voltages are
increased and decreased, respectively. Thus, clamping plays a major role in decreasing or increasing
the top and bottom capacitance voltages. Figure 6b shows the proposed DPWM method using the
hysteresis capacitance voltage band (ΔHBcv). The proposed neutral-point voltage balancing method
uses a compensated voltage offset (uoffset,cv) depending on the top and bottom capacitor voltages in
the linear modulation range. The uoffset,cv has an opposite influence from uoffset,DPWM on changing the
direction of the top and bottom voltages, which is given as:

 

ΔHB  

2  

−2  

 

 

,  

2  

−2  

 

 

,  

Figure 6. Behavior of top and bottom capacitance voltages with respect to: (a) conventional DPWM;
(b) proposed DPWM.
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⎧⎪⎪⎨⎪⎪⎩ uo f f set,cv =
Vdc

2 − umax,

uo f f set,cv = −Vdc
2 − umin,

(Vtop > Vbottom)

(Vtop < Vbottom)
. (20)

The proposed method seeks to maintain the advantage of diminishing the stress on transistors and
minimizing the power loss, while simultaneously achieving a balanced DC link capacitance voltage
with a stable and acceptable capacitance voltage error |Ecv|, which is defined as

|Ecv| =
∣∣∣Vtop −Vbottom

∣∣∣. (21)

The capacitance voltage error |Ecv| is inevitable; thus, it should be limited to an acceptable error
band ΔHBcv, to avoid large deviations of the DC link capacitance voltage and high switching. The
limited error band is defined as |Elimit|. The resultant voltage offset (uoffset,res) can then be designed
depending on the following condition:{

uo f f set,res = uo f f set,DPWM + uo f f set,cv, (|Ecv| > |Elimit|)
uo f f set,res = uo f f set,DPWM, (|Ecv| ≤ |Elimit|) . (22)

According to Equation (22), if the capacitance voltage error |Ecv| exceeds the limited error band,
the uoffset,cv will be injected into the uoffset,DPWM to have an opposite effect on the clamped voltage,
otherwise, the uoffset,DPWM will continue with its normal operation.

The effect of the resultant voltage offset uoffset,res on one of the pole reference voltages to be applied
to the VSI is seen in Figure 6b. Note that the clamping areas are almost similar to the conventional
DPWM; at the same time, the error of the DC link capacitance voltage is stable. In addition, there is a
short clamping area injected by the uoffset,cv to maintain the capacitance error range. It is noteworthy
that the switching frequency of uoffset,res and the non-switching area depend mainly on the setting of
|Elimit|; increasing the limited error band will result in a lower switching of uoffset,res and will deteriorate
the quality of the current, whereas reducing the limited error band will cause undesirable switching
frequency of uoffset,res and a small clamping area. Thus, it is recommended that the tradeoff error band
limit for achieving desirable current control performance be determined.

5. Simulation Results

Simulations using the PSIM software tool were conducted to validate the proposed method.
The system configuration was similar to that shown in Figure 1. The DC link voltage (Vdc) was 300 V,
and was distributed equally between the top capacitance voltage (Vtop) and the bottom capacitance
voltage (Vbottom). The total DC link capacitance was 2200 μF and the switching frequency was 10 kHz.
The value of |Elimit| was set empirically at 2.6 V. The simulation parameters are given in Table 2.
After synthesizing the reference voltage vectors with the minimized cost function using the deadbeat
DSVM-MPC system, the reference voltage vector was applied to the grid-connected 3L T-type VSI.

Table 2. System parameters.

Variable Description Value Unit

Pr Rated power 2.1 kW

Vdc DC link voltage 300 V

f Fundamental
frequency 60 Hz

e Grid voltage 100 Vrms

Ts Sampling time 100 μs

R Load resistance 1 ohm

L Filter inductance 2 mH

M Modulation index 0.954

9
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Figure 7 shows the simulation results for the optimal voltage vectors in the d–q frame for the
deadbeat DSVM-MPC, which followed the reference current using only four candidate voltage
vectors [20]. Figure 8 shows the simulation results for the deadbeat DSVM-MPC using the balancing
method in Reference [20] and using the proposed DPWM method. It can be seen that the current
waveforms became highly distorted before implementation of the neutral-point balancing of capacitance
voltage, owing to large voltage deviations. Obviously, the total harmonic distortion (THD was is
significantly reduced using either one of the balancing methods. Nevertheless, the proposed balancing
method performed better in terms of THD, as shown in Figure 8b.
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Figure 7. Simulation results of the optimal voltage vectors for the deadbeat FS-MPC with DSVM.
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Figure 8. Cont.
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Figure 8. Simulation results of capacitance voltage balancing for deadbeat DSVM-MPC. (a) Conventional
balancing method [20]. (b) Proposed balancing method.

Figure 9 shows the simulation results for dynamic response for the deadbeat DSVM-MPC system,
using the two balancing methods. As can be seen, both methods exhibited a fast dynamic current
response, because the MPC method was used. On the other hand, the proposed method exhibited
smaller THD compared with the method in Reference [20].

(a) 

Figure 9. Cont.
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Figure 9. Simulation results of current dynamic response for deadbeat DSVM-MPC with (a) conventional
balancing method [20] and (b) proposed balancing method.

The robustness of the proposed method was shown by varying the impedances of the grid
connected system including the inductance (L) and resistance (R) (Figure 10). The values of resistance
and inductance were increased (at t = 0.1 s) by 100% and 50% of the nominal values, respectively. It can
be obviously seen that there was a negligible increase in the THD. Therefore, it was confirmed that the
proposed balancing method in FS-MPC with DSVM and DBC is robust to the variations of impedances.

Figure 11a,b depicts the frequency spectrum of the phase voltage for the conventional method and
proposed method, respectively. Apparently, the first harmonic component (i.e., switching frequency
(fsw)) was greatly reduced with the proposed algorithm, compared to the conventional method. This
indicates the proposed method has less switching frequency owing to the use of the DPWM modulator,
as mentioned previously.
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Figure 10. Simulation results of grid impedance variation for the proposed method.
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fsw

fsw

Figure 11. Simulation results of frequency spectrum for the phase voltage with (a) conventional
balancing method [20] and (b) proposed balancing method.

6. Experimental Results

The proposed control system was further validated on a prototype grid-connected VSI that was
used in a laboratory setup, as shown in Figure 12. The experimental parameters of the prototype were
similar to those that were assumed in the simulation study, as shown in Table 2. The control system
was configured using a DSP named TMS320F28377. In addition, 10-FZ12NMA080SH01-M260F-3 from
Vincotech was employed to configure the three-level inverter system. To ensure a fair comparison
of these methods, the experimental conditions were the same as those that were assumed in the
simulation study. Thus, the limited error band |Elimit| was also set at 2.6 V, which was similar to that in
the simulation. To verify the effectiveness of the proposed method in the deadbeat DSVM-MPC, it was
compared against the conventional neutral-point balancing method [20].

 

Figure 12. Experimental setup.
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Figure 13 shows the experimental results for the grid current of the deadbeat DSVM-MPC, for both
balancing methods. Similarly to the simulation results, it was observed that the proposed balancing
method demonstrated a good capability of balancing the deviation of the top and bottom capacitance
voltages. As can be seen, before applying either of the balancing methods, the difference between the
top and bottom capacitor voltages was very high, and the output current became distorted owing to the
neutral-point voltage imbalance. However, when the neutral-point voltage was balanced, the distortion
of the output current disappeared. Figure 14 shows the experimental results for the dynamic current
performance from 10 A to 7 A for the deadbeat DSVM-MPC system, using both the conventional and
the proposed balancing methods. As can be seen, the settling time was very short because the MPC
method was used. However, the proposed balancing method exhibited lower THD by around 4.9%
before and after the current reference change, when compared with the conventional neutral-point
balancing method [20].

 
(a) 

 
(b) 

Figure 13. Experimental results of capacitance voltage balancing for deadbeat DSVM-MPC.
(a) Conventional balancing method [20]. (b) Proposed balancing method.
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(a) 

 
(b) 

Figure 14. Experimental results of current dynamic response for deadbeat DSVM-MPC for the (a)
conventional balancing method [20] and (b) proposed balancing method.

Figure 15 shows the comparison of the hardware computation time of the deadbeat DSVM-MPC
system, without weighting factors, for the control method in Reference [20] and the proposed method.
As can be seen, the computation time required by the proposed deadbeat DSVM-MPC method was
reduced by 12.30% when compared to the method from Reference [20]. This indicates the simplicity of
the proposed algorithm.
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81.871 s 

100 s 

71.8 s 

 

Figure 15. The hardware execution time. (a) Deadbeat FS-MPC with extra cost function [20].
(b) Proposed method.

7. Conclusions

This paper proposed a deadbeat DSVM-MPC with a simplified neutral-point balancing method for
enhancement of the output current quality in three-level grid-connected voltage source inverters. The
DSVM-MPC method produces various virtual voltage vectors by subdividing the space vector diagram,
and selects the optimal voltage vector that minimizes the error with respect to the reference current.
To alleviate the computational burden, a deadbeat control was applied to restrict the optimal region
of candidate voltage vectors. In addition, this work introduced simplified neutral-point capacitance
voltage balancing using a modified DPWM method without a need for an extra cost function, thus
reducing the total computation time. The reduction in the computation time may be advantageous
for incorporating additional estimation or protection algorithms. The modified DPWM method
had a higher efficiency than the conventional CPWM method, owing to the reduced number of
switching operations.
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Abstract: With the increasing penetration of renewable energy, a weak grid with declining inertia and
distorted voltage conditions becomes a significant problem for wind and solar energy integration.
Grid frequency is prone to deviate from its nominal value. Grid voltages become more easily polluted
by unbalanced and harmonic components. Grid synchronization technique, as a significant method
used in wind and solar energy grid-connected converters, can easily become ineffective. As probably
the most widespread grid synchronization technique, phase-locked loop (PLL) is required to detect
the grid frequency and phase rapidly and precisely even under such undesired conditions. While
the amount of filtering techniques can remove disturbances, they also deteriorate the dynamic
performance of PLL, which may not meet the standard requirements of grid codes. The objective
of this paper is to propose an effective PLL to tackle this challenge. The proposed PLL is based on
quasi-type-1 PLL (QT1-PLL), which provides a good filtering capability by using a moving average
filter (MAF). To accelerate the transient behavior when disturbance occurs, a modified delay signal
cancellation (DSC) operator is proposed and incorporated into the filtering stage of QT1-PLL. By using
modified DSCs and MAFs in a cascaded way, the settling time of the proposed method is reduced
to around one cycle of grid fundamental frequency without degrading any disturbance rejection
capability. To verify the performance, several test cases, which usually happen in high renewable
penetrated power systems, are carried out to demonstrate the effectiveness of the proposed PLL.

Keywords: phase-locked loop (PLL); synchronization; hybrid filter

1. Introduction

In modern power systems, more and more renewable energies such as solar and wind energy
are integrated with the power grid through grid-connected power converters. To use this energy in
more efficient ways, several advanced techniques, such as high voltage direct current transmission
(HVDC) [1], flexible AC transmission systems (FACTS) [2] and energy storage systems (ESSs) [3], are
developed. Some power electronic converter-based applications on the customer side, such as constant
power load (CPL) and micro-grids with ESSs, are also widely used for some purposes, like peak
load shaving. All the above yields a more complicated power system with a large amount of power
converters. A typical power system integrating high penetrated renewable energy sources is depicted
in Figure 1. The irregular phenomenon and uncertainty of wind and solar energy may cause undesired
grid conditions [4]. Sub- and super-synchronous oscillations may emerge in wind farms if the controller
is not well-designed [5]. In recent years, these issues happened several times in Oklahoma, USA [6]
and Hebei and Xinjiang, China [7,8], and caused many wind turbines to be tripped off. This highly
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impacted the operation of power distribution and renewable energy utilization. The grid frequency
is prone to deviate from its nominal value since the inertia of the grid decreases. Grid voltages
contain an amount of undesired components, such as fundamental frequency negative sequences
(FFNSs) and harmonic components, which results in unbalanced and distorted grid conditions. It is an
essential requirement for a renewable energy power converter to maintain stable operation with high
performance under such conditions. To achieve this goal, a proper grid synchronization method is
needed for all grid-connected applications. It is a big challenge for a grid synchronization method to
extract grid frequency and phase information under such adverse conditions.

Figure 1. Block schematic of a typical power system with high penetration of renewable energy.

Among various grid synchronization techniques, phase-locked loop (PLL) is the most widely
used method in grid phase and frequency detection area for its robust performance and simple
implementation [9–12]. Figure 2 shows the most common employment of PLLs in practical applications.
After extracting grid voltage information at the common coupling point (PCC), PLL sends estimated grid
phases to the controller of the grid power converter (GPC). For a three phase power system, synchronous
reference frame PLL (SRF-PLL) is an effective and typical method under ideal conditions [13,14].
However, with more utilization of renewable energy sources, a power system turns “weak” [15–18].
The grid voltages usually contain fundamental frequency negative sequence components (FFNSs) and
other harmonic components. Furthermore, grid frequency does not always stay at its nominal value.
To maintain the phase tracking accuracy under distorted grid voltages conditions, various filtering
technique were used to remove disturbances at the cost of slowing down the transient response, which
may violate the requirement on settling time in common grid codes [19–23].

Figure 2. Block schematic of a typical grid-connected power converter system.

The block diagram of SRF-PLL is depicted in Figure 3. Park transformation is utilized as a phase
detector (PD). An integrator is employed as a voltage controller oscillator (VCO). A proportional-integral
controller (PI) is used to mitigate the phase-tracking error. To enhance the disturbance rejection capability
and keep the phase tracking accuracy of SRF-PLL, a low pass filter (LPF) or moving average filter
(MAF) is employed in the inner loop. However, LPF-based PLL can only attenuate but not eliminate
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the disturbance component. To achieve good disturbance rejection, the bandwidth of LPF-based PLL
must be significantly reduced, which results in a large settling time [23]. Compared with LPF, MAF
can totally remove a specific set of disturbances, which depends on its window length (Tω). However,
Tω deteriorates the dynamic response since Tω has to be 0.01 s (half grid period) to eliminate all
disturbance [24].

Figure 3. Block diagram of SRF-phase-locked loop (PLL).

To tackle the problem mentioned above, many advanced methods were proposed in recent
years. According to their various filtering methods, these advanced PLLs can be classified into
two categories: LPF-based PLLs and MAF-based PLLs. To improve the performance of LPF-based
PLLs, dual second-order generalized integrators (DSOGIs) [25], multiple complex-coefficient filters
(MCCFs) [26], multiple reference frame-based filter structures (MRFs) [27] and decoupled double
synchronous reference frame-based filter structures (DDSRFs) [28] were arranged before applying
Park transformation. The basic idea of these PLLs is to make the filtering stage act as a hybrid filter
that consists of notch filters and LPFs. Notch filters are responsible for eliminating FFNS components
and other important harmonics. LPFs are used to attenuate other disturbances. These methods
are not suitable when grid voltages contain several significant components. Only the disturbance
components coincident with the specific frequency in a notch filter can be totally removed. Compared
with LPF-based PLLs, MAF-based PLLs can provide ideal filtering capabilities at the cost of increasing
time delay. With a Tω time delay, MAF can eliminate all n/Tω (n = 1, 2, 3, . . . ) frequency components.
The delay signal cancellation (DSC) operator is another effective filter, the behavior of which is
similar to MAFs. However, single DSCs cannot eliminate all desired disturbances. To overcome this
weakness, several DSCs with different Tω are usually employed to build an entire filtering stage in
cascaded [29–31]. Consequently, the time delay of the filtering stage is the sum of delay introduced by
all DSCs. Too many DSCs also increases the computational burden and implementation complexity.

Besides using an advanced filter, another way to improve PLLs’ performance is to change the
control structure. In [32,33], a secondary control path is built to accelerate the transient behavior.
However, an inappropriate design of a secondary control path may give rise to the stability problem.
It also increases the order of open loop transfer functions and the implementation complexity of a
system [34]. Recently, a PLL with a new structure named quasi-type-1 PLL (QT1-PLL) was proposed
in [35]. Compared with the traditional type-2 SRF-PLL, QT1-PLL provides a feed-forward control path
to the output. This makes QT1-PLL able to track phase precisely without using integral operations in
the controller. One more open-loop pole is provided at the origin point, which accelerate the dynamic
response. Since the filtering stage of QT1-PLL is built by MAFs, QT1-PLL can also offer a satisfied
filtering capability. It is a good idea to do some further performance improvement of PLL based on the
QT1-PLL structure.

To improve the dynamic performance without degrading PLLs’ filtering capability, this paper
propose a new PLL based on the QT1-PLL structure. In order to provide a fast transient response, a
hybrid filtering stage is designed and arranged at the inner loop of the proposed PLL. The proposed
hybrid filtering stage consists of a modified DSC (MDSC) and MAFs with narrowed Tω. Our basic idea
is to eliminate two sets of disturbance components by using MDSCs and MAFs, separately. Different
from the conventional DSC-based PLL, there is only one MDSC unit in our method, which is easy for
digital implementation. To demonstrate the effectiveness, an experimental case study is carried out
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when grid voltage conditions are under phase jump, frequency jump, frequency ramp change and
harmonic polluted voltage conditions, which usually happens to high renewable energy-penetrated
power system.

This paper is organized as follows. In Section 2, the modified DSC is presented based on the
analysis of DSCs. The hybrid filtering stage and new PLLs are proposed in Section 3. In Section 4, the
mathematics model is established. Based on this model, the parameters are designed based on analysis
of the system. In Section 5, the performance of the proposed method is validated by a comprehensive
case study.

2. Modified Delay Signal Cancellation Operator

The DSC operator has been widely studied in much literature [36]. In the Laplace domain, most
of the existing DSC operators can be written as:

DSCn(s) =
1 + e

j2π
n e− T

n s

2
(1)

To achieve a desired performance, several DSCs have to be connected in cascaded. For instance,
five DSCs with different value of n (n = 2, 4, 8, 16, 32) were arranged at the pre-filtering stage in [37].
The typical block diagram of the control strategy is shown in Figure 4. Too many DSCs used in PLLs
results in complicated implementation. It is a normal idea to simplify the system by reducing the
number of DSCs.

Figure 4. The common block diagram of using delay signal cancellation (DSC)s in PLL.

Observing Equation (1), it can be found that there is only one parameter n which can decide the
characteristics of DSCn. To make its property more flexible, DSCn is modified to the following form
with two parameters.

MDSCm,n(s) =
1 + e

j2π
m e− T

n s

2
(2)

In Equation (2), T is the grid period (0.02 s for 50 Hz power system). m is used to shift the original
DSCn frequency characteristics along the frequency axis. n is a parameter that can decide the time
delay inside the DSCn. After using Euler transformation, the implementation of MDSCm,n is shown in
Figure 5. It should be noted that the input of MDSCm,n is a vector with two dimensions. The output
of MDSCm,n is also a 2D vector. The effect of m can be considered as a rotating operation to the
input vector.
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Figure 5. Time-domain implementation of a modified delay signal cancellation (MDSC) operator.

To examine the effect of two parameters (m, n), two bode diagrams are depicted in Figures 6 and 7.
In Figure 6, n is set to 4. The solid lines, dashed lines and dotted lines correspond to different MDSCm,n=4

with m= 4, 2, 4/3, respectively. The frequency characteristic of MDSCm=4,n=4 can be considered as that of
MDSCm=1,n=4 shifted n

Tm = 50 Hz along the positive frequency direction. MDSCm=2,n=4, MDSCm=4/3,n=4

corresponds to n
Tm = 100 Hz and n

Tm = 150 Hz, respectively. This nice property can be used to arrange
the notch frequency of MDSCs by setting an appropriate m.

Figure 6. The frequency characteristic of MDSCs with different m (n = 4).

In Figure 7, m is 2. The solid lines, dashed lines and dotted lines are the bode diagrams of
MDSCm=2,n with n = 2, 4, 8, respectively. With different value of n, the interval of the notch frequency
of an MDSC can be changed. This property can be used to eliminate a set of specific harmonic
frequency components. In the next section, the design procedure of the proposed hybrid filtering stage
is presented based on the analysis of MDSCs above.
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Figure 7. The frequency characteristic of MDSCs with different n (m = 2).

3. The Proposed PLL Structure

In this section, the voltage sequence component of non-ideal grid voltages is analyzed at first to
provide the basis for the design procedure of the proposed PLL. To achieve our objective, a hybrid
filtering stage based on MAFs and MDSCs is suggested and analyzed in this section. Then, it is
incorporated into a QT1-PLL structure.

3.1. The Component Analysis of Distorted Grid Voltages

Under distorted grid voltage conditions, three-phase grid voltages contain fundamental frequency
positive sequence (FFPS), fundamental frequency negative sequences (FFNS) and other harmonic
sequence components. FFPS components can be written as follows:

va,1(t) = V+
1 sin(ωt)

vb,1(t) = V+
1 sin(ωt− 2π

3 )

vc,1(t) = V+
1 sin(ωt + 2π

3 )

(3)

where V+
1 represents the amplitude of FFPS and ω is the grid frequency. Then, n order harmonic

sequence components can be written as:

va,n(t) = Vn sin(nωt + ϕn)

vb,n(t) = Vn sin(nωt + ϕn − 2π
3 )

vc,n(t) = Vn sin(nωt + ϕn +
2π
3 )

(4)

By using the symmetrical component method, all voltage components can be considered as the
sum of positive sequences, negative sequences and zero sequences. Applying Clark transformation to
three phase voltages yields:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
vα(t)
vβ(t)
v0(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = [Tαβ]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V+
1,4,7,... sin(nωt + φn) +V−2,5,8,... sin(nωt + φn) +V0

3,6,9,... sin(nωt + φn)

V+
1,4,7,... sin(nωt + φn − 2π

3 ) +V−2,5,8,... sin(nωt + φn +
2π
3 ) +V0

3,6,9,... sin(nωt + φn)

V+
1,4,7,... sin(nωt + φn +

2π
3 ) +V−2,5,8,... sin(nωt + φn − 2π

3 ) +V0
3,6,9,... sin(nωt + φn)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (5)
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In Equation (5), Tαβ is the transfer matrix of Clark transformation. After applying Clark
transformation, Equation (5) is as follows:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

vα(t)
vβ(t)
v0(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

v+
α,1,7,13,...(t)

v+
β,1,7,13,...(t)

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

v−α,5,11,...(t)
v−β,5,11,...(t)

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0

v0
3,6,9,...(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (6)

Observing Equation (6), it can be found that there is no triple odd harmonic in vα and vβ.
In the αβ-frame, only n= +1, −5, +7, −11, +13, . . . order sequence components exist. By using Park
transformation, the components in the αβ-frame turn out to be n = −2, ±6, ±12, . . . order and DC
components. The voltage sequence components can be summarized in Table 1. It should be noticed
that the sign of frequency represents the rotating direction of the voltage sequence vector. A negative
frequency means the voltage vector rotates in a counterclockwise direction.

Table 1. Voltage sequence components in grid voltages.

Harmonic
Order

. . . +1 −1 −5 +7 −11 +13 . . .

αβ-frame (Hz) . . . 50 −50 −250 350 −550 650 . . .
Harmonic order . . . 0 −2 −6 +6 −12 +12 . . .
dq-frame (Hz) . . . 0 −100 −300 300 −600 600 . . .

3.2. The Hybrid Filtering Stage

According to the analysis of components in distorted grid voltages, a hybrid filter is well designed
to eliminate the undesired components listed in Table 1. The hybrid filtering stage consists of an
MDSC operator and two MAFs, which are arranged after Park transformation at the inner loop of the
proposed PLL. MDSC is responsible for rejecting the FFNS component. Other dominant components
are eliminated by two MAFs.

To achieve this goal, m and n, which are the parameters in MDSC, are chosen to be m = 4 and n = 8,
respectively. The window length of MAF is set to be 1/300 s. The gain and phase of MDSCm=4,n=8 can
be calculated by following equations.∣∣∣∣∣∣∣∣∣∣∣MDSC( jω) m = 4

n = 8

∣∣∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣12 + j

1
2

(
cos

0.02
8
ω− j sin

0.02
8
ω
)∣∣∣∣∣ (7)

∠MDSC( jω) m = 4
n = 8

= tan−1
( cos 0.0025ω

1 + sin 0.0025ω

)
(8)

The bode diagram of MAF and MDSCm=4,n=8 are depicted in Figure 8. The frequency characteristic
reveals that MDSCm=4,n=8 (solid lines) can eliminate the FFNS component. Furthermore, MAF in
Figure 8 can remove ±300 Hz, ±600 Hz, . . . sequence components. One thing should be noticed. Since
the MDSC is implemented in a dq-frame, the FFPS component turns to be a DC component (0 Hz).
According to Equations (7) and (8), the gain of MDSCm=4,n=8 at 0 Hz is 0.707. the phase of FFPS at 0 hz
is +45◦. The impact on amplitude and phase of input vector will be discussed and compensated below.
The bode plot of the entire hybrid filtering stage is depicted in Figure 9. The components list in Table 1
is totally removed. A +45◦ phase deviation exists at 0 Hz owing to MDSCm=4,n=8.
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Figure 8. Bode diagram of MDSCm=4,n=8 and moving average filter (MAF).

Figure 9. Bode diagram of MDSCm=4,n=8 and MAF.

3.3. The Proposed PLL Structure

The proposed PLL structure is based on the QT1-PLL structure which is depicted in Figure 10. ωn

is the nominal frequency of the grid. ω̂g is the estimated grid frequency. θ̂+1 is the estimated phase
of FFPS. The arc tangent function can remove the impact of amplitude variation of the input voltage
vector. k is the only control parameter of QT1-PLL.

Figure 10. Block diagram of quasi-type-1 (QT1)-PLL.
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Replacing the MAFs in QT1-PLL by the proposed hybrid filtering stage yields the proposed PLL
structure as shown in Figure 11. While arc tangent function can remove the impact of amplitude
variation, phase deviation still exists. Hence, to compensate a π/4 phase deviation introduced by
MDSCm=4, n=8, which is mentioned above, −π/4 is added at the output of proposed PLL. k is the only
one control parameter to be designed.

Figure 11. Block diagram of the proposed PLL.

4. Mathematics Model and Parameters Design Procedure

According to Figure 11, the mathematics model is derived in this section. To achieve a desired
dynamic response, the parameter design procedure is also given. After providing the mathematics
model, the stability of the system is also examined.

4.1. Mathematics Model

After Clark transformation, the FFPS component in αβ-frame can be written as:

vα(t) = V+
1 cos(θ+1 )

vβ(t) = V+
1 sin(θ+1 )

(9)

By using Park transformation, the FFPS component in the dq-frame becomes:[
vd(t)
vq(t)

]
=

[
cos(θ̂) sin(θ̂)
− sin(θ̂) cos(θ̂)

][
vα(t)
vβ(t)

]
= V+

1

[
cos(θ+1 − θ̂)
sin(θ+1 − θ̂)

]
(10)

According to Figure 5, after MDSCm=4,n=8, the FFPS component turns out to be:[
vdm(t)
vqm(t)

]
= 0.5

⎡⎢⎢⎢⎢⎣ 1 −e− T
8 s

e− T
8 s 1

⎤⎥⎥⎥⎥⎦[ vd(t)
vq(t)

]
= 0.5

[
vd(t) − vq(t− T

8 )

vq(t) + vd(t− T
8 )

]
(11)

Since two MAFs are arrange at each control path, the arc tangent function can be considered as
arranged after MDSCm=4,n=8. Then, the arc tangent operation can be expressed as:

arctan
(

vqm(t)
vdm(t)

)
= arctan

⎛⎜⎜⎜⎜⎝ cos(θ+1 − θ̂− π
2 ) + cos(θ+1 (t− T

8 ) − θ̂(t− T
8 ))

− sin(θ+1 − θ̂− π
2 ) − sin(θ+1 (t− T

8 ) − θ̂(t− T
8 ))

⎞⎟⎟⎟⎟⎠ (12)

By applying trigonometric operation, Equation (12) turns out to be:

arctan
(

vqm(t)
vdm(t)

)
= arctan

⎛⎜⎜⎜⎜⎝tan

⎛⎜⎜⎜⎜⎝θ+1 − θ̂− π
2 + θ+1 (t− T

8 ) − θ̂(t− T
8 )

2
− π

2

⎞⎟⎟⎟⎟⎠⎞⎟⎟⎟⎟⎠ (13)

Therefore, Equation (13) can be written as:

arctan
(

vqm(t)
vdm(t)

)
=
θ+1 + θ+1 (t− T

8 ) − θ̂− θ̂(t− T
8 )

2
+

π

4
(14)
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According to the derivation of Equations (9)–(14), the mathematics model of the proposed PLL is
depicted in Figure 12. D’(s) is the disturbance components injected into the input voltages. R(s) is
defined as follows:

R(s) =
1
2
+

1
2

e− T
8 s (15)

Compared with the model of other existing PLLs, our mathematics model is not a
small-signal model since the arc tangent function extracts phase information directly without any
linearization procedure.

Figure 12. Mathematics model of the proposed PLL.

Figure 13. Simplified model of the proposed PLL.

4.2. Parameter Design Guidelines and Stability Analysis

To transform the proposed PLL into a traditional form of a closed-loop feedback system, block
diagram algebra is utilized. The block diagram in Figure 12 is transformed to a simplified schematic
shown in Figure 13. Hence, the open-loop transfer function can be written as:

Gols(s) =
θ̂+1 (s)

θ+1 (s) − θ̂+1 (s)
=

(
R(s)MAF(s)

1−R(s)MAF(s)

)(
s + k

s

)
(16)

Then, the transfer function of phase-error can be expressed as:

Ge(s) =
θe

θ+1
=

1
1 + Gols(s)

(17)

In this paper, a parameter is chosen by its impact on the settling time of the phase-error transfer
function. With different values of k, the settling time of Ge(s) is examined. The phase-error transfer
function under these two conditions is expressed by:

ΘΔθ
e (s) =

Δθ
s

Ge(s) (18)

ΘΔω
e (s) =

Δω
s2 Ge(s) (19)

To calculate the settling time, inverse Laplace transformation is applied to Equations (18) and
(19). Two curves of settling time as a function of k are depicted in Figure 14. When phase error is less
than 2% of step change, transient response is considered to be over. To make a trade-off under both
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conditions, k is selected to be 148 to achieve an optimal dynamic performance for both conditions. The
settling time is around one grid period.

Figure 14. The settling time of the proposed PLL with different values of k under. phase jump (solid
line) and frequency step-change (dashed line) conditions.

Since the model of the proposed PLL contains a time delay unit, the system turns out to be a
non-minimum phase system. To examine the stability, nyquist stabilization criterion is employed in
this paper instead of using a bode diagram. The nyquist diagram of Gols(s) is depicted in Figure 15.
The nyquist curve does not surround the (−1, j0) point, which means the closed-loop feedback system
of Gols(s) is stable. The gain stability margin (GM) is 16.5 dB at 162 Hz. The phase stability margin (PM)
is 45◦ at 56.6 Hz.

Figure 15. The Nyquist diagram of Gols(s).

The bode diagram of the proposed PLL and QT1-PLL is depicted in Figure 16. It can be seen that
the crossover frequency of the proposed PLL is larger than that in the QT1-PLL. This yields faster
transient behavior for the proposed method. It is noted that the 100 Hz component is only attenuated in
the bode diagram. This does not reveal the filtering capability at 100 Hz, since the diagram is based on
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the model whose input is grid phase, not grid voltages. The filtering performance is already analyzed
in Section 3. Experiments are also carried out to verify the filtering capability in the next section.

Figure 16. Bode diagram of open-loop system: Proposed PLL (solid lines), QT1-PLL (dashed lines).

4.3. Assessment of Model Accuracy

To validate the analysis above, a simulation is implemented under two conditions. The transient
behaviors of phase-errors are depicted in Figure 17. This figure shows that the phase-errors of proposed
PLL and its mathematics model are equal to each other during two step change in phase and frequency.
The design procedure based on the mathematics model is reasonable.

Figure 17. The transient response of the proposed PLL (solid line) and its mathematics model (dashed
line) under +40◦ phase jump (at 0.04 s) and +5 Hz frequency jump (at 0.08 s).

5. Experimental Results

In this section, experiments are carried out under several distorted grid conditions. Different from
a traditional grid, when a grid is dominated by renewable energy sources, called a “weak grid”, phase
jump is inevitable during the process of grid faults, sudden large load tripping and other transient
behavior. Wind power fluctuation is an important issue with the increasing penetration of wind power
plants, which usually cause grid frequency deviation. Thus, the proposed method is also evaluated
under frequency step change and frequency ramp change conditions. Owing to the existence of a large
amount of power electronics elements, harmonic disturbances are injected by power converter-based
equipment such as HVDC, MMC, etc. Sub/super-synchronous oscillations arising from inappropriate
system configuration can also pollute grid voltages. Hence, the proposed PLL is also examined under
unbalanced and harmonic distorted voltage conditions.

30



Energies 2019, 12, 4040

In this section, experiments are implemented on a real-time experimental platform to examine the
performance of the proposed PLL. Three phase voltage signals are generated by a personal computer
with a data acquisition board. Through the Digital-Analogy output ports, the voltages signals are
exported. PLL is implemented on a digital signal processor (DSP TMS320F28335) board. After receiving
voltage signals, the estimated phase and frequency are exported through DA ports on a DSP board.
Oscilloscope is used to capture all waveforms.

The grid nominal frequency is 50 Hz. The sampling frequency of a digital system is 10 kHz.
The zero-order hold method is used for discretization. Besides this, the proposed PLL, EGDSC-PLL [37]
is also implemented as a traditional DSC-based PLL for comparative study. QT1-PLL [36] and
MAF-PLL [38] are also compared to assess the performance. Figure 18 shows the setup of the
experimental platform.

Figure 18. The experimental setup.

5.1. Test Case 1: Phase Jump

The performance is evaluated when phase jump occurs in grid voltages. Figure 19 shows the
waveform of three phase voltages. A +40◦ phase jump came up during the experiments. Figure 20
shows the transient behavior after a phase jump. It is observed that the proposed PLL provides the
fastest transient response. The settling times of phase-error and estimated frequency are around one
grid period. The dynamic behavior of QT1-PLL takes over 30 ms to converge. The dynamic performance
of EGDSC-PLL and MAF-PLL are even more unacceptable, owing to their more than two grid period
settling time. According to the requirement of a transient response in some grid codes [21,22], an
accurate estimation of grid voltage information should be extracted after undesired injection of
disturbance within 25 ms. EGDSC-PLL and MAF-PLL can definitely not fulfill this requirement.

Figure 19. Grid voltages under +40◦ phase jump condition.
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(a) (b)

Figure 20. The experimental results of test case 1. (a) Estimated frequency and (b) phase error.

5.2. Test Case 2: Frequency Step Change

Test case 2 is carried out when grid voltages are under +5 Hz frequency step change. Figure 21
depicts the waveform of three phase voltages. The waveform of estimated frequency and phase error
are shown in Figure 22. It is observed that the proposed PLL can accurately estimate grid frequency in
less than one period. The phase error of the proposed PLL can converge to zero within only 15 ms.
The settling time of QT1-PLL is around one period in both estimated frequency and phase error, which
is acceptable for most practical application. While EGDSC-PLL can track grid frequency as fast as
QT1-PLL, the phase error takes over 30 ms to converge.

Figure 21. Grid voltages under +5 Hz frequency step change condition.

(a) (b)

Figure 22. The experimental results of test case 2. (a) Estimated frequency and (b) phase error.
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5.3. Test Case 3: Frequency Ramp Change

In practical conditions, grid frequency can hardly have a step change. Most of time, grid frequency
varies bit by bit continuously. Consequently, a ramp change is implemented to the grid frequency to
examine PLLs’ performance. The grid frequency rises from 50 Hz to 55 Hz with a +100 Hz/s ramp
rising rate. The whole behavior last for 50 ms. Figure 23 shows the waveform of grid voltages during
this rising procedure. Figure 24 shows the transient behavior of four advanced PLLs. It can be seen
that the proposed PLL provides 0.5◦ phase error during the frequency rising procedure. The phase
error of QT1-PLL is less than 2◦, which is also acceptable. By contrast, the phase errors of EGDSC-PLL
and MAF-PLL are too big, which means PLL cannot provide acceptable phase information during the
frequency changing procedure.

Figure 23. Grid voltages under +5 Hz frequency step change conditions.

(a) (b)

Figure 24. The experimental results of test case 3. (a) Estimated frequency and (b) phase error.

5.4. Test Case 4: Unbalanced and Distorted Grid Voltages

To examine the filtering capability, the proposed PLL is evaluated under unbalanced and
distorted grid voltages condition. A frequency step change occurs during the experimental procedure.
The parameters of voltage components in the polluted grid voltages are listed in Table 2. To achieve
a satisfactory performance, the delay and MAF units in the proposed PLL, QT1-PLL and MAF-PLL
are frequency adaptive. The corresponding implementation of a frequency adaptive structure can be
found in [36] and [38]. While EGDSC-PLL can also improve its performance by making DSCs adaptive,
too many DSCs used in its filtering stage increases its computational burden dramatically. Hence,
EGDSC-PLL with non-adaptive DSCs is more practical for the comparison.
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Table 2. Parameters of grid voltages.

Voltage Component (in αβ-frame) Amplitude (p.u.)

Fundamental positive sequence (+1st order) 1
Fundamental negative sequence (−1st order) 0.1
5th harmonic negative sequence (−5th order) 0.1
7th harmonic positive sequence (+7th order) 0.05

11th harmonic negative sequence (−11th order) 0.05
13th harmonic positive sequence (+13th order) 0.05

The polluted grid voltages are depicted in Figure 25. The transient responses of four PLLs are
depicted in Figure 26. It can be observed that all PLLs can eliminate disturbances completely when grid
frequency is at its nominal value. When grid frequency jumps from 50 Hz to 55 Hz, transient behavior
occurs for every PLL. Thanks to frequency adaptive implementation, the proposed PLL, QT1-PLL
and MAF-PLL can still provide a satisfactory filtering capability after frequency change. However,
oscillation of phase error occurs in the transient behavior of EGDSC-PLLs for its non-adaptive DSCs.
While this problem can be solved by applying adaptive DSCs, a huge computational burden is still a
big problem for designers to solve.

Figure 25. Grid voltages under +5 Hz frequency step change conditions.

(a) (b)

Figure 26. The experimental results of test case 3. (a) Estimated frequency and (b) phase error.

6. Conclusions

With more and more wind and solar energy plants connected to power systems, grid voltages
are prone to be distorted. To keep grid frequency and phase tracking accuracy during distorted
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and even faulty conditions without degrading dynamic performance, a hybrid filter-based PLL is
proposed. By using well designed MDSCs and MAFs with narrowed window length, time delay
introduced by filtering stage is reduced. The hybrid filtering stage is incorporated with a QT1-PLL
structure. A comprehensive experimental study is implemented to examine the effectiveness. Test cases
concerning several conditions, which are easily triggered in high renewable penetration power systems,
are carried out. Experimental results illustrate that the proposed PLL can provide a more satisfactory
dynamic response than other traditional methods. The filtering capability and implementation
complexity are also better than the conventional DSC-based PLLs.
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Nomenclature

The following nomenclatures are used in this manuscript:
vabc Three-phase grid voltage
vd, vq The d-q-axis voltage components after Park transformation
vα, vβ The α-β-axis components of grid voltage after Clarke transformation
v̂+
α,1, v̂+

β,1 The α-β-axis components after prefiltering stage
vd, vq The d-q-axis voltage components after filtering processing
vdm, vqm The d-q-axis voltage components after MDSC
ωn The fundamental nominal angular frequency of grid voltage
Δωg The error of estimated angular frequency of grid voltage
ω̂g The estimated angular frequency of grid voltage
θ+1 The angular phase of input grid voltage
θ̂+1 The estimated phase of grid voltage
θe The phase-tracking error
Tω The window length of MAF
Δθ+1 The value of phase jump
k The only control parameter in the proposed PLL
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Abstract: Modern multi-MW wind generators have used multi-level converter structures as well as
parallel configuration of a back to back three-level neutral point clamped (3L-NPC) converters to
reduce the voltage and current stress on the semiconductor devices. These configurations of converters
for offshore wind energy conversion applications results in high cost, low power density, and complex
control circuitry. Moreover, a large number of power devices being used by former topologies results
in an expensive and inefficient system. In this paper, a novel bi-directional three-phase hybrid
converter that is based on a parallel combination of 3L-NPC and ‘n’ number of Vienna rectifiers have
been proposed for multi-MW offshore wind generator applications. In this novel configuration, total
power equally distributes by sharing of total reference current in each parallel-connected generator
side power converter, which ensures the lower current stress on the semiconductor devices. Newly
proposed topology has less number of power devices compared to the conventional configuration of
parallel 3L-NPC converters, which results in cost-effective, compact in size, simple control circuitry,
and good performance of the system. Three-phase electric grid is considered as a generator source for
implementation of a proposed converter. The control scheme for a directly connected three-phase
source with a novel configuration of a hybrid converter has been applied to ratify the equal power
distribution in each parallel-connected module with good power factor and low current distortion.
A parallel combination of a 3L-NPC and 3L-Vienna rectifier with a three-phase electric grid source
has been simulated while using MATLAB and then implemented it on hardware. The simulation and
experimental results ratify the performance and effectiveness of the proposed system.

Keywords: low-cost hybrid converter; bi-directional converter; parallel configuration of converters;
converter for multi-MW wind generator; offshore wind energy converter applications

1. Introduction

From the last few decades, power sectors are considering accommodating clean and sustainable
energy sources to minimize the adverse effect of non-sustainable energy. Among the sustainable
energy sources, wind energy has become a globally more attractive solution for high power electricity
production [1]. According to a report, the State of Alaska Legislature has committed to supplying 50%
of its energy from renewable sources by 2025 [2]. Meanwhile, China has also set her target to rise supply
from renewable energy up to 20% in the national energy consumption by 2030 [3]. Therefore, with the
passage of time, the demand for high power generator in manufacturing and installing industries is
also growing for high power production.

Wind energy conversion systems (WECSs) have been installed in 80 countries and their total
expected capacity will reached 800 GW by 2021 [4,5]. Nowadays, the most commonly deployed high
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capacity wind energy conversion systems occurs in the form of onshore and offshore wind farms. Such
a developing tendency in wind energy area attracts the manufacturing companies to build individual
high power wind turbine generator. Therefore, from the last few years’, generator designing industries
are manufacturing high power generators up to 10 MW, which will become double after few years [6,7].

For the wind energy conversion system, a power electronics converter plays an important role as
a machine side frond-end converter [8,9]. Generated alternating energy from the wind needs to be
converted into stable direct current for appropriate use in numerous applications, such as standalone
and grid-connected systems [10,11]. Therefore, generator side converters are considered the most
accountable part for efficiency, power density, control circuitry, and cost of the entire wind energy
conversion system.

Among power electronics converters, there are various sorts of rectifiers that have used for
generator side energy conversion, such as, passive, active, and hybrid rectifier, as reviewed in [12,13].
Among the family of passive rectifiers, diode full-bridge rectifier remained more common in the past
as a front end rectifier with harmonics and power factor problems, but these issues lower the efficiency
of the whole system. Therefore, to overcome the aforementioned problems, another two-level six
switch active rectifier, as shown in Figure 1a, became more popular as a front end rectifier whereas
both discussed types of rectifiers were best designed for low power applications up to KVs [13].
Thus, for medium or high power applications, multilevel converter as well as parallel configuration
of neutral point clamped (NPC) converter, as shown in Figure 1b, became more attractive in wind
energy conversion systems (WECSs) to reduce the voltage and current stress on the semiconductor
devices [14–16].

Nowadays, a three-level NPC converter as a front end rectifier is commonly used with a few
hundreds of KW wind generator. While, in multi-MW wind generator, parallel arrangement of 3L-NPC
converters, as shown in Figure 2, became a more attractive solution for reducing the current stress
on power devices by equal sharing of total current in all parallel-connected converters. Otherwise,
high rated semiconductor devices would be required that can bear thousands of amperes and KVolt,
which are expensive and not common in markets. Besides, the parallel configuration of NPC converters
also increases the complexity in aspects of a large number of active switches and control circuitry,
which affects cost and efficiency. Therefore, another type of active rectifier, known as the Vienna
rectifier analogous to a t-type inverter, as shown in Figure 1c, has been considered as a generator side
unidirectional rectifier that is based on numerous advantages, as mentioned in [17].

 
(a) (b) (c) 

Figure 1. (a) Two-level converter; (b) Three-Level NPC converter; (c) Three-level Vienna rectifier.

In the aspects of power flow direction, NPC has bi-directional, whereas the Vienna rectifier has
unidirectional power flow options. In the case of wind energy integration with the electric grid,
occasionally voltage sag occurs because of rapid change in rotor speed, which demands stabilizing
power operation. In addition, it also sometimes requires a little power for field excitation of the
wind generator. Accordingly, a full-scale bi-directional power flow converter helps to deal with such
problems [18–21].
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A new bi-directional configuration of converter has been proposed for high power offshore WEC
applications by keeping in view the above-mentioned issues for bidirectional power flow in multi-MW
WECS. In this fresh topology, a single module of three-phase/three-level NPC converter connected in
parallel with ‘n’ number of three-phase Vienna rectifiers has been designed. In this configuration of
converters, NPC works as a bi-directional power flow, while Vienna rectifiers work as a unidirectional
active-rectifier having a lower number of active switches and lower cost as compared to 3L-NPC [22].
The functioning of a deliberated parallel-connected converters ratifies for a higher range of wind
generator applications by dropping current stress on power devices in each parallel converters [23,24].
Hence, the overall proposed hybrid configuration uses less number of switches with high power density
as compared to existing parallel-connected three-level neutral point clamped converters. The major
advantages of the considered system and its control scheme are:

• reduction of switching loss;
• reduction in number of switches;
• works with unity PF and less THD;
• cost-effective bi-directional converter;
• reduction of current rating power devices; and,
• improved the converter handling power capacity up to multi-MW.

Different configurations of machine side converters for wind energy transformation are discussed
in Section 2; the proposed bi-directional hybrid converter scheme is presented in Section 3; the control
scheme and working of the proposed system are discussed in Section 4; and, the MATLAB based
simulation results of suggested hybrid converter are shown in Section 5. In Section 6, the DSP based
experimental results are presented. Finally, in Section 7, the conclusion is discussed.

3L-NPC 
Converter

DC

AC

3L-NPC 
Converter

3L-NPC 
Converter

MVDC  
Figure 2. Conventional scheme of 3L-NPC converter with multi-MW wind generator.

2. Front End Active Rectifiers for WECS

In this section, the most commonly used active rectifiers and number of devices used by them
have been studied. Due to the inefficient and low power applications of passive rectifiers, they are not
considered as a good option in WEC applications.

Therefore, active rectifiers that are based on control switches became more captivating for efficient
energy conversion in WECSs [13,25]. Among the family of active rectifiers, the two-level converter
was most commonly used as a front end rectifier in energy conversion progression. On the other
hand, such a low power application rectifier has higher harmonics and EMI. Although, in the case of
medium or high power wind generators up to 10 MW or more, it cannot endure the voltage and current
stress, because of the low power handling capability of the power devices [15,24]. Hence, predefined
multilevel or parallel configuration of converters was considered as a vigorous solution, as discussed
in Section 1, to overcome these issues. From the last few years, a three-level back-to-back neutral
point diode clamped (NPC) converters are extensively using as a front end rectifier as a machine
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side converter. This type of dual-mode converter can work as an inverter as well as a rectifier mode,
which mainly depends on its modulation signal. Additionally, a three-level NPC converter or its
parallel configuration also handle more power with low power handling devices [26–29].

The rest of NPC circuit, there is another three-level unidirectional rectifier having less number
of active switches and easy to implement as a machine side rectifier that is called a Vienna rectifier.
It also has a boosting and continuous input current ability. According to the efficiency point of view,
a comparative analysis of all three topologies of Vienna rectifier has been discussed in [30], which shows
that three-phase Vienna with a t-type inverter shape with six control switches, as shown in Figure 1c,
has more efficiency than all other topologies. This simplest three-phase power circuit shows less
number of power switches, easy to control, and cost-effective circuit. It has several advantages, such as
high efficiency, operation at high power factor, and being reliable to implement with high power
density [22,30].

Table 1 mentions the number of devices used by all discussed circuits.

Table 1. Comparison of the number of devices used.

Converter Type Number of Diodes Number of IGBTs Number of IGBTs Drivers Total Number of Devices

Two-level 6 6 6 18
Three-level NPC 18 12 12 42

3L-Vienna rectifier 12 6 6 24

Based on a comparative study of devices used by discussed converters, as mentioned in Table 1
and aforementioned problems of converters, two parallel combinations of 3L-NPC converters use
almost twice the number of power devices as compared to two parallel-connected Vienna rectifiers.
Therefore, a parallel configuration of two 3L-NPC will make the circuit complex, expensive, and with
low power density. Thus, a new hybrid bi-directional converter for high power applications with high
power density and cost-effective is recommended, as shown in the next section.

3. Proposed Converter Configuration

Figure 3 shows a new hybrid converter directly connected with multi-MW wind generator. In this
arrangement, 3L-NPC works as a bi-directional converter for motoring as well as generating action,
intended for electrically field excitation to produce starting torque. In the case of electrical field
excitation in the generator, 3L-NPC works as an inverter mode, on the other hand, it works as a
rectifier mode, just like all interleaved unidirectional Vienna rectifiers operation, as mentioned in the
proposed scheme. Out of (n + 1) parallel-connected power converters, the projected system only
uses a single unit of three-phase 3L-NPC converter and ‘n’ number of Vienna rectifiers, as shown in
Figure 3. A deliberated system, in fact, is a parallel operation of circuits, as mentioned in Figure 2b,c,
which results in low THD and good power factor. The total power equally distributes in each power
electronics building block of the deliberated system by 1/(n + 1), which helps to select the lower power
rating semiconductor devices. Hence, the intended power converter interface best fit for multi-MW
generators. A recommended bidirectional power flow system is specially designed for high power
wind generators, which are often used as directly connected offshore wind turbines in wind energy
conversion solicitations [22,31].
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Scaling

abc
dq

abc
dq

 
Figure 3. Proposed hybrid converter for multi-MW wind generator.

Parallel Operation of Converters

A balanced three-phase electric grid has been considered as a generated supply for the validation
of the proposed converter operation. Mathematical form of voltages in a three-phase system can be
written as:

Uga = ESin(wt)

Ugb = ESin(wt− 120) (1)

Ugc = ESin(wt + 120)

where Uga, Ugb, and Ugc are the phase voltages of the deliberated electric grid, while ‘E’ and ‘w’
represent the peak voltage and angular frequency of the input source.

In the proposed configuration, NPC works as a full-scale converter for the considered three-phase
power feedback system, while others interleaved Vienna rectifiers work as a unidirectional power flow
from generator to the DC link. In the planned system, the total output power of the generator divided
by a factor of 1/(n + 1) for each converter. Where ‘1’ in the denominator represent to the NPC, while ‘n’
represent the number of other parallel connected Vienna rectifiers.

The uppermost NPC converter, as depicted in Figure 3, have dual nature of operation (rectifier
& inverter) while all other parallel-connected circuits only work as a unidirectional rectifier mode
of operation. Phase voltages of NPC converter as a rectifier mode are mentioned in Table 2 while
assuming ideal power switches with their following switching states:

dx =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 S+

x1, S+
x2 : ON S−x1, S−x2 : OFF

0 S−x1, S+
x2 : ON S+

x1, S−x2 : OFF
−1 S−x1, S−x2 : ON S+

x1, S+
x2 : OFF

(2)
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Whereas, x = a, b, c for three-phase system. There are three kinds of switching states for a single
leg 3L-NPC. Therefore, overall states for three-phase converter are ‘33 =27’, which can be expressed as:

Ugx0 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
V1 i f dx = 1
0 i f dx = 0
−V2 i f dx = −1

(3)

Table 2. Configurations and state of 3L-NPC converter.

Conf. S+x1 S+x2 S−x1 S−x2 Vout

1st 1100 1 1 0 0 +Vdc/2
2nd 0110 0 1 1 0 0
3rd 0011 0 0 1 1 −Vdc/2

Moreover, for ‘n’ number of parallel-connected unidirectional Vienna rectifiers, the most efficient
topology, like t-type inverter with six active switches, has been used. Assuming the balanced grid
supply voltage at the input of three-phase Vienna rectifier the terminal voltages with switching states
and polarity of the phase current can be expressed as:

UgA0 =
Vdc
2

sgn(isa2n)(1− Sa)

UgB0 =
Vdc
2

sgn(isb2n)(1− Sb) (4)

UgC0 =
Vdc
2

sgn(isc2n)(1− Sc)

where Sa, Sb, and Sc are the switching states that switched between 1 and 0. Table 3 mentions eight
different switching conditions [32–34].

Table 3. Switching conditions for three-phase Vienna Rectifier.

Sa Sb Sc Van Vbn Vcn

0 0 0 +Vo/2 −Vo/2 −Vo/2
0 0 1 +Vo/2 −Vo/2 0
0 1 0 +Vo/2 0 −Vo/2
0 1 1 +Vo/2 0 0
1 0 0 0 −Vo/2 −Vo/2
1 0 1 0 −Vo/2 0
1 1 0 0 0 −Vo/2
1 1 1 0 0 0

Vienna rectifiers have boosting ability with the inductive filter at the input side of the circuit,
which can be calculated while using Equation (5) [35].

Li =
Vbus

8 ∗ Fsw ∗ ΔIpp max
(5)

where Li is the input inductor, Vbus is a dc bus voltage, FSW is the value of switching frequency,
and ΔIppmax is a maximum ripple current value.

Finally, the output of the rectifier terminals has connected with the common dc-link capacitors
to obtain the regulated suppressed ripple content and for power flow control problems. The dc-link
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consists of two equally sized capacitors that were also used to provide a low inductive path for the
turned-off current. The dc-link capacitance can be calculated by Equation (6).

CDC =
2τSN

VDC2
(6)

where SN is a nominal apparent power of the converter, τ is the time constant that usually considered
as less than 5 ms, and VDC is the total dc-link voltage [36]. Equation (7) determines the individual
capacitor sizes.

1
CDC

=
1

CDC1
+

1
CDC2

(7)

having the same magnitude of current. Moreover, the dc-link voltage is to be kept constant for the
input variations due to wind or load side dynamics. The overall control strategy of the proposed
structure is demonstrated in the next section.

4. Control Strategy for the Proposed Converter

Wind energy produces dynamic alternating energy that is not acceptable by appliances and for
long-distance transmission. Therefore, some control schemes on directly connected wind generator
side converter require application to achieve a regulated energy. Some aspects of the modified hybrid
control strategy for the new system were taken into account, such as good power factor, low THD
of input current, and equal sharing of power in each parallel-connected module. The detail of the
converter control is discussed in the following subsections:

4.1. NPC Converter Control

Figure 4 shows a simplified machine-side 3L-NPC converter control strategy. Voltage equation
considering the input inductive filter in stationary ‘abc’ frame can be written as:

Lgx
dix
dt

= Ux −Ugx (8)

Whereas, x = a, b, c
ux = converter input voltage

ugx = grid supply voltage

Lgx = Input inductor

A commonly used voltage oriented control (VOC) has been applied for the 3L-NPC converter
control. The classical type proportional-integral controllers (PI) method has been adopted to obtain
good performance on dc values with small steady-state error [37]. Therefore, the stationary frame
requires conversion into a synchronous d–q reference frame. Moreover, active power control is achived
by setting the d-axis along with the grid voltage amplitude, whereas the q-axis has been set to zero.
Active and reactive power can be controlled by the d and q-axis of the current, as illustrated in
Equations (9) and (10).

Pg =
3
2

vgdigd (9)

Qg = −3
2

vgdigd (10)

Park and Clark’s transformation is required to transform a stationary frame to a synchronous
frame, and vice versa, to implement the VOC method. For the balanced amplitude of the sinusoidal
waveform, the transformation from ‘dq0’ frame to ‘abc’ frame have done while using Equation (11).
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Similarly, voltage vectors in the ‘abc’ frame can also be directly transformed into the ‘dq0’ frame,
according to the multiplication of the matric, as given by Equation (12).

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
ugd
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0
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1√
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uga
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (12)

The VOC approach consists of two closed-loop controllers, one for dc-link (outer loop) and the
second one for current control (inner loop). In the outer loop control, two dc voltage controller have
been taken to ensure the voltage balancing across each capacitors, among two voltage controllers one
controller take the input error signal after comparing the reference dc voltage and the sum of measured
individual capacitor voltages, while the other controller takes the error signal that was generated by
the voltage difference across each capacitor to suppress the zero leakage current. The error that was
generated by both controller was sent to two separate PI controllers for tuning. Finally, the sum of
two PI controller results in a reference current igd1_re f . Meanwhile, igq1 is set zero to deal with active
power only. In Figure 4, both isd1 and isq1 are the feedback currents that were obtained by transforming
the grid current into a rotating reference frame for inner loop control. The voltage controller sets the
reference current isd1_re f . Subsequently, the differences between the reference and actual currents are
sent to the inner loop of the PI controller. The output of these current controller was provided to the
PWM generator to obtain the appropriate signal. The outputs of the PWM generator were applied to
the NPC switches for proper operation.

 
Figure 4. Control strategy of a proposed hybrid converter.
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4.2. Vienna Rectifier Control

The voltage equations for input side of “n” number of Vienna rectifier can be written as

Uga = L
disa2_n

dt
+ UgA0

Ugb = L
disb2_n

dt
+ UgB0 (13)

Ugc = L
disc2_n

dt
+ UsC0

where UgA0, UgB0, and UgC0 are the input voltages of the Vienna rectifier and n = 1,2,3 . . . .
Here, a simple current average control scheme has been implemented, where the current obtained

from the voltage controller was set as a reference current i∗l , which further divides in NPC and
interleaved Vienna rectifiers. In Figure 4, the final reference current i∗l_re f for all interleaved rectifiers
was attained by multiplying i∗l with sin(wt) . Whereas, sin(wt) represents the unit amplitude waveform
of the generator voltage. The error obtained by taking the difference between the reference current
i∗l and measured current isabc2_1 is taken as an input to the current control. The PI controller is also
selected for the inner current control of Vienna rectifier, which gives the output, like PWM duty cycle.
Additionally, the duty ratio feedforward (DFF1_n) method has also been applied to improve the THD
and waveform of the current at zero crossing. While designing the parameters of the PI controller
bandwidth of the current control was kept wider than the outer voltage loop [37].

5. Simulation Results

A 2 KW three-phase MATLAB based simulation studies of two parallel-connected 3L-NPC and
3L-Vienna rectifier, as shown in Figure 5, has been performed in order to verify the performance of the
proposed converter.

 Scaling

abc
dq

abc
dq

 

 

Figure 5. Diagram of simulated and Implemented system.
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The recommended converter is best designed for multi-MW wind generator that is most prevalent
in offshore wind energy applications. For the purpose of validation three-phase, electric grid as a
generated source was considered to implement the proposed converter. All of the parameters that
were used by the simulation are mentioned in Table 4.

Figure 6a represents an applied three-phase voltage of 50 Vrms from the grid and Figure 6e,i
denote waveforms of voltage across two parallel-connected 3L-NPC and Vienna rectifier, respectively.
Figure 6b illustrates the total current drawn from the source, which is exactly the sum of both the
NPC and Vienna rectifier. Similarly, half of the total current in Figure 6f,j justify the division of current
equally in each parallel connected converter that also satisfies the control main purpose. Figure 6c,g,k
show that the phase among applied voltage and current are the same, which means their power factor
nearly unity. Figure 6d,h,l are a representation of THD of total current, bidirectional converter current
and the Vienna rectifier current, respectively, which also results that the Vienna rectifier has the lowest
THD when compared to NPC converter. Therefore, the Vienna rectifier was also selected for the
collection of efficient DC energy from wind energy.

 
Figure 6. Simulation results of a 2-KW proposed hybrid converter.
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Table 4. Data used for Simulation and Experiment.

Parameter Value

Total power 2 KW
Grid side voltage 50 Vrms
DC- link voltage 200 V
Grid frequency 50 Hz

Switching frequency 15 KHz
Inductor (3L-NPC/Vienna) 300 uH

C1/C2 capacitor 9020 uF

The blue and red legends in Figure 7a represent voltage across C1 and C2, while the yellow
label represents a total DC-link voltage. The total dc current drawn by the resistive load is shown in
Figure 7b.

Figure 7. Simulation results of DC link voltage control and load current.

6. Experimental Results

The proposed hybrid converter consists of a three-phase Vienna rectifier that was interleaved with
3L-NPC converter with total power of 2-KW was designed and implemented as per the specifications
mentioned in Table 4. Figure 8 shows the requisite experimental results of the system, as depicted
in Figure 5. As a Page: 9total grid supply voltage to the parallel connected converters will be same
as showm in is Figure 8a–c. Figure 8a–d epitomize the results of total power that is supplied by the
grid to both parallel-connected converters. 3.2% THD of total current also meet the IEEE standard.
Figure 8b,f,j show the waveforms of total current, 3L-NPC and Vienna rectifier respectively. Half of
the total current in 3L-NPC and Vienna rectifier show that the total system power divided among
parallel-connected converters.

The detailed data in Figure 8c,g,k also verify that the total power has equally distributed in both
parallel-connected converters, which verifies that the control algorithm works well in power-sharing.
The currents drawn by NPC and Vienna rectifier, as shown in Figure 8h,l with THD 4.7% and 2.5%,
respectively, also follow the IEEE standard.Moreover, the Vienna rectifier has less THD as compared to
3L-NPC, which also leads towards increased efficiency.

In Figure 9. the blue line shows the experimental results of the total dc-link voltage, while the
yellow line represents a load current, as mentioned in table-IV. Finally, the whole setup of the
implemented converter is shown in Figure 10 by labeling the main parts.

48



Energies 2019, 12, 4167

  

 
(a) 

 
(e) 

 
(i) 

 
(b) 

 
(f) 

 
(j) 

 
(c) 

 
(g) 

 
(k) 

 
(d) 

 
(h) 

 
(l) 

Figure 8. Experimental results of a 2-KW proposed hybrid converter.
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Figure 9. Experimental results of DC link voltage and load current.

 

Figure 10. Experimental setup of two parallel-connected 3L-NPC and Vienna rectifier.
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7. Conclusions

A novel bi-directional converter, especially for multi-MW wind generator for offshore wind energy
conversion applications, was designed. This converter has the ability to handle a wide range of power
in MW with thousands of ampere current by adding parallel circuitry of ‘n’ number of Vienna rectifiers
with a single module of three-phase 3L-NPC converter. Moreover, the designed converter has a lower
number of power devices, which leads towards cost-effectivness, a reduction in switching losses,
as well as high power density system as compared to the conventional parallel-connected 3L-NPC
converters. A simple hybrid control scheme consists of a VOC for 3L-NPC and current average control
technique with the addition of duty ratio feed-forward for Vienna rectifier control to improve the
current distortion was also investigated. Equally distributed power in Vienna rectifier and 3L-NPC
converter verified the control performance. The proposed converter with a control scheme also verified
that the Vienna rectifier has unity power factor (PF) and low THD factor as compared to 3L-NPC.
The simulation and experimental results of a deliberated 2-KW system verified the fast dynamic
response, good power factor (PF), and current THD less than 5%.
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Abstract: In this paper, the virtual space vector modulation for the AC–DC (alternating current–direct
current) matrix converters is proposed to reduce the DC current ripples in the whole modulation
index range. In the proposed method, each virtual vector is synthesized by the two nearest original
active vectors. To synthesize the current reference vector, two virtual vectors and one zero vector
are used in every switching period. The main principle of the proposed method is to reduce the
dwelling period of the largest active current vector in each sector. In addition, the optimized
switching patterns are proposed to further reduce the DC current ripples at both high- and low-power
operation. Finally, simulation and experimental results are illustrated to validate the effectiveness of
the proposed strategy.

Keywords: AC-DC matrix converter; virtual space vector; DC ripple reduction

1. Introduction

In recent years, the AC–DC (alternating current–direct current) matrix converters (MC) have
received significant attention in various fields. The AC–DC MC is derived from indirect MCs and
inherited several advantages of the MCs, such as bidirectional power flow, sinusoidal input waveforms,
controllable input power factor, high power density, and compact design [1–5]. There are various
applications of the AC–DC MCs in various fields such as electric vehicles, photovoltaic generation
systems, grid-connected converters, microgrids, fuel cell power systems, and battery chargers. [6–9].
Basically, it is a single-stage bidirectional current source AC–DC converter, which rectifies the sinusoidal
AC signals to the pure DC signals. Different modulation strategies have been applied for the AC–DC
MCs, such as the Alesina–Venturini [5], the pulse-width modulation (PWM) [10,11], the model predictive
control (MPC) [12–14], and the space vector modulation (SVM) [15–21]. Predictive control strategies
for the AC–DC MCs under unbalanced grid voltage were proposed in [12] and [13]. Literature [14]
presented a unity power factor predictive control method for the AC–DC MC. The most wide
modulation control strategy for the AC–DC MCs has been considered the SVM method. A unity power
factor fuzzy battery charger using the ultra-sparse matrix rectifier was designed and implemented
in [15] with only three switches; however, it is a unidirectional converter. The direct power factor
control strategy for the three-phase AC–DC MCs was illustrated in [16] based on applying the reduced
general direct SVM approach of the AC–AC MC theory. Modulation and control strategies of the
AC–DC MC for the battery energy storage system applications were investigated in [17] and [18].
Literature [19] studied the optimal zero-vector configuration to reduce the output inductor current
ripple for the space-vector-modulated AC–DC MCs. The optimized modulation strategy to deduce the
charging current ripple for vehicle to grid (V2G) applications using the AC–DC MC was presented
in [20]. An input power factor control method was studied in [21] based on the concept of the virtual
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capacitor. A controlled rectifier was implemented in [22] using the AC–AC MC theory. Literature [23]
presented a digitally controlled switch mode power supply based on the MC without any modulation
block. Dynamic characteristics of the matrix rectifier researches were studied in [24]. One of the most
important issues for the AC–DC MC operation is DC ripples. Generally, increasing the switching
frequency or increasing the inductor size of output filter can reduce the DC ripples. However, higher
switching frequency leads to higher switching losses and larger size of output inductor results in the
increase of size and cost of the converter. There are several approaches based on the SVM algorithm to
reduce DC ripples [19,20,25]. In [19], an optimal zero-vector configuration was proposed to reduce DC
ripples, however, the effectiveness of this approach is mainly maintained at low modulation because
a period of zero-vector at high-modulation operation is very short compared with periods of two
active vectors. Thus, this optimal configuration does not effectively reduce the DC ripples in wide
operation ranges. The approach [20] proposed a sectional optimized modulation strategy, which can
reduce DC ripples within the whole operation range by dividing many different sectors, and different
groups of vectors are selected to synthesize the current vector. However, the zero vector configuration
is not optimized at low-modulation operations. A recent work in [25] reduced DC ripples by dividing
12 different sectors and using only active vectors to synthesize the current vector. Since only active
vectors are used, the operation of this method is not guaranteed at low-modulation operation.

In this paper, the virtual space vector modulation (VSVM) for the AC–DC MC is proposed to
reduce the DC current ripples within the whole modulation range. Previously, the VSVM concept
was proposed to suppress the common-mode voltage of a two-level voltage source inverter (VSI) [26],
and balance the neutral-point potential of a three-level neutral-point-clamped (NPC) inverter [27,28].
However, none of these approaches have been tried to reduce the DC current ripples using the VSVM,
at the best knowledge of the authors. In this proposed VSVM method, each virtual vector is synthesized
by two nearest active vectors, and each virtual sector is defined with the area between two virtual
vectors. The current reference vector is synthesized by two virtual vectors and one zero vector in every
switching period. The main principle of the proposed VSVM is reducing the dwelling period of the
largest active current vector in each sector. In addition, the optimized switching patterns are proposed
to further reduce the DC current ripples at both high- and low-power operations. Simulation and
experimental results are demonstrated to verify validity and effectiveness of the proposed VSVM for
reducing the DC current ripples of the AC–DC MCs.

2. Topology and Modulations of AC–DC Matrix Converter

2.1. The Topology of AC–DC Matrix Converter

The topology of the AC–DC MC is shown in Figure 1. It is made up of an array of six bidirectional
power semiconductor switches, with the ability to conduct current in both directions. Each bidirectional
switch is generally constructed by two insulated-gate bipolar transistors (IGBTs) connected in series
with a common emitter. An input filter is used to suppress the high-frequency harmonic generated by
the operation of converter and the grid. At the output terminal, the LC filter is used to smooth the
output current. The AC–DC MC is powered by the AC voltage sources; thus the AC voltages are not
allowed to be shorted. In addition, because of the inductive nature of the load, the load terminal must
never be opened. Therefore, the AC–DC MC operates by connecting only one bidirectional switch in
the upper-arm and only one bidirectional switch in the lower-arm at any instant. This leads to there
being nine switching current vectors for the operation of the AC–DC MC.
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Figure 1. Topology of AC–DC (alternating current–direct current) matrix converter.

2.2. Modulations of AC–DC Matrix Converter

2.2.1. Conventional Space Vector Modulation

The current space vector diagram of conventional space vector modulation (C-SVM) for the
AC–DC MC is illustrated in Figure 2. In order to synthesize the desired input current reference vector
→
I re f , C-SVM uses the two nearest active vectors and one zero vector among six active vectors

→
I 1 ∼

→
I 6

and three zero vectors
→
I 7 ∼

→
I 9, according to the sector location of the input current reference vector.

Each sector is denoted as the area between two active vectors, for example, the area between two active

vectors
→
I 1 and

→
I 2 is sector I, the area between two active vectors

→
I 2 and

→
I 3 is sector II, and so on. As it

can be seen from Figure 2, the input current reference vector locates in sector I, thus two active vectors
→
I 1,
→
I 2 and one zero vector are used to synthesize the desired current reference vector. The selection of

zero vector is based on the constraint to minimize the switching frequency of bidirectional switches so
that the commutation between two switching states involves only two switches in two phase-legs of
the converter, one switch is turned on, and one switch is turned off at the same time. Among three zero

vectors, only zero vector
→
I 7 satisfies the requirements for switching devices. Therefore, zero vector

→
I 7

and two active vectors
→
I 1,
→
I 2 are selected.
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Figure 2. Space vector diagram of conventional space vector modulation (C-SVM) for AC–DC
matrix converter.
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The duty cycles d1, d2, and d0 of the active and zero vectors, when the input current reference
vector is in the sector I, are given by:

d1 = mi sin
(
π
3
− δ
)

(1)

d2 = mi sin(δ) (2)

d0 = 1− d1 − d2 (3)

where mi: modulation index; mi = ii1/idc mi ∈ [0, 1]; ii1: the peak value of the fundamental-frequency
component in ii; δ : input current reference vector angle, δ ∈

[
0, π3
]
.

The durations T1, T2, and T0 of the active vectors
→
I 1,

→
I 2, and zero vector

→
I 0 are respectively

expressed as:
T1 = d1Ts (4)

T2 = d2Ts (5)

T0 = Ts − T1 − T2 (6)

where Ts: switching period: Ts =
1
fs

; fs: switching frequency.
The calculation of the duty cycles and durations, when the input current reference vector passes

through other sectors one by one, is obtained in a similar algorithm as sector I.

2.2.2. Proposed Virtual Space Vector Modulation

(a) Sector division and duty cycles.
In the proposed VSVM, each virtual vector is synthesized by the two nearest active vectors, and

each virtual sector is denoted as the area between two virtual vectors. There are totally six virtual

vectors
→
I a ∼

→
I f and six virtual sectors. The concept of virtual vector in this paper is similar to the

virtual vector concept in [26]. Figure 3 presents the virtual sector divisions according to the virtual
vectors and the synthesis of input current reference vector in the virtual sector I of the proposed

method. As it can be seen from Figure 3b, when the input current reference vector
→
I re f is in virtual

sector I, two virtual vectors
→
I a,
→
I b and one zero vector are used to synthesize the reference vector

depending on the magnitude of modulation index mi. The selection of zero vector in the proposed
VSVM is similar to zero vector selection of the C-SVM method.
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Figure 3. Space vector diagram of proposed virtual space vector modulation (VSVM) for AC–DC
matrix converter. (a) Sector division; (b) Input current reference vector synthesis.
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The duty cycles da, db, d0 of virtual vectors
→
I a,
→
I b and zero vector

→
I 0, when the input current

reference vector is in the virtual sector I, are expressed as:

da = mi sin
(
π
3
− θ
)

(7)

db = mi sin(θ) (8)

d0 = 1− da − db. (9)

where mi: modulation index; mi = ii1/idc; mi ∈ [0, 1]; ii1: the peak value of the fundamental-frequency
component in ii; θ: input current reference vector angle θ ∈

[
0, π3
]
.

The durations Ta, Tb, T0 of virtual vectors
→
I a,
→
I b and zero vector are determined as:

Ta = daTs (10)

Tb = dbTs (11)

T0 = Ts − Ta − Tb. (12)

The virtual vectors
→
I a,

→
I b are synthesized by three original active vectors

→
I 1,

→
I 2, and

→
I 3.

The dwell times T1, T2, T3 of three original active vectors can be derived by:

T1 =
Ta

2
(13)

T2 =
Ta

2
+

Tb
2

(14)

T3 =
Tb
2

. (15)

The dwell times of other virtual and original active vectors in remaining sectors are determined in
the similar manner of the sector I.

(b) Switching patterns.
The effectiveness of the proposed VSVM not only depends on the modulation of virtual vectors,

but also on the switching patterns.
Figure 4 presents the switching patterns of conventional VSVM (C-VSVM) in [26]. This switching

pattern, which is a seven-segment pattern, is not optimized for reducing the DC current ripple. In this
paper, the optimized switching patterns are proposed to further reduce the DC current ripple at both
high- and low-modulation operation. The proposed switching patterns of the VSVM strategy for
AC–DC MC under different modulation index ranges in sector I are illustrated in Figure 5. At low
modulation index operation, the switching period of the zero vector is the longest switching period
compared with other switching periods of the remaining active vectors. The longer the switching
period of the zero vector, the higher the current ripple due to the longer period of decreasing output
DC current. Most of the approaches for DC ripple reduction are not optimized for the zero vector at
low-modulation operation. Thus, the optimized switching patterns for the zero vector are proposed in
this paper to further reduce the DC current ripple of AC–DC MC.

(c) Controller system.
The control block diagram of the proposed control strategy is illustrated in Figure 6. The battery

voltage is sensed and compared with the reference voltage, then passed through the proportional-integral
(PI) controller and compared with the DC current or using direct DC current reference depending on the
selection of constant voltage (CV) control mode or constant current (CC) control mode. After that, the
signal is passed through the PI controller to obtain the modulation index. At the input terminal, three-phase
source voltages, three-phase source currents are sensed and passed through the αβ-transformation, then
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combined with the PLL block for the calculation of input current. Finally, the VSVM algorithm is applied
to compute the duty cycles for AC–DC MC.
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Figure 4. Switching patterns of C-VSVM (conventional VSVM) for AC–DC matrix converter.
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Figure 5. Switching patterns of proposed VSVM for AC–DC matrix converter under different modulation
index and input current reference angle. (a) Low modulation index; (b) High modulation index.
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Figure 6. Control block diagram of proposed VSVM for AC–DC matrix converter.
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3. DC Current Ripple Analysis

3.1. DC Current Ripple Analysis of C-SVM

In this analysis, the voltage drops by the power devices are neglected and the battery voltage is
assumed constant. The load side model of the converter is given by:

vdc = VBat + L
didc
dt

. (16)

Hence, the DC current ripple in one switching period can be obtained from (16) as follows:

Δidc =
vdc −VBat

L
Ts. (17)

From (17), it is clear that the DC current ripple depends on the instantaneous output voltage vdc
of converter, switching period Ts, and output inductor L. Increasing the size of output inductor or
switching frequency (Ts = 1/ fs) can reduce DC current ripple, however, the size, cost, and switching
losses of converter are increased. These solutions are not preferred in this paper.

In one switching period of C-SVM, two active vectors and one zero vector are used to synthesize
the input current reference vector. DC current ripples of each vector in the sector I are derived by:

Δidc1 =
vab −VBat

L
T1 (18)

Δidc2 =
vac −VBat

L
T2 (19)

Δidc0 =
v0 −VBat

L
T0. (20)

According to the location of input current reference vector in Figure 2 and the bilateral symmetric
switching pattern, the peak-to-peak DC current ripple in one switching period is Δidc0, as shown in
Figures 7a and 8a.
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Figure 7. DC current ripple waveforms under different modulation strategies for AC–DC matrix
converter at high modulation index. (a) C-SVM; (b) C-VSVM; (c) Proposed VSVM.
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Figure 8. DC current ripple waveforms under different modulation strategies for AC–DC matrix
converter at low modulation index. (a) C-SVM; (b) C-VSVM; (c) Proposed VSVM.

3.2. DC Current Ripple Analysis of Proposed VSVM

In one switching period of the proposed VSVM, two active vectors and one or two zero vectors
are used to synthesize the input current reference vector.

DC current ripples of each vector in the virtual sector I are derived by:

Δidc1 =
vab −VBat

L

(Ta

2

)
(21)

Δidc2 =
vac −VBat

L

(Ta

2
+

Tb
2

)
(22)

Δidc3 =
vbc −VBat

L

(Tb
2

)
(23)

Δidc0 =
v0 −VBat

L
T0. (24)

According to the location of the input current reference vector in Figure 3 and the switching
pattern, the peak-to-peak DC current ripples in one switching period are Δidc0 at high-modulation
operation, as shown in Figure 7c, and Δidc2 at low-modulation operation, as shown in Figure 8c.

The goal of VSVM is reducing the switching period of the switching vector, which has the longest
switching period, according the amplitude of input current reference vector in one switching period.

In C-SVM, it can be seen from Figure 2 that the switching period of active vector
→
I 2 is longest and

greater than the switching period of active vector
→
I 1, expressed as:

T2 > T1 (25)

hence
T2 >

T1 + T2

2
(26)

then
T2 >

Ts − T0

2
. (27)

In the proposed VSVM, applying a similar manner as in C-SVM and using (13–15), the switching

period of active vector
→
I 2 is expressed as:

T2 = T1 + T3 (28)
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hence
T2 =

T1 + T2 + T3

2
(29)

then
T2 =

Ts − T0

2
. (30)

As it can be seen from Figure 7, the switching period of zero vector of C-SVM, C-VSVM,

and proposed VSVM is almost the same, however, the longest switching period is active vector
→
I 2

and reduced by VSVM. Thus, the increasing of DC current ripple is lower than in the conventional
strategy, resulting in a reduction in the DC current ripple of VSVM at high-modulation operation.
The proposed switching patterns further reduce the DC current ripple compared with the conventional
switching pattern of VSVM. In addition, the switching period of zero vector is the longest period at
low-modulation operation, thus the optimized switching patterns for zero vector are proposed in this
paper to further reduce the DC current ripple of AC–DC MC. Figure 8 presents the DC current ripples
under different modulation control strategies at low-modulation operation. As it can be seen from
Figure 8, the switching period of zero vector is divided into two intervals by the proposed switching
pattern. Hence, the continuous reduction of DC current is avoided compared with the switching
patterns of C-SVM and C-VSVM, resulting in the reduction in DC current ripple.

4. Simulation and Experimental Results

4.1. Simulation

In order to verify the validity and effectiveness of the proposed control strategy, simulations were
carried out with the parameters in Table 1 using PSIM software. Figure 9 shows the comparison of
three-phase currents, A-phase voltage, DC current, and DC current reference at 6 A. It can be seen that
the proposed VSVM control strategy effectively reduces the DC current ripple of AC–DC MC compared
with C-SVM and C-VSVM strategies in the range of high-modulation operation. Figure 10 presents the
zoom-in on DC current and DC output voltage in one switching period of the sector I under different
modulation control strategies. The switching period of the largest line-to-line voltage vector was
significantly reduced by the proposed VSVM compared with C-SVM. Therefore, the increasing of DC
current is reduced before decreasing when zero vector is applied to the converter. Both switching
patterns of the VSVM methods effectively reduce the DC current ripple. The proposed optimized
switching patterns were applied, and the DC current ripple of AC–DC MC was successfully further
reduced while accurately tracking its reference, which is in agreement with the current ripple analysis
in Figure 7. The peak-to-peak values of the DC current ripples of the C-SVM, the C-VSVM, and
the proposed VSVM operating at a high modulation index are 2.9 A, 2.4 A, and 1.65A, as shown in
Figure 10, respectively. As a result, comparing with the C-SVM and the C-VSVM, the proposed VSVM
can reduce the DC current ripples by 43.1% and 31.25%, respectively.

Table 1. Parameters for AC–DC matrix converter.

Parameters Value

Source phase voltage (vs) 100 V
Source frequency (fi) 60 Hz

Input filter inductance (Lf) 2.5 mH
Input filter capacitance (Cf) 60 μF
Output filter inductance (L) 1 mH
Output filter capacitance (C) 40 μF

Load resistance (R) 20 Ω
Sampling frequency (fs) 10 kHz
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Figure 9. Three-phase currents, A-phase voltage, DC current, and DC current reference under
different modulation strategies for AC–DC matrix converter at high-modulation operation. (a) C-SVM;
(b) C-VSVM; (c) Proposed VSVM.

 
Figure 10. The zoom-in of DC current and DC output voltage under different modulation strategies for
AC–DC matrix converter at high-modulation operation. (a) C-SVM; (b) C-VSVM; (c) Proposed VSVM.

The total distortion harmonics (THD) of A-phase source current of C-SVM and VSVM methods
are shown in Figure 11. The THD value of the proposed VSVM method is slightly higher than that of
the C-SVM method because the four vectors are used to synthesize the input current reference vector
in the proposed VSVM to decrease the dc current ripples, including three active vectors and one zero
vector, compared with two optimal active vectors and one zero vector of the C-SVM. The distance
between the reference current vector and one additional stationary vector used for generating a virtual
vector in the proposed VSVM is larger than that of the C-SVM. Besides, the symmetrical switching
pattern is applied to guarantee low input current distortion in the C-SVM, whereas the proposed
VSVM utilizes unsymmetrical switching patterns to further reduce the dc current ripples. Based on
the above factors, the THD of three-phase currents of the proposed VSVM becomes slightly higher
than that of the conventional methods, at costs of the reduction of the dc current ripples, although the
envelope waveforms of the three-phase input currents are still sinusoidal. The simulation waveforms
of three-phase source currents, A-phase source voltage, DC current, and DC current reference at 2 A
of AC–DC MC under the C-SVM strategy, the C-VSVM strategy, and the proposed VSVM strategy
are illustrated in Figure 12. It can be seen that the effectiveness of the proposed VSVM method in
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the reduction of DC current ripple correctly operates within the whole range of modulation while
maintaining the high performance of AC–DC MC compared with the C-SVM and the C-VSVM
methods. Without the proposed optimized switching pattern at low-power mode, the C-VSVM slightly
reduces ripple compared with the C-SVM. The zoom-in of DC currents, DC output voltages in one
switching period under the proposed VSVM and the C-SVM are presented in Figure 13. The optimized
switching patterns for zero vector are applied when the converter operates at low modulation range.
The switching period of zero vector is rearranged to avoid the continuous decreasing of DC current.
Therefore, the DC current ripple is further reduced by the proposed VSVM strategy, which agrees with
the theoretical analysis in Figure 8. In addition, the peak-to-peak values of the DC current ripples of
the C-SVM, the C-VSVM, and the proposed VSVM at a low modulation index are 3.15 A, 2.88 A, and
2.04 A, respectively. Thus, it can be known that comparing with the C-SVM and the C-VSVM, the
reduction of the DC current ripples by the proposed VSVM can be obtained by 35.23% and 29.17%,
respectively. The transient state performances of AC–DC MC under the C-SVM, the C-VSVM, and the
proposed VSVM methods are illustrated in Figure 14. The proposed method successfully reduces the
DC current ripple in both high- and low-power operation compared with the C-SVM and the C-VSVM
methods. The simulation results show the effectiveness of the proposed method in the reduction of DC
current ripple compared with the conventional methods.

Figure 11. THD (total distortion harmonics) of A-phase source current under different modulation
strategies for AC–DC matrix converter at high-modulation operation. (a) C-SVM; (b) C-VSVM;
(c) Proposed VSVM.

Figure 12. Three-phase currents, A-phase voltage, DC current, and DC current reference under
different modulation strategies for AC–DC matrix converter at low-modulation operation. (a) C-SVM;
(b) C-VSVM; (c) Proposed VSVM.
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Figure 13. The zoom-in of DC current and DC output voltage under different modulation strategies for
AC–DC matrix converter at low-modulation operation. (a) C-SVM; (b) C-VSVM; (c) Proposed VSVM.

Figure 14. Three-phase currents, A-phase voltage, DC current, and DC current reference under
different modulation strategies for AC–DC matrix converter at transient state. (a) C-SVM; (b) C-VSVM;
(c) Proposed VSVM.

4.2. Experiment

In order to validate the effectiveness of the proposed control strategy in a real system, an AC–DC
MC prototype was constructed with six bidirectional switches, which are built by two insulated-gate
bipolar transistors (IGBTs) modules (IXA37IF1200HJ), connected in series with a common emitter
to validate the effectiveness of the proposed VSVM. The proposed strategy is performed by a Texas
Instrument digital signal processor board (TI TMS320F28335). The parameters of the experiment are
the same as in Table 1. Figure 15 shows the comparison of A-phase current, A-phase voltage, battery
voltage, and DC current at 5 A. It can be seen that the proposed VSVM control strategy effectively
reduces the DC current ripple of AC–DC MC compared with the C-SVM strategy in the range of
high-modulation operation. The THDs of A-phase source current of both the C-SVM and the proposed
VSVM methods are shown in Figure 16. The THD of the proposed VSVM method is slightly higher
than the THD of the C-SVM method, this is a trade-off between ripple reduction and increasing
current distortion.

The experimental waveforms of A-phase source current, A-phase source voltage, battery voltage,
and DC current reference at 2 A of AC–DC MC under the C-SVM strategy and the proposed VSVM
strategy are illustrated in Figure 17. Applying the optimized switching patterns for zero vector
at low-modulation operation, the DC current ripple of the proposed VSVM is further reduced
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while maintaining the performance of AC–DC MC compared with the C-SVM. The transient state
performances of AC–DC MC under the C-SVM and the proposed VSVM methods are illustrated in
Figure 18. The proposed method successfully reduces the DC current ripple at both high and low
power range compared with the C-SVM method. The experimental results show the effectiveness of
the proposed method in the reduction of DC current ripple compared with the conventional methods
in the whole range of operation. The assessment of the proposed VSVM method compared with the
conventional methods in terms of the reduction of DC current ripples and the increase in the THD
values of the input currents is shown in Table 2.
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idc

VBat isa vsa 

idc

VBat 

Figure 15. A-phase current, A-phase voltage, battery voltage, and DC current under different modulation
strategies for AC–DC matrix converter at high-modulation operation. (a) C-SVM; (b) Proposed VSVM.
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Figure 16. THD of A-phase source current under different modulation strategies for AC–DC matrix
converter at high-modulation operation. (a) C-SVM; (b) Proposed VSVM.
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Figure 17. A-phase currents, A-phase voltage, battery voltage, and DC current under different modulation
strategies for AC–DC matrix converter at low-modulation operation. (a) C-SVM; (b) Proposed VSVM.
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Figure 18. A-phase currents, A-phase voltage, battery voltage, and DC current under different modulation
strategies for AC–DC matrix converter at transient state operation. (a) C-SVM; (b) Proposed VSVM.
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Table 2. Percentage comparison of reducing DC current ripple and increasing THD value of the
proposed method compared with the conventional methods.

Compared by
Proposed VSVM Method

Percentage of Reducing DC Current Ripple Percentage of Increasing THD

C-SVM 43.1% 30.36%
C-VSVM 31.25% 14.06%

5. Conclusions

In this paper, the virtual space vector modulation control strategy is proposed for the AC–DC
matrix converter to reduce the DC current ripple in the whole range of modulation. The proposed
strategy successfully reduces the DC current ripples by reducing the longest switching period of
the largest active vector and dividing one entire switching period with the five-segment optimized
switching patterns. In addition, the optimized switching patterns for the zero vector are proposed to
further reduce the DC current ripple at low-modulation operations. The THD value of the proposed
VSVM method is slightly higher than that of the C-SVM method, this is a trade-off between the reduced
DC current ripples and the increased input current distortion. The effectiveness of the proposed
strategy was validated by the simulations and the experimental results.
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Abstract: The current practice of Distributed Generation (DG) disconnection for every fault in
distribution systems has an adverse effect on utility and stable power trading when the penetration
level of DGs is high. That is, in the process of fault detecting and Circuit Breaker (CB) reclosing when
a temporary fault occurs, DGs should be disconnected from the Point of Common Coupling (PCC)
before CB reclosing. Then all DGs should wait at least 5 minutes after restoration for reconnection and
cannot supply the pre-bid power in power market during that period. To solve this problem, this paper
proposes a control method that can keep operating without disconnection of DG. This control method
is verified through modeling and simulation by the PSCAD/EMTDC software package for distribution
systems with DGs based on PCS (Power Conditioning Systems) and CB reclosing protection.

Keywords: fault restoration; distribution generation; temporary fault ride-through; voltage control;
inrush current control

1. Introduction

At present, the exhaustion of resources and environmental problems are continuously intensifying
due to the indiscriminate use of fossil fuels. As a result, the Paris Convention, which will replace
the Kyoto Protocol, which is scheduled to expire in 2020, was adopted at the Paris Climate Change
Conference in France in 2015 with a focus on converting renewable energy sources into alternative
energy sources for fossil fuels worldwide. Accordingly, the deployment of Distributed Generation
(DG) based on Power Conditioning Systems (PCS) such as photovoltaic generation and wind power
generation are rapidly increasing worldwide [1,2].

In this way, PCS-based DG without inertia may have some negative effects on reliability and
power quality in power systems if it is introduced on a large scale. In particular, when a temporary
fault occurs in distribution systems with many PCS-based DGs, they should be disconnected from the
Point of Common Coupling (PCC) before Circuit Breaker (CB) reclosing. Then the voltage becomes
unstable. Moreover, all DGs interconnected to distribution systems should wait more than 5 minutes
for reconnection after restoration and cannot supply the pre-bid power in power market during that
period [3,4]. In such a case, power trading cannot be performed, thereby leading to not only economic
damages, but also unstable system operation such as power quality, etc. [5,6].

In this regard, the only existing studies for rapid restoration from faults are as follows: a
multi-stage/multiple micro-grid technique for dividing the islanding operation section [7,8], an islanding
operation method engaging the droop control of the DG when the fault section is isolated [9–13],
a voltage control strategy that involves switching between the grid-connected mode and islanding
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operation mode for the VSC (Voltage-Sourced Converters) type of DGs [14], a Multi Agent System
(MAS) technique for dividing switches, DGs, and load into agents for quick fault restoration [15–20],
and a fault restoration method for minimizing the number of switch operations for load transfer [21].
However, these papers have focused on permanent faults and temporary faults have not been
considered. That is, there are no measures against the voltage problems caused by the opening of CBs
or recloser upon fault occurrence, disconnection of all DGs, and temporary inrush current problems
caused by their reclosing.

On the other hand, in the conventional FRT(Fault Ride Through) regulations for grid code, when
a fault occurs in transmission systems, the time required for fault detection and isolation is around
150 ms to 160 ms, and after that it takes about 2 s to return to the steady-state voltage. Taking this into
consideration, DG should continue to operate within this range [22–26]. Control methods for complying
with FRT operating conditions in which DG keeps operating during an accident are currently proposed
and applied [27,28]. However, when a temporary fault occurs in distribution systems, CB operates
within 5–6 cycles (about 0.1 s) immediately after a temporary fault occurs and then returns to the
steady-state operation by performing CB reclosing within 0.5 s. As this abnormal condition is severe
compared with the fault situation in transmission systems, FRT for temporary faults in distribution
systems could not be considered until now and there were no suggestions to solve it. In addition, there
is a problem with determining whether the fault is temporary or permanent before CB reclosing.

Therefore, in this paper, a temporary fault ride-through method in distribution systems is
proposed. Section 2 describes the method of restoration from a fault in conventional distribution
systems, and Section 3 describes some problems during restoration processes. Section 4 proposes
a control method where all DGs connected to distribution systems can continue to operate even
if a temporary fault occurs. In Section 5, the proposed method is verified through simulation by
PSCAD/EMTDC and analysis.

2. Conventional Restoration Method for Temporary Faults

In distribution systems, the reclosing operation of a CB or RC(Recloser) is applied in order to
determine whether there has been a fault, temporary or permanent [29–31]. The general protection
method in distribution systems is described below.

The protection devices to break fault current in distribution systems are composed of a CB at
the substation outlet and reclosers on distribution lines, which can detect a fault and reclose. In the
following the characteristic operation of a CB and recloser is described.

2.1. CB

The operation of a CB at the substation outlet is carried out and ensured with some relays like
Over Current Relay (OCR), Over Current Ground Relay (OCGR), and reclosing relay. There are
various types of setting methods depending on the configuration of distribution lines. Basically, the CB
acts as back-up protection for recloser downstream on distribution lines and reclosing operation to
decide whether a fault is temporary or permanent. Then the CB retains lock-out and open state for a
permanent fault.

2.2. Recloser

Recloser is generally installed on distribution lines and detects a fault, breaks the fault’s current,
and automatically performs the reclosing operation within a specified time. Reclosing is also applied
because more than 80% of faults are temporary faults that are eliminated by themselves in a temporary
period [32].

If the fault persists, the last reclosing function should be performed, followed by lock-out and open
state. When a fault occurs on distribution lines, the upstream recloser nearest the fault point should
perform the reclosing operation in accordance with specified operation obligation and satisfy the
main or back-up protection relationship with CB at upstream substation. Figure 1 shows an operation
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example of the recloser under the occurrence of a fault between RC1 and RC2—RC1 is opened to break
the fault current supplied from substation.

Figure 1. Configuration of the Circuit Breaker (CB) and Recloser (RC) in distribution systems.

The operating characteristics of a recloser generally operate with Two-Fast Two-Delay (2F2D).
This can be accomplished by two fast trips and two delayed trips in order to eliminate fault or determine
permanent lock-out. Figure 2 illustrates the 2F2D reclosing processes.

Figure 2. Typical Two-Fast Two-Delay (2F2D) operating scheme example of recloser.

3. Critical Problems in Conventional Fault Restoration Method

3.1. Discontinuity of DG Supply by Anti-Islanding Function

One of critical problems in the conventional fault restoration method is that the CB or recloser
is opened when a fault occurs, and all DGs and loads on the stream line of the CB or recloser are
islanding. At this time, for the safety of the human body and the protection of over-voltage due
to the ratio of the power generation to the load, all DGs should detect the islanding state and be
disconnected. In addition, after the fault is eliminated, distribution systems will be restored, and they
will be reconnected after 5 minutes for normal operation based on grid code [32]. Then, DG cannot
supply the pre-bid power to power market.

3.2. Power Quality Problems during Islanding Operation

When a fault occurs in distribution systems, the CB and recloser on distribution lines operate
as shown in Figure 3. In order to prevent the islanding operation of the DG due to the opening of
this recloser, there are several national grid codes as seen in Table 1. Most grid codes require that
the islanding state should be detected and DG disconnected within around 0.5–2 s, considering the
reclosing operation of a CB or recloser. This means that islanding operation may occur for 0.5–2 s after
detecting a fault, which may cause power quality problems such as frequency and voltage fluctuation
beyond permissible ranges and result in equipment damage and human body danger. As shown in
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Figure 3, when the output of aggregated DGs is larger than aggregated loads in the islanding region,
the over-voltage phenomenon occurs in a just few milliseconds after islanding operation, which may
adversely affect loads, equipment, and the human body. In addition, in the case of an under-voltage,
even if the fault is eliminated, a situation in which DG is disconnected occurs.

Figure 3. Configuration of AC grid with distributed generators. DG: Distributed Generation.

Table 1. Anti-islanding requirements in grid codes.

Name Requirements Detection Method

IEEE 1547
IEC 61727 [22,33] Cease to energize within 2 s of the formation of the island Active or Passive

VDE-AR-N 4105
[34] Disconnect in 5 s Active or Passive

BDEW 2008
[35] Network operator may have special requirements Not specified

JEAC 9701-2012
[36]

Detect within 0.5–1.0 s Active

Detect within 0.5 s Passive

KEPCO Guideline
[3] Cease to energize within 0.5 s of the formation of the island Active or Passive

IEEE: Institute of Electrical and Electronics Engineers, IEC: International Electrotechnical Commission, VDE: Verband
Der Elektrotechnik, BDEW: Bundesverband der Energie-und Wasserwirtschaft, JEAC: Japan Electric Association
Code, KEPCO: Korea Electric Power Corporation.

The ratio of DG output to load in the islanding region has the largest influence on voltage problems.
This is an important factor, because the voltage Vis during islanding is determined by the ratio as
follows [37]:

Vis =
Total amount o f power generation

Total amount o f load demand
(1)

The load characteristic can be classified into three types: constant power, constant current,
and constant impedance. Generally, power systems have all three types of load. The voltage Vis of
the islanding condition can be expressed as shown in Equation (2) when DG with constant power is
connected to a load with constant impedance [38,39].

Vis = VL

√√
P2

DG + Q2
DG√√

P2
L + Q2

L

(2)

Vis Voltage amplitude during islanding.
VL Voltage amplitude under steady-state.
PDG Output active power of DG.
QDG Output reactive power of DG.
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PL Active power of load.
QL Reactive power of load.

Equation (2) means that the voltage during islanding is proportional to the square root of the
apparent power ratio of DG to load. The research to solve this problem is currently underway on
the output control of DG when islanding operation occurs. Several papers have applied the output
control through the droop control of DG [11–15]. However, these controls have a slow response to
prevent over-voltage, which rises rapidly due to the output control by the droop characteristic curve.
Therefore, this paper considers that the voltage magnitude is controlled to be 0.5 p.u., which is the
permissible voltage operation range of VRT (Voltage Ride Through), for the voltage problem during
islanding operation generated by Equation (2).

4. Temporary Fault Ride-Through Method

Temporary fault most commonly occurs in distribution systems, and is eliminated before the first
reclosing of the recloser. However, due to recloser opening, the anti-islanding function of DG is triggered,
and all DGs are disconnected. Therefore, this paper proposes a control method to prevent unnecessary
disconnection of DG in the case of a temporary fault. This method is defined as the Temporary Fault
Ride-Through (TFRT), and consists of two controllers—Low/High Voltage Ride Through (L/HVRT) and
Inrush Current Suppressing controller. The former suppresses over/under-voltages during temporary
fault and the latter inrush current due to voltage amplitude and phase difference between both sides of
a CB or recloser at their reclosing time. This control is described below.

4.1. L/HVRT Controller

The L/HVRT Controller controls the voltage to keep it within a permissible VRT range in an over-
or under-voltage situation, which may occur by the ratio of generation to load after recloser opening.
If a temporary fault occurs while operating with active and reactive power reference (Pre f erence, Qre f erence)
in steady-state, the recloser is open and the fault condition, which is unbalanced voltage, is maintained
and after the temporary fault is eliminated, it changes to islanding operation state under balanced
voltage. At this time, as shown in Figure 4a, the output reference d-axis current value of the controller
is controlled through the PI (Proportional-Integral) controller so that the PCC voltage remains within
VRT range. In this paper, the rms voltage VRMS at the PCC is considered to be controlled to maintain
VRMS-reference, namely 0.5 p.u., which is the permissible range of VRT operation of IEEE 1547, regardless
of the ratio of generation to load. At this time, as shown in Figure 4b, active power output is controlled
by the q-axis current value Iq_control, which is the square root of the square of the d-axis current value
Id_control subtracted from the square of the rated maximum current IM of DG to be controlled within the
rated range of the DG output.
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Figure 4. Block diagram of Low/High Voltage Ride Through (L/HVRT) controller. (a) Id Current
Controller; (b) Iq Current Controller.

4.2. Inrush Current Suppressing Controller

When the CB or recloser recloses, inrush current occurs due to the magnitude and phase difference
of voltage between both their terminals. Since the inrush current has a negative effect on the PCS
equipment and feeders, a control method of suppressing the inrush current is necessary. The magnitude
of the inrush current Iinrush is derived as Equation (3) in the equivalent circuit of Figure 5, which is
fed into DG and load. At this time, at the PCC of DG, the derivative value of current Iderivative_max
flowing into DG is measured and multiplied to voltage reference Vd,q_re f erence to be controlled as shown
in Figure 6. Then the output current IDG from DG is shown in the blue line and offsets the inrush
current Iinrush shown in the red line in Figure 5. This control is implemented during a few cycles just
after reclosing.

Iinrush =
VS∠0 − VR∠θ

R + jX
(3)

Figure 5. Equivalent circuit of current flowing in distribution systems with DG and loads.
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Figure 6. Block diagram of inrush current suppressing controller. LPF: Low Pass Filer, S; Differentiator,
DFT: Discrete Fourier Transform.

Iinrush Current amplitude when recloser reclosing.
IDG Current amplitude of DG.
VS Voltage amplitude of substation.
VR Voltage amplitude of DG.
θ Phase difference of substation and DG.

4.3. TFRT Algorithm

The FRT in the conventional grid code allows DG to continue operation without disconnection
in the event of a fault in transmission systems, but under this condition, it cannot be applied in the
event of a temporary fault in distribution systems. This is because the fault conditions of transmission
systems and distribution systems are different, as described in the introduction. Therefore, this paper
proposes a Temporary Fault Ride-Through (TFRT) algorithm so that DG can continue to operate in the
temporary fault condition. The TFRT algorithm using the controller described in Sections 4.1 and 4.2
is shown in Figure 7. If a fault is detected on a feeder, the CB or recloser opens with their first fast
operation, and then DG will run in islanding operation. If the unbalanced voltage continues until the
reclosing operation of the CB or recloser, DG perceives the fault as permanent fault and is disconnected
from the PCC. If the voltage is balanced, DG perceives the fault as a temporary fault and conducts
control to maintain the voltage within a permissible operating range of the VRT. Here, the reference
voltage value VRMS was determined as 0.5 p.u., considering the VRT operating range of IEEE 1547.
When the fault is eliminated and the CB or recloser is reclosed, the proposed controller suppresses
inrush current to minimize severe or critical damages to DG and distribution systems.
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Figure 7. Proposed fault ride-through processing for a temporary fault. PCC: Point of Common Coupling.

5. Simulation and Analysis

In this section, we prove the proposed TFRT algorithm and control method by conducting a
simulation and analyzing the results. Substation, PCS-based DG, load, and controllers were modeled
through the PSCAD/EMTDC software package and the simulation was conducted according to the
scenario set up to verify the continuous operation of DGs during temporary fault and restoration.

5.1. Configuration of Distribution Systems with DGs and Loads

The system configuration is shown in Figure 8, with the substation, distribution line, PCS-based
DG, and loads. In addition, specific information on each model is summarized in Table 2. In the
case of a renewable energy source, a model composed of a current controller is applied using the
d–q-axis current value for MPPT (Maximum Power Point Tracking). The load is considered as constant
impedance and is distributed equally in consideration of the length of the distribution line.
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Figure 8. System model configuration.

Table 2. Specifications of the system model components.

Index Value Remark

154 kV Grid Source

Positive Sequence %Z 0.08 + j 0.99 100 MVA
BasedZero Sequence %Z 0.34 + j 1.69

3-Winding Transformer (154 kV/22.9 kV/6.6 kV)

Rated Power 45/60 MVA

45 MVA
Based

Positive Sequence %X1-2 j 16.16

Positive Sequence %X2-3 j 6.69

Positive Sequence %X3-1 j 25.38

Type Y–Yg –

Distribution Generation (22.9 kV)

Rated Power of DG1 1 MVA (0.5 M × 2)

Rated Power of DG2 2 MVA (0.5 M × 4)

Rated Power of DG3 1 MVA (0.5 M × 2)

Transformer Connection Yg –

Positive Sequence %X j 0.05

5.2. Configuration of Scenario

In the temporary fault scenario, a single-line ground fault on a-phase occurs in 3.0 s and the
recloser on the distribution line trips in 3.1 s. In the case of a temporary fault, the fault lasts for 0.2 s
and at 3.2 s the fault is eliminated. Therefore, the islanding operation period is divided into the one
during 3.1 s to 3.2 s under fault condition and the other during 3.2 s to 3.6 s when the fault is eliminated.
When a fault is cleared and DGs are ready to connect to the system, the recloser recloses in 3.6 s.
Figure 9 shows a temporary fault scenario. In this section, the TFRT method in the case of a temporary
fault is proved but also, in order to analyze the voltage at the moment of a permanent fault of the
control algorithm, we added one scenario for a permanent fault separately from the temporary fault.
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Figure 9. Simulation scenario for a temporary fault.

5.3. Simulation Results and Analysis

This section simulates the controller designed in the previous Section using the programming tool
and analyzes the result. When a permanent fault occurs in a feeder with DG, the voltage waveforms at
the PCC are shown in Figure 10. Therefore, DG perceives a permanent fault and disconnects.

Figure 10. Phase Voltages at the PCC of DGs in the case of a permanent fault, (a) phase voltages at the
PCC of DG2, (b) phase voltages at the PCC of DG3.

Firstly, the simulation waveforms for voltage and current when DG exceeds load are shown in
Figure 10. Figure 10a shows the voltage of the PCC stage of DG2 and DG3. In Figure 11a, voltages
are unbalanced between 3.1 s and 3.2 s. Conversely, as the is fault eliminated after 3.2 s, voltage is
balanced. In this case, over-voltage occurred because the aggregated output of DGs is larger than
the aggregated loads. However, when the proposed TFRT control method is applied, the voltage at
the PCC was maintained at 0.5 p.u. In addition, over-voltage during reclosing of the recloser did not
occur. Figure 11b shows the output current of DG in islanding operation. After 3.2 s, the output of
DG1 upstream of the RC1 recloser does not change. The output currents in DG2 and DG3 remain
constant after the fault is eliminated. However, inrush current occurred temporarily at 3.6 s when
the RC1 recloser is reclosed. To solve this problem, when the proposed inrush suppressing control
method was applied, the output currents of DGs increased and reduced the inrush current flowing
from upstream. As a result, it is confirmed that the method can suppress the inrush current occurring
during the reclosing period.
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Figure 11. Comparison of the voltage and current with and without Temporary Fault Ride-Through
(TFRT) control methods when the aggregated output of DGs is greater than the aggregated loads.
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Secondly, voltage and current waveforms are shown in Figure 12 when the aggregated loads
are greater than the aggregated output of DGs. As above, after the fault is eliminated, control was
implemented when the voltage is balanced. If control is not implemented, the voltage is less than 0.5 p.u.
In this case, a fault is eliminated, but DG is disconnected as it is outside the permissible operating
range of the VRT. However, when the voltage is controlled at 0.5 p.u. using the proposed voltage
control algorithm, after the fault is eliminated, the voltage kept a constant within the permissible range
so that DG2 and DG3 can continue to operate. In the case of current, the inrush current is reduced
as shown in Figure 12b using the proposed control method. Since the voltage is raised to maintain a
voltage within the permissible range, the current was also higher than before the control.

Figure 12. Cont.
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Figure 12. Comparison of the voltage and current with and without TFRT control methods when the
aggregated loads are greater than the aggregated output of DGs.

As seen from the above simulation results, if a fault is permanent or temporary can be decided
according to whether the output voltage of DG is balanced or not. In the case of a permanent fault
where the output of voltage of DG is not balanced, DG is disconnected. In the event of a temporary
fault where the output voltage is balanced, it was proofed that DG can maintain the voltage within the
VRT permissible voltage range by maintaining a constant voltage regardless of the amount generation
and load. It was also proofed that the inrush current during the reclosing of the CB or recloser is lower
than without TFRT. Simulation results show that the proposed TFRT method can work effectively for
temporary faults in distribution systems.

6. Conclusions

The hosting capacity of power distribution systems for introducing DGs based on PCS such as
renewable energy sources is increasing, and the number of rotor-based power plants is being reduced.
This tendency makes the stability and power quality in power systems critical, especially in the event
of a temporary fault in distribution systems. As a result, the large increase of DG deployment may
lead to not only economic damage, but also system operation problems.

To solve these problems, the TFRT method is proposed. That is, at first, it is determined whether a
fault in distribution systems is temporary or permanent. Then DG is disconnected for a permanent
fault and continues to operate for a temporary fault by applying the proposed TFRT method. It was
verified using the PSCAD/EMTDC software package that the TFRT method can control DGs to keep
operating even if a temporary fault occurs. Also, it can control current and voltage to prevent damage
due to over-/under-voltage and over-current occurred by the reclosing of the CB or recloser.TDC
programming tool. proposed e as under/over- voltage occurred.

Finally, it is expected that the proposed TFRT method can improve the reliability and stability of
distribution systems and is included in current grid code worldwide through further research.
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Abstract: Recently, isolated microgrids have been operated using renewable energy sources (RESs),
diesel generators, and battery energy storage systems (BESSs) for an economical and reliable power
supply to loads. The concept of the complementary control, in which power imbalances are managed
by diesel generators in the long time scale and BESSs in the short time scale, is widely adopted in
isolated microgrids for efficient and stable operation. This paper proposes a new complementary
control strategy for regulating the frequency and state of charge (SOC) when the system has multiple
diesel generators and BESSs. In contrast to conventional complementary control, the proposed control
strategy enables the parallel operation of diesel generators and BESSs, as well as SOC management.
Furthermore, diesel generators regulate the equivalent SOC of BESSs with hierarchical control.
Additionally, BESSs regulate the frequency of the system with hierarchical control and manage their
individual SOCs. We conducted a case study by using Simulink/MATLAB to verify the effectiveness
of the proposed control strategy in comparison with conventional complementary control.

Keywords: isolated microgrid; renewable energy source; diesel generator; battery energy storage
system; hierarchical control

1. Introduction

Currently, with abundant natural resources in remote areas, numerous renewable energy sources
(RESs) including photovoltaic (PV) and wind power are integrated into small isolated grids [1,2].
RESs have advantages in terms of cost effectiveness and environmental impact, but they can degrade
the system stability through, for example, frequency fluctuations. Furthermore, since isolated grids
generally have small inertia compared to large transmission networks, the intermittent outputs of RESs
induce large frequency fluctuations [3]. These problems evoke the transition from conventional isolated
grids, which have been operating with diesel-powered generators alone, to isolated microgrids which
include battery energy storage systems (BESSs) in addition to the thermal generators [4]. In contrast
to grids supported solely by slow diesel generators, the frequency can be regulated much more
tightly with BESSs because they have short response times [4–6]. However, for utilizing BESSs as
frequency-supporting resources in an isolated microgrid, the state of charge (SOC) of the BESSs must
be managed efficiently because the capacity of batteries is limited [7].

To overcome the slow response of diesel generators and limited capacity of BESSs, complementary
control schemes with diesel generators and BESSs for signals of different time scales were
proposed [7–10]. With complementary control, diesel generators compensate for long-time-scale
energy imbalances, while BESSs compensate for short-time-scale energy imbalance. As BESSs only

Energies 2019, 12, 1614; doi:10.3390/en12091614 www.mdpi.com/journal/energies84
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compensate for frequent active power imbalances in the complementary control scheme, batteries
with a relatively small capacity are required for frequency regulation in an isolated microgrid.
Additionally, the system operator can efficiently take advantage of the attributes of diesel-powered
thermal generators efficiently because diesel generators are used to compensate for long time-scale
fluctuations [11]. As shown in Figure 1, complementary control strategies can be classified into
three categories: (1) coordinated droop control (CD) [8], (2) control based on frequency distribution
techniques (FD) [9,10], and (3) coordinated SOC and frequency control (CSF) [7].
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Control
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(c)

Control
(Droop only)

Figure 1. Complementary control methods with diesel generator and battery energy storage system
(BESS) for system imbalance: (a) coordinated droop control (CD); (b) control based on frequency
distribution techniques (FD); (c) coordinated state of charge (SOC) and frequency control (CSF).

In the CD method, diesel generators and BESSs regulate frequency with droop control. Additionally,
for eliminating steady-state error resulting from droop characteristics, supplementary control is
implemented in diesel generators [8], which implies that BESSs are only responsible for short-time-scale
active power imbalances and diesel generators are responsible for imbalances of both time scales. In the
FD method, filters, such as the wavelet transform [9] and discrete Fourier transform [10], are used for
clearly dividing power imbalances of long and short time scales. After dividing power imbalances
of different time scales, long and short time-scale imbalances are controlled by diesel generators
and BESSs, respectively [9,10]. However, although imbalances of long and short time scales can be
regulated complementarily by using the CD and FD methods, the SOC of BESSs is difficult to be
managed because the energy stored in BESSs is not considered in these methods.

In the CSF method, which was proposed in [7], the grid frequency is rapidly regulated by a BESS,
while a diesel generator controls the SOC of the BESS for capacity management which can lower the
required capacity of batteries. With information only about the SOC of the BESS, the system can not
only regulate short and long time-scale imbalances complementarily, but also manage the SOC of the
BESS. However, the authors of [7] only focused on isolated microgrids featuring only one BESS and
one diesel generator. For expanding the scale and enhancing the reliability, a system with several
BESSs and diesel generators should be considered. However, it is difficult to apply the CSF method
for multiple BESSs and diesel generators because the parallel operation of such devices and the SOC
management of individual BESSs were not considered in the previous research.

In the present paper, we propose a new CSF control strategy for multiple BESSs and diesel
generators in an isolated microgrid. In the proposed method, diesel generators manage an equivalent
SOC, which represents the SOCs of all BESSs, with a hierarchical control scheme. BESSs control the
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frequency of the system with a hierarchical control structure, and a self SOC control mechanism
of each BESS is proposed. Finally, a case study with the data of a real isolated microgrid in South
Korea demonstrates the effectiveness of the proposed control method compared to conventional
complementary control. The case study verifies that the proposed control method can regulate
the frequency and individual SOCs of BESSs and enable the parallel operation of diesel generators
and BESSs.

2. System Configuration and Control Strategy

2.1. Configuration of the Test System

As a test system, we utilize the Geocha Island network, which will be constructed as an actual
isolated microgrid in South Korea. Geocha Island has been organized for an isolated microgrid with
PV units, wind generation units, three diesel generators, and two BESSs. Figure 2 shows the planned
structure of the Geocha Island microgrid system, including detailed information. All information about
the system was obtained from the Korean Electric Power Corporation (KEPCO) and [12]. The nominal
system frequency and voltage are 60 Hz and 6.9 kV, respectively.
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Figure 2. System configuration of the Geocha Island microgrid.

2.2. Control Strategy of the System

Although the conventional CSF has many advantages for controlling frequency and SOC, it cannot
be adopted in the system with multiple diesel generators and BESSs, similarly to isochronous mode in
a conventional power system. For applying the concept of previous CSF to multiple generators and
BESSs, we suggest a new CSF method for parallel operation. Table 1 shows the comparison between
conventional and proposed CSF methods.

Table 1. Comparison between conventional and proposed CSF methods.

Control Method
Parallel Operation of

Diesel Generators
Parallel Operation of BESSs Frequency Control SOC Control

Conventional CSF X X O 
 (Single)
Proposed CSF O O O O (Multiple)

The proposed control strategy is summarized as follows. (1) RESs are operated by the maximum
power point tracking (MPPT) algorithm for maximizing the use of RESs. (2) Diesel generators are
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operated to manage the energy stored in BESSs by utilizing the proposed hierarchical control scheme.
(3) BESSs operate in a hierarchical manner to control the grid frequency. (4) The SOCs of individual
BESSs are managed by the proposed self SOC controller (SSC). Figure 3 shows the entire control
strategy of the proposed method applied to the Geocha Island microgrid system. The frequency can
be regulated from the frequency controllers of BESSs. While the frequency is regulated by BESSs,
the individual SOCs of BESSs deviate from their reference values. For restoring the SOCs of all BESSs,
the equivalent SOC, SOCeq, which represents the SOCs of all BESSs, is controlled by diesel generators.
Because only the total energy of all BESSs is considered in diesel generators, an additional controller is
adopted in BESSs for restoring the individual SOCs. The detailed scheme of the proposed controllers
is presented in the next sections.
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System
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f f control SO
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eq

SOC(1)

Self SOC control

SOCeq
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SOC(k)

Supplying active power
(By MPPT)

Information Transfer
Control Process

Figure 3. Proposed control strategy for the Geocha Island microgrid.

3. Proposed Control Strategy of Diesel Generators

In the previous CSF method of [7], a diesel generator regulates the SOC of a single BESS. However,
there is no target variable for multiple BESSs because each BESS has a different SOC and capacity.
To manage the SOCs of all BESSs, we propose the concept of SOCeq, which can be defined from the
definition of SOC [13] as follows:

SOCeq =
Current Energy

Rated Energy Capacity
=

n∑
k=1

E(k)

n∑
k=1

Erate(k)
=

n∑
k=1

Crate(k)Vdc(k)SOC(k)

n∑
k=1

Crate(k)Vdc,rate(k)
, (1)

where n is the total number of BESSs, E(k) is the stored energy (Wh), Erate(k) is the rated energy (Wh),
Crate(k) is the rated capacity (Ah), Vdc(k) is the dc voltage of the battery (V), Vdc,rate(k) is the rated dc
voltage of the battery (V), and SOC(k) is the SOC of the k-th BESS. By regulating SOCeq with respect to
its reference value, SOC*eq, the energy stored in all BESSs can be maintained, and energy imbalance is
regulated by diesel generators in the long time scale. Similar to the SOCeq in (1), SOC*eq can be derived
from the reference SOC values of individual BESSs.
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3.1. SOCeq Control Scheme for Single Diesel Generator

Firstly, we verify that SOCeq can be regulated by a single diesel generator in an isolated microgrid
with multiple BESSs. By differentiating (1), we obtain

(
n∑

k=1

Crate(k)Vdc(k))
d(SOCeq)

dt
=

n∑
k=1

Crate(k)Vdc(k)
d(SOC(k))

dt
. (2)

From [13], the SOC of the k-th BESS can be expressed as follows:

SOC(k) = SOC0(k) −
∫

PBESS(k)
Vdc(k)Crate(k)

dt, (3)

where SOC0(k) is the initial value of SOC and PBESS(k) is the active power of the k-th BESS. By taking
the derivative of (3), we obtain

dSOC(k)
dt

= − PBESS(k)
Crate(k)Vdc(k)

. (4)

By substituting (4) into (2) and under the assumption that Vdc(k) is almost constant and equal to
the rated value within the normal SOC region [7], the derivative of SOCeq can be expressed as follows:

d(SOCeq)

dt
= − (PBESS(1) + . . .+ PBESS(n))

(
n∑

k=1
Crate(k)Vdc,rate(k))

. (5)

To satisfy the power-balance equation of an isolated microgrid, the summation of the total active
power outputs of the BESSs and diesel generator should be equal to the active power of net load.

PBESS(1) + . . .+ PBESS(n) + Pd = Pnet,load, (6)

where Pd is the active power output of the diesel generator and Pnet,load is the net load including the
uncontrollable outputs of RESs, loads, and system losses.

For a single diesel generator, the isochronous control mode can be adopted for frequency regulation
in a conventional power system [14,15]. Likewise, in the proposed method, a single diesel generator
operates in the isochronous mode for SOCeq control. Figure 4 represents the proposed SOCeq control
structure for a single diesel generator, including a corresponding plant model from (5) and (6). Since the
plant model between the diesel output and SOCeq is a first-order system as shown in Figure 4,
a proportional integral (PI) controller can be adopted for SOCeq control [16].

1
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k=1
 +-
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Engine
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Controller
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Figure 4. Plant model of the isochronous mode of the diesel generator.

3.2. SOCeq Control Scheme for Multiple Diesel Generators

In a power system with multiple synchronous generators, a hierarchical frequency-control
structure is utilized to prevent hunting effects on the frequency and inaccurate power sharing between
generators at the steady-state [15]. Similarly, we propose a hierarchical control structure for multiple
diesel generators to regulate SOCeq. Owing to the proposed hierarchical control, SOCeq can be regulated
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stably, and accurate power sharing between diesel generators at the steady-state is possible. Figure 5
shows the concept of the proposed hierarchical control structure for multiple diesel generators.
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Figure 5. Hierarchical SOCeq control of diesel generators: (a) droop; (b) supplementary control.

Firstly, we introduce the SOCeq–P droop-control strategy for primary responses of SOCeq regulation
and power sharing between diesel generators. As shown in Figure 5a, when an unexpected system
variation occurs, SOCeq deviates from the reference value, SOC*eq. Based on the droop characteristic,
the active power outputs of diesel generators increase (or decrease) from the reference value of the
active power output of the i-th diesel generator, P*d(i). Eventually, SOCeq can be saturated at the
point where the active power is balanced (red dot in Figure 5), and the BESSs make zero active power.
The droop coefficient of the i-th diesel generator can be defined based on the slope in Figure 5a and
represented by Rd(i) (i = 1, 2, and 3 for the target network).

Owing to the innate characteristics of the droop controller, steady-state error exists between
the saturated value and the target reference value, ΔSOCeq. To restore SOCeq to its corresponding
reference SOC*eq, supplementary control for secondary responses is provided as shown in Figure 5b.
By integrating the concepts of the droop controller in Figure 5a and the supplementary controller in
Figure 5b, we develop the proposed hierarchical control structure including the plant model between
the active power of diesel generators and SOCeq, as shown in Figure 6, where Pf (i) is the participation
factor, Tv(i) is the time constant of the valve actuator, and Td(i) is the time constant of the diesel engine
for the i-th diesel generator. The supplementary controllers are implemented with a PI controller for
eliminating the steady-state error and participation factor for determining the sharing ratio. Similar to
the conventional load frequency control structure, the supplementary controller must be operated to
respond slower than the droop controllers [15] in diesel generators.
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Figure 6. Plant model for the hierarchical control scheme of multiple diesel generators.
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4. Control Strategy of Battery Energy Storage Systems (BESSs)

4.1. Frequency Control Scheme for Multiple BESSs

When a single BESS controls the frequency of the system, a converter is operated in the grid-forming
mode to control the frequency directly. The detailed scheme of the grid-forming mode is shown
in [16,17]. To regulate the grid frequency when using multiple BESSs with grid-forming converters,
hierarchical control for frequency regulation can be utilized [18,19]. For the primary response, the P-f
droop control method is adopted for the parallel operation of BESSs, as shown in Figure 7a. Additionally,
for secondary response, as shown in Figure 7b, a supplementary controller including an integrator is
exploited to eliminate the steady-state error of frequency generated from droop control.

Active Power

Freq.

P*BESS(k)

f0
Droop control

Active Power

Supplementary
control

(a) (b)

Freq.

f0

Rb(k) Rb(k)

f0-Δf f0-Δf

P*BESS(k)+ΔPBESS(k) P*BESS(k) P*BESS(k)+ΔPBESS(k)

 
Figure 7. Hierarchical frequency control of BESSs. (a) Droop and (b) supplementary control.

In Figure 7, f 0 is the nominal frequency, P*BESS(k) is the reference active power, and Rb(k) is the
droop constant of k-th BESS.

4.2. Self State of Charge (SOC) Controller for Individual BESSs

Frequency can be regulated almost perfectly by utilizing BESSs, and SOCeq can be maintained
at the desired reference value with diesel generators. However, the management of individual
SOCs cannot be guaranteed by exploiting the controllers presented in the previous sections, because
only the total energy of BESSs is considered in diesel generators. In addition, from the integral of
supplementary frequency controllers, the power sharing between BESSs is not guaranteed from the
desired value [18,19]. Therefore, the individual SOCs of BESSs should be controlled at their reference
values by themselves with an additional controller. To regulate the individual SOCs of BESSs at the
reference values, we develop SSC for restoring the individual SOCs. Since the BESSs are operated by
grid-forming converters, which control the frequency of their terminals, BESSs should regulate their
SOCs by adjusting their terminal frequencies. To validate the necessity of SSC, a simplified circuit for
BESSs, as shown in Figure 8, is first investigated.

kth
BESS

Bus k

|V(k)| θ(k) |Vbus(k)| θbus(k) 
PBESS(k) 

X(k) 
 

Figure 8. Simplified single line diagram between a terminal node and the main bus of the k-th BESS.

In Figure 8, X(k) is the reactance component of the transformer, ∠θ(k) and |V(k)| are the phase angle
and magnitude of ac voltage at the terminal node of the k-th BESS, and ∠θbus(k) and |Vbus(k)| are the
phase angle and magnitude of ac voltage at the bus connected to the k-th BESS. As reactance is much
larger than the resistance in the transformer [20], the transformer is modeled by a single reactance.
From Figure 8, the active power output of the k-th BESS can be approximated as follows [21]:
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PBESS(k) =

∣∣∣V(k)
∣∣∣∣∣∣Vbus(k)

∣∣∣(∠θ(k) − ∠θbus(k))

X(k)
. (7)

From (4) and (7), the SOC of the k-th BESS can be expressed as follows:

dSOC(k)
dt

= − 1
Crate(k)Vdc,rate(k)

∣∣∣V(k)
∣∣∣∣∣∣Vbus(k)

∣∣∣(∠θ(k) − ∠θbus(k))

X(k)
, (8)

with the assumption that the entire system except the k-th BESS is constant, the derivative of the phase
angle for bus k is zero. By differentiating (8), we can obtain:

d2SOC(k)
dt2 = − 2π

∣∣∣V(k)
∣∣∣∣∣∣Vbus(k)

∣∣∣
Crate(k)Vdc,rate(k)X(k)

f (k), (9)

where f (k) is the frequency output of the k-th BESS. As the plant model between the frequency and
SOC of the k-th BESS is a second-order system, each BESS can regulate its SOC by itself with a PI
controller [16].

The purpose of SSC is to restore the SOC of the k-th BESS to its corresponding reference value,
SOC*(k). However, as diesel generators respond slowly compared to BESSs, the transient difference
between SOCeq and its reference value, SOC*eq, should be considered in SSC. Therefore, in SSC,
the reference value for the SOC of the k-th BESS must be modified as follows:

SOCre f (k) = SOC∗(k) + SOCeq − SOC∗eq. (10)

where SOCref(k) is the adjusted reference value of SOC(k) considering the transient state. Note that
SOCref(k) and SOC*(k) eventually become equal in the steady state because SOCeq is regulated to SOC*eq

by diesel generators in the long time scale. Figure 9 shows the total control structure of the k-th BESS
including inner control loops [14,17], the hierarchical frequency controller, and SSC.
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Figure 9. Proposed controller of BESS for frequency and self state of charge (SOC) recovery.

In Figure 9, I(k) is the line current from the kth BESS, V(k) is the terminal voltage, Iout(k) is the
line current to the terminal node, L(k) and Cf(k) are the filter components, θ*(k) is the reference phase
angle for the modified reference frequency value, and u(k) is the modulating signal of the k-th BESS.
Superscripts d and q indicate the dq components of corresponding variables.
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The reference frequency value and θ*(k) are determined from the hierarchical frequency controller
and SSC. The dq components of the reference voltage are derived from the reference value of voltage
magnitude, Vd*(k), and θ*(k). Finally, the terminal voltage of the k-th BESS is regulated to the reference
value via a nested voltage and current control loop, as shown in Figure 9. Through the entire control
loop, the frequency and SOC of each BESS are regulated.

4.3. Maintaining Desired Active Power Outputs of BESSs by the Linear Time-Varying SOC Control

By regulating SOCs as the linear time varying value, the BESSs can be controlled as the desired
level of active power outputs [7]. In other words, while BESSs control frequency, they can maintain the
scheduled or dispatched active power. From integrating (4), to make the active power of k-th BESS as
the reference value P*BESS(k), SOC reference value can be determined as:

SOC ∗ (k) =
∫
− P ∗BESS (k)

Crate(k)Vdc(k)
dt, (11)

As P*BESS(k) is desired constant value, SOC reference has the linear time varying value from (11).
Through controlling SOCs as the linear time varying reference values as (11), BESSs can maintain the
desired active power outputs.

5. Case Study

The isolated microgrid shown in Figure 2 was modeled and simulated by Simulink/MATLAB for
the case study. All converters for RESs and BESSs in the system consisted of two-level half-bridge
(HB) converters with switch models. Sine-pulse width modulation (SPWM) with switching frequency
of 2 kHz was adopted to generate gate signals of switch model converters. The PV generator model
consisted of photovoltaic source and converter [22]. The PV converter was controlled by the MPPT
algorithm and inner dc voltage and current control loop. For MPPT, the perturbation and observation
(P&O) algorithm in [23] was utilized and reference value of dc voltage was determined. To control
the dc voltage of photovoltaic source as the reference value, the nested dc voltage and current control
loops in [17] were used. On the other hand, the wind generator consisted of a permanent magnetic
synchronous generator (PMSG), wind turbine, machine side converter, and grid side converter [22].
We utilized a permanent magnet synchronous generator model provided by Simulink/MATLAB.
Wind turbine and controllers of the machine and grid side converters were modelled by the same
procedure of [17]. The detailed parameters of the diesel generators and BESSs are listed in Tables 2
and 3. For voltage control, conventional reactive power (Q)—magnitude of the ac voltage (Vac) droop
method was adopted in diesel generators and BESSs [24]. Q–Vac droop constants for three diesel
generators were 0.05/20 (Vp.u./kVar) respectively and Q–Vac droop constant for BESS 1 was 0.05/250
(Vp.u./kVar) and for BESS 2 was 0.05/125 (Vp.u./kVar). As the reactive power and magnitude of ac
voltage were not the major concern of this paper, we just adopted the conventional method in [24].

The capacity of BESSs was scaled down from its real values, 500 and 300 kWh, by a factor of 1/100
in the simulation to illustrate the variation of SOCs clearly. The supplementary controllers of diesel
generators have a sample time of 0.5 s to ensure slower response compared to the droop controller.
Other components including transformers, lines, and loads were modeled with the parameters shown
in Figure 2. Considering the fact that the efficiency of batteries is dependent on SOC level [25,26],
we assumed that BESS 1 and 2 have the highest efficiency at 60% and 40% of SOCs, respectively.
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Table 2. Control parameters in the conventional and proposed method.

Control Method Type Parameter Symbol Value

Conventional Method
Diesel Generators

Droop gain Rd(1), Rd(2), Rd(3) 4.8/150 Hz/kW

PI gain for suppl. control
kP,sup(1) + kI,sup(1)/s,
kP,sup(2) + kI,sup(2)/s 60,000 + 45,000/s

Participation factor Pf (1), Pf (2), Pf (3) 1/3

BESSs Droop gain Rb(1), Rb(2) 0.6/250, 0.4/150 Hz/kW

Proposed Method

Diesel Generators

Droop gain Rd(1), Rd(2), Rd(3) 5/150%/kW

PI gain for suppl. control kP,d + kI,d/s, 30,000 + 22,500/s

Participation factor Pf (1), Pf (2), Pf (3) 1/3

BESSs

Droop gain Rb(1), Rb(2) 0.6/250, 0.4/150 Hz/kW

PI gain for suppl. control kP,s(1) + kI,s(1)/s, kP,s(2)
+ kI,s(2)/s 0 + 500/s, 0 + 100/s

PI gain for self SOC control kP,SSC(1) + kI,SSC(1)/s,
kP,SSC(2) + kI,SSC(2)/s 20 + 5/s

SOC reference value SOCref(1), SOCref(2) 60%, 40%

Table 3. Parameters of diesel generators and BESSs for the internal controllers.

Type Parameter Symbol Value

Diesel Generators
Valve-actuator time constant Tv(1), Tv(2), Tv(3) 0.05 s

Diesel-engine time constant Td(1), Td(2), Td(3) 0.5 s

BESSs

Filter components Lf(1), Lf(2), Cf(1), Cf(2) 0.14 mH, 0.25 mH
4.8 mF, 3.4 mF

Voltage-control PI gain kP,v(1)+ kI,v(1)/s, kP,v(2)+ kI,v(2)/s 3 + 500/s, 3 + 1000/s

Current-control PI gain kP,c(1) + kI,c(1)/s, kP,c(2)+ kI,c(2)/s 32 + 300/s, 35 + 200/s

Rated battery capacity Crate(1), Crate(2) 5000/710, 3000/650 Ah

Nominal battery voltage Vdc,rate(1), Vdc,rate(2) 710, 650 V

Initial SOC SOC0(1), SOC0(2) 60%, 40%

5.1. Case 1: Step Load Change with the Conventional and Proposed Control Method

In Case 1, to verify the effectiveness of the proposed strategy, the proposed method was compared
to the CD method for the step load change. As CD method can be adopted in the system with multiple
diesel generators and BESSs, has been widely adopted in many researches [27,28], and was the original
control method in Geocha Island, we selected CD method for comparison. Before 10 s, all loads except
the load at bus 7 were connected. After 10 s, the load at bus 7 was connected to the system. The active
power consumption for loads was constant, as shown in Figure 2. The active power generated by the
PV and wind generators was constant at 80 and 75 kW respectively. SOC reference values for BESS 1
and 2 were 60% and 40%, respectively.

Figure 10 shows the responses of frequency and SOCeq in the conventional and proposed methods.
As shown in Figure 10a, the frequency eventually maintains its rated value irrespective of the control
method. However, while the conventional control method takes approximately 20 s to restore frequency,
the proposed control takes less than 2 s, as shown in Figure 10a. BESSs are exploited for frequency
restoration in the proposed scheme, while diesel generators are used for the conventional method.
For this reason, the performance of frequency regulation is much better in the proposed method than
the conventional method. Furthermore, as shown in Figure 10b, SOCeq can be constant in both methods
because long-time-scale energy imbalances are compensated for by diesel generators. However,
as SOC management is not considered in the conventional method, SOCeq deviates from the reference
value. On the other hand, SOCeq is regulated at the reference value by using the proposed strategy.
This implies that BESSs with a relatively small capacity are required with the proposed method.
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Figure 10. Frequency and SOCeq in the conventional and proposed methods: (a) frequency; (b) SOCeq.

Figure 11 shows the active power of diesel generators and BESSs in the conventional and proposed
methods. In both methods, diesel generators share the load equally at the desired power-sharing ratio,
as shown in Figure 11a, and BESSs make zero output equally as desired, as shown in Figure 11b. In the
proposed method, parallel operation and power sharing of diesel generators and BESSs are possible,
as desired.
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Figure 11. Active power in the conventional and proposed methods: (a) diesel generators; (b) BESSs.

5.2. Case 2: Step Load Change with and without Self SOC Controller (SSC)

In Case 2, the loads, PV generation, and wind generation are the same as in Case 1. To verify
the necessity of SSC, the responses of BESSs with and without SSC were compared. SOC reference
values for BESS 1 and 2 were 60% and 40%, respectively. Figure 12 shows the frequency and SOCeq

with and without SSC. In both cases, the responses of the frequency and SOCeq are almost identical,
which implies that, except for the individual SOCs of BESSs, the SSC hardly affects the performance of
the system.
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Figure 12. Frequency and SOCeq of BESSs in Case 2: (a) frequency; (b) SOCeq.

Figure 13 shows the individual SOCs of BESSs in the proposed control with and without SSC.
Although SOCeq is regulated at the reference value irrespective of whether SSC is applied, the SOC of
each BESS in the proposed control with and without SSC has different responses. In the case without
SSC, the SOC of each BESS deviates from its corresponding reference value. This phenomenon is
similar to the occurrence of a circulating current, in which summation is equal to the desired value but
individual components have different sign [29]. In the proposed control with SSC, the SOC of each
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BESS can be restored to its reference value. Thus, SSC is necessary to maintain the individual SOCs of
BESSs. Furthermore, as SOCs of BESS 1 and 2 are maintained as 60% and 40% respectively, we can
utilize BESSs at their highest efficient points with SSC.
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Figure 13. SOC of each BESS in Case 2: (a) BESS 1; (b) BESS 2.

5.3. Case 3: Fluctuation of Renewable Energy Sources (RESs) with the Conventional and Proposed
Control Method

In Case 3, to verify the robustness of the system with the proposed control, fluctuations of the
outputs of RESs were simulated when applying the proposed and conventional CD methods. The loads
were constant, as shown in Figure 2. SOC reference values for BESS 1 and 2 were 60% and 40%,
respectively. PV generation and wind generation were varied, as shown in Figure 14.
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Figure 14. Variation of the active power of photovoltaic (PV) and wind generation in Case 3: (a) PV;
(b) wind.

Figure 15 shows the frequency and SOCeq. As shown in Figure 15a, the frequency is fluctuated by
the intermittent outputs of RESs with the conventional method. However, with the proposed method,
the frequency is near the nominal value and can be controlled quickly. In addition, as shown in
Figure 15b, while SOCeq deviates from the reference value with the conventional method, the proposed
method maintains SOCeq near the reference value with a small fluctuation, which was due to the slow
response of diesel generators. These results imply that the proposed method can make the system
robust and improve its reliability, even with a high penetration of RESs.
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Figure 15. Frequency and SOCeq in Case 3: (a) frequency; (b) SOCeq.
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Figure 16 shows the individual SOCs of BESSs. As shown in Figure 16, while the SOC of each
BESS deviates from the reference value in the conventional method, the SOC of each BESS is near the
reference value in the proposed method, similar to SOCeq in Figure 15b. Thus, the proposed method
can manage not only SOCeq but also the SOC of each BESS. Even if a large power fluctuation occurred
in the system, the individual SOCs of BESSs can be maintained and bounded tightly. This implies that
batteries with a relatively small capacity are required, even with a high penetration of RESs, when the
proposed method is adopted.
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Figure 16. SOC of each BESS in Case 3: (a) BESS 1; (b) BESS 2.

5.4. Case 4: Consideration of Communication Delays

In Case 4, we verify the performance of the proposed method when communication delays are
considered. When diesel generators control SOCeq and SSCs of BESSs are operated, the information
of SOCeq is required. Because capacities of BESSs are constant, only simple communication lines for
transmitting information of SOCs are required. In the case of Geocha Island microgrid, diesel generators
and BESSs are located in the same station as shown in Figure 3. For this reason, communication delay
can be ignored in Geocha Island microgrid. However, to adopt the proposed control method in other
islanded microgrids where BESSs and diesel generators are far away from each other, we have to verify
the performance of the proposed method when communication delays exist. The communication
delays range from several milliseconds to about 100 ms in the wide area measurement/monitoring
system for the large scale power system [30], hence, communication delays in islanded microgrids may
be smaller than 100 ms. To verify the possibility for application of the proposed method, we tested the
system when communication delays were 0, 50, and 100 ms. All other conditions are the same as Case
1. Figure 17 shows frequency and SOCeq of the proposed method with 0, 50, and 100 ms delay when
load change occurred at 10 s.
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Figure 17. Frequency and SOCeq in Case 4: (a) frequency; (b) SOCeq.

As shown in Figure 17, if communication delays are prolonged, saturation time of frequency
and SOCeq takes a little longer. However, regardless of communication delays, frequency and SOCeq

are eventually saturated. To ensure that individual SOCs of BESSs can be controlled even with
communication delays, Figure 18 shows individual SOCs of BESSs.

As shown in Figure 18, if communication delays are prolonged, SOCs of BESSs are a little
more slowly saturated. But, SOCs of BESSs can be regulated as the reference values regardless
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of communication delays. Therefore, the proposed method can be implemented in other islanded
microgrids where communication delays should be considered.
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Figure 18. SOC of each BESS in Case 4: (a) BESS 1; (b) BESS 2.

5.5. Case 5: Regulating Active Power of BESSs by the Linear Time-Varying Control of SOCs

In Case 5, to verify that the active power outputs of BESSs can be controlled as the desired values,
we provided continuous responses of BESSs and diesel generators for linear time-varying control of
SOCs of which reference values were determined by the active power references. All loads and wind
and PV generation are the same as Case 1. Before 30 s, active power references, P*BESS(1) and P*BESS(2)
were 20 and −10 kW (negative sign means that BESS was charged), respectively. After 30 s, P*BESS(1)
and P*BESS(2) were 30 and 10 kW. According to determining active power references, SOC reference
values were decided as shown in (11). Figure 19 shows SOCs and SOC reference values of BESSs.
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Figure 19. SOCs and SOC reference values of BESSs in Case 5: (a) BESS1; (b) BESS2.

As shown in Figure 19, by the active power reference values, the linear time-varying SOC reference
values are determined. The slopes of SOC reference values are varied when the active power references
are changed. Regardless of the slopes of SOC reference values, the SOCs of BESSs can be controlled
as the reference values. To verify that frequency and active power outputs of BESS are controlled,
Figure 20 shows the frequency and active power outputs of BESSs.
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Frequency can be regulated as the nominal value, as shown in Figure 20a. Although the active
power references of BESSs are changed, frequency maintains the nominal value with just small
fluctuation. As described in Figure 20b, active power outputs of BESSs are near the reference values.
Case 5 implies that by adopting the proposed control method, frequency and active power outputs of
BESSs can be controlled simultaneously as the desired values.

6. Conclusions and Future Work

This paper proposed a coordinated frequency and SOC control method for implementing isolated
microgrids having a high penetration of RESs with multiple diesel generators and BESSs. The stored
energy of all BESSs can be managed with the hierarchical controllers in diesel generators. In addition,
frequency can be controlled quickly and individual SOCs of BESSs can be managed at their reference
values with the hierarchical controllers and SSCs in BESSs. From Case Study, we validated that the
proposed method can give a chance to (1) lower the requirement for the capacity of batteries, (2) utilize
BESSs at their highest efficiency, (3) maintain the active power of BESSs for scheduled or dispatched
values, and (4) operate the system robustly even with large fluctuation of RESs.

One of the future works is the magnitude of ac voltage and reactive power control. If effective
voltage/reactive power control method is coordinated with our proposed method, more stable and
efficient operation of islanded microgrids will be implemented.
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Abstract: A modular multilevel converter with an integrated battery energy storage system
(MMC-BESS) has been proposed for high-voltage applications for large-scale renewable energy
resources. As capacitor voltage balance is key to the normal operation of the system, the conventional
control strategy for the MMC can be significantly simplified by controlling the individual capacitor
voltage through a battery side converter in the MMC-BESS. However, the control strategy of the
MMC-BESS under rectifier mode operation has not yet been addressed, where the conventional
control strategy cannot be directly employed due to the additional power flow of batteries. For this
defect, the rectifier mode operation of the MMC-BESS based on a battery side capacitor voltage control
was analyzed in this paper, proposing a control strategy for this application scenario according to the
equivalent circuit of MMC-BESS, avoiding passive impact on the state-of-charge (SOC) equalization
of batteries. Furthermore, the implementation of a battery side converter control is proposed by
simplifying the capacitor voltage filter scheme within phase arm, which enhances its performance
and facilitates the realization of control strategy. Finally, simulation and experimental results validate
the feasibility and effectiveness of the proposed control strategy.

Keywords: renewable energy; battery energy storage system (BESS); control strategy; modular
multilevel converter; state-of-charge (SOC) equalization

1. Introduction

In recent years, the grid-connected applications of large-scale renewable energy resources have
gradually become a trend, presenting new challenges to the power electronics converters applied in
high-voltage and high-power fields [1]. Multilevel topologies can reduce the requirement of voltage
rate of switching devices, achieving higher voltage levels [2]. Among existing multilevel topologies,
a modular multilevel converter (MMC) is considered the most promising topology and has been
extensively studied in the past decade [3–5]. Modular multilevel converters share the common
advantages of multilevel converters, such as low harmonic content of output voltage and small voltage
stress of switching devices. Compared with the cascaded H-bridge (CHB) topology with the modular
structure, the MMC topology has only half of the arm current at the same power rate. There also
exists a common DC-link in the MMC topology which is unavailable in CHB topology [6]. Based
on this consideration, MMCs can be utilized as AC/DC interlinking converters in medium- and
high-voltage renewable energy generation systems, e.g., offshore wind farm generation systems [7]
and microgrids [8], as shown in Figure 1.
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Figure 1. Applications of modular multilevel converter (MMC) topology with large-scaled renewable
energy sources. (a) Offshore wind farm generation system based on two-terminal MMCs. (b) DC
microgrid using MMC as interlinking converter.

Due to the characteristics of randomness and intermittency of renewable energy resources, the
normal operation and power quality of the power system would be remarkably affected, reducing the
voltage and frequency stability. To attenuate the passive impact caused by renewable energy resources,
a battery energy storage system (BESS) is a reasonable and efficient solution for grid-connected
renewable energy generation systems, as shown in Figure 1a,b. Recently, to simplify the configuration
of BESS in the scenarios of MMC-based applications, the MMC with integrated BESS is proposed
by combining the MMC and BESS together [9]. The extra power conversion system (PCS) of BESS
can be saved by this combination. In this paper, this topology is abbreviated as the MMC-BESS. The
integration was implemented by inserting battery cells into each submodule (SM) of MMC directly or
through a DC/DC interface [10,11]. Due to this distributed integration mode of BESS, the state-of-charge
(SOC) equalization of each battery was facilitated, improving the effective utilization rate of BESS
compared with the centralized scheme at the DC-link of MMC [12].

In addition to the inherent advantages provided by BESS for the power system, the integration
scheme of batteries through DC/DC interfaces provided and additional degree of freedom (DOF) to the
system control strategy. As the capacitor voltage balancing control was significant to conventional
MMCs, the cascaded control structure for balancing the capacitor voltage in the phase-, arm- and
individual SM-level is reported in Reference [13], which was consequently employed in the MMC-BESS
in Reference [14]. Nevertheless, with the additional DOF provided by batteries in the MMC-BESS,
the capacitor voltage balancing control can be significantly simplified through battery side control,
which makes individual SM capacitor behave as a voltage source to the MMC, avoiding the cascaded
control structure and relatively complicated capacitor voltage balancing algorithms introduced in
Reference [4]. It is worth noting that the premise of the battery side capacitor voltage control was that
each SM must contain a battery module, otherwise the capacitor voltage would be incontrollable.
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Based on the battery side capacitor voltage control, some studies have been reported. In
Reference [11], the control strategy of a MMC-BESS operating as an inverter was researched, proposing
the three-level SOC equalization control structure. In Reference [15], the SOC equalization of MMC-BESS
considering the capacity inconsistency of batteries was proposed. In References [10,16], the MMC-BESS
was applied in battery electric vehicles and the efficiency of this topology was assessed. Furthermore,
the control strategy of MMC-BESS under AC and DC fault has been studies in Reference [17], realizing
SOC equalization under fault conditions. Nevertheless, the current research is not deep enough, as
the existing control strategies merely focus on the inverter mode operation of MMC-BESS. Usually,
in MMC-based multi-terminal DC transmission system (e.g., Figure 1a), one of the MMCs must
be responsible for DC-link voltage control while the other MMCs should be responsible for power
control [18]. Similarly, in Figure 1b, the interlinking MMC should take the DC-link voltage as the
control objective. Accordingly, the rectifier mode operation of MMC-BESS is required. However,
the DC-link voltage control structure in conventional MMCs [18] cannot be directly employed in the
MMC-BESS due to the additional power flow of BESS, which has not been investigated in detail in the
current literature. As the battery side converter is employed to control the capacitor voltage, the SOC
equalization must be achieved by MMC side control. Hence, the combination of SOC equalization and
DC-link voltage control is mandatory in the MMC-BESS. Besides, as the capacitor voltage is controlled
by battery side converter, the performance of the system would be greatly dependent on the battery
side control strategy. As the individual capacitor voltage contains ripples at multiple frequencies while
the battery current is expected to be pure DC component, the battery side control strategy should be
investigated to ensure the performance both in a steady and dynamic state.

In this paper, based on battery side capacitor voltage control, the control strategy of rectifier mode
operation was analyzed according to the equivalent circuit of the MMC-BESS. The DC-link voltage
control was combined with the SOC equalization control, different from the control strategy applied in
conventional MMCs. Furthermore, a simplified capacitor voltage filter scheme was proposed in this
paper to facilitate the implementation of battery side control strategy.

The rest of this paper is organized as follows. Section 2 describes the basic configuration and
the equivalent circuit of the MMC-BESS. Then the control strategy of rectifier mode operation of
MMC-BESS is proposed in Section 3. To enhance the performance of battery side control strategy,
a simplified capacitor voltage filter scheme is proposed in Section 4. Finally, the effectiveness and
feasibility of the proposed control strategy of rectifier mode operation are validated by simulations
and experimental results in Section 5.

2. Mathematic Model and Principles of MMC-BESS

The topology of three-phase MMC-BESS is shown in Figure 2. Each phase leg is comprised of
2N SMs in series, where the midpoint connected to the AC side divides a phase leg into two phase
arms. Here, N represents the number of SMs in series per phase arm. Throughout this paper, the
subscript k = (a, b, c) refers to the individual phase; j = (p, n) refers to the upper and lower arms; i = (1,
2 . . . N) refers to the individual SM within phase arm. The DC-link voltage and grid phase-voltage
are denoted as Vdc and vgk, respectively. Each phase arm contains an arm inductor Ls with losses
denoted by Rs (not shown in the figure). In general, the topology of the MMC-BESS is consistent with
conventional MMCs. The main difference locates on the topology of SM. In addition to the half-bridge
structure with the SM capacitor, BESS is integrated into each SM in different ways, which forms two
types of SM as shown in Figure 2. For SM type A, the battery is directly connected to the terminals of
individual SM capacitors; for SM type B, the battery is connected to individual SM capacitors through
a DC/DC interface, while Lb is the inductor of this DC/DC converter. In the authors’ view, SM type A
compels the capacitor voltage to follow the battery voltage, inducing the power fluctuation caused by
ripples in capacitor voltage into the battery which would impair the health or shorten the lifespan of
an individual battery. On the contrary, the DC/DC interface in SM type B can decouple the battery
side and MMC side through the SM capacitor, preventing the ripples from flowing into the battery
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through an appropriate control strategy, but it would comparatively degrade the power conversion
efficiency due to the DC/DC interface. Nevertheless, the DC/DC interface provides a degree of freedom
for the system control which SM type A does not, and the requirement of the terminal voltage of the
battery module can be greatly lower than the rated capacitor voltage. Besides, it would not affect the
original power conversion efficiency between AC and DC side of MMC itself. Hence, SM type B was
employed in this paper. It should be noted that the topology of the DC/DC interface in SM type B was
not restricted to a non-isolated buck–boost converter as shown in Figure 2, which was adopted in this
paper for the convenience and simplicity.
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Figure 2. Topology of the three-phase MMC- battery energy storage system (BESS).

The MMC-BESS can be modelled identically to a conventional MMC as follows [19]:⎧⎪⎪⎪⎨⎪⎪⎪⎩ vsk =
Rs
2 igk +

Ls
2

digk
dt + vgk

vck = Ls
dick
dt + Rsick

(1)

where vsk is the voltage required to drive the AC output current igk, and vck is the voltage required to
drive the difference current ick. The difference current ick is a circulating current flowing through upper
and lower arms within one phase simultaneously, which would not affect the AC side.

The upper and lower arm currents were composed of a circulating current and a half of AC output
current as [19]: ⎧⎪⎪⎨⎪⎪⎩ ikp =

igk
2 + ick

ikn = − igk
2 + ick

(2)

The difference current can contain component at any frequency, but only DC and fundamental
frequency components are necessary for power conversion in the MMC-BESS [14]. Thus, assuming:

ick = Idck + I1k cos(ωt + ϕ1k) (3)

where Idck denotes the DC component; I1k and ϕ1k are the amplitude and angle of fundamental
component in phase k; ω is the fundamental angular frequency of AC side.
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By applying Kirchhoff’s Voltage Laws(KVL) to Figure 2, the output voltages of the upper and
lower arms can be yielded as ⎧⎪⎪⎨⎪⎪⎩ vkp =

Vdc
2 − vsk − vck

vkn =
Vdc

2 + vsk − vck

(4)

Due to the battery power existing in the system, the following relationship is satisfied throughout
neglecting losses:

Pac = Pdc +

a,b,c∑
k

p,n∑
j

N∑
i=1

Pb_kji (5)

where Pac and Pdc are total active powers of the AC and DC side, respectively, while Pb_kji is the battery
power of individual SM. Note that the power directions are all in accordance with Figure 2 in this paper.
To compensate or absorb power fluctuations of the AC or DC side of the MMC-BESS, the individual
battery would discharge when Pb_kji > 0, vice versa.

Assuming the grid voltage and arm current of phase k in time domain are expressed as:{
vgk = Vgk cosωt
igk = Igk cos(ωt + ϕk)

(6)

where Igk and ϕk are amplitude and angle of grid current; Vgk is the amplitude of the grid voltage.
Substituting Equation (6) into the individual arm voltage (4), then multiplying it with the arm current (2)
and taking battery powers into account, the total battery power of each arm over one fundamental
period can be derived as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

N∑
i=1

Pb_kpi = −Pkp = − ω2π
∫ t+ 2π

ω
t vkpikp = 1

2 Pdck − 1
2 Pack + Pdi f f k

N∑
i=1

Pb_kni = −Pkn = − ω2π
∫ t+ 2π

ω
t vknikn = 1

2 Pdck − 1
2 Pack − Pdi f f k

(7)

where ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Pdck = VdcIdck
Pack =

1
2 VgkIgk cosϕk

Pdi f f k =
1
2 (

N∑
i=1

Pb_kni −
N∑

i=1
Pb_kpi) =

1
2 VgI1k cosϕ1k

(8)

Here, Pdiffk is defined as the difference power between upper and lower arms of phase k. According
to Equation (7), the power flows of the three-phase MMC-BESS can be shown as Figure 3. It can
be concluded that the DC circulating current is the carrier of DC power between the MMC-BESS
and DC-link; the fundamental frequency circulating current transfers power between the upper and
lower arms within one phase; the fundamental frequency grid current transfers active and reactive
power between the MMC-BESS and the AC grid. Therefore, by regulating these components in
corresponding currents, the power flows among batteries, DC-link, and AC grid can be controlled as
the system requires.

If the individual capacitor voltage is controlled by MMC side, the cascaded capacitor voltage
control strategy would be employed at the DC side [14], and the individual battery power would
be directly controlled by battery side converter, which makes it behave as a constant power load
(CPL) to the corresponding SM. On the contrary, if the battery side converter is utilized to control
the individual capacitor voltage, the capacitor would behave as a voltage source to the MMC side.
Consequently, the cascaded capacitor voltage balancing controls in conventional MMCs can be avoided.
Nevertheless, due to the existence of the additional power flow of BESS, when the DC-link voltage
is required to be controlled by the MMC-BESS itself in rectifier mode operation, the original control
strategy in conventional MMCs (outer-loop DC-link voltage control and inner-loop active grid current
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control [18]) would be invalid because this manner would lead to the uncertainty of battery power,
bringing instability to the system operation. In essence, the AC power and DC power are not strictly
equal to each other in the MMC-BESS compared with conventional MMCs. The DC-link voltage is not
only decided by the active grid current at AC side, but also the battery power each phase. Hence, to
make the batter-side-based capacitor voltage control effective in the rectifier mode, the control strategy
will be proposed in the following section.
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Figure 3. Power flows of the MMC-BESS.

3. Control Strategy of Rectifier Mode Operation of MMC-BESS

3.1. SOC Equalization of MMC-BESS

As an important function of a PCS, SOC equalization of batteries must be achieved during
operation of the MMC-BESS. Based on the structure of the MMC-BESS, the SOC equalization is divided
into three levels: among three phases, between upper and lower arms, and among SMs within one
arm. The definition of SOC is expressed as

SOC =
Storaged Charges
Nominal Capacity

× 100% (9)

The SOC of individual battery can be established as

SOCkji(t) = SOCkji(t0) +
1

Eb_kji

∫ t

t0

Pb_kjidt (10)

where Pb_kji is the individual battery power; Eb_kji is the nominal energy of individual battery given by
the production of battery voltage and its capacity. According to Equation (10), the SOC of individual
battery can be controlled through the direct regulation of corresponding battery power. Since Eb_kji
may be different in individual SM due to the age of battery, the SOC equalization should take the
capacity of individual battery into consideration. According to the research in Reference [15], battery
capacity should be employed to produce the coefficient for corresponding SOC equalization control.
For the sake of simplicity, it is assumed that all batteries are of the same capacity, which would not
affect the following investigations in this paper.

The required power adjustments are generated through closed-loop controls of average SOC
in corresponding levels as shown in Figure 4, where Kph, Karm, and KSM are the coefficients of SOC
equalization controller each level. Since the battery side converters are employed to control the
capacitor voltages, the SOC equalization must be achieved by MMC side control. Hence, the SOC
equalizations are realized by adjusting the modulation waveforms at MMC side according to the power
differences ΔPb_k, ΔPb_kj, and ΔPb_kji in Figure 4.
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Figure 4. Three-level State-of-charge (SOC) equalization control. (a) SOC equalization among three
phases. (b) SOC equalization between upper and lower arms. (c) SOC equalization among submodules
(SMs) within phase arm.

3.1.1. SOC Equalization among Three Phases

Seen from Figure 3 and Equation (7), the total battery power within one phase is composed by DC
power and AC power, so the battery power can be regulated by these two components. Nevertheless,
due to the power control requirement at AC side, the AC powers must be symmetric in three phases
under a balanced AC grid. Hence, to equalize the SOCs among phases, DC power should be regulated
at each phase.

When the MMC-BESS operates as an inverter, the DC-link voltage is fixed to the system and the
DC side would be controlled as the current sources each phase independently [17]. However, when
the MMC-BESS operates as a rectifier, this manner would be invalid because the DC-link must be
controlled as a voltage source by the DC side control of MMC-BESS. With the individual capacitor
voltage controlled by battery side converter, the DC side equivalent circuit of MMC-BESS can be
present as Figure 5. The capacitors behave as a controllable voltage source, then the DC-link voltage
should be controlled by three-phase DC circulating current collectively. Therefore, the DC side control
is proposed based on this DC side equivalent circuit in this paper as shown in Figure 6.

Figure 5. DC side equivalent circuit of the MMC-BESS.

106



Energies 2019, 12, 2151

Vdc

-
KSOC_aPI

ref
dcV

KSOC_b

KSOC_c

ref
dcaI

ref
dcbI

ref
dccI

Figure 6. DC-link voltage control diagram.

In Figure 6, the DC-link voltage is regulated by a proportional–integral (PI) controller. The
coefficient Ksoc_k is employed to redistribute the DC power among the three phases according to the
difference power in Figure 4a as:

KSOC_k =
VdcIdc/3 + ΔPb_k

VdcIdc
(11)

when the SOCs of three phases have been equalized, Ksoc_k would be 1/3 consequently, which means
DC power is equally divided by three phases. Through the proposed DC-link voltage control, the DC
circulating current reference is generated by each phase.

3.1.2. SOC Equalization between Upper and Lower Arms

According to Equation (8), the fundamental frequency circulating current can transfer power
between the upper and lower arms within one phase. With the difference power generated by SOC
equalization controller in Figure 4b, the fundamental frequency circulating current reference can be
obtained. Due to the demand of preventing fundamental frequency circulating current per phase from
flowing into DC-link, the reactive components are injected into the other two phases as [11]:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ire f
1a

ire f
1b

ire f
1c

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ = 2
Vg

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
cosϕ − 1√

3
sinϕ 1√

3
sinϕ

1√
3

sin(ϕ− 2π
3 ) cos(ϕ− 2π

3 ) − 1√
3

sin(ϕ− 2π
3 )

− 1√
3

sin(ϕ+ 2π
3 ) 1√

3
sin(ϕ+ 2π

3 ) cos(ϕ+ 2π
3 )

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Pre f
di f f a

Pre f
di f f b

Pre f
di f f c

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (12)

where

Pre f
di f f k =

ΔPb_kp − ΔPb_kn

2
(13)

Since DC and fundamental frequency components are required to be controlled in the
circulating current each phase, a proportional–integral–resonant (PIR) controller tuned at fundamental
frequency and double line-frequency was employed to regulate components at different frequencies
simultaneously, as shown in Figure 7. In this paper, the reference of double line-frequency component
ire f
2k was set as zero to reduce the power losses [13].
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Figure 7. Circulating current control diagram.
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3.1.3. SOC Equalization among SMs within Phase Arm

Since all SMs within the same phase arm share a common arm current, the individual SM power
must be regulated by redistributing the terminal voltage without affecting the output voltage of the
whole arm. Based on the former two SOC equalization controls, the total power of the phase arm can
be generated as

Pre f
b_kj =

Pac − Pdc
6

− ΔPb_k

2
− ΔPb_kj (14)

Consequently, the individual battery power reference was obtained through the SOC controller in
Figure 4c as:

Pre f
b_kji =

Pre f
b_kj

N
− ΔPb_kji (15)

Defining the power ratio of individual SM according to the battery power as:

mkji =
Pre f

b_kji

N∑
i=1

Pb_kji

(16)

By multiplying mkji with the arm voltage reference vkj, the SM power can be regulated according
to the SOC equalization control within phase arm. With the constraint as:

N∑
i=1

mkji = 1 (17)

the output voltage of the whole arm would not be affected by the SOC equalization within phase arm.

3.2. Control Strategy of MMC-BESS Based on Battery Side Capacitor Voltage Control

According to the equivalent circuit in Figure 3, the control strategy of the MMC-BESS mainly
consists of three parts: DC side control, AC side control, and battery side control. With the capacitor
voltage controlled by the battery side converter, each SM, DC, and AC side control of the MMC are
simplified in this paper. As per the analysis in Section 2, when the MMC-BESS operates as a rectifier
in multi-terminal MMC-based applications, the output of the DC-link voltage controller cannot be
employed as the reference of the active current at the AC side. Hence, the DC-link voltage control was
proposed by regulating the DC circulating current at each phase according to the SOC equalization
among three phases, as per Figure 6. On the other hand, the AC side should be controlled in a way in
which the active and reactive powers are given directly according to the system’s requirement [13]. By
doing this, AC power is directly controlled by the reference, DC power is determined by external DC
network, and battery power is controlled indirectly by capacitor voltage control.

The overall control strategy of the MMC-BESS based on battery side capacitor voltage control is
shown in Figure 8.

The SOC equalization of all three levels are implemented by the MMC side control according to
the proposed control strategies in Section 3.1. The common modulation waveform of the individual
phase arm is generated by AC and DC side controls of the MMC, then the modulation waveform of
individual SMs is generated by the power redistribution ratio according to Equation (16). Finally,
carrier phase-shifted pulse-width modulation (CPS-PMW) is utilized to generate the pulse signal for
MMC side-switching devices [20]. On the other hand, the implementation of battery side capacitor
voltage control will be introduced in the next section.
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Figure 8. Overall control strategy of the MMC-BESS based on battery side capacitor voltage control.

4. Implementation of Battery Side Control Strategy

The local circuit of the individual bidirectional DC/DC converter with control diagram is shown in
Figure 9, where the MMC side is taken as the load for the battery side represented as the current iM_kji.
The midpoint voltage of the battery side half-bridge vT-kji is taken as the input of the bidirectional
DC/DC converter. In Figure 9, GVR and GCR are voltage and current regulators, respectively; The time
delay caused by PWM is defined as Gd, which is treated as 1.5Tsb [21]. Here, Tsb is the switching period
of the battery side DC/DC converter.
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Figure 9. Local circuit of the bidirectional DC/DC converter with control diagram.

Although some research on the control strategy of bidirectional DC/DC converters has been
published [21,22], the application of MMC-BESS still has special issues which should be investigated.
The control targets are the individual capacitor voltage vc_kji with a stable DC component and the
battery current ib_kji without a low-frequency AC component. However, the voltage ripples (mainly at
fundamental and double-line frequency) caused by operation of the MMC side would bring negative
influence to the DC/DC converter control. To eliminate these ripples, the filter block GF is employed as
shown in Figure 9, but the type of GF should be discussed. Since moving average filter (MAF) can
attenuate components in specific frequencies [23], it is especially suitable for filtering harmonics in
capacitor voltage of MMC-BESS. The transfer function of MAF in discrete domain is

GF =
1

NF

1− z−NF

1− z−1
(18)

where NF is the number of sampling data stored in the digital processor. However, since the switching
frequency of an individual DC/DC converter is usually well above the fundamental frequency at

109



Energies 2019, 12, 2151

the MMC side, it will lead to the requirement of a large amount of data storage space in the DC/DC
converter control. For example, for a sampling frequency (equal to the switching frequency of DC/DC
converter) fsb = 10 kHz and fundamental frequency of MMC side f = 50 Hz, NF is given by fsb/f = 200.
With the increment of the number of SMs in the series per phase arm, the data storage space required
by the MAFs would consequently become large-scale. To avoid the defect of large-scale data storage
space in this application, a common MAF scheme shared by all SMs per arm is proposed in this paper.

The MMC side current iM_kji in Figure 9 can be expressed as:⎧⎪⎪⎨⎪⎪⎩ iM_kpi = ikpmkpi = (
Ig cos(ωt+ϕ)

2 + Idck + I1k cos(ωt + ϕ1k))(mdc_kpi −mac_kpi cosωt)

iM_kni = iknmkni = (− Ig cos(ωt+ϕ)
2 + Idck + I1k cos(ωt + ϕ1k))(mdc_kpi + mac_kpi cosωt)

(19)

Then the individual capacitor voltage can be derived as:{
vc_kpi =

1
C

∫
(iM_kpi + iB_kpi)dt + vc_kpi_0

vc_kni =
1
C

∫
(iM_kni + iB_kni)dt + vc_kni_0

(20)

where the vc_kpi_0 and vc_kpi_0 are initial voltages of capacitors in the upper and lower arms, respectively.
The DC component of the capacitor current must be zero, otherwise the capacitor voltage would be
instable with time, which can be deduced as{

mdc_kpiIdck − 1
4 mac_kpiIg cosϕ− 1

2 mac_kpiI1k cosϕ1k + iB_kpi = 0
mdc_kniIdck − 1

4 mac_kniIg cosϕ+ 1
2 mac_kniI1k cosϕ1k + iB_kni = 0

(21)

Substituting Equations (19) and (21) into (20), the average ripples of individual capacitors are
derived as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
N

N∑
i=1

ṽc_kpi = 1
ωC (− 1

4 I1kmac_kp sin(2ωt + ϕ1k) + I1kmdc_kp sin(ωt + ϕ1k)

− 1
8 Igmac_kp sin(2ωt + ϕ) + 1

2 Igmdc_kp sin(ωt + ϕ) − Idckmac_kp sinωt)

1
N

N∑
i=1

ṽc_kni = 1
ωC (

1
4 I1kmac_kn sin(2ωt + ϕ1k) + I1kmdc_kn sin(ωt + ϕ1k)

− 1
8 Igmac_kn sin(2ωt + ϕ) − 1

2 Igmdc_kn sin(ωt + ϕ) + Idckmac_kn sinωt)

(22)

Seen from Equations (20) and (22), the battery side current iB_kji affects the DC component in
capacitor voltage, while the individual capacitor voltage ripples are mainly decided by the common
arm current flowing through all SMs per phase arm. It can be proved by the simulation waveforms
in Figure 10, the individual battery power differentiated from each other up to ±40%, and the
corresponding capacitor voltage ripples were almost identical due to the common arm current.

(a) (b) 

Figure 10. Capacitor voltages within one phase arm under unbalanced battery powers. (a) Unbalanced
battery currents within phase arm. (b) Capacitor voltages within phase arm.

110



Energies 2019, 12, 2151

Based on the analysis above, an improved control strategy of a battery side DC/DC converter
with the data storage space reduction of MAF is proposed in Figure 11. In this scheme, a common
MAF was employed to extract the average capacitor voltage ripples of all SMs per phase arm, then
the individual capacitor voltage ripples were counteracted by the average capacitor voltage ripples.
Through the common MAF, the occupied data storage space can be reduced to 1/N compared with the
original scheme implemented in each SM.
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Figure 11. Improved control strategy based on moving average filter (MAF) for individual bidirectional
DC/DC converter.

On the other hand, since the capacitor voltage was controlled by the individual DC/DC converter,
the dynamic response was expected to be fast enough for MMC side power conversion. However,
due to the existence of the MAF, the bandwidth of the voltage control loop cannot exceed the cut-off
frequency of the MAF, which is unacceptable in application. Seen from Figure 9, the reference of the
capacitor voltage was constant during normal operation of the MMC-BESS, hence, the disturbance
from the MMC side iM_kji is the exclusive factor that causes the fluctuation of the DC capacitor voltage.
To eliminate the load disturbance, the load current feedforward can be implemented. However, the
measurement of MMC side load in individual SM would greatly increase the cost of the system,
and iM_kji is a current in pulse form which is different from ordinary bidirectional DC/DC converter.
Therefore, the load disturbance was mitigated by estimated battery current in this paper as:

I f f _kji =
1

vb_kji
(

3vgdigd/2−VdcIdc

6N
− ΔPb_k

2N
− ΔPb_kj

N
− ΔPb_kji) (23)

This estimated feedforward component was calculated based on the instantaneous power
relationship in Equation (5), where the AC and DC powers were derived from measured values instead
of the reference values, representing the dynamics of power flows in real time. Then the feedforward
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component was redistributed into each SM according to the SOC of individual battery. Consequently,
the dynamic performance of the individual capacitor voltage control can be significantly improved.

Finally, the improved control strategy in Figure 11 can be simplified as Figure 12 through the
block diagram transformation. Dkji is the ratio of capacitor voltage and individual battery voltage. The
MAF block in Figure 11 is equivalent to the configuration in individual feedback loop in Figure 12.
With this simplified control diagram, the design of controllers of capacitor voltage and battery current
is convenient to be implemented using the control system theory.

GVR -
-

GCR Gd

vb_kji

vT_kji ib_kji
Dkji

iB_kj i

Cs

iM_kji

vc_kji

Bidirectional DC/DC 
Converter

GFIndividual Battery 
Side Controller

iff_kji

ref
cV 1

b bL s R+

Figure 12. Simplified control block diagram of the individual DC/DC converter.

5. Simulations and Experimental Results

5.1. Simulation Results

The simulation model of the three-phase MMC-BESS is built in MATLAB/Simulink (R2016b,
Mathworks, Natick, MA, USA). The main parameters are listed in Table 1. To verify the SOC
equalization proposed in this paper, the capacity of individual battery is set as 0.3 Ah, so the SOCs can
be equalized rapidly.

Table 1. Main parameters of the MMC-BESS simulation model.

Symbol Quantity Value

Vg Grid voltage (line-to-ground, Root Mean Square (RMS) value) 1.13kV (M = 0.8)
Vdc DC-link voltage 4 kV

Srated Rated apparent output power 1 MVA
f AC line frequency 50 Hz

Ls Arm inductance 5 mH
N Submodule (SM) number per phase arm 4
C SM capacitance 3000 μF
Vb Rated battery voltage 600 V
Lb Battery side DC/DC converter inductance 5 mH
Qb Rated battery capacity 0.3 Ah
fsm Carrier frequency at MMC side modulation 2 kHz
fsb Battery side converter switching frequency 10 kHz

5.1.1. Rectifier Mode Operation with Proposed Control Strategy Based on Battery Side Capacitor
Voltage Control

The simulation waveforms of rectifier mode operation are shown in Figure 13 and the SOC
equalization process is shown in Figure 14. The initial SOCs of all 24 SMs are arbitrarily distributed
from 61% to 71%. The AC power increases from 0 to 480 kW through a slope reference, then it is
transferred to 320 kW at t = 0.4 s and 640 kW at t = 0.6 s. A 480 kW external DC load is connected to
the DC-link at t = 0.1 s. Seen from Figure 13, the AC power is indicated by grid currents in Figure 13a;
the DC-link voltage is shown in Figure 13b. With the proposed control strategy for rectifier mode
operation of MMC-BESS, the DC-link voltage is controlled to the reference value throughout. The
capacitor voltages are shown in Figure 13c utilizing the proposed battery side-based capacitor voltage
control strategy. Figure 13d shows the circulating currents of three phases. The DC circulating currents
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are controlled according to the coefficient in Equation (11) to equalize the SOCs among phases, while
the fundamental frequency circulating currents are controlled according to Equation (12) to equalize
the SOCs between the upper and lower arms each phase. With the SOCs gradually converging to the
same value, the differences among circulating currents in three phases also decrease consequently.
The battery currents of four SMs within upper arm of phase A are shown in Figure 13d, where the
differences among SMs also decrease gradually during the SOC equalization process. In Figure 14,
the SOC equalization of all three levels are illustrated. Figure 14a shows the SOC equalization of all
24 SMs. The SOC equalizations among three phases, between upper and lower arms, and among
SMs are shown in Figure 14b–d, respectively. During the rectifier mode operation of MMC-BESS, the
simulation results validate the effectiveness of the proposed control strategy based on battery side
capacitor voltage control.
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Figure 13. Simulation waveforms of rectifier mode operation of MMC-BESS. (a) Grid currents.
(b) DC-link voltage. (c) Capacitor voltages of upper and lower arm of phase A. (d) Circulating currents.
(e) Battery currents of SMs within upper arm of phase A.
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Figure 14. Three-level SOC equalization results. (a) SOC equalization of all 24 SMs. (b) SOC
equalization among three phases. (c) SOC equalization between upper and lower arms of phase A.
(d) SOC equalization among SMs within upper arm of phase A.

5.1.2. Verification of Proposed Battery Side Capacitor Voltage Control Strategy

The verifications of the proposed battery side capacitor voltage control strategy in steady and
dynamic state are shown in Figure 15. Figure 15a is implemented without feedforward component
of Equation (23), while this feedforward component is employed in Figure 15b,c. The difference of
implementation between Figure 15b,c locates on the capacitor voltage filter scheme. The MAF is
implemented in each SM capacitor voltage control in Figure 15b while the proposed common MAF
scheme within one phase arm is employed in Figure 15c. At t = 0.3 s, the AC power reference is
transferred from 480 kW to 960 kW, then at t = 0.6 s, the external DC load is transferred from 480 kW to
960 kW. In transient process, the capacitor voltage variation is up to Δvc1 = −16% and the regulation
time of battery current is tr1 = 0.2 s after t = 0.3 s in Figure 15a. While in Figure 15b, with the estimated
feedforward component at battery side control, the transient performance is significantly improved
with Δvc1 ≈ −2% and tr1 = 0.03 s. Similar improvement can be observed from the comparison of
Figure 15a,b during 0.6–0.8 s. Hence, the effectiveness of the feedforward component is validated. One
the other hand, in steady state in Figure 15b,c, the ripples in capacitor voltage are eliminated from
battery current, leaving only DC component, which validate the feasibility of the proposed common
MAF scheme within phase arm compared with utilizing MAF each SM.
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Figure 15. Verification of proposed battery side capacitor voltage control strategy. (a) Without
estimated feedforward component. (b) Utilizing MAF each SM with estimated feedforward component.
(c) Utilizing proposed common MAF each phase arm with estimated feedforward component.

5.2. Experimental Results

To verify the proposed control strategy of the MMC-BESS, a downscaled prototype was built in
the laboratory [24]. The configuration of the prototype is shown in Figure 16. The main parameters are
listed in Table 2. The controller structure of the prototype was designed with a single digital-signal
processor (DSP) as the main controller and three field-programmable gate arrays (FPGAs) as the
auxiliary controllers in each phase. The battery module in individual SMs is composed of three
12 V/24 Ah lead-acid battery cells due to the consideration of cost reduction compared with other type
of batteries [25]. Note that the switching frequency of battery side DC/DC converters is different from
MMC side converters. Given that the power rate of individual batteries is usually lower than the
MMC side, semiconductor devices and switching frequency can be selected separately at the battery
side DC/DC converter [26]. With the development of wide bandgap devices, the conversion efficiency
between batteries and MMC can be enhanced at high-power levels [27].

Table 2. Main parameters of the prototype.

Symbol Quantity Value

Vg Grid voltage (line-to-ground, RMS) 48V (M = 0.8)
Vdc DC-link voltage 120 V
Ls Arm inductance 5 mH
N SM number per arm 2
C SM capacitance 3000 μF
Vb Rated battery voltage 36 V
Lb Battery side DC/DC converter inductance 5 mH
Qb Rated battery capacity 24 Ah
fsm Carrier frequency at MMC side modulation 2 kHz
fsb Battery side converter switching frequency 10 kHz
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Figure 16. Configuration of the three-phase MMC-BESS prototype. (a) Picture. (b) Circuit.

5.2.1. Verification of SOC Equalization

The experimental waveforms of rectifier mode operation in steady state are shown in Figure 17.
During the operation, the references of Pac 800 W and an external 600 W DC load is connected to the
DC-link throughout. In Figure 17a, the five-level modulation waveform of line voltage is presented
with quite balanced capacitor voltages. Sinusoidal grid currents with low harmonic components
are shown in Figure 17b. Circulating current of phase A is shown in Figure 17c with fundamental
frequency component to equalize the SOC difference between upper and lower arms. Battery current
with low harmonic components is also shown in Figure 17c to verify the effectiveness of the proposed
capacitor voltage filter scheme. As the batteries operate in discharge mode, the SOC equalization
process of the 12 battery modules are shown in Figure 17d. Due to the large capacity of the battery unit,
the SOC equalization process is long, hence, the SOCs are sampled every ten minutes and presented
by MATLAB.
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Figure 17. Experimental waveforms of steady-state operation of the MMC-BESS. (a) Modulated voltage
waveform. (b) Grid currents and capacitor voltage. (c) Circulating current and battery current. (d) SOC
equalization process.

5.2.2. Verification of Proposed Battery Side-Based Capacitor Voltage Control

The experimental waveforms of dynamic performance with and without the proposed control
strategy at battery side are shown in Figure 18. The reference of AC power was 800 W throughout,
and DC load was changed from 800 W to 500 W. Seen from Figure 18a, without the proposed control
strategy at battery side, the battery current responded slowly, causing voltage fluctuation on capacitor
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voltage. Compared with Figure 18a, the battery current responded faster and capacitor voltage was
stable during the power flow transfer process in Figure 18b. This comparison was in accordance with
the simulation results in Figure 15.

100ms/div

Battery current (ib_ap1, 1A/div) 

Capacitor voltage (vc_ap1, 30V/div) 

Grid current (iga, 5A/div) 

Pdc = 800W Pdc = 500W

100ms/div

Battery current (ib_ap1, 1A/div) 

Capacitor voltage (vc_ap1, 30V/div) 

Grid current (iga, 5A/div) 

Pdc = 800W Pdc = 500W

(a) (b) 

Figure 18. Experimental waveforms of dynamic performance of the MMC-BESS. (a) Without the
proposed control strategy. (b) With the proposed control strategy.

5.2.3. Verification of Dynamics of Rectifier Mode Operation

The dynamic performance of rectifier mode operation is shown in Figure 19. Utilizing the
proposed control strategy based on battery side capacitor voltage control, the DC-link voltage was
controlled to 120 V throughout, AC power was regulated through the reference value directly according
to the indications in Figure 19. The external 600 W DC load was connected to the DC-link during
the operation, which is illustrated in the general view of the waveform. Seen from the experimental
results, the AC power and DC-link voltage had no direct interactions due to the existence of additional
power flow provided by the BESS, which is different from conventional MMCs. The dynamics of AC
power and DC-link voltage were both able to satisfy the requirements of the system as a rectifier or a
pure PCS.
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Figure 19. Experimental waveforms’ dynamic performances of rectifier mode operation with proposed
control strategy.

6. Conclusions

In this paper, the control strategy of the MMC-BESS for rectifier mode operation with capacitor
voltage controlled by a battery side DC/DC converter was proposed. The main contributions can be
summarized as follows:

• The reason why the rectifier mode control strategy in conventional MMCs invalidates in the
MMC-BESS was analyzed in this paper. The ac power and dc power were decoupled by the
battery side control, so it was impossible to control dc-link voltage through ac power. According
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to the analysis, the control strategy containing dc-link voltage control and SOC equalization
was proposed in this paper to achieve the control objective based on battery side capacitor
voltage control.

• At battery side, since the capacitor voltage was stabilized by a battery side DC/DC converter,
the control strategy of the DC/DC converter was key to the performance of the whole system.
Therefore, an improved control strategy for an individual capacitor voltage control was proposed
in this paper, enhancing the dynamic performance of capacitor voltage, meanwhile greatly
reducing the occupied storage space of the MAF by using a common filter per phase arm. Seen
from the simulation and experimental results, the proposed battery side control strategy can
satisfy the requirements of rapidity and accuracy, facilitating the application of the MMC-BESS
in practice.
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Abstract: In regard to electric devices, currently designed large-scale distributed generation systems
require a precise prediction strategy based on the composition of internal component owing to an
environmental fluctuating condition and forecasted power variation. A number of renewable
resources, such as solar or marine based energies, are made up of a low voltage direct current
(DC) network. In addition to actively considering a power compensation plan, these generation
systems have negative effects, which can be induced to a connected power system. When a storage is
connected to a DC-based generation system on an inner network along with other generators, a precise
state analysis plan should back the utilization process. This paper presents a cooperative operating
condition, consisting of the shared DC section, which includes photovoltaic (PVs) and energy storage
devices. An active storage management plan with voltage-expectation is introduced and compared via
a commercialized electro-magnetic transient simulation tool with designed environmental conditions.
Owing to their complexity, the case studies were sequentially advanced by dividing state analysis
verification and storage device operation.

Keywords: PV diagnosis; ESS application; DC power flow; DC system dynamics; hybrid generation
system

1. Introduction

Solar power still has huge potential and the rate of installation has been growing drastically.
A report by the European Photovoltaic Industry Association (EPIA) revealed that the European
cumulative photovoltaic (PV) capacity, had increase to more than 120 GW from around 29 GW
in 2010 [1]. The report suggests that the PV installation rates will continue to grow through the next
decade. A small-scale PV system for residential use is connected to the distribution network, and acts
to reduce the electric fee by supplying local demand. An energy management system (EMS) including
a building energy management system (BEMS) could be implemented for these kinds of sources,
although grid operators concentrate mainly on farm-scale generation systems. Currently, PV plants
with a capacity of over 1 GW have been connected worldwide as described in [2], and a number
of megawatt (MW)-scaled PV arrays have been configured in those farm networks. These trends will
continue to increase, and the production management which covers their stochastic characteristics will
pose a challenge in the power system industry.

To stably and efficiently harness energy from various renewable resources, clustered distribution
farms have pursued integrating compensation devices for supporting grid operation with enhanced
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controllability [3]. These circumstances have been presented by the reported variation resulting from
unpredictable natural resources, which is a major issue in renewable energies [4]. Although a clustered
farm exhibits better power profile with the in-built smoothing effect, a classic power system still
requires advanced solutions by concentrating on predictable usage of storage devices. Currently,
most storage applications are oriented to time shifting of real power supply rather than support the
connected grid [5]. However, as the requirement in terms of response between cluster and operator
expands, further concretion on the controller is required in the power system industry [6].

Recently, the renewable-storage application has been increased due to the increasing large-scale
wind farm, something that could significantly affect an integrated power grid, [7]. As a fastidious
requirement from grid operator is expected in future power grid, the authors in [8] highlight the
importance of both real and reactive power compensation according to the power extracting condition.
The reactive power compensation generally focuses on the voltage at local power system; it relies on
installed auxiliary devices. On the other hand, an energy storage system (ESS) such as a battery storage
could act as real power compensation at the distribution generator side. Both compensation options are
based on power-conversion system (PCS) that normally follow an optimized signal generated based on
the reference by the main system [9–11]. To achieve a close cooperation with distinct distribution units,
conceptual approaches that integrate ESS at the direct current (DC) network have been considered
through full converter-based wind turbines in Ref. [12]. Recently, typical DC-based sources including
PV and tidal have been extended as an ESS clustered form with other resources as described in Ref. [13].
The main objective of those integration forms is to collaborate among the connected devices, which can
enhance the controllability based on the imposed system order [14]. The PV system that is able
to compose a hybrid network along with ESS at the DC section is usually composed of a number
of solar panels for generating usable input voltage and reasonable power extraction. As described
in Refs. [15,16], these specifications generally allow not only electric loss in a cable but also voltage drop
below the standard testing condition. Therefore, a direct application of ESS in large-scale PV-based DC
clusters is classified as being supported by current analysis at each point. In industrial application forms
which are based on inbuilt complementary modes to respond to grid requirements, both limitation and
compensation options have to match the harsh power fluctuation of renewable sources [17]. In order
to continuously utilize these hybrid features, power flow analysis-based approaches and appropriate
ESS design are required.

Meanwhile, the increased utilization of storage in the power system industry has resulted
in demands of enhanced storage feature, since power swapping requires fast response capability
and suitable energy/power capacity [18]. In the case of conventional ESS applications, utilization of
a number of control schemes including hierarchical control were tried as described in Ref. [19].
The described works suggest that we can utilize an ESS configuration to achieve power balance
in a power grid where there is presence of several renewable energy and variable loads. However,
in previous research, the ESSs were separately composed of the renewable network, and the classified
power conversion devices had to respond to the order from the operator based on their own topology.
To perform a detailed control within a combined DC circuit that integrates ESS, an operation signal
for charging/discharge must be generated reflecting an algorithm based on the expectation of power
flow. In case the ESS solution is to be implemented in a PV-integrated DC system, it is deemed that
a fast voltage analysis method should support the order decision process in order to take instantaneous
voltage fluctuation into the controller [20]. In particular, given that renewable generators based on
DC could impose unpredictable profiles on ESS operating processes, specific support strategies are
required to manage a transient situation to cover these issues.

In this paper, the main objective is to come up with an ESS compensation scheme that considers
exact voltage level so as to implement a power-management plan for a DC-combined system by
focusing on the demand of the power system. What distinguishes it from previous research on the
renewable-ESS integrated networks is that it focused on a method to minimize errors based on detailed
circuit analysis rather than systemic utilization. The main analysis in this document focuses on the small
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power generated by the modules rather than simply focusing on the power extracted from each unit.
The entire management process is formed based on power flow analysis for DC systems, which deals
with controllable elements that can be reflected on connected equipment. A simulation for verification
is designed using the electro-magnetic transient DC (EMTDC) tool. In order to cause a considerable
voltage fluctuation according to the output of the connected distributed resources, and to carry out an
experiment, a distribution network with a scale of 0.5 km was constructed considering the real radial
system. The ESS model configurations, including control topologies, are utilized to implement the case
studies. The case studies focus on the operational accuracy of the proposed control scheme in regards
to imposed order from operator.

2. System Configuration

2.1. General Objective

The typical layout of a MW-class PV farm system is illustrated in Figure 1. A large-scale PV array
contains distinct inverters and transformers. In regard to compensation, when an ancillary device for
renewable system is considered, the installation location should be at the main bus or sub-station of the
PV system. As shown in the figure, a common area is formed by linking the MW-scale solar power
generation arrays with a storage device in the DC section. The main purpose is to define possible
impact from current flows in the DC section, and preparing a control method for supporting the
compensation process in integrated ESS.

Figure 1. A megawatt (MW)-scale photovoltaic/energy storage system (PV/ESS) for common direct
current (DC) configuration.

In various research, large-scale PV plants are modeled with a lumped single generator, by neglecting
current flow from each PV module. In terms of power system analysis, this modeling method is fast
and useful in identifying the influence of generated power from farm network. However, as mentioned
in Ref. [21], a detailed model construction is necessary when deriving a concrete compensation plan is
required through confirmation of an instantaneous production of a PV system. It is necessary to select
the available topology for industrial use, when implementing DC power flow with a focus on large PV
configurations. Generally, to secure the robustness in terms of power extraction, a single MW PV array
is connected to the grid through a central inverter topology [22]. With the topology, a mega-voltage
ampere (MVA) class DC/AC inverter can accommodate several thousands of PV panels. However,
unlike other topologies, the central topology exhibits low levels of flexibility and high mismatching
losses due to its huge configuration characteristics. New PV panels for the MW class even consider
mismatching losses in PV array arrangement through the use of several re-configuration techniques,
as described in Ref. [23].
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In DC distribution network research, several studies have been conducted in regards to the effects
of DC current owing to PV modules. Authors in Refs. [24,25] focused on large-scale integration of the
PV system in terms of grid impact such as voltage drop and defined capacity range of a suitable PV
generation system. There has been demand in PV module about a DC current analysis. Refs. [26,27]
consider actual losses due to a realistic maximum power point tracking (MPPT) errors in large-scale PV
system. Reference [23] pursues minimizing mismatching loss by adopting module sorting techniques.
A more detailed interpretation is required to establish a more accurate ESS compensation plan in view
of the instantaneous power of the internal module. It is likely that the common DC system mentioned
in this section will be affected by the current generated by each module, and the resulting DC voltage
variation affects the existing ESS control schemes. In the case of PV, since the power generated by each
module varies continuously, the voltage calculation of each point through the power flow analysis
can be undertaken instantly. By utilizing this values, effective control method for internal ESS can
be derived. As a result, data from the external environment can be used to derive its impacts on the
internal electric network to use at the main controller. These measures can be useful in the structure
of modern PV management systems that use various sensors to obtain environmental information or
utilize predictions.

2.2. Conceptual Design

Figure 2 represents a conceptual control plan of the proposed method. The entire power from
DC-based source is transferred to the connected grid through a main PCS. The ESS is integrated into
a common DC link using a DC/DC converter. Since the compensation devices in these structures
should be located at the front of the main PCS, the power flow from DC generators (PV or wave)
should pass through the junction of the ESS [28]. Through this flow, the integrated storage device is
directly affected by the electrical conditions with respect to the voltage level which is among the main
reference signal of the control process. The main purpose of the compensation devices is to store excess
output power (above the reference signal) and utilize a bi-directional PCS to discharge the stored
energy on the operators’ request. This paper describes DC power flow analysis, including DC network
characteristics for PV generators. Section 2 covers a basic system description.

Figure 2. Power control concept of ESS-combined PV system.

2.3. Alternating Current/Direct Current (AC/DC) Hybrid System

General voltage-sourced converter (VSC)-based structures are established at the front of generation
system, which means that the generated power must pass through a DC section through its own
converter. Therefore, as described in Ref. [29], the power supply from combined DC network could
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experience more ohmic losses compared to other single generation system. There are several studies on
the DC farm topologies to increase efficiency and mitigate these issues as a result [30]. The conventional
DC-based farm have extended the available farm scale through the increase in number of the sources
and boosting level of the classified voltage.

The model utilized in this paper focuses on coupled power resources structure constructed
in DC. Once the ESS is planned to attach to the structure, it should be placed in front of the main
sub-system and follow the operators’ order. The ESS applications applied in the DC section are based
on improved usability. However, the electrical flow in the low voltage section can result to unstable
voltage conditions in terms of compensation device usage. As a compensation device in the common
DC network is expected in several renewable energy sources, an advanced technique based on DC
analysis is required to maintain the system’s performance.

2.4. DC Network

2.4.1. Generation System

This paper presents a hybrid system that installs a common DC network for PV and ESS. If used
in real-time conditions, then a fast computation method management should be composed to handle
electronic based resources. Prior to defining the relationship between order and voltage level, a general
power flow analysis have to compose focused on power production. The flow injected by PV modules
can be given by the sum of the power produced from each module with incurred losses as follows:

PPV =
L∑

l=1

N∑
n=1

Pn−
L∑

l=1

N∑
n=1

Ploss(n) (1)

where, PPV is total output power from PVs, Pn is output power from nth module, Ploss is generated loss
in the cable, L is total number of arrays, and N is total number of modules.

The ohmic loss can be defined as follows:

Ploss = rnn+1
P2

nn+1

V2
n

(2)

where, Pnn+1 is real power flow from module n to n+1, Rnn+1 is resistance value between module n and
n+1, and Vn is voltage magnitude of module n.

A PV system generates real power according to the irradiation profile by utilizing applied converter
based on the designed curve which is related to the power coefficient. The PCS selects the power
point within the operational range to extract the maximum available power. This paper considers the
ESS application in the DC link as a power compensation device. If the extracted power of the hybrid
system exceeds the designated order by the operator, the ESS is activated to support the entire output
power based on the operator’s order. It can be composed when the total DC flow of the entire circuit is
analyzed using appropriate formulas. The total DC flow with capacity constraint can be defined as
in Equation (3), and DC current flow to utilize flow analysis as shown is as follows:

Pdc = PPV + PESS, |PESS| ≤ Sdc−dc (3)

where, Pdc is real power injection from DC system, PESS charging/discharging quantity from ESS,
and Sdc-dc is the Power capacity of DC/DC converter for the ESS.

idc =
√

geq · Pref (4)

where, idc is current flow at the converter, geq is equivalent admittance of PCS, and Pref is reference
signal of real power for the PCS.
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The constraint in the limit process can be defined as follows:

maxPdc ≤
√

S2
PCS −Q2

PCS (5)

where, Spcs is power capacity of main PCS, and QPCS is reactive power production from main PCS.
Since it is expected that several modules are integrated into a single array in a PV farm, a voltage

variation of the DC side is dependent on the PVs’ output power. When an operator wants to handle
demand response through applied ESS (charging or discharge), the voltage variations induced in the
DC network have to be reflected.

2.4.2. Storage System

The application of the ESS in renewable energy should consider both the own operational state and
the generated signals from the grid operator. In general, there is a standardized form of the ESS in an
industrial power system. (1) Usually, the ESS connection point provides the point of common coupling
(PCC) for renewable energy. (2) To maintain the DC level of the battery, an ESS should apply a distinct
DC/DC conversion device. (3) An ESS performs charge/discharge based on imposed limitation (voltage)
or a direct order. In case of voltage focused solutions, previous research utilized the specified voltage
level as the limit, which was utilized to decide whether the ESS was attached or detached to the grid.
Figure 3 describes the concept with a flywheel solution, which employs a super-conducting rotating
device [31]. This application relies on a bi-directional controller to control electrical flow and determine
whether it charges or discharges by detecting the voltage limitation. In this topology, the controller
can strictly manage the voltage levels within the specified range. However, the supplied power from
the ESS cannot be defined as a constant value which is able to utilize power balancing. The proposed
plan proposes storing and releasing real power with a strict control signal instead of voltage limitation.
A bi-directional PCS focuses on designated order to handle entire output power from the DC network.

Figure 3. Voltage limitation-based ESS control scheme.

In case of order for ESS, both charging and discharging signals can be represented with the
connected PV as follows:

PESS(t) = Pdc −
∑

PPV(t) (6)

In order to correctly extract the power signal, the proposed ESS controller adopts additional DC
analysis blocks to enhance the accuracy of charging/discharging signals.

3. DC Flow Analysis

To perform the current flow analysis about a target DC network, an electric based circuit model
should first be developed. In order to estimate the voltage variation of each section based on the power
extraction, an equivalent circuit was developed for power flow analysis.
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In case of the general analysis of the PV circuit for current estimation, the resistance in the
circuit is divided into two categories (shunt and series) as shown in Figure 4 to advance it in terms
of simplification [32]. With this simplification, environmental factors such as irradiation (G) can be
reflected in output current expression. On the PV system, however, since a current flows through the
negative pole which is for grounding, for detailed current analysis, a method to reflect this circumstance
should be derived. In Ref. [33], a method is derived to eliminate the leakage current in consideration
of the earth impedance. In this regard, a method of applying the grounding components to the detailed
analysis is continually being studied. In addition, although the general method introduces each
environmental variable as a constant value to advance the prediction of current flow, it is difficult for
these methods to reflect a real-time environment. In this paper, we focused on the method of deriving the
amount of current based on real-time power output, and tried to improve the accuracy by minimizing
the variables. Figure 5 shows a simplified circuit which includes PV, ESS and DC/AC inverter to connect
the main grid. The resistance components between each PV module were imposed in the circuit for
purposes of clearly describing voltage fluctuation on a low-voltage DC network. Reflection of the inner
voltage variation condition for large-scale PV generation system is a demanded feature which is also
considered in commercialized simulation tool as well. In this paper, the resistance components at the
negative DC pole which is usually considered as ground section is utilized to improve the accuracy
of voltage calculation.

Figure 4. Equivalent circuit of single diode model for PV.

Figure 5. Power flow analysis model for DC.

Firstly, the equivalent component of the PV module in the figure is based on a single module;
the basic objective of the described circuit is to derive a mathematical expression for voltage level
of each section including the front of the inverter device. In the case of the PCS for a PV system,
since the AC side is connected to stable grid network, it is capable of converging as an equivalent
circuit. To reflect the voltage variation in the DC section, the Norton equivalent method is applied
in this study. When DC network analysis is imposed into the PV system, there is a need to imply the
power extracting condition for each module in current flow form. The output power of the PV module
can be modified to obtain an equivalent circuit with negative values if each module is considered as
an admittance component. In case of ESS component, both charging and discharging power can be
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implemented using an equation that has described modeling processes. Each component in the figure
can be transformed using the components mentioned as follows:∣∣∣∣∣∣∣∣∣∣∣

g1 + gu10 −g1 −gu10 0
−g1 g1 + gd10 0 0
−gu10 0 gu10 + geq + gpcs −geq

0 0 −geq geq + gESS

∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣

Vu1

Vd1
Vdc

VESS

∣∣∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣

0
0

idc
0

∣∣∣∣∣∣∣∣∣∣∣ (7)

The DC section of single array would consist directly connected PV module, main PCS for
subsystem, and DC/DC convertor for introduced storage devices. The three basic models could
be transferred as an electrical component in order to proceed as an iterative calculation process.
The iteration requires input parameters including a known quantity to derive each section’s voltage
levels which are considered as unknown values in the circuit elements. The system input parameters
include admittance values, which are repeatedly updated with extracted power from series-connected
PV modules, and derived based on Equation (8).

gn = − Pn

(Vun −Vdn)
2 (8)

The voltage for PV modules considers both the upper and lower side and are continuously
modified throughout the iteration process as unknown values. The admittance component of ESS are
as follows in Equation (9) by assuming shared grounding option.

gESS = −PESS

V2
ESS

(9)

Since the voltage level of each section is dependent on electrical current via power flows,
the modified values would continuously affect the admittance component until every input parameter
is converged. The corresponding current of PCS would hold the relevant DC power flow as a strict
component in the system matrix. To perform the iteration, which is considered as a main calculation,
an inverse matrix is utilized to progress the iteration as described in Equation (10).

[V] = [g]−1 × [I] (10)

The contents of Figure 5 are based on single PV module; hence, large-scaled PV generation system
requires further dimensional matrix. If n modules are added, the circuit will be expanded as mentioned
above, which results in a change in the basic equation as follows in (11).

When adding n modules, an n × 2 matrix size expansion is progressed on an existing equation.
If this equation is analyzed in detail, it is possible to consider a difference of production by large
modules and organize an equation about the profile of each module with the required data.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

g1 + gu1n −g1 −gu1n 0 0 0

−g1 g1 + gd1n 0 −gd1n 0 0

−gu1n 0 gu1n + gn + gun0 −gn −gun0 0

0 −gd1n −gn gd1n + gn + gdn0 0 0

0 0 −gun0 0 gun0 + gpcs + geq −geq

0 0 0 0 −geq geq + gESS

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Vu1

Vd1

Vun

Vdn

Vdc

Vess

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0

0

0

0

idc

0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(11)

4. Simulation

4.1. Simulation Design

In order to assess the proposed control method, a detailed simulation is conducted using
a power-system computer aided design (PSCAD). Figure 6 shows a layout of the PV connected
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distribution network, that utilizes the linked DC section. The PV generation system in the network has
a nominal power capacity of 400 kVA. To verify the proposed method, a single PV generation system
includes 120 parallel/40 series modules. The PV system is connected to the displayed distribution
network by utilizing the central inverter topology. The DC network also includes the ESS model
to verify the proposed reference modification method. The distance data about the distribution network
is reflected in pi-line which is the base model in PSCAD/EMTDC. The network information, which is
used for utility grid construction, is shown in Table 1 including the PI-line distances in Figure 6.

Figure 6. Simulated distribution network including MW-scale PV/ESS.

Table 1. Numerical data for the simulation.

Specific Data Value Unit

Rated AC voltage 22.9 kV
Rated DC voltage 500 V

Distance between each module 0.5 Meter
Number of load 3

Rated energy of ESS 200 kWh
Rated power of ESS 200 kW

Rated power of PV system 1200 kW
PI-line distance 500 Meter

Substation voltage (HV) 154 kV
Short-circuit ratio of utility grid 15

X/R ratio of utility grid 15

Figure 7 describes the simulations of the designed PV production. PV system extracts real power
based on the radiation data as per the specific coefficient values. A small variation of the extracted
power could affect the operation of the connected ESS. To check ESS control effects under certain
conditions, unexpected variations need to be checked. Table 2 includes applied load parameters
for the case studies. The main objective of the simulation is to confirm that the proposed method
shows better reliability compared to rated voltage-based control. The voltage controller is configured
based on an existing solar-ESS combined control, which takes into account the sensitivity between
voltage and power production [34]. The method generally operates in combination with on-load
tap changer (OLTC), yet it depends on the characteristics of the connected power system. Therefore,
in this paper, we try to compare the results when only the main controller was applied. To check ESS
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operation, a number of discrete load variations were designed for each scenario. The simulation mainly
considers the charging/discharging processes to confirm profile accuracy in regards to reference signal.
The reference signal is designed to change depending on the load condition, while the configured case
studies and entire simulation time is set to 10 s including the start-up time. Assuming abrupt load
variation, a number of orders changing sections (for charging and discharging) are designed for the
simulation. A few of the load changes are executed by stages as displayed in Figure 8. The momentary
load changes (75 kW) generates a demand about the order change for reducing the distribution
network burden.

Figure 7. Basic PV production in case study.

Table 2. Simulated case study description.

Imposed Control Method
Strict Voltage Control Method,

Proposed Control Method

Simulation time 10 s

Base load condition
(Real power)

Load 1: 900 kW
Load 2: 1500 kW
Load 3: 1380 kW

Load increase sections
(Load 3)

2.5–3, 3.5–4, 8–8.5 s (75 kW)
3–3.5, 4–4.5 s (150 kW)

Load decrease sections
(Load 3)

5–5.5, 6–6.5, 8.5–9 s (75 kW)
5.5–6, 6.5–7 s (150 kW)

Figure 8. Simulated load variation in case study.

Without ESS, the connected substation should supply the required power based on the change
of the distribution network. However, with ESS, a distribution system operator would attempt to cover
the unexpected variation through the support of ESS due to operation responsibility (i.e., rate of power
change). This forms the basis of the operational objective of the ESS in this scenario. The total
power supplied from the grid with non-ESS condition is shown in Figure 9. Based on this condition,
ESS charging/discharging would be handled through applied methods. The basic algorithm using the
power command and the rated voltage is entered to obtain an effect firstly, and a comparison analysis
with the proposed use is advanced.
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Figure 9. Power supplied quantity from main grid (non-ESS).

4.2. Simulation Results

Figure 10 shows a power production curve of the common DC system including ESS output with
rated voltage level consideration. The ESS charges and discharges depending on the load variation on
Figure 8. It can be confirmed that the power supplied from DC, which depends mainly on the amount
of PV generation, has been modified according to the complementary power of ESS corresponding
to the increase in load of each designed section. Depending on the total output power including
extracted power from the ESS, unexpected voltage fluctuations can occur in the DC system, and the
main objective of the simulation is to compare the response ability. Since the control was established
to reduce the variations of the power supplied, the quantity from the grid can be attenuated as
illustrated in Figure 11. Compared with the general conditions in Figure 9, the supplied power from
the grid can avoid discrete changes through ESS compensation. However, a minor variation is still
exhibited on the power curve, hence more precise compensations are still required.

Figure 10. Combined power production of DC network (ESS-strict voltage control).

Figure 11. Quantity of power supplied from main grid (ESS-strict voltage control).

The proposed flow expectation method is applied to the same simulating condition. In regards
to precise voltage condition, the proposed control attempts to reduce the previous errors and smoothen
the power supplied quantity from the grid.

The power production is handled within the rated capacity and the differences between control
methods are generated depending on the precision of controllers in terms of voltage. The highlighted
charging and discharging sections (2.5–4.5 and 5–7 s) are described in Figure 12. In both cases
Figure 12a,b, a strict voltage control method finds it difficult to detect DC voltage variations, and generate
mismatches for both sections. The method triggers ESS operation with signal and supports the grid
according to the voltage mismatch through comparison of the rated voltage (500 V). Since storage sets
perform according to the power capacity, there could be double error generated which could affect the
grid power balance. The ESS output curves of the proposed method are displayed together with strict

131



Energies 2019, 12, 3907

voltage control. The mismatches are reduced in both control modes as described in the figures, and the
reliability of the compensation significantly improved in terms of solution. Without the initialization
section, the power supplied by ESS almost coincides with the increased variable load value. The power
supplied quantity from the main substation is illustrated in Figure 13. Compared with the previous
state, as shown in the figure, the fluctuation generated is significantly reduced. The control error via
the general method is modified in the case of both charging and discharging processes.

(a) (b)

Figure 12. Detailed power compensation quantities for ESS with DC voltage variations (a) extracted
power quantity in the discharging section (2.5 to 4.5 s); (b) absorbed power quantity in the charging
section (5 to 7 s).

Figure 13. Quantity of power supplied from main grid (ESS-proposed control).

The total mismatch quantity for both methods in terms of power support is presented in Table 3.
The difference between the demanded control quantity (calculated by strict power references) and the
profile is reduced for both control modes, and the reliability of the profiled quantity is significantly
improved in regard to energy compensation. In particular, error generated in the discharging state is
significantly reduced with the proposed controller.

Table 3. Numerical results for imposed order and profiled quantity.

Control ESS Mode Demanded Quantity (Wh) Accomplished Quantity (Wh) Gap(Wh) Error (%)

Strict voltage Charging 145.83 136.304 9.526 6.53
Discharging 145.83 167.877 22.047 15.12

Proposed Charging 145.83 140.912 4.918 3.37
Discharging 145.83 143.834 1.996 1.37

5. Conclusions

This paper proposes a modified compensation method for the MW-scaled AC–DC hybrid
systems such as storage devices. To perform the ESS operation with an effective reference order,
a voltage-estimation method was formulated and adopted in the designed generation system.
Verification of the performance improvement in regard to the real power management that responds
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to the order is verified through case studies. According to the changed state in terms of load,
the proposed controller generated a precise order considering the real power extraction from the DC
network. The MW-scaled DC networks with different sources experience voltage fluctuation when
interworking with the grid. In case of the proposed method, however, it is required to establish the
power production of the module as an input signal since credibility is required not only on the PV
module but also on the applied sensors. When pursuing detailed management of large-scale DC
systems, the application could be considered by the ESS operator. In general, the large-scale DC
networks with diverse sources have voltage fluctuation when interworking with the grid. The designed
method is based on a multiple PV system, the active support plan using ESS is able to further expand
large DC system. Even if the error mitigation on the basis of the order is a minor issue in certain
system, the improvement can be useful for the ESS management process with respect to state of charge.
The controller will improve estimation accuracy of the remaining amount for the ESS, and this can help
support operational accuracy.
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Nomenclature

gn Equivalent admittance of nth module
guno Admittance of positive side DC cable between nth module and collector
gdno Admittance of negative side DC cable between nth module and ground
gdc-dc Equivalent admittance about DC/DC convertor for ESS
gESS Equivalent admittance of ESS module
G Solar irradiation (W/m2)
IPV PV current in single diode model
Ir Reverse saturation current of PV
Isc Short circuit current of PV
Io Output current in single diode model
RP Shunt resistance of PV
RS Series resistance of PV
Vun Upper-side voltage of nth module
Vdn Lower-side voltage of nth module
Vdc Collector voltage
VESS Induced ESS voltage
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Abstract: In the aspect of power grid, attention is being given to conditions of environmental variation
along with the need for precise prediction strategies based on control elements in recently designed
large-scale distributed generation systems. With respect to distributed generators, an operational
prediction system is used to respond to the negative impacts that could be generated. As an active
response plan, efforts are being made by system operators to cover fluctuations with utilization of
battery-based storage devices. Solar or ocean energy that shares electrical structure with an energy
storage system has recently being seen as a combined solution. Although this structure is supported
by a state analysis plan, such methods must be performed within the range where the response is
possible under consideration of the power requirements of the electronic devices. This paper focuses
on an iterative based solution for enhancing response of storage that included in DC generation
system, to check its availability in terms of possible calculation load. A previous storage management
plan was utilized and tested using a commercially available transient electromagnetic simulation tool
that focused on possible delays. Case studies were performed sequentially on the time delays based
on utilizable inverter topologies.

Keywords: PV diagnosis; ESS application; DC power flow; calculation load; iterative methods

1. Introduction

Recent advances in the field of energy has shown that the penetration rate of photovoltaic (PV)
power generation is expected to increase steadily over the next decade [1]. The existing small-scale
PV systems dominating local demand has been replaced with bulk farm systems to take advantage
of environmentally friendly policies as described in [2]. Until now, network operators have focused
on the characteristics of large-scale power generation systems and have focused on increasing its
capacity. To add to this, the demand for properly managed generated power has been derived due
to grid expansion. The recently revised IEEE-1547, particular momentary cessation, illustrates these
requirements of related industrial sectors [3]. Currently, PV systems with a capacity of one gigawatt or
more are implemented worldwide, including an operating system to enable compliance with directives
of system operators. In a PV farm, several sets of megawatt (MW) arrays are built, which should
interact with centralized topologies. The need for a control strategy that focuses on the detailed
specification of PV is increasing and may be a major challenge in the power system industry that
focuses on stochastic uncertainty.

Although renewable energies supply smoothed energy by composing a farm network, the operators
still demand advanced solutions for flexible power management with additional compensators [4,5].

Energies 2020, 13, 656; doi:10.3390/en13030656 www.mdpi.com/journal/energies136



Energies 2020, 13, 656

However, most major storage applications are still geared to play a role in responding to demand
rather than providing real-time compensation [6]. As described in [7], since the requirements in terms
of response between the farm and operators have expanded, the power system industry has considered
advanced real-time solutions. The study in [8], depending on the various practical conditions,
emphasizes the importance of real/reactive compensation response. Reactive power compensation
generally focuses on voltage fluctuations in the local energy system, but conversely, real power
compensation requires control that focuses on supply and demand of the entire system. These real
power reactions are achieved with the aid of detailed backup control of the energy storage system (ESS)
based on power conversion systems (PCSs) which are performed with optimized signals generated
according to the main system criteria as in [9–11].

Newly developed renewable energy has been generalized to connect to a grid through
full-converter based PCS. A process for combining renewable sources has been commercialized
with a study on how to treat an independent DC section as a cluster as in the concept of multi-terminal
DC [12]. The main objective of this approach is to improve its control capability by sharing the imposed
order from a transmission system operator (TSO) with each distributed energy source (DES) in the
cluster. Since PV requires a relatively small geographical area, the concept has been preferentially
applied to existing farms along with possible storage system [11]. In a PV based hybrid DC system,
which adopts a storage application, to perform precise control in a region where there is a number
of DESs, a compensatory calculation process for each signal may be necessary. With regards to this,
a proposal about a voltage calculation method based on a power flow analysis that considers the
current flow between the PV modules is presented in [13], with detailed description of a practical ESS
application. The possible voltage fluctuations generated between cables which were reported in [14,15]
was reflected and analyzed in [13].

In this paper, in the signal dispatch process of a hybrid system, a feasibility analysis about
proceeding with order management while calculating an appropriate voltage was derived. The main
objective was to check the feasibility of an ESS compensation scheme which applies a voltage signal
calibration in order to implement a power management plan for a hybrid system according to the
applied load. Previous formula descriptions were expanded to enable it to deal with practical voltage
variations. To carry out a practical approach in which an included PCS controller manages not only
the voltage of each DC section but also the calculation delays, a simulation analysis was studied and
confirmed with the consideration of real power that changes continuously. Focusing on a distribution
network, the voltage impact was established and analyzed to check the availability of additional signal
compensation plan. The ESS model configurations, including control topologies, are composed as
in [13] to implement a reasonable case design.

2. Electrical Components

2.1. General Objective

The power flow calculation is a conventional method used in the power system analysis to confirm
not only the power supply condition but also the status of each bus [16]. In general, it is based on the
Newton–Raphson method of AC power system analysis without the consideration of grid scale as
investigated in some literatures [17–21]. The optimal power flow based on an iterative method have
been modified to consider recently composed DC components as revealed in [22]. The study in [22]
considers a voltage-sourced converter (VSC) based on high voltage DC in the power flow equation
to improve accuracy and stability in power system analysis. Meanwhile, the pure DC network also
utilized an iterative method in a nodal analysis [23]. The methods are normally formed to find the
DC voltage level at each node in state analysis. These processes are influenced by the scale of the
system matrix in terms of calculation time, which is a major problem in the order management plan of
a real-time controller [24].

137



Energies 2020, 13, 656

The aim of this paper is to present a feasibility study on the power flow analysis approach to
improve accuracy of managing a hybrid system which consist of several DESs, incorporating the
characteristics of main controller. Figure 1 illustrates the typical figure of the controller structure
highlighting the target processes. A storage system is included in the structure connected to the main
PCS with a boost chopper device. Together with the storage device, the PV modules are expected to
connect to the main PCS as a hybrid form. Several current flows from DESs will form DC current (idcn)
and be imposed on the main PCS and the measured signals (in) used in the highlighted section for
voltage calculation.

Figure 1. Typical structure of a photovoltaic (PV)-energy storage system (ESS) power conversion
system. PLL, phasor locked loop.

A typical control flow for VSC is applied. The measured DC voltage (vdc) is used in the PCS
controller for grid-side, and the controller is independent of the real power control for connected
DESs in the DC section. The determined reference for DC system operation (vdc_ref) handles PCS
signals based on measured values at grid side phasor locked loop (PLL). These control flows are for
composing a PV generation system that could follow maximum power point tracking process. When
a monitoring system receives a real power order from a TSO, a real power control for the entire DC
system is operated independently. Without a signal correction scheme, the real power command for
the ESS ignores a voltage variation in the DC section. However, based on a PV current flow signal, a
modified value could be generated in this concept to decide the final reference signal for the power
controller. The likely issues that may be encountered when the calculation process is applied to existing
controls are illustrated in Figure 2. After constructing the line matrix for power flow analysis, a delay
can be generated according to the size of the matrix for its complementation process. As the size of
PV increases, the possibility of time delay is expected to increase since the calculation load for signal
correction depends on the number of modules.
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Figure 2. Description of added block for accuracy improvement method.

2.2. Hybrid System

The hybrid model used in this paper focuses on the structure of combined energy resources. It is
expected that all the power generated by the DES passes through the main PCS. If an ESS is included,
it must be able to comply with the TSO’s order according to the current flow variation in the main PCS.
Sectional losses and errors are frequent in coupled DC networks as described in [25] and approaches to
these issues were being studied [26]. However, if a combined DC system expands its size, the low
DC voltage may generate unstable conditions and require precise techniques to comply with imposed
orders. In this study, the hybrid model was employed and a compensation technique that can reflect
the voltage fluctuations of each DC section applied.

2.3. PV Plant Configuration

Typical information of a PV generation system is shown in Table 1. A PV system contains inverters
by based on own topology: central, string, multistring, and module integrated. The general form of
the hybrid system takes a large-scale PV farm that is suitable for the ESS compensation plan. Thus,
central and multistring topologies (more than 30 kilowatts (kW)) would be appropriate in this analysis.
The PV connection that includes the inverter and transformer based on both topologies is described in
Figure 3. As shown in the figure, in the case of a multistring topology, a common DC area is formed at
connection point of several single strings. Since the DC-DC converters could measure each connection
point of the string, a power flow analysis for generating a modified ESS signal could be simplified. In
other words, the feasibility study for the multistring topology can be progressed based on one single
array that makes up a string (the matrix for the modules is larger than that of the converters). The
generalized string structure in [27] is used in this analysis. To secure the robustness in terms of power
extraction, a MW-scaled PV is connected to the grid through a central inverter topology [28]. With the
topology, a mega-voltage-ampere (MVA) class DC/AC inverter can accommodate several thousands of
PV panels. However, unlike other topologies, the central topology exhibits low levels of flexibility and
high mismatching losses due to its huge configuration characteristics.

As mentioned earlier, the main focus of this paper is to check control constraint of the accuracy
improvement plan. A more detailed description of the structure can be found in [13]. In order to
explain the ESS operation plan, a DC power flow method applied on two topologies is described in
Section 3. In addition, simulation studies to find availability according to expected delays are discussed
in Section 4.

Table 1. Numerical information of PV inverter topologies.

Topology P (kW) Vdc Range (V) Vac Range (V) f (Hz)

Central 100–1500 400–1000 270–400 50, 60

String 0.5–5 200–500 110–230 50, 60

Multistring 2–30 200–800 270–400 50, 60

Module integrated 0.06–0.5 20–100 110–230 50, 60

139



Energies 2020, 13, 656

Figure 3. Configuration of PV inverter topologies (a) multistring (b) central.

3. DC Flow Analysis

To perform a current flow analysis of the defined DC network, an electricity-based circuit model
is required. The nodal analysis method based on the presented PV circuit was used. In this method, an
admittance matrix which includes cable components is adjusted in power flow analysis according to
the PV power extraction.

For the general analysis of PV circuits for current estimation, the admittance of the components
was divided into two categories (consumption and supply) for simplicity. With these simplifications,
the PV current can then be reflected in the matrix representation. In a PV system, a current flows
through the cathode for grounding. According to [13], a method was used to eliminate the current
leakage in consideration of ground impedance. Since this study examined the impact of computational
load with a focus on a previously used method of deriving current expectation based on real-time
power output, the detailed resistance component between each PV module is applied to the admittance
matrix. A consideration is made of the resistance component of the DC pole of the cathode which is
generally considered as the ground section.

In this study, the nodal analysis was applied to formulate the detailed current flow in DC section.
With this, the PV system can convert the energy extraction state of each module into a current flow. The
output power of the PV module can be changed as a negative admittance component to be included
in the matrix. In the case of an ESS, the charging and discharging power can be implemented as
equivalent components according to the amount of profile. Based on a single module, each component
can be represented by an admittance matrix as follows:

g =

∣∣∣∣∣∣∣∣∣∣∣
GP −GPN −GP0 0
−GPN GN 0 0
−GP0 0 GPCS −GDC

0 0 −GDC GESS

∣∣∣∣∣∣∣∣∣∣∣ (1)
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The diagonals of the admittance matrix for positive/negative node of module and connection
points of PCS, ESS (GP, GN, GPCS, GESS) includes power extractions along with connected cable
component as follows:

GP = gn + gPnn−1 (2)

GN = gn + gNnn−1 (3)

GPCS = gNnn−1 + gPCS + gdc−dc (4)

GDC = gdc−dc + gESS (5)

The non-diagonals of the admittance matrix for positive/negative section are solely composed
with regarded cable (gPnn−1, gNnn−1) or equivalent admittance of own conversion system (gdc-dc, gESS).
When adding n modules, the size of the admittance matrix adds n × 2 columns and rows on the basis
of generalized matrix (1). Based on this, it is possible to analyze a mean conversion time for a large PV
system and organize a feasibility study whether the expected delay is within a constraint.

In the iterative process, it is necessary to define an input variable with previous state (k) that can
reflect the amount of output power to estimate the voltage level of the DC section which is considered
as an unknown value. The corresponding input parameter must be converted to an admittance value,
and the power extracted from each PV module connected in series can be updated repeatedly as
follows:

gn·k = − Pn·k
(VPn·k −VNn·k)2 (6)

The admittance component for ESS is able to be expressed as shown in Equation (7)
considering grounding.

gESS·k = −PESS·k
V2

ESS·k
(7)

The voltage in each section for next state (k + 1) is affected by the admittance factor due to
the modified value until it converges within the available range. The main PCS current is fixed for
convergence as a slack element. To perform the iterations considered as the main calculation, the
inverse matrix is used to advance the iteration method as described in (8). The generalized control
diagram is illustrated in Figure 4.

[Vk+1] = [gk]
−1 × [Ik] (8)

Figure 4. Modified control diagram of iterative method.

The contents of (1) depends on the number of PV modules, hence, a large-scale PV generation
system requires further dimensional matrix. If n modules are added, the circuit will be expanded
as mentioned earlier which results in a change of the basic equation as given in (9). Based on the
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configured sparse matrix, an analysis of the possible computational load and delay effect on main
controller was performed using case studies.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

g1 + gP1n −g1 · · · −gP1n 0 · · · 0 0
−g1 g1 + gN1n · · · 0 −gN1n · · · 0 0

...
...

. . .
...

...
...

...
−gP1n 0 · · · gP1n + gn + gPn0 −gn · · · −gPn0 0

0 −gN1n · · · −gn gN1n + gn + gNn0 · · · 0 0
...

...
...

...
. . .

...
...

0 0 · · · −gPn0 0 · · · gPn0 + gPCS + gdc−dc −gdc−dc
0 0 · · · 0 0 · · · −gdc−dc gdc−dc + gESS

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Vu1

Vd1
...

Vdn
Vdn

...
Vdc

VESS

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0
0
...
0
0
...

idc
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(9)

4. Simulation

4.1. Simulation Design

To verify the effectiveness of the control method, a simulation was performed using PSCAD
(power system computer-aided design). Figure 5 shows a design of the network with PV sources
configuring a common DC section that includes ESS. The basic rated power capacity of a single PV
is 400 kVA. The designed PV system was connected to a displayed distribution network through
an inverter topology (multistring and central). Preferentially, the individual unit of a PV system is
composed of a single string to check calculation load of the multistring scheme (three strings are
used for PV). Next, an expanded feasibility test was then carried out with an integrated 1.2 MW PV
system with consideration of the maximum computational load as well. The distance of the pi line was
reflected using generic model in PSCAD (library with R, Xl, Xc elements), and the residual information
is given in Table 2.

Figure 5. Simulated distribution network including MW scale PV/ESS.

The configured PV system extracts real power based on environmental variables, as in the previous
study. DC voltage fluctuations due to the extracted power may affect the operation of the connected
ESS. To continue the feasibility studies based on the verified charging/discharging pattern of ESS, load
fluctuations (Figure 6) and ESS control effects (Figure 7) were used. The AC grid voltages at each load
connection site are described in Figure 8 to confirm if it causes an impact on the DC network in the
simulation. The RMS magnitudes are classified according to the distance from the substation and each
section is maintained with stable conditions. The main objective of the simulation is to confirm the
reliability of the proposed method. For this reason, individual load fluctuations were designed and
ESS operating signal configured to change according to load conditions. An analysis focusing the ESS
control according to each load change proceeded.
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Table 2. Numerical data for the simulation.

Specific Data Value Unit

Rated AC voltage 22.9 kV
Rated DC voltage 500 V

Distance between each module 0.5 Meter
Amount of load 3

Rated energy of ESS 200 kWh
Rated power of ESS 200 kW

Rated power of PV system (one unit) 400 kW
PI (π) line distance 500 Meter

Substation voltage (HV) 154 kV
Substation MVA 60 MVA

Short-circuit ratio of utility grid 15
X/R ratio of utility grid 15

Figure 6. Imposed load variating condition for case study.

Figure 7. Power supply quantity from main grid in designed scenario (with and without ESS).

Figure 8. AC side root mean square (RMS) voltage at connection point for loads.

Table 3 details the load parameters applied to the case study. The total simulation time was
defined in 8 seconds including initialization. Load changes were made in stages as shown in Figure 6.
The ESS was configured to charging/discharging in response to an instantaneous load change (75 kW).
The derived average iteration number (adjusting the input values) and expected average solution
time, for each topology were represented together. Taking into account the configuration that a single
string has 40 modules, the multistring topology configured a system matrix. In the case of the central
topology, it was designed with three parallel units that were used for a single string. The number of
iterations were not change in each topology, however, the expected solution time increased and the
regarded delay increased as well. In this paper, the plan was to apply the 100 ms (10 Hz calculation
frequency) interval to the multistring topology and apply not only 200 ms (5 Hz) to the central topology,
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but 400 ms (2.5 Hz) to consider the additional computational load. If the calculation is not terminated
within the imposed constraint, the previous value must be used until the calculation is completed.

Table 3. Simulated case study description.

Simulation Time 8 Seconds (s)

Base load condition (Real power) Load 1: 900 kW, Load 2: 1,500 kW, Load 3: 1,380 kW

Load increase sections (Load 3) 2.5–3, 3.5–4 s (75 kW)
3–3.5, 4–4.5 s (150 kW)

Load decrease sections (Load 3) 5–5.5, 6–6.5 s (75 kW)
5.5–6, 6.5–7 s (150 kW)

Iterations 3 (multistring), 3 (central)

Required solution time 95 millisecond (ms), (multistring) 185 ms (central)

Imposed maximum
interval of calculation 100 ms (multistring) 200, 400 ms (central)

Within the improvement effect shown in Figure 7, the simulation was configured to deduce
availability by showing how computational delay affects control. One of the objectives of this study
was to confirm if the utilized control can reduce the possible error compared to the strict voltage control
as well perform an adequate power supply with expected delay.

4.2. Simulation Results

An availability study should ensure that voltage corrections can be managed with limited
calculation capability. The analysis of the charging and discharging sections (2.5–4.5 and 5–7 seconds),
which were the main focus of this analysis are explained sequentially. Figure 9 shows the delay effect
that can be derived from the multistring topology compared to the pre-analyzed method (strict-voltage,
voltage-estimation). It can be confirmed that both charging and discharging are not significantly
affected by the delay. The output control was observed to be performed substantially in the same
manner as the accuracy improvement method without any delay. In the multistring topology, it was
confirmed that the control signal can be derived within the maximum calculation load. Figure 10;
Figure 11 show the delay effects that can be derived from the central topology. It can be confirmed that
the influence of the delay occurs in both places, however, the control proceeds within a range that
did not reach the strict-voltage method. In the case of Figure 11, including the maximum calculation
load, an error occurs with a high probability, but it was confirmed that the occurrence of the delay was
not frequent.

(a) (b)

Figure 9. ESS states for multistring topology with 100 ms interval (a) extracted power quantity in the
discharging section (2.5 to 4.5 s); (b) absorbed power quantity in the charging section (5 to 7 s).
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(a) (b)

Figure 10. ESS states for central topology with 200 ms interval (a) extracted power quantity in the
discharging section (2.5 to 4.5 s); (b) absorbed power quantity in the charging section (5 to 7 s).

(a) (b)

Figure 11. ESS states for central topology with 400 ms interval (a) extracted power quantity in the
discharging section (2.5 to 4.5 s); (b) absorbed power quantity in the charging section (5 to 7 s).

Table 4 shows the errors in terms of power support for designed scenarios. Compared to the ideal
case (voltage-estimation without delay), the multistring topology could lose minor accuracy in terms
of power support, and the central topology with 5 Hz calculation frequency shows less than 5 percent
mismatch. It seems that a large mismatch can be induced with the central topology when considers
maximum calculation load, however, it is expected to be generated on the oversized PV scale. The
utilized signal correction scheme seems to be available with a normalized PV system in consideration
of the possible delay ranges.

Table 4. Comparison data for designed simulation.

Imposed Constraint ESS Mode
Demanded Quantity

(Wh)
Accomplished
Quantity (Wh)

Supply Accuracy (%)

Non-delay Charging 125 121.212 96.97
Discharging 125 123.731 98.98

10 Hz
Charging 125 121.101 96.88

Discharging 125 123.911 98.98

5 Hz
Charging 125 119.303 95.34

Discharging 125 126.282 98.97 (exceed)

2.5 Hz
Charging 125 117.92 94.33

Discharging 125 134.9 92.08 (exceed)
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5. Conclusions

This paper confirms the feasibility of the voltage-estimation method for a MW-scaled hybrid system.
Existing signal correction methods to assist ESS operation were analyzed and utilized. The possible
delays in calculations that occur with real power management were used in case studies. In designed
simulation, the voltage-estimation method showed robustness in target topologies (multistring, central).

In response to the changed load condition, the voltage-estimation method acts to generate a
modified order considering the actual required power extraction and calculation load. Focusing on the
computational load caused by the expansion of a single PV system, we have analyzed the convergence
of the PCS signal with the iteration method. With respect to this, a calculation delay could be generated
not only by the PV module, but also by the applied sensor. Although this can be improved with
detailed gain adjustments or by using a correction method according to the response characteristics,
these circumstances need to be considered in the ESS management plan in advance. Therefore, a
possible situation about signal calculation was derived, tested, and listed based on previous simulation
design. In the aspect of the inverter topology, the possible delays need to be considered in advance
when configuring the system. This operation can improve the accuracy both of the state of charge
estimation and response operation.
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Nomenclature

gn Equivalent admittance of nth module
gPnn-1 Admittance of positive side DC cable between modules
gNnn-1 Admittance of negative side DC cable between module
gdc-dc Equivalent admittance about DC/DC convertor for ESS
gESS Equivalent admittance of ESS module
Pn Injected power wt nth node
VPn Upper-side voltage of nth module
VNn Lower-side voltage of nth module
Vdc Collector voltage
VESS Induced ESS voltage
k Iteration number
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Abstract: Measurement-based technology has been developed in the area of power transmission
systems with phasor measurement units (PMU). Using high-resolution PMU data, the oscillatory
behavior of power systems from general electromagnetic oscillations to sub-synchronous resonances
can be observed. Studying oscillations in power systems is important to obtain information about the
orbital stability of the system. Floquet multipliers calculation is based on a mathematical model to
determine the orbital stability of a system with the existence of stable or unstable periodic solutions.
In this paper, we have developed a model-free method to estimate Floquet multipliers using time
series data. A comparative study between calculated and estimated Floquet multipliers has been
performed to validate the proposed method. The results are provided for a sample three-bus power
system network and the system integrated with a doubly fed induction generator.

Keywords: power systems; floquet multiplier; poincaré map; time series data; DFIG

1. Introduction

Over the past few decades, power systems have experienced significant changes regarding the
amount of power consumed as well as the complexity of the network. Voltage instabilities tend to occur
in power systems that are heavily loaded or in faulty condition. There are various indicators of voltage
instability, which are determined by the generator, load dynamics, and network structure [1]. Nonlinear
oscillatory behaviors are usually noticeable even before the voltage collapse occurs. These oscillatory
behaviors can be observed with high-resolution devices. After detecting nonlinear oscillatory behavior,
the type of oscillation needs to be determined to check whether the condition will be harmful to the
power system.

Nonlinear oscillatory behaviors are an intrinsic characteristic of power systems caused by the
structure of the system under a specific condition. To analyze nonlinear behavior, system topology
and dynamics are necessary to describe the system mathematically. Then, mathematical expressions of
the system, such as state equations or system Jacobian matrix, can provide detailed information on the
current status of the system. In power systems, practical issues such as special nonlinear oscillatory
behavior can be revealed by time series data measurements. However, without the input of other
measurement data or conditions, it is hard to assess the system state since the information about
the system is limited to local measurements. Fortunately, studies related to limited time series data
applications have been conducted using mathematical models.

Based on the mathematical modeling of nonlinear system local stability, calculation of the maximal
Lyapunov exponent in time series data was proposed by Wolf et al. [2]. Other researchers improved
the calculation efficiency of the maximal Lyapunov exponent in time series data [3,4]. The maximal
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Lyapunov exponent was also modified for applications in time series data on power systems [5,6].
The maximal Lyapunov exponent is a stability index that is strongly connected to the fluctuation of
data. If the maximum Lyapunov exponent of the system is negative (positive), then the nearby system
trajectories will converge (diverge) toward each other [7]. In the results of [5], the maximal Lyapunov
exponent in time series data was reasonable compared to the original signal of the bus voltage after the
fault was cleared. In other words, all the simulations in [5] involved increased oscillation or oscillation
with large amplitudes of approximately 0.4 p.u. However, in reality, the maximal Lyapunov exponent
in time series data is difficult to apply since it strongly depends on the initial values and data size.
For example, when the bus voltage oscillates for a long time interval, the maximal Lyapunov exponent
will be different for the initial values and data size selected. When oscillation occurs, the maximal
Lyapunov exponent also fluctuates, regardless of whether it is positive or negative, which makes it
hard to determine system stability. Therefore, the characteristics or stability of the oscillatory behavior
of nonlinear systems differ from local stability, especially for time series data. There are some certain
approaches (real-time or near-to-real-time) in large amounts of literature to detect local stability such
as positively or negatively damped oscillations (for example, Voltage stability indices or maximum
Lyapunov exponent [5,6]). However, there are few existing solutions or approaches in power systems
or other applicable engineering field to detect uncertain response as marginal stability (mathematically
defined but not practically). However, still marginal stability issues such as sustained oscillation or
forced oscillation could lead some damages or instability to power system [8]. So, this paper focuses
on the feature of periodic stability of the power system dynamics.

Knowing the type of oscillatory behavior is important to predict how the oscillatory behavior
of the system will change. In practical applications, filter-based approaches are often used to detect
and classify the oscillation [9]. For mathematically based applications, the stability of nonlinear
oscillatory behaviors is determined with a Floquet multiplier. A Floquet multiplier is the eigenvalue
of a matrix that gives orbital stability for the periodic solution of the system. A solution is stable
when all the calculated moduli of the eigenvalues in the monodromy matrix are below the unity.
A monodromy matrix is a matrix that influences whether the periodic solution decays or grows
for the initial perturbation [7]. In classical texts, a geometric concept called a Poincaré map has
been introduced to discuss some behaviors of periodic solutions in terms of a Floquet multiplier [7].
One study [10] introduced a method for nonlinear time series analysis that provided some guidelines
on constructing a Poincaré map from data-based signals. However, the method reduced the phase
space dimensionality one at a time to turn the continuous time flow into a discrete time map. It notes
that the method is the intersection count and not simply proportional to the original time t of the flow.
The number of intersections that are counted might be very small, since the parameter is over specific
value or interval of unstable region (the chaos), the system may collapse. Therefore, surfaces should be
carefully selected or else they will not contain enough information on the signal.

From the perspective of biomechanical engineering, orbital stability is defined using estimated
Floquet multipliers from measured data of physical rotation and orbital movement [11–13]. The study
by [11] provided a method that generated accurate estimates with noisy experimental data. However,
there is no generalized method to choose the proper Poincaré section. Moreover, the verification of
the estimated Floquet multiplier against the calculated Floquet multiplier in an actual system model
is required.

In this paper, the selection of Poincaré sections for time series dimensions is proposed. Then,
the Floquet multiplier is estimated for a one-dimensional Poincaré section. The estimation technique is
based on linear regression applied not only to a simple three-bus system but a complex mathematical
model of a power system with a wind generator modeled as a doubly fed induction generator (DFIG).

The paper starts with an introduction of the stability of a periodic solution. Then, mathematical
concepts of the Poincaré section and Floquet multiplier will be expanded to the proposed method.
Comparison of the proposed method and calculated Floquet multipliers will be performed in a test
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power grid that is integrated with DFIG. Three noteworthy summaries are provided followed by
the conclusion.

2. Stability of Periodic Solutions

Power grid dynamics with initial values t0 are shown as follows:

ẋ = f (t, x), x(t0) = x0 (1)

System stability can be determined by the real value of eigenvalue as system is linear. However,
for a nonlinear system, there are plenty of ways to determine system stability. The maximal
Lyapunov exponent is an indicator that gives information on stability of time-dependent solution from
Equation (1). The fluctuation of solution can be decreased as maximal Lyapunov exponent is negative
and vice versa. However, different approaches are required to analyze behavior as the solution is
oscillating. A monodromy matrix gives the characteristics of the oscillatory solution of the nonlinear
system (1).

2.1. Monodromy Matrix

Stability of periodic solutions in dynamic systems can be represented by using a mathematical
tool. Suppose the solution x∗ is a periodic feature of constant frequency f and its period T as time
evolves. The problem of instability of periodic solutions have been studied within the framework of the
methods developed by [7]. The trajectories of Equation (1) can be defined as x := φ(t, z). Equation (1)
has periodic solution with z as an initial value, i.e., φ(t + T, z) = φ(t, z). The trajectory progresses
to the regular orbit x∗ = φ(t, z∗) as Equation (1) is perturbed with z∗ + d0. The distance between
trajectory progression and the periodic orbit is

d(t) = φ(t, z∗ + d0)− φ(t, z∗) (2)

where z∗ is the specific initial value for a specific solution. The distance with each period T is calculated
by d(T) and the linear representation with Taylor expansion becomes

d(T) =
∂φ(T, z∗)

∂z
d0 (3)

This linear approximation is not applicable to large disturbances such as d1 in Figure 1.
In Equation (3), the matrix

M =
∂φ(T, z∗)

∂z
(4)

governs the growth or decay as the initial disturbance d0 is applied to the periodic solution. The matrix
form of Equation (4) is the monodromy matrix. The characteristics of monodromy matrix are directly
related to the behavior of the periodic solution and determined by its eigenvalues [7].
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Figure 1. A periodic response of system and stable and unstable solution for initial disturbance d0 and d1.

2.2. Poincar é Map

The Poincaré map construction is powerful geometric approach for studying the dynamics of
various periodic phenomena. Specifically, some approaches start with phase portrait and its Poincaré
section can be related to periodic stability results. The Poincaré map can be applied to n-dimensional
differential equations. The set Ω must be an (n − 1)-dimensional hypersurface, satisfying a specific
condition based on n-dimensional vector space. All orbits crossing Ω in a q∗ ∈ Ω should meet two
requirements:

(a) The Ω is intersected by orbits transversally
(b) Orbits cross Ω in the same direction

The Ω can be characterized by the requirements as a local set of the trajectory. For instance,
another Ω for each period T can be driven by choosing another q point. The hypersurface Ω is the
Poincaré section. The subsets of planes are important class of Ω.The Ω in z ∈ Rn is intersected by
periodic trajectory y with period T. The z∗ can be represented as q∗ in a coordinate system on Ω, where
q is (n − 1)-dimensional. As φ is restricted to Ω, this can be summarized as

q∗ = φ(T; q∗) (5)

The time taken for an orbit φ(t; q) to first return to Ω is defined as TΩ(q) with q ∈ Ω.

φ(TΩ(q); q) ∈ Ω, φ(t; q) /∈ Ω, for 0 < t < TΩ(q) (6)

Poincaré map or return map P(q) can be defined by

P(q) := PΩ(q) = φ(TΩ(q); q), for q ∈ Ω (7)

Figure 2a,b illustrate the geometric representation of P(q).
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(a) Second-order system and
one-dimensional Poincaré map

(b) Third-order system and two-dimensional
Poincaré map

Figure 2. A conceptual sketch of Poincaré map.

2.3. Stability on the Periodic Orbits

In this section, the stability of one particular solution x∗ or φ(t, z∗) with period T along the periodic
branch is investigated. The monodromy matrix M(λ) has n eigenvalues μ1(λ), μ2(λ), · · · , μn(λ) with
a value of λ in (1), t; these eigenvalues are called Floquet multipliers. The magnitude in one of them
can be always equal to unity. The other (n − 1) Floquet multipliers can determine local stability by
applying following rule [7]:

x(t) is stable if |μj| < 1 for j = 1, · · · , n − 1.
x(t) is unstable if |μj| > 1 for some j.

The (n − 1) multipliers should be always inside the unit circle on the stable periodic trajectory.
The multipliers are functions of the variables under deliberation. Crossing points between some of
multipliers and the unit circle may exist as the parameter is varied. The critical multiplier can be
defined as the multiplier crossing the unit circle. The multiplier crossing the unit circle is called the
critical multiplier.

For a geometric interpretation, these Floquet multipliers can be expressed for the Poincaré section
Ω. As defined by Equation (6), P(q) not only q takes values in Ω, which is (n − 1)-dimensional.
The interpretation of both q and P(q) is to have (n − 1) elements with respect to an appropriately
chosen basis. The Poincaré map should satisfy

P(q∗) = q∗ (8)

where q∗ is a secured point of P. The q is closer to q∗ as TΩ(q) is closer to the period T. The behavior of
the Poincaré map can be near its secured point q∗ as a reduction of stability in the periodic trajectory
x∗ occurs. Hence, the fixed point q∗ provides data on stability and can be an indicator to distinguish
whether it is attracting or repelling. Similar to Equation (2), the unknown P(q) can be described in
Taylor series expansion.

P(q) = P(q∗) + ∂P(q∗)
∂q

(q − q∗) + higher-order terms (9)

As q and P(q) are in the hypersurface Ω, the number of elements in the linear approximated
matrix ∂P(q∗)/∂q is (n − 1)× (n − 1). The μ1, · · · , μn−1 is defined as the eigenvalues in linearization
of P as it is near the fixed point q∗,

eigenvalue of(μj)
∂P(q∗)

∂q
, j = 1, · · · , n − 1 (10)
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Monodromy matrix and Poincaré surface are defined for the periodic solution. Thus, the selection
of Ω is not dependent on eigenvalues of the matrix. i.e., the eigenvalues will be the same regardless of
the choice of point q. Hence, corresponding one set of eigenvalues μj exists for each periodic trajectory.
Then, the eigenvalues determined from Ω are also Floquet multipliers or (characteristic) multipliers,
and a property of stability can be treated equally.

The n2-monodromy matrix (8) has +1 as an eigenvalue with eigenvector ẋ∗(0) tangent to the
intersecting curve x∗(t). The eigenvector ẋ∗(0) is not in hypersurface Ω since the property of that
intersection point should cross transversally. The eigenvalue +1 in the monodromy matrix matches up
with an agitation along y∗(t) leading out of Ω. while the other n − 1 eigenvalues in the monodromy
matrix can decide what occurs to small agitation within Ω. In summary, choosing the proper basis for
the n-dimensional space shows that the remainder of n − 1 eigenvalues of M match the eigenvalues of
∂P(q∗)/∂q.

3. Estimated Floquet Multipliers in Time Series Data

In the previous section, a system is dealt with a specified mathematical model. Here, we address
the case of measurement-based or time series data when the equation or model is unknown. First,
deciding on the proper form of the Poincaré map for time series data that corresponds to the original
Poincaré map is required. Then, we can estimate the Floquet multiplier by the linearized form of
the equation.

3.1. Poincar é Map Construction for Time Series Data

As discussed in Section 2, Reference [7] gives some guidelines for constructing a Poincaré map
for time series data. These focus on the data quality of the constructed Poincaré map. It is a fact that
the Poincaré surface should include information on the cycle. A specific procedure to construct a
data-based Poincaré surface is presented in the following subsection.

3.1.1. Poincar é Surface Decision for Time Series Data

Two requirements in choosing hyperplane Ω have been provided in the previous section. At Ω,
transversally intersecting points should have the same direction. For continuous values, these
conditions are conceptually reasonable. However, it is hard to choose a Poincaré surface when
discrete values are given. The direction corresponds to differential values of the trajectory and the
transversality condition matches the local intersection. Thus, the Poincaré map in time series data
should fulfill these two conditions, where φ is a periodic trajectory in discrete values, x is all the points
in the trajectory φ, and α is a differential value that has to be determined.

(a) Transversality xΩ1 = {x|xa ≤ x ≤ xb, x ∈ φ }
(b) Direction xΩ2 = {x|φ̇ ≈ α, x ∈ φ}

Therefore, the points included in the Poincaré surface are the intersection of two sets xΩ1 and
xΩ2. The problem of constructing the Poincaré surface for time series data has been converted into a
problem of choosing xa, xb, and α. First, using engineering-based judgment, it is safer for discrete data
to set α as zero. Reference [8] supports the notion that the (numerical) time derivative of the signal is a
legal coordinate in a reconstructed state space for scalar data that contains some information on the
original state space. Hence, the time derivative for scalar s might provide information on the direction.
ṡ = 0 is precisely given by the local minima (or maxima) of the time series. In addition, the local
minima (or maxima) are interpreted as the special measurement function which projects onto the first
component of a vector applied to the state vectors inside surface Ω. It is experimentally acceptable
that the local peak values when φ̇ ≈ 0 have less errors than other slopes of the trajectory.

Once the trajectory crosses Ω, the next intersecting point in the same direction is acquired after
the 1 cycle. In Figure 2a, the period leading point P(q) is on the same line as the period lagging point q.
Similarly, third-order systems can be generalized to the two-dimensional hyperplane Ω. Since there is
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neither a mathematical model nor cycle T given for the time series data, specific points that can be
regarded as intersection points of Ω need to be selected. For the second-order system in Figure 2a,
the line might be clearly chosen at two peak points in ẋ2 = 0 from a point of the requirements for
choosing the Poincaré surface. Similar behaviors in Figure 2b, however, show that there are four peak
points ẋ3 = 0 to be selected. In this case, the lower local minima are the best candidates to choose the
Poincaré surface.

For measured data for an arbitrary system, the values of xa and xb for condition (a) transversality
are naturally decided, such that xa are values near zero and xb is the median value of measured data
from the conceptual sketch in Figure 3. Then, two conditions for Poincaré map decision-making can be
expressed as

All local minima sets less than the median value are included in the Poincaré map Ω.

Figure 3 explains the concept of Poincaré map construction for time series data in an arbitrary
system. When the measured data for x1 are given, the peak points marked in red stars and blue
rectangular points are found by applying the peak searching algorithm. Then, the sorted peak points
under the computed median of x1 are ready to estimate the Floquet multiplier.

Figure 3. Selecting Poincaré section for time series data.

For example, for the three-bus system given in [14,15], when setting the load bus reactive power
of 10.946 MVar as a parameter, a pure four-dimensional periodic return map is acquired. Then,
for 100 samples of local minima set pl , the standard deviation of the state variables δ, ω, δL, and V are
5.43 × 10−6, 9.80 × 10−5, 1.79 × 10−6, and 7.16 × 10−8, respectively. These small standard deviations
show that the 100 sample points of local minima are a fixed point. As the fixed point is defined in the
Poincaré surface Ω, the local minima set is in the Poincaré surface Ω.

3.1.2. Effect of Dimension Reduction by Projection

For a higher-order system which is hard to visualize, such as a fourth-order system, it is still
possible to imagine the three-dimensional Poincaré section. Assume that all local minima are the values
when one of the state variables satisfies x4 = c, where c is a constant value. Then, the three-dimensional
axis of the Poincaré section will be x1, x2, and x3. If the measured oscillatory behavior is purely periodic,
not only x4 but also the three variables x1, x2, and x3 would be fixed. However, when the three variables
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change for every cycle, checking the three variables at once and monitoring the measured value of
local minima will not be the same.

Using the local minima searching concept stressed above, a set of local minima or intersection
points are identified inside a three-dimensional box. At the first projection in Figure 4, the average
distance between each point decreases. Then, another projection makes the points stick to the axis of
the measured value. Hence, there apparently exists an inevitable gap between the three-dimensional
Poincaré map and the double projected local minima of the time series data. As mentioned in
Section 3.1.1, the standard deviation is small when the trajectory is stable, and projection will
have no effect. The gap will only affect the results when the trajectory is unstable, especially for
higher-order systems.

Figure 4. Effect of projection of three-dimensional intersection points in Poincaré section of
fourth-order system.

3.2. Floquet Multiplier Estimation

In Section 2.3, the matrix ∂P(q∗)/∂q is provided by the monodromy matrix with restriction to
the n − 1-dimensional hyperspace Ω. The P(q) can be expressed by Taylor series in the vicinity of the
fixed point q∗. Assuming that periodic solution is stable, higher-order term can be negligible. Recalling
that P(q∗) = q∗ at the fixed point, Equation (10) is linearized as

P(q)− q∗ = [
∂P(q∗)

∂q
](q − q∗) (11)

For the specific vector q1, the corresponding critical eigenvalue μ1 is calculated using the linear
approximated equation

P(q1)− q∗ = μ1(q1 − q∗) (12)

If we have series data x, the relationship between the mapping P of point q and point q can be
followed by sequence x[k] and x[k + 1]. Hence, the computational form gives Equation (11) by

x[k + 1]− x∗ = μ̂(x[k]− x∗) (13)

Equation (12) is a typical form of linear regression, where μ̂ is a constant to be determined by
series data x.
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For application to time series data, the equation should be modified to a scalar form. In that
case, the calculated Floquet multiplier might not be the same as the actual value since the scalar value
cannot reflect the direction. However, there will be negligible differences when selecting the acceptable
component of the state variable. Using engineering judgment, it will be natural to select the component
with the largest variance among the state variables x.

s[k + 1]− s∗ = μ̂F(s[k]− s∗) (14)

The estimated Floquet multiplier μ̂F can be easily computed with Equation (10). The estimated
value, however, is not the exact value of the calculated Floquet multiplier because it is estimated and
projected in one dimension, regardless of the number of original system state variables it contains.
But as long as the signal is periodic, the estimated Floquet multiplier gives information on stability
even if we choose single measurement as a state variable.

For application to time series data, Equation (13) can be expressed after changing scalar s to
voltage term V

μ̂F,series =
1
N

N

∑
k=1

V[k + 1]− (1 − μ)V∗

V[k]
(15)

Ironically, the linearized form of Equation (13) contradicts the stable orbits when s[k + 1] ≈ s[k] ≈
s∗. Hence, the μ term of Equation (14) should be 1 by applying the stable orbit condition.

μ̂F,series =
1
N

N

∑
k=1

V[k + 1]
V[k]

(16)

Then, the final estimation Equation (15) further simplifies the problem such that the estimated
Floquet multiplier is only the average of the ratio of the previous and current local minima of the
voltage at all peak data. In other words, we can set the fixed-point value to zero. It can be guaranteed
that μ̂F,series = 1 is a sufficient condition for stable orbit. Using final Equation (15), other unstable cases
are demonstrated by two examples of power systems in Section 4.

4. Power System with DFIG

In this section, comparative studies of the calculated and estimated Floquet multipliers for
two cases are performed. Starting with the mathematical modeling of a power system with DFIG,
the application of the suggested method in test power systems and power system with a complicated
DFIG model are studied.

The modeling of a DFIG is not as simple as a general synchronous generator. The state matrix
of the system becomes larger, considering not only the characteristics of controllers but also the
complexity of the machine. The specified model of the DFIG is provided with network equations in
the appendix of [16]. In this paper, Floquet multiplier have been estimated under even more complex
system. That is, DFIG model of [16] is added to the three-bus system with induction motor which have
been constructed at [15]. The specified model of this system is provided at Appendix A.

Figure 5 shows a three-bus power system network with the DFIG installed at bus 3. Time series
voltage data in rms were obtained at the load bus. The Floquet multiplier was estimated for the results
of the time domain simulation of VL. The bifurcation diagram of power grid with DFIG is represented
in Figure 6, which was determined by the mathematical model of the system. The mathematical model
for the system containing aerodynamics and electric power system dynamics are given as follows:
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Figure 5. three-bus power system network with doubly fed induction generator (DFIG).

Figure 6. A bifurcation diagram of three-bus power system with DFIG (wind speed 12 m/s).

In Figure 6, from the left Hopf bifurcation point 8.669 MVar to right Hopf bifurcation point
11.33 MVar, periodic solutions exist where the amplitudes of the orbit are large in the middle of the
range. Before estimating the Floquet multiplier in the power system with DFIG, the sample three-bus
power grid was examined.

Similar to the previous case, the three-bus power grid in [14–16] showed two Hopf bifurcation
points. Periodic orbit can be observed in parameter Q1 from 10.946 MVar to 11.407 MVar in Figure 7.
Time domain simulations were performed in between these two bifurcation points to check nonlinear
oscillatory behaviors. The Floquet multiplier was calculated by the monodromy matrix of the system
and the corresponding Floquet multiplier was estimated for comparison with the critical multiplier.
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Figure 7. A bifurcation diagram of sample power system.

4.1. Calculated Floquet Multiplier in Sample Power System

In Figure 8, four modes of the Floquet multiplier are calculated and the trajectories of these modes
are described. Mode 1 is always zero, while the other modes move inside the unit circle. When the
parameter increases at 10.946 MVar, the critical multiplier in mode 4 stays on the right side of the unit
circle until 10.8728 MVar; then it moves to the left side of the circle with a slight change in parameter.
This is the point where the periodic solution of the system loses stability. Without stopping, the critical
multiplier moves to the left along the real axis approximately −30, and then changes direction and
heads to the unit circle. The value when the trajectory meets the unit circle is 11.3874 MVar and moves
to the right side of the circle with a small change at 11.3887 MVar.

Figure 8. Trajectory of Floquet multiplier for three-bus power system.
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4.2. Estimated Floquet Multiplier in Sample Power System

Figure 9a,b shows the rms voltage values at the load bus (left-top), phase portraits of the generator
angle and load voltage (left-bottom), and Floquet multiplier estimation (right) for specific parameter
values. Stable oscillatory behavior is observed in Figure 9a. The local minima of the rms voltage
marked in red circles appear to be steady. The phase portraits on the left-bottom show that the
trajectory of the solution is in the attractor. On the right side of the picture, the points marked in red
crosses are the values related to V[k + 1]/V[k] in Equation (15). The estimated value was determined
from the average of these values.

The left-bottom of Figure 9b shows that the periodic solution is still inside the attractor, but the
orbit is inconsistent. Figure 9b is obviously an unstable periodic solution such that ratio V[k + 1]/V[k],
which are marked in red crosses, are scattered from 0.96 to 1.18. The average of these points is 1.002,
marked in blue circles. To summarize the sample cases for Figure 9a (Q1 = 10.931 MVar), the estimated
and calculated values are 1 and 1.005, respectively. For Figure 9b (Q1 = 11.378 MVar), the estimated
and calculated values are 1.0023 and −2.317, respectively.

(a) Stable periodic oscillation (Q = 10.931) (b) A chaotic behavior (Q = 11.378)

Figure 9. Floquet multiplier estimation for rms value of load voltage.

To apply Equation (15), at least two local minima are required. We set a three-cycle time interval
for the ordinary differential equation (ODE) tool from MATLAB (R2014a, Mathworks, Netic, MA, USA).
For the three-cycle time series data of all parameter ranges, the Floquet multipliers were estimated
using Equation (15). In Figure 10a, the overall values are not as large as the moduli of the calculated
Floquet multipliers. The points marked with blue dots are the points which are near unity, while the
points marked with red dots are the points when the deterministic Floquet multiplier goes outside the
unit circle. The estimated Floquet multiplier has unity value when the deterministic Floquet multiplier
calculated from monodromy matrix is stable (unity), as shown in Figure 10a. Likewise, the estimated
Floquet multiplier is greater than unity when the moduli of the deterministic Floquet multiplier are
unstable (greater than one), as shown in Figure 10b. The correlation coefficient between two results
Figure 10a,b for partial interval are 0.824.

Comparing the two approaches shows that the estimated Floquet multiplier using Equation (15)
gave similar information on a short-term signal. The boundary of stability was less likely to be
observed in the estimated Floquet multiplier, while the actual calculated Floquet multiplier changed
its sign upon losing stability.
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(a) Estimated Floquet multiplier (b) A moduli of mode 4 for the calculated
Floquet multiplier

Figure 10. Floquet multiplier verification for the sample power system.

4.3. Comparison between Estimated Floquet Multiplier and Calculated Floquet Multiplier

Figure 11a shows an estimated (data-driven) Floquet multiplier and Figure 11b shows the
calculated (model-based) Floquet multiplier of test power system with DFIG. For a higher-order
system, the estimated Floquet multiplier values remained near unity when these were calculated with
the monotomy matrix inside the unit circle. When the calculated Floquet multipliers were about to
lose their stability, the estimated Floquet multiplier values stayed at approximately 1 from 10.993 to
11.064 MVar. Then, the estimated Floquet multipliers increased in the positive direction although this
was not as large as the calculated values. Likewise, the calculated Floquet multipliers dramatically
decreased in the negative direction. Once the estimated Floquet multiplier lost stability, it also lost its
increment tendency, i.e., stiff growth was observed from 10.604 to 10.635 MVar, 10.781 to 10.807 MVar,
and 10.973 to 10.993 MVar. The correlation coefficient between two results Figure 11a,b for partial
interval are 0.758. Specifically, the proposed method accurately estimated the Floquet multiplier as
long as the oscillation behavior was purely periodical.

(a) Estimated Floquet multiplier (b) A moduli of mode 4 for the calculated
Floquet multiplier

Figure 11. Floquet multiplier verification for the power system with wind generation.
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5. Actual Oscillation Incident

In this section, estimated Floquet multiplier is calculated to actual oscillation event observed in
New England ISO in 17 June 2016. The oscillation was system wide and the frequency of 0.27 Hz,
27 MW peak-to-peak. The location of the source was far away outside of interested area. PMU data
was acquired for 3 min, and actual event kept going for 140 s. For data preprocessing, original current
data was subtracted to its averaged value. Average values are calculated by 162 samples of moving
window considering a period is approximately 8 samples and its quarter at sampling rate of 0.033 s.
So the signal oscillates around zero for the current PMU data of 35 locations. And the oscillation is
clearly observable at 24 locations. Figure 12a shows example actual current minus average current
value with noise at transmission line near substation 6. The local maxima have been well detected but
still the peak values are fluctuations of Floquet multiplier of 1.045. Figure 12b shows a simple map
of New England ISO with all estimated Floquet multiplier marked on it. It is clear that area marked
in yellow has high value than other line currents. Even the line connected substation 9 and external
area has the highest value of all. So the oscillation source for this incident can be traced through
external area. Overall estimated Floquet multiplier is 1.0396, which can be judged that the system wide
oscillation is unstable periodic solution mathematically. However, considering the real power system,
Floquet multiplier of the oscillation can be shown slightly higher than 1.0 due to load fluctuation or
generator excitor operation.

(a) An example actual current minus
average current value with noise at
transmission line near substation 6.

(b) A simple map of New England ISO
with all estimated Floquet multiplier

Figure 12. An estimation of Floquet multiplier at actual power system oscillation event.

6. Discussion

According to the results of both cases in the previous section, the estimated values followed a
similar trend as the calculated values. However, in general, the estimated values were not as large as
the calculated values. For the power system with wind generator, the estimated Floquet multiplier
lost a pattern of increment once it lost stability. There are several possible reasons that can explain
this outcome.

(1) Dimension reduction by projection

The proposed method is targeted to use local phasor measurement unit data from power systems.
Thus, estimating the Floquet multiplier is strictly limited to time series data in one-dimensional space.
Figure 13a,b shows the three-dimensional intersection in the Poincaré section and their projections
onto one-dimensional line and chaotic behavior, respectively. Figure 13a is a typical limit cycle
oscillation. Clearly, no distortions occurred. Moreover, when the measured data showed period
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doubling, the projection of two intersections onto the three-dimensional hyperplane Ω may start to
reveal unintended differences.

(a) Periodic solution—Floquet multiplier in
a unit circle

(b) Chaotic behavior—Floquet multiplier
larger than unity

Figure 13. Projection of three-dimensional Poincaré section into load voltage axis.

Figure 13b shows the results of chaotic behavior. For the sample three-bus power system,
distortion occurred for a step of projection. Initially, the three-dimensional intersections were scattered
on the space. The projection onto a two-dimensional plane gave different values. Then, the projection
onto a line, which was the result for time series data, yielded totally distorted values compared to the
original intersection.

The power system with wind generator is a 10-dimensional system. The Poincaré surface would
be nine-dimensional, thus projections will be carried out eight times. Then, ignoring the other axes, only
the local minima of time series data would give the estimated value of the Floquet multiplier. Therefore,
it is natural that the estimated Floquet multiplier is less than the calculated Floquet multiplier.

(2) Assumption of linearization

According to the proposed method introduced in Section 3.2, the estimating Equation (10) is
linearized near q∗, which means that the equation assumes a stable periodic solution. However, if the
solution loses stability or the Floquet multiplier goes out of the unit circle, then the assumption is
void. i.e., the (1 − μ) term of Equation (15) is no longer zero. Therefore, in a stable periodic region,
the estimated Floquet multiplier shows the exact value of unity that we intended it to be, but there is a
risk of error in the unstable periodic region. Although there are some error risks when the oscillation
loses stability, we can easily recognize the unstable region where the estimated Floquet multiplier is
greater than 1.

(3) Differential equation calculation limits

The numerical ODE solving tool is required to validate the calculated and estimated Floquet
multipliers. For time domain simulation, the ODE45 tool of MATLAB was used. In some parameter
ranges, the solution diverged within one or two cycles, which means that not enough local minima
were gathered to construct the Poincaré surface. In real power system problems, the proposed method
is aimed at sustaining oscillation measured by PMU. The computation of solution of Equation (1) is
beyond the scope of the present study.

7. Conclusions

In this work, we compared a proposed method of estimating the Floquet multiplier with time
series data and a calculated Floquet multiplier based on a mathematical model. We described how
to construct a Poincaré map in time series data, starting with the definition of the Poincaré map.
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We stressed the possibility of disagreement between the calculated and estimated Floquet multipliers
by projection concept. A linearized form of the Floquet multiplier was provided to estimate the time
series data with period.

We found that the estimated Floquet multipliers followed a similar trend as the Floquet multipliers
calculated with the monodromy matrix in two power system networks after conducting correlation
analysis. A Poincaré map selected by a local peak value searching algorithm provided enough
information on an arbitrary system by considering their standard deviation. Thus, the critical
multiplier of the estimated value was unity for the stable oscillation. For practical application with
noisy measurement, we have conducted Floquet multiplier estimation to actual oscillation incident.
Results show that estimated Floquet multiplier is not exactly unity due to load fluctuation or generator
excitor response. However, still the estimated Floquet multiplier act as an indicator for feature of
sustained oscillation while the value could stand for signification of the oscillation sources. Therefore,
the proposed method can successfully function as a period oscillation indicator for time series data
acquired from power systems.

Author Contributions: N.C. conceived and build up the research methodology, conducted the system simulations,
and wrote this paper. B.L. and H.C. supervised the research, improved the system simulation, and made
suggestions regarding this research.

Funding: This research received no external funding.

Acknowledgments: This work was supported by “Human Resources program in Energy Technology” of the
Korea Institute of Energy Technology Evaluation and Planning (KETEP)-granted financial resource from the
Ministry of Trade, Industry, and Energy, Republic of Korea (no. 20174030201820).

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Mathematical Model of System

On the base of three-bus voltage collapse dynamics including induction motor at load bus
provided by Chiang et al. [17], DFIG model of [18] is replaced to synchronous generator. Specific
model of the system is given as follows:

Appendix A.1. Aerodynamics of DFIG

Tm =
1
2

ρCp(λ, θ)
ωs

ωr
AwtV3

wind (A1)

Cp(λ, θ) = 0.22(
116
λ

− 0.4θ − 5)e−
12.5

λ (A2)

λ = (
1

λ′ + 0.08θ
− 0.035

θ3 + 1
)−1 (A3)

where:
ρ : Air density [kg/m3]
Cp(λ, θ) : Power coefficient
Awt : Wind turbine swept area [m2]
Vwind : Wind speed [m/s]
ωr : Electrical rotor speed [rad/s]
ωs : Electrical speed base [rad/s]
λ : Tip speed ratio of a WTG
θ : Pitch angle
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Appendix A.2. Differential Equations—DFIG

T
′
0

dE′
qD

dt
= −(E′

qD + (Xs − X′
s)Ids)

+T′
0(ωs

Xm

Xr
Vdr − (ωs − ωr)E′

dD) (A4)

T
′
0

dE′
dD

dt
= −(E′

dD − (Xs − X′
s)Iqs)

+T′
0(−ωs

Xm

Xr
Vqr + (ωs − ωr)E′

qD) (A5)

2HD
ωs

dωr

dt
= Tm − E′

dD Ids − E′
qD Iqs (A6)

Appendix A.3. Differential Equations—Active and Reactive Power Controller

dx1

dt
= KI1(Pre f − PGen) (A7)

dx2

dt
= KI2(KP1(Pre f − PGen) + x1 − Iqr) (A8)

dx3

dt
= KI3(Qre f − QGen) (A9)

dx4

dt
= KI4(KP3(Qre f − QGen) + x3 − Idr) (A10)

Appendix A.4. Differential Equations—Load Dynamics(Induction Motor)

dδL
dt

=
1

kqw
(−kqv2V2

L − kqvVL − Q0 − Q1 + Q) (A11)

dVL
dt

=
1

Tkqwkpv
(kpwkqv2V2

L + (kpwkqv − kqwkpv))

+kpw(Q0 + Q1 − Q)− kqw(P0 + P1 − P) (A12)

Appendix A.5. Algebraic Equations

−Vqr + KP2{KP1(Pre f − P) + x1 − Iqr}+ x2 = 0 (A13)

−Vdr + KP4{KP3(Qre f − Q) + x3 − Idr}+ x4 = 0 (A14)

−PGen + E′
dD Ids + E′

qD Iqs − Rs(I2
ds + I2

qs) = 0 (A15)

−QGen + E′
qD Ids − E′

dD Iqs − X′
s(I2

ds + I2
qs) = 0 (A16)

−Idr +
E′

qD

Xm
+

Xm

Xr
Ids = 0 (A17)

−Iqr − E′
dD

Xm
+

Xm

Xr
Iqs = 0 (A18)

where:
T′

0 : Transient open-circuit time constant
X′

s : Transient reactance
Xs : Stator reactance
Xr : Rotor reactance
Xm : Mutual reactance
E′

qD, E′
dD : Transient rotor voltage

x1, x2, x3, x4 : Active, reactive power controller
δL, VL : Load angle and voltage magnitude
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P0, Q0 : Constant active and reactive power of the motor
P1, Q1 : Constant active and reactive power of the load
kpω, kpv : Constant impedance parameter related to active power with frequency and voltage
kqω, kqv, kqv2 : Constant impedance parameter related to reactive power with frequency and voltage
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Abstract: The loading-to-flow diagram is a widely used classical method for the preliminary design
of radial turbines. This study improves this method to optimize the design of radial turbines in
the early design phase under variable operating conditions. The guide vane outlet flow angle is
a key factor affecting the off-design performance of the radial turbine. To optimize the off-design
performance of radial turbines in the early design phase, we propose a hypothesis that uses the ratio
of the mean velocity of the fluid relative to the rotor passage with respect to the circumferential
velocity of the rotor as an indicator to indirectly and qualitatively estimate the rotor loss, as it plays
a key role in the off-design efficiency. Theoretical analysis of rotor loss characteristics under different
types of variable operating conditions shows that a smaller design value of guide vane outlet flow
angle results in a better off-design performance in the case of a reduced mass flow. In contrast, radial
turbines with a larger design value of guide vane outlet flow angle can obtain a better off-design
performance with increased mass flow. The above findings were validated with a mean-line model
method. Furthermore, this study discusses the optimization of the design value of guide vane outlet
flow angle based on the matching of rotor loss characteristics with specified variable operating
conditions. It provides important guidance for the design optimization of multistage radial turbines
with variable operating conditions in compressed air energy storage (CAES) systems.

Keywords: preliminary design; optimization; rotor loss; guide vane outlet flow angle; radial turbine; CAES

1. Introduction

Multistage radial turbines—usually referring to the multistage radial turbo expanders—are the
key component of power generation systems in compressed air energy storage (CAES) and are also
employed in the recycling of waste heat, residual pressure, and gas in the petrochemical industry.
A schematic diagram of the conventional structure of a multistage radial turbine in CAES systems is
shown in Figure 1. It consists of several single-stage radial turbines in separate casings, connected
in series. In addition, heat exchangers are connected between stages to preheat the compressed air.
Depending on the inlet pressure of the multistage radial turbine, which is generally from 3 to 10 MPa,
the number of turbine stages is typically between three and five to ensure that the pressure ratio of
each turbine stage falls in the range of two to five. The specific value of the pressure ratio of each
turbine stage is related to the turbine inlet temperature. When cold energy production is not required,
it is often necessary to meet the requirements of the turbine outlet temperature close to atmospheric
temperature. Multistage radial turbines can realize the efficient energy release of a large expansion
ratio from the high pressure of compressed air storage to the atmospheric pressure, and have the
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advantages of high efficiency, compact structure, and large power capacity. Thus, they are widely used
in CAES systems [1,2].

In recent years, CAES technology has received increasing attention as one of the most promising
solutions to the problems of intermittency and lack of control in renewable energy generation [3,4].
When multistage radial turbines in CAES systems are integrated with renewable energy generation,
the fluctuating power output and inlet pressure make them able to operate under variable working
conditions. Guide vane control is a mature and efficient mass flow regulation method that is widely
used in turbomachinery. simulation studies have demonstrated the superiority of guide vane control
for multistage radial turbines in CAES systems [5–7]. The challenge of multistage radial turbine
design thus becomes to maintain high efficiency over a broader range of variable operating conditions
involving guide vane opening changes.

 
Figure 1. Schematic diagram of a multistage radial turbine in a compressed air energy storage
(CAES) system.

As shown in Figure 1, the intermediate turbine duct of the multistage radial turbine is usually
a circular pipe in an inter-stage heat exchanger. The pressure change of the internal flow is small,
and the flow characteristic is simple. Thus, understanding the internal flow pattern at each turbine
stage is more important than that in the intermediate turbine duct between turbine stages. It is
the primary factor affecting the performance of multistage radial turbines. Therefore, the design
optimization of a single radial turbine stage is still the focus for the design of multistage radial turbines.
Computational fluid dynamics (CFD) is the currently preferred method of turbine design optimization,
as it enables accurate internal flow analysis to guide the detailed turbine design [8–11]. However, prior
to its application, a reasonable one-dimensional preliminary design is the necessary first step in radial
turbine design [12–14]. Having such a preliminary design is particularly important for the overall
performance analysis of multistage radial turbines.

The loading-to-flow diagram first proposed by Chen and Baines is a classical preliminary design
method which has several advantages [15,16]. It relates to the operating conditions of the radial
turbine. More importantly, it allows for the creation of a contour map of the expected turbine efficiency,
with the loading coefficient and flow coefficient as variables, based on a large amount of data from
different radial turbine tests (Figure 2). Thus, it has been widely used for the preliminary design of
radial turbines [17–19]. However, the loading-to-flow diagram was developed to achieve an efficient
preliminary design of a radial turbine under a single operating condition with fixed geometry. It cannot
guarantee an optimal radial turbine design for variable operating conditions, especially with guide
vane opening changes. Thus, it is necessary to update the current preliminary design method to meet
the needs of variable operating conditions. So far, there has been little public research on this issue
apart from the work of Lauriau et al. [20]. They provide some theoretical bases for the preliminary
design of variable guide vane geometry-based radial turbines, taking into consideration the need for
multi-point specifications. They also show how the loading-to-flow map can be modified for different
optimal target regions.
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Figure 2. The loading-to-flow diagram [13].

By considering the off-design performance optimization, this paper updates the loading-to-flow
diagram method for the preliminary design of radial turbines to accommodate variable operating
conditions. The influence of the design value of guide vane outlet flow angle on the rotor loss
characteristics was investigated in the continuity of the work presented by Lauriau et al. [20].
Subsequently, aiming at the preliminary design of multistage radial turbines in CAES systems,
the optimal design of the guide vane outlet flow angle is discussed from the perspective of the matching
of variable operating conditions with rotor loss characteristics. As far as the authors are aware,
no similar studies have been performed.

2. Preliminary Design Method Based on the Loading-to-Flow Diagram

According to the definition of the loading-to-flow diagram [17], the loading and flow coefficient
can be explained by using the velocity triangles as shown in Figure 3, where the absolute velocity
c is a vector addition of the circumferential velocity u and the relative velocity w in the direction
of the blade (as a formula:

→
c =

→
u +

→
w). The absolute velocity c can be split into a circumferential

component cu and a meridian component cm. According to Chen and Baines [16], the meridional
component of flow velocity at the rotor inlet and outlet can be considered approximately equal. Thus,
from Equations (1) and (2), the loading coefficient (ψ) and flow coefficient (φ) can be expressed as
a function of the guide vane outlet flow angle α4 and the relative flow angle β4 at rotor inlet, respectively:

ψ =
cu4

u4
=

tan(α4)

tan(α4) − tan(β4)
, (1)

φ =
cm6

u4
≈ cm4

u4
=

1
tan(α4) − tan(β4)

, (2)

where subscripts 4 and 6 denote the rotor inlet and outlet, respectively.
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Figure 3. The velocity triangles of the radial turbine rotor inlet and outlet.

The existing literature shows that the optimal values for β4 are in the range of −40◦ to −20◦ [21,22],
and the recommended values for α4 are in the range of 60◦ to 80◦ [14]. Thus, by substituting the
recommended values of α4 and β4 into Equations (1) and (2), the optimum loading-to-flow coefficient
range with high expected turbine efficiency could be obtained for the radial turbine preliminary design.

On the other hand, rotor loss is a major factor affecting turbine efficiency, and is directly related to
the flow velocity of the fluid in the rotor [23,24]. According to Lauriau et al. [20], the rotor loss can
be minimized by reducing the mean velocity of the fluid relative to the rotor passage, which can be
expressed as a function of α4, φ, and the mean blade angle at rotor outlet (β6m), as shown in Equation (3).
Furthermore, the optimal value of the flow coefficient corresponding to the minimum rotor loss can be
expressed by Equation (4).

Minimize :W
2
r =

w2
4 + w2

6

2u2
4

=
1
2
φ2(

1
cos2(α4)

+
1

cos2(β6m)
) +

1
2
−φ tan(α4), (3)

φopt,r =
tan(α4)

( 1
cos2(α4)

+ 1
cos2(β6m,opt)

)
, (4)

where Wr denotes the ratio of the mean velocity of the fluid relative to the rotor passage with respect
to the circumferential velocity of the rotor, β6m,opt denotes the recommended values for the mean blade
angle at rotor outlet in the range of −60◦ to −45◦ [16,25], and w4 and w6 denote the relative velocity of
air flow at the rotor inlet and outlet, respectively.

Figure 4 depicts the variation of the flow coefficient corresponding to the minimum total loss
(corresponding to the optimal values for β4) and minimum rotor loss (corresponding to the optimal
values for β6m,opt) of the radial turbine as a function of the guide vane outlet flow angle. The former
is generally used as the design flow coefficient. It can be seen that the two tended to coincide above
a relatively large guide vane outlet angle range (α4 ≥ 80◦). However, the design flow coefficient
significantly increased with the decrease of the guide vane outlet flow angle, but the change of the flow
coefficient corresponding to minimum rotor loss was relatively small. The difference between the two
gradually increased with the decrease of the guide vane outlet flow angle. Experimental studies have
indicated that changes in rotor losses are the most critical factors affecting turbine efficiency under
variable operating conditions including pressure ratio change and guide vane opening change [26,27].
It can be inferred that the deviation between the flow coefficient corresponding to minimum rotor
loss and the design flow coefficient caused by the different guide vane outlet flow angles will result
in different turbine loss characteristics. Therefore, the value of the guide vane outlet flow angle
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becomes the key to the preliminary design that aims at optimizing the off-design performance of the
radial turbine.

Figure 4. Effect of guide vane outlet flow angle on the optimal flow coefficient value.

3. Analysis of Rotor Loss Characteristics

In this section, the relationship between the design value of guide vane outlet flow angle (α4,d) and
the rotor loss of the radial turbine is investigated for two typical operating conditions (i.e., variation in
pressure ratio and variation in guide vane opening change from the designed value). The ratio of the
mean velocity of the fluid relative to the rotor passage with respect to the circumferential velocity of
the rotor (Wr) was determined to infer rotor loss in the early phase of preliminary design without the
need of detailed turbine parameters. Since the rotor loss plays a key role in the off-design efficiency of
radial turbines, we assumed that Wr is a reasonable indictor to qualitatively estimate the rotor loss and
turbine efficiency in the preliminary design phase.

3.1. Pressure Ratio Change

For radial turbines with fixed geometry guide vane, the rotor loss under off-design operating
conditions is dominated by viscous loss with a nearly constant loss coefficient [24]. Therefore, the value
of Wr is used to predict the rotor loss characteristics of radial turbines with different α4,d indirectly in
the case of pressure ratio change.

In the case where only the change of pressure ratio is considered, the off-design flow coefficient can
be estimated using the improved Flügel formula [28] and the definition of flow coefficient (Equation
(5)). It can be seen that the off-design flow coefficient is approximately proportional to the pressure
ratio change. ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

.
mt.

mt,d
= Pin

Pin,d

√
1−1/β2

t
1−1/β2

t,d
.

mt.
mt,d

=
cm6A6ρ6

cm6,dA6ρ6,d
≈ (

cm6
u4

)·P6

(
cm6,d

u4
)·P6,d

=
φ·P6
φd·P6,d

→ φ

φd
≈
√√
β2

t − 1

β2
t,d − 1

, (5)

where
.

mt denotes the mass flow, subscript d denotes the design value, Pin denotes the inlet pressure of
turbine, βt denotes the pressure ratio, A6 denotes the rotor outlet area, ρ6 denotes the density of gas at
the rotor outlet, and P6 denotes the rotor outlet pressure.

Substituting the off-design flow coefficient into Equation (3), the change characteristics of Wr in the
case of pressure ratio change could be obtained as shown in Figure 5. The figure shows that for a radial
turbine with a small design value of guide vane outlet flow angle (e.g., α4,d = 60◦), the corresponding
Wr had a characteristic of decreasing first and then increasing when the pressure ratio was reduced
relative to the design point. However, for a radial turbine with a large design value of guide vane
outlet flow angle (e.g., α4,d = 80◦), an increase or decrease in the pressure ratio relative to the design
point resulted in an increase in Wr. The rotor losses also exhibited the characteristics described above
due to the change in Wr. The above results can be explained as follows. For turbines with a small

171



Energies 2019, 12, 2550

α4,d, the flow coefficient corresponding to minimum rotor loss is less than the design flow coefficient
(Figure 4). Therefore, in the process of decreasing the pressure ratio, the off-design flow coefficient
(which is approximately proportional to the pressure ratio) is close to the minimum rotor-loss-based
flow coefficient first and then gradually deviates from it, resulting in rotor loss exhibiting similar
change characteristics. Similarly, for turbines with a large α4,d, the flow coefficient corresponding to
minimum rotor loss is coincident with the design flow coefficient. An increase or decrease in the
pressure ratio will cause the off-design flow coefficient to deviate from the minimum rotor-loss-based
flow coefficient, resulting in an increase in rotor loss.

Moreover, within a wide range of pressure ratio change (0.5 < βt,i/βt,d < 1.5), the larger the guide
vane outlet flow angle, the smaller Wr is. It can be concluded that the turbine efficiency under the
same range of pressure ratio change increases proportionally to the design value of guide vane outlet
flow angle.

 
Figure 5. Effect of design guide vane outlet flow angle on the change characteristics of Wr under
pressure ratio change (β6m = −52.5◦, β4 = −30◦, βt,d = 3).

3.2. Guide Vane Opening Change

For radial turbines with variable geometry guide vane, the rotor loss under off-design operating
conditions becomes more complex due to the change in the internal flow of the rotor with guide vane
opening. Meitner et al. [29] show a relationship between the loss coefficient of rotor kinetic energy
and guide vane opening where the loss coefficient increased significantly at small guide vane opening.
This occurs because the rotor loss mechanism is not only viscous loss but also increased secondary flow
loss at small guide vane opening, according to Otsuka et al. [30]. Therefore, in the case of decreasing
guide vane opening (<100% design value), the relative velocity Wr/Wr,d is proposed to indirectly and
qualitatively estimate rotor loss for comparison between radial turbines with different design values of
guide vane outlet flow angle (α4,d). On the other hand, the value of Wr is used for increasing guide
vane opening (>100% design value).

According to Spence et al. [26,27], the mass flow rate of the radial turbine is approximately
proportional to the guide vane opening. As a result, the existing Flügel formula [28] can be updated by
multiplying a guide vane opening ratio (Or) to estimate the mass flow rate under guide vane opening
change. From the updated Flügel formula and the definition of flow coefficient, the off-design flow
coefficient can be obtained as shown in Equation (6).⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

.
mt.

mt,d
≈ Or

Pin
Pin,d

√
1−1/β2

t
1−1/β2

t,d
.

mt.
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=
cm6A6ρ6

cm6,dA6ρ6,d
≈ (

cm6
u4

)·P6

(
cm6,d

u4
)·P6,d

=
φ·P6
φd·P6,d

→ φ

φd
≈ Or

√√
β2

t − 1

β2
t,d − 1

, (6)

where Or is defined as the ratio of the off-design guide vane opening to the design value.
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Moreover, from the guide vane geometric (Figure 6), a sinus rule can be employed to estimate
the updated α4 caused by the guide vane opening change as shown in Equation (7) [23]. Finally,
by substituting the off-design flow coefficient and the updated α4 into Equation (3), the off-design Wr

the corresponding Wr/Wr,d can be obtained.

α4 = cos−1(
O
S
) = cos−1(

O
Od
× Od

S
) = cos−1(Or · cos(α4,d)), (7)

where O denotes the guide vane opening and S denotes the span of the guide vane at the outlet.

 
Figure 6. Typical variable-geometry guide vanes for radial turbines.

From Equation (6), the variation in flow coefficient was closely related to the pressure ratio in the
case of guide vane opening change. Thus, the rotor loss analysis of two representative cases of guide
vane opening change was carried out respectively; these were the constant pressure ratio case and
a more complicated case where the pressure ratio changed inversely to the guide vane opening.

Figure 7a shows that in the case where the pressure ratio remained constant, Wr/Wr,d decreased
significantly as the guide vane opening decreased. Although the difference between different α4,d
was not notable, it can be seen that the Wr/Wr,d of the radial turbine with a smaller α4,d was smaller,
which means a smaller increase in the rotor loss with decreased guide vane opening. In the case where
the guide vane opening was increased, the larger the α4,d, the smaller the Wr. This means a smaller
increase in the rotor loss with the increased guide vane opening. The above results can be explained as
follows. In the case of a constant pressure ratio, the flow coefficient is proportional to the guide vane
opening ratio (Equation (6)). Since smaller α4,d leads to a larger corresponding design flow coefficient
(Figure 4), it can be inferred that the relative velocity of air flow at the rotor inlet (w4) is also larger
(Figure 3). Thus, within the same regulation range of the guide vane opening, the changes in w4 caused
by the flow coefficient change are more pronounced in both the increasing and decreasing directions.
This directly leads to a more significant change in the rotor loss.
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(a) 

 

(b) 

Figure 7. Effect of design guide vane outlet flow angle on the change characteristics of Wr with variable
guide vane opening: (a) constant pressure ratio; (b) constant flow coefficient (β6m = −52.5◦, β4 = −30◦).

Figure 7b shows that in the case where the pressure ratio changed inversely with the guide vane
opening and maintained a constant flow coefficient, Wr/Wr,d increased significantly as the guide vane
opening decreased. In contrast, the radial turbine with smaller α4,d had a smaller increase in Wr/Wr,d,
which means a relatively smaller increase in the rotor loss with decreased guide vane opening. In the
case where the guide vane opening was increased, the larger the α4,d, the smaller the Wr. This means
a smaller increase in the rotor loss with the increased guide vane opening. The above results can be
explained as follows. According to Figure 4, the larger α4, the more obvious the change (decreased)
of the flow coefficient corresponding to the minimum rotor loss. Thus, for the radial turbine with
a smaller α4,d, the deviation of the off-design flow coefficient (approximately equal to the design
value) from the flow coefficient (decreased) corresponding to the minimum rotor loss caused by the
decrease of the guide vane opening is smaller. It can also be inferred that the increase in the rotor loss
would be smaller. In contrast, in the case where the guide vane opening was increased, the increased
flow coefficient corresponding to the minimum rotor loss tended to be gentle with the increase of α4.
The deviation of the off-design flow coefficient (approximately equal to the design value) from the flow
coefficient (increased) corresponding to the minimum rotor loss caused by the increase of the guide
vane opening can be ignored for radial turbines with a different α4,d. Therefore, due to the smaller Wr

at the design point, the larger the α4,d, the smaller the off-design rotor loss.
Furthermore, by comparing Figure 7a,b, we can find that the inverse change of pressure ratio with

the change in the guide vane opening will increase the rotor loss in the case of reduced guide vane
opening. On the contrary, it can mitigate the increase of the rotor loss in the case of increased guide
vane opening.

In conclusion, the difference in the rotor loss characteristics under guide vane opening change
for radial turbines with different α4,d is determined by the directionality of the guide vane regulation.
It can be concluded that the optimum design of the guide vane outlet flow angle is closely related to
the directionality of the guide vane regulation.

4. Optimal Design of the Guide Vane Outlet Flow Angle for Multistage Radial Turbines

This section presents a discussion of the optimal design of the guide vane outlet flow angle (α4,d)
for a multistage radial turbine from the perspective of matching the rotor loss characteristics with
variable operating conditions. In addition, the multistage radial turbine of a CAES pilot plant named
“TICC-500” [31] was taken as an example for analysis (Table 1).
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Table 1. Parameters of the multistage turbine in a “TICC-500” CAES pilot system [31].

Turbine Stage Input Pressure, MPa Outlet Pressure, MPa

High-Pressure Turbine (HP) 2.50 1.13
Medium-Pressure Turbine (MP) 1.12 0.40

Low-Pressure Turbine (LP) 0.39 0.10

To obtain the representative variable operating conditions of the multistage radial turbine based
on guide vane control, only the case of regulating the guide vane opening of the high-pressure turbine
stage was considered here. Since the rotational speed of the multistage radial turbine in a CAES
system is generally constant, the mass flow rate of each turbine stage under guide vane control can
be estimated by the updated Flügel formula in Equation (6), which includes a guide vane opening
ratio (Or). On this basis, to solve the operating conditions of each turbine stage in the multistage
radial turbine at a certain inlet pressure and guide vane opening, the pressure ratios were updated to
iteratively calculate the mass flow for each turbine stage until the continuity of mass flow was met.
Furthermore, by substituting off-design the operating conditions (guide vane opening and pressure
ratio) into Equation (6), the corresponding the flow coefficient could be obtained.

Depending on the directivity of the guide vane opening regulation, the case where the guide vane
opening is reduced and increased with respect to the design value is defined as a down-regulation and
an up-regulation, respectively. Figure 8a,b presents the variable operating conditions of the multistage
radial turbine in the case of down-regulation and up-regulation, respectively. We assumed steady-state
operation conditions with different guide vane openings, and the hysteresis during continuous down-
and up-regulation was not considered in this study.

(1) Down-Regulation of the Guide Vane Opening

When the inlet pressure of the multistage radial turbine is high while the load demand is
low, the down-regulation of the guide vane opening is conducted to reduce the mass flow rate.
Figure 8a shows that the pressure ratio of the low-pressure (LP) turbine decreased significantly with
the decrease of the guide vane opening of the high-pressure (HP) turbine and relatively small change
in the expansion ratio of the medium-pressure (MP) turbine. In contrast, the pressure ratio of the HP
turbine changed inversely to the guide vane opening, which significantly increased with the decrease
of the guide vane opening.

(2) Up-Regulation of the Guide Vane Opening

When the inlet pressure of the multistage radial turbine is relatively low while the load demand
is high, the up-regulation of the guide vane opening is conducted to increase the mass flow rate.
Figure 8b shows that the pressure ratio of the LP turbine increased significantly with the increase
of the guide vane opening of the HP turbine, while the expansion ratio of the MP turbine remained
almost constant. Like the down-regulation of the guide vane opening, the pressure ratio of HP turbine
changed inversely to the guide vane opening, which reduced significantly with the increase of the
guide vane opening.
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(a) (b) 
Figure 8. Variable operating conditions for a multistage radial turbine under guide vane opening
change: (a) down-regulation at rated inlet pressure; (b) up-regulation at 60% the rated inlet pressure.

Figure 9a,b presents the flow coefficient variation characteristics of the multistage radial turbine
under the variable operating conditions shown in Figure 8a,b, respectively. Combined with the findings
regarding the relationship of off-design performance versus the design value of the guide vane outlet
flow angle (α4,d) for the radial turbine shown in Section 3, the recommendations for the optimum α4,d
in the preliminary design of the multistage radial turbine are as follows.

i. The variable operating condition of the LP turbine belongs to the expansion ratio change,
and the flow coefficient varies notably within a range smaller than the design value. According
to the findings on the relationship of off-design performance versus α4,d for radial turbines
under pressure ratio change (Section 3.1), a larger α4,d should be used for the LP turbine to
achieve better off-design performance. A value of approximately 80◦ is recommended.

ii. The variable operating condition of the MP turbine also belongs to the expansion ratio change,
but the flow coefficient varies within a small range that is less than the design value. Therefore,
turbine efficiency under design conditions dominates the performance of the MP turbine under
variable operating conditions. As a result, a larger α4,d should be used for the MP turbine
(i.e., about 80◦).

iii. The variable operating condition of the HP turbine is a complicated case where the pressure
ratio changes inversely with the guide vane opening and maintains a nearly constant flow
coefficient. According to the findings on the relationship of off-design performance versus α4,d
for radial turbines under guide vane opening change (Section 3.2), the optimum α4,d mainly
depends on the direction of the guide vane opening changes relative to the design point.
For a multistage radial turbine in a CAES system with constant air storage pressure, the inlet
pressure of the HP turbine stage remains at the rated value, so only the down-regulation of the
guide vane opening is performed. Accordingly, a smaller α4,d should be used for the HP turbine
stage to achieve better off-design performance. Further considering the influence of design
efficiency on off-design performance, the recommended design values are in the range of 70–75◦.
For a multistage radial turbine in a CAES system with varying air storage pressure, the inlet
pressure of the HP turbine stage varies with air storage pressure, so there is a simultaneous
need for up- and down-regulation of the guide vane opening. In this case, it is necessary to
comprehensively consider the influence of the rotor loss characteristics and design efficiency
on the off-design performance in determining α4,d.
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(a) 

 

(b) 

Figure 9. Flow coefficient variation for the multistage turbine under guide vane opening change:
(a) down-regulation at rated inlet pressure; (b) up-regulation at 60% of the rated inlet pressure.

5. Case Study and Discussion

In this section, we compare the off-design performance of a group of radial turbines with different
design values of guide vane outlet flow angle. To ensure the comparability of different radial turbine
performances, the preliminary design results of radial turbine obtained under the same design
conditions were employed for the case study. Moreover, the performance evaluation of the radial
turbine was conducted using the mean-line model method.

The mean-line model method previously developed in our group is a proven performance
evaluation method for radial turbines. Since the model evaluation of radial turbines is not the focus
of this study, please refer to one of our previous publications for more details [7]. The model uses
limited turbine geometry information to predict the turbine performance under variable operating
conditions, which is especially valuable in the preliminary design process. The total-to-static efficiency
of the radial turbine was calculated by the specific work output, isentropic enthalpy drops, and turbine
losses, as shown in Equation (8). According to the Euler equation of turbomachines [32], the specific
work output can be calculated with Equation (9). Table 2 gives the loss model combination suitable for
the turbine loss evaluation under variable guide vane opening, which involves four types of main
turbine losses: stator loss, incidence loss, rotor loss, and exit loss.

ηt−s =
Wt

Δh1−6s
=

Δh1−6s −∑ hloss
Δh1−6s

, (8)

Wt = u4cu4 − u6cu6, (9)

where Wt denotes the specific work output of the radial turbine, Δh1−6s denotes the isentropic enthalpy
drop between the guide vane inlet and rotor outlet, and hloss denotes the turbine loss.

Table 2. The loss model combination of the radial turbine.

Loss Reference Model

Stator Loss [33] Δhstator =
1
2 Knc3s

2

Incidence Loss [29] Δhincidence =
1
2 w4

2(1− cosn i)
Rotor Loss [29] Δhrotor =

1
2 Kr(w4

2 cos2 i + w6
2)

Exit Loss [24] Δhexit =
1
2 cm6

2

The design conditions of the radial turbines in this case study are shown in Table 3. Based on the
conclusions of the matching analysis in Section 4, three typical design values of guide vane outlet flow
angle (α4,d= [70◦; 75◦; 80◦

]
) were employed for the case study. The main parameters of the radial

turbines were obtained by a preliminary design algorithm proposed by Ventura et al. [17] (Table 4).
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Table 3. The design conditions of the radial turbines for the case study.

Parameter Value

Inlet Temperature, K 430
Inlet Total Pressure, MPa 10.00

Outlet Pressure, MPa 3.33
Mass Flow Rate, kg/s 24.80

Table 4. The preliminary design results of the radial turbines for the case study.

Parameter Case A Case B Case C

Guide Vane Outlet Flow Angle, degree 70 75 80
Loading Coefficient 0.78 0.82 0.88

Flow Coefficient 0.28 0.23 0.16
Rotor

Rotational Speed, r/min 50112 39620 32329
Inlet Radius, mm 73.5 90.8 107.0

Inlet Tip Width, mm 8.6 9.3 11.7
Inlet Relative Flow Angle, degree −38.5 −40.6 −38.2

Blade Number 11 15 18
Outlet Tip Radius, mm 21.1 24.1 29.0

Outlet Hub Radius, mm 52.1 59.6 72.0
Outlet Blade Angle, degree −62.3 −66.4 −73.2

Stator
Inlet Radius, mm 99.0 119.4 138.8

Throat Width, mm 11.7 8.4 5.2
Vane height, mm 8.6 9.3 11.7

Outlet Radius, mm 79.2 95.5 111.0
Blade Number 14 18 23
Performance

Total-to-Static Efficiency 0.881 0.895 0.899

Figure 10 presents the performance curves of radial turbines with different design values of guide
vane outlet flow angle operating under pressure ratio change. It can be seen that the larger the design
value of guide vane outlet flow angle, the higher the design efficiency of the radial turbine, and the
higher the efficiency operating under variable pressure ratio in a certain range (0.5 < βt,i/βt,d < 1.5).
These are consistent with the findings of the rotor loss characteristic analysis under pressure ratio
change (Section 3.1). It should also be noted that the turbine efficiency deteriorated significantly as the
pressure ratio decreased to less than about 60% of the design value. However, simply optimizing the
design value of the guide vane outlet angle did not seem to be effective in improving this deterioration.

Figure 11a,b, gives the performance curves of two typical cases of guide vane opening change:
the constant pressure ratio case and the constant flow coefficient case. First, it can be seen that the
radial turbines with different design values of guide vane outlet flow angle had significant differences
in the distribution of the efficient operating range under guide vane opening changes, which verifies
the finding of the rotor loss characteristic analysis in Section 3.2. Specifically, the radial turbine with
a larger design value of guide vane outlet flow angle (e.g., α4,d = 80◦) had a broader efficient operating
range (e.g., turbine efficiency > 0.8) and higher efficiency for the up-regulation of the guide vane
opening, while a smaller design value of guide vane outlet flow angle resulted in broader efficient
operating range and higher efficiency for the down-regulation of the guide vane opening. Furthermore,
comparing Figure 11a,b, it can be found that the deterioration of the turbine efficiency under the
down-regulation of the guide vane opening could be alleviated by reducing the reverse increase in the
pressure ratio versus the guide vane opening change. Similarly, for the up-regulation of the guide vane
opening, when the design value of the guide vane outlet flow angle was large, diminishing the inverse
reduction of the pressure ratio could improve the turbine efficiency. However, for a turbine with
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a smaller design value of guide vane outlet flow angle (e.g., α4,d = 70◦), this could worsen efficiency.
These are also consistent with the findings in Section 3.2.

Based on the above, for a multistage radial turbine that simultaneously needs up- and
down-regulation of the guide vane opening, the design value of guide vane outlet flow angle
for the high-pressure turbine stage (or other turbine stages with variable geometry guide vane) is
recommended to be about 80◦. In this case, higher design efficiency and wide efficient operating range
for the up-regulation can be obtained, while the turbine efficiency deterioration under down-regulation
can be improved with combined control of the guide vane openings of the multistage radial turbine.
The combined control of the guide vane openings of the multistage radial turbine has been proved to
be able to alleviate the reverse change in pressure ratio versus the guide vane opening [6]. This could
be an effective way to achieve optimum performance for a multistage radial turbine operating under
variable working conditions.

 

Figure 10. Turbine performance under pressure ratio change.

 

(a) 

 

(b) 

Figure 11. Turbine performances when the guide vane opening changes and: (a) the pressure ratio is
constant; (b) the pressure ratio changes inversely to the guide vane opening.

6. Conclusions

This study improves the classical loading-to-flow diagram method to meet the design needs of
radial turbines with variable operating conditions. To optimize the off-design performance of radial
turbines in the early design phase, we proposed a hypothesis that uses the ratio of the mean velocity
of the fluid relative to the rotor passage with respect to the circumferential velocity of the rotor as
an indicator to indirectly and qualitatively estimate the rotor loss, as it plays a key role in the off-design
efficiency. This hypothesis is based on the findings from existing studies indicating that rotor loss is
a function of the flow velocity within the rotor.
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The findings of off-design rotor loss analysis for radial turbines with a different design value of
guide vane outlet flow angle are as follows:

(1) For a radial turbine with a smaller design value of guide vane outlet flow angle, the rotor
loss first decreased and then increased with the decrease of mass flow. This means better off-design
performance in the case of reducing the mass flow. This applies both under conditions of pressure ratio
change and of guide vane opening change. However, due to a higher rotor loss at design conditions,
the turbine efficiency under pressure ratio changes may be lower than for radial turbines with a larger
guide vane outlet flow angle.

(2) A radial turbine with a larger design value of guide vane outlet flow angle not only had higher
efficiency at design conditions but also had better off-design performance in the case of increased mass
flow. This held for changes in both pressure ratio and guide vane opening.

The above findings were validated with the mean-line model method [7]. Furthermore, based on
the findings, this study discusses the optimization of the design value of guide vane outlet flow angle
based on the matching of rotor loss characteristics with specified variable operating conditions for
a multistage radial turbine in a compressed air energy storage system. It provides important guidance
for the design optimization of multistage radial turbines operating under variable working conditions.
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Abstract: Microgeneration of electricity using solar photovoltaic (PV) systems is a sustainable form of
renewable energy, however uptake in Ireland remains very low. The aim of this study is to assess the
potential of the community-based roof top solar PV microgeneration system to supply electricity to
the grid, and to explore a crowd funding mechanism for community ownership of microgeneration
projects. A modelled microgeneration project was developed: the electricity load profiles of 68
residential units were estimated; a community-based roof top solar PV system was designed; an
electricity network model, based on a real network supplying a town and its surrounding areas, was
created; and power flow analysis on the electrical network for system peak and minimum loads was
carried out. The embodied energy, energy payback time, GHG payback time, carbon credits and
financial cost relating to the proposed solar PV system were calculated. Different crowdfunding
models were assessed. Results show the deployment of community solar PV system projects have
significant potential to reduce the peak demand, smooth the load profile, assist in the voltage
regulation and reduce electrical losses and deliver cost savings to distribution system operator and
the consumer.

Keywords: microgeneration; solar energy; photovoltaic; renewable energy; crowd funding

1. Introduction

The fifth assessment report of the Intergovernmental Panel on Climate Change [1] has concluded
that human influence on the climate system is clear, and anthropogenic emissions of greenhouse
gases (GHG) are the highest in history. GHG emissions are driving the increase in global average
temperatures by over 1 ◦C above preindustrial times with this trend projected to continue. In Ireland,
the burning of fossil fuels for energy generation is the dominant contributor to total national GHG
emissions (60% in 2017) [2]. With limited indigenous fossil energy resources, Ireland is significantly
dependent on fossil fuel imports which accounted for over 90% of the primary electricity demand in
2017 [2]. The Irish Government is committed to decrease GHG emissions and advance alternative
energy sources to reduce the national dependence on fossil fuels (2009/28/EC Renewable Energy
Directive (RED)) [3] and has committed to a target of 40% electricity use from renewables by the year
2020 [4]. In Ireland in 2017 only 10.6% energy supply came from renewable sources and the country
was ranked 26th out of the European Union (EU)-28 for progress toward meeting 2020 renewable
energy target [5]. Overall renewable energy has displaced 1.8 million tonnes of oil equivalent (Mtoe) of
fossil fuel and reduced GHG emissions by 4.2 million tonnes (Mt) CO2 in 2017 (80% from generation of
electricity). The renewable electricity sources include wind, hydro, biomass, renewable wastes, landfill
gas, biogas and solar PV, however, the level of electricity generation from solar PV remains very low [5].
Ireland is not on track to meet 2020 renewable energy targets which has cost implications of €100 to
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€150 million for each percentage point shortfall [4]. The Irish Government has agreed to the binding
renewable energy target for 2030 of 32% in line with EU recast RED 2 [6]. Microgeneration of electricity
using solar PV system is expected to contribute to meeting these targets mitigating some of the adverse
effects of environmental pollution and climate change. The renewable energy sector technologies are
evolving rapidly and ensuring higher levels of renewable energy generation will require substantial
investments in new infrastructure which includes wind farms, solar PV systems, grid reinforcement,
storage development and interconnection. However, high risks and the high up-front costs associated
with developing technologies is a major barrier to securing finance. As a result of rapid growth in the
use of social media, crowdfunding is increasingly replacing conventional funding models used as an
alternative means of funding renewable energy projects [7].

1.1. Microgeneration

Microgeneration is a form of decentralized or distributed energy supply [8] where: energy
generation serves in-situ demand (high degree of self-consumption); installations are deployed at
lower-voltage distribution network level; and small-scale technologies are deployed including rooftop
solar PV, small wind turbines, small hydro and domestic combined heat and power (CHP) [9]. Benefits
include lower electricity bills, hedging against future electricity price rises, lower GHG emissions,
reduced reliance on fossil fuels, reduced electrical losses on the electricity network and improved
building energy rating (BER) [10].

Photovoltaics is the direct conversion of light into electricity at the atomic level by materials
displaying a photoelectric effect causing them to absorb photons of light and release electrons. When
these free electrons are captured, it results an electric current [11]. Semi-conductors are treated/doped
to form a p-n junction such as in crystalline silicon cells by diffusing phosphorous into the silicon and
introducing a small quantity of boron, forming an electric field. When photons are absorbed by a PV
cell, electrons under the influence of the field move out towards the surface. This flow or current is
‘harnessed’ by an external circuit with a load [12]. The electricity generated is direct current (DC),
converted to alternating current (AC) using an inverter to synchronise with mains electricity [10]. Solar
PV panels do not generate CO2 emissions during their operation; however, emissions are generated
during the production of the solar panels and during their disposal. Solar PV systems can be connected
to home for supplemental power, full power and backup supply (off-grid) or as a revenue generating
power system [13].

Solar PV panels are installed in residential, commercial and industrial settings or as a stand-alone
system for generation of electricity for feeding to the national grid. In 2017 very little renewable
electricity in Ireland was produced from solar PV, with installed capacity of around 15.7 MW and
around 11 gigawatt hours (GWh) of electricity generated equating to 0.1% of renewable electricity or
0.04% of electricity gross final consumption (GFC) [5]. Households currently account for approximately
1.0 megawatt (MW) of installed residential solar PV systems connected to the grid [5]. The Irish
Government, in its climate action plan 2019, has indicated the solar PV system is expected to grow to
1.5 gigawatt (GW) of installed capacity by 2030 [14].

1.2. Solar Energy Potential in Ireland

At the Earth’s surface radiation can exist in three forms: direct radiation which comes directly
from the sun; diffuse radiation which has undergone scattering during its passage through the
atmosphere; or reflected radiation from the ground [15]. Solar radiation distribution and intensity are
the key factors in determining the efficiency of solar PV systems and results are highly variable [16].
Ireland typically receives an annual solar radiation of 900 kWh m−2 [12] compared to Greece with
1890 kWh m−2 and Italy with 1680 kWh m−2 [17], where unsurprisingly, solar PV accounted for largest
total electricity generation in 2017 (8.7% in Italy and 7.6% in Greece) [18]. As well as solar radiation,
module efficiency depends on the type of module and the module temperature [19]. The annual energy
output (kWh) of the solar PV systems also depends on the peak rating of the solar PV installation
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(kWp) [12]. The measured performance of a 1.72 kWp rooftop grid connected PV system in Ireland is
885.1 kWh kWp−1 year−1 [20]. The location of site and the tilt and orientation of solar PV panels are
important for the energy output (kWh) of the solar PV systems [12]. For example, the site should be
south facing of have a slight south-east or south-west orientation and should not be overshadowed by
obstacles which could prevent sunlight getting to the system [21].

1.3. Barriers to Implementation

Despite the potential of microgeneration technologies to help Ireland meet its energy and emission
targets and induce positive shifts in energy consumption, the rate of adoption among homeowners
remains low. The reasons include low awareness of microgeneration among homeowners, with
intention to install at just over 7% [9] and homeowners’ willingness to pay (WTP) falling significantly
below market prices. In addition, homeowners purchase, or investment decisions are influenced by
factors other than cost–benefit evaluations including the benefits of microgeneration and positive social
pressure which can translate into higher uptake [22]. Existing installed microgeneration capacity is
very low and a very large increase in installation by 2025 would be required to meet the proposed 5%
renewable target. In addition, the network potential to accommodate such an increase in capacity in
microgeneration on low voltage network by 2025 not well understood.

Microgeneration policies in other jurisdictions have also encountered issues with growing costs
and inadequate incentives i.e., export payment as the only incentive, may not sufficiently stimulate large
scale deployment (for example export tariff would need to be 27 cents to have same economic impact
as SEAI grant for typical 2 kW system with 20% export) [9]. In 2007, the number of microgeneration
installations in the UK was estimated at less than 100,000, but between 2009 to 2014 over 730,000
systems were installed, 88% of which are solar PV [8]. The renewable microgeneration technologies
adoption has resulted in significant annual savings in energy running cost [23]. The introduction of
feed-in tariff (FiT) support has encouraged greater numbers of installations [24] and the global solar
PV market has grown significantly, leading to a reduction in capital costs in the UK between December
2010 and September 2012 of around 50%. Consumer cost reductions are mostly likely to occur through
market development with increased number of installations or policies to reduce capital costs such as
capital grants and low interest loans which are repaid through FiT payments, potential adopters are
also driven by the desire to show others their environmental commitment to reduce GHG emissions
and earning or saving money through incentives and reduced fuel bills [24].

The most important barriers to adoption in the UK were the higher capital costs compared to
annual energy savings and payback period, the absence of subsidies and the regulatory requirements.
Other factors include home ownership, the level of available capital for investment and size of house or
the suitability of microgeneration technologies [24]. There is also the loss of utility to households caused
by space requirements (e.g., roof top space to install solar PV and/or solar thermal, fuel storage-hot
water tanks and gardens dug up to install ground heat pumps etc.). These costs would be reduced by
concentrating policy on new houses, where microgeneration technologies could be designed into the
house at construction at a lower cost [23].

1.4. Financial Support Mechanism

Many support mechanisms have been employed in France, Germany, Greece, Italy and the UK
to help increase the uptake of solar PV systems such as capital subsidies, VAT reduction, tax credits,
renewable portfolio standards, net-metering, FiT etc. In 2012 the most popular support mechanism in
terms of market share were FiTs (60%), capital subsidies and tax rebates (20%), self-consumption (12%),
renewable portfolio standards (4%) and net-metering (2%). The electricity compensation schemes
(self-consumption and net-metering) have increased their uptake in the last decade, rising from a 4%
historical value to 14% in 2012. The reduction in PV costs has resulted in the reduction or elimination
of the FiT mechanism instead introducing self-consumption rules [25].
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In Ireland several initiatives have been taken to improve uptake of solar PV systems with limited
success. The primary support mechanisms for installation of renewable electricity infrastructure are
the Renewable Energy Feed-in Tariff (REFIT) schemes which provides a minimum price for each
unit of electricity exported to the grid over a 15-year period giving certainty to renewable electricity
generators. Currently solar PV systems are not supported under the REFIT scheme [26] however, the
new Renewable Electricity Support Scheme (RESS) will provide opportunities for incorporating solar
PV, bioenergy and wind within a cost competitive framework.

To deliver Ireland’s renewable electricity ambitions to 2030 including reducing the gap to reach
2020 renewable energy targets and accommodating microgeneration by 2021, the Government of
Ireland has indicated the key outcomes in energy sector between the years 2019–2021 will include
the increased renewable energy usage in the electricity sector via increased levels of microgeneration.
Solar energy has the potential to provide a community dividend while maintaining basic payment
schemes, subject to EU commission approval [27].

1.5. Crowdfunding

The European Commission defines crowdfunding as an alternative form of financing that connects
those who can give, lend or invest money directly with those who need financing for a specific project
and usually refers to public online calls to contribute finance to specific projects [28]. Compared to other
major world economies, crowdfunding for the EU market is not well developed as the lack of common
rules across member states results in compliance issues and increased operational costs. The European
Commission has proposed new regulations to address the barriers to crowdfunding use by small
investors and businesses. In Ireland, crowdfunding is not currently a regulated activity constituting
only 0.33% to 0.4% of the small to medium sized enterprise (SME) finance market whereas in UK it
constitutes 12% [29]. It is planned to regulate crowdfunding in Ireland and enact a domestic regulatory
regime which is in parallel with the European Commission regulation, to create an environment for
the growth of crowdfunding as one of the alternative source of finance for the Irish SMEs and also to
ensure sufficient consumer protection [30].

2. Materials and Methods

2.1. Solar PV System Description

The proposed solar PV microgeneration community-based project consists of 68 residential units
located at Belfield, Dublin (herein referred to as “the project”). The solar irradiance data collected from
the nearest weather station at Dublin airport is 963 kWh m−2.

The solar PV panels are mounted on the rooftop of each unit with the collector facing south and
a tilt angle of 30◦. The PV solar panel for use in this system are the Hanwha Q cells (Seoul, South
Korea) Q peak G4.1 300 Rev4 monocrystalline modules with dimensions of 1670 × 1000 × 32 mm, with
a surface area of 1.67 m2 and an efficiency of 18%. Annual average solar irradiation received by these
modules was 1074 kWh m−2. The roof area available on each unit for mounting of solar PV panels is
10.042 m2. Solar PV system details are listed in Table 1 [4].
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Table 1. Solar PV system details for each unit.

Data for Each Residential Unit Unit Quantity

Area of the roof area (A) m2 10.042
Panel efficiency (r) % 18

Installed effect (Wpi) kWp 1.8
Nominal power of panel (Wp) kW 0.3

Number of panels (Np) Piece 6
Annual average irradiation (H) kWh m−2 1074

Coefficient for losses (C) Factor 0.8
Annual peak power output (Ep) kWh year−1 1553

Performance ratio (PR) % 80
Lifetime expectancy years 30

The total solar PV installed effect of each unit Wpi [31] is calculated using Equation (1):

Wpi = A·r (1)

where,

Wpi = Total solar PV installed effect of each building in kW
A = Total roof area in m2;
r = Solar panel efficiency in %.

The number of panels installed in each unit Np [31] is calculated using Equation (2):

Np = Wpi/Wp (2)

where,

Np = Number of panels installed;
Wpi = Total solar PV installed effect of each unit in kW;
Wp = Nominal power rating of the panel in kW.

The annual peak output of the solar PV system of each unit Ep [31] is calculated using Equation (3):

Ep = A·r·H·C (3)

where,

Ep = Annual peak output of the solar PV system in kWh year−1

H = Annual average irradiation on tilted panels in kWh m−2.

C = Coefficient for losses (range between 0.9 to 0.5).

Coefficient for losses will depend on the site, technology and sizing of the system including
inverter losses (6 to 15%), temperature losses (5 to 15%), DC cable losses (1 to 3%), AC cable losses (1 to
3%), shading (0 to 40%), weak irradiation (3 to 7%), losses due to dust, snow (0 to 2%), degradation of
modules (0.5 to 1%) and other (1 to 2%). Default value is set to 0.75 [31].

The performance ratio of the solar PV system, PR [31] is calculated using Equation (4):

PR =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
Ep

Wpi

H

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠·100 (4)

where,

PR = Performance ratio of the solar PV system in %.
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2.2. Solar PV Electricity Generation

There are two options when modelling solar PV electricity for calculating yield [32], either using
forecast or measured yields or using a weather profile with irradiance values (Wm−2). The monthly
values of solar PV electricity were produced from simulations in PV*SOL software [33] using the
weather data from the integrated meteo weather database (meteonorm.com). This system uses World
Meteorological Organization (WMO) data including global and regional databases in combination
with spatial interpolation methods to generate data for locations between the weather stations [34].

2.3. Electricity Network Model

The electricity network model is based on a typical network supply to a town and its surrounding
areas. The model consists of a primary substation, MV feeders, MV to LV distribution substation
and other associated equipment. The primary substation is outdoor and air insulated which steps
down the voltage from 38 kV to 10.47 kV and is equipped with two units of 5 Mega Volt Amp (MVA)
transformers, the on-load tap changers of the 5 MVA transformers automatically regulates and controls
the target voltage of 10.7 kV. The stepped down voltage (10.47 kV) is distributed from substation to the
10.47 kV to 0.400 kV substation via feeder circuits [32] Figure 1.

Figure 1. Primary substation single line diagram [32].

The feeder circuit C15 from the primary substation has a total circuit length of 40 km with a mix
of overhead lines and underground cables. The project is assumed to be located to the south of the
primary substation and main town centre [32] Figure 2.

Figure 2. Feeder circuit C15 and location of the project [32].

The transition of the feeder circuit C15 from overhead line to underground cable takes place
5.9 km from the primary substation via spur connection and the underground cable is connected to
distribution substation which is located at the edge of the existing project housing estate, where voltage
is further stepped down from 10.47 kV to 0.400 kV using a 630 kVA transformer. The LV (0.400 kV)
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is further distributed using six LV underground cables to 11 street pillars. Over the entire network
model, the number of units connected to each phase were balanced with 22 units connected to phase-1,
23 units connected to phase-2 and 23 units connected to phase-3 [32]. At all the 11 load points the solar
PV system were connected by each unit.

2.4. Electricity Demand

The electricity demand examines the project demand profile and the demand components
including existing demand on the MV circuits without the project; the additional demand on the
existing MV including the project and the solar PV electricity output.

2.4.1. Community Project Electricity Demand Profile

To model the demand of the project, the electricity demand data was obtained from the distribution
system operator’s (Electricity Supply Board (ESB)) standard load profiles which is consolidated samples
from residence meters which consists of high, middle and low annual usage from national average
values Table 2 [35].

Table 2. Annual household electricity demand [35].

Low Usage Medium Usage High Usage

3100 kWh 5300 kWh 8100 kWh

The low usage electricity load profile (3100 kWh) was selected and the load profile of each unit
was customized to reflect the monthly electricity consumption based on the approximate number of
occupants. Simulations were also performed to determine the annual electricity yields available for
self-consumption and for grid feed-in. The total electricity demand profile of the project is composed
of variable hourly loads, the timing of usage varies for each unit due to preferences and behaviours of
occupants [35].

2.4.2. Demand Components

The electrical network operation downstream of the primary substation was modelled to determine
demand at each of the load points on the MV feeder circuit. The demand profile is composed of three
components [32]:

(1) The existing demand on the MV circuits excluding the project.
(2) Additional demand on the existing MV circuits including the project based on average peak

demand from each unit, (5 kW at 93% power factor in winter and 0.9 kW at 95% power factor in
summer).

(3) Solar PV electricity output from community microgenerators.

To model the electrical network system peak and minimum load, the ESB electrical power flow
analysis [32] for the following system load conditions are used:

• Peak electricity demand on winter maximum load reading day December 2015, 17:00 pm.
• Midday electricity on summer minimum load reading day in August 2016, 12:00 pm.

Existing Demand on the MV Circuit Excluding the Project

Existing demand on the MV circuits includes the load points (distribution transformer substations)
which provide electricity supply to the LV networks consisting of connections to customers. Ideally the
actual values of the demands at each of these load points would be metered. In this study known load
information was used to calculate the existing demand on the distribution transformers substation and
at the large consumer substations which are connected to the existing MV network [32]. The project
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model includes the LV sections up to the street pillars, (the load points), in this study units were evenly
spread across the 3 phases of 11 street pillars, 2 to 4 units per phase [32].

Additional Demand on the MV Circuit Including the Project

The hourly loads of each unit are spikey in nature. In this study along with general loads, a heat
pump is assumed to be used in each unit, the heat pump is assumed to consume a power input 2.14 kW
to provide a power output 9 kW for an under-floor heating system and a hot water storage system.
The timing of the usage or cycling of the heat pumps varies for each residential unit due to personal
preferences and behaviours of occupants [32].

Solar PV Electricity Output from Community Microgenerators

The solar PV electricity output from community microgenerators are estimated from weather
profiles based on simulations [33] using weather data (with irradiance values) from the integrated
weather database.

2.5. Energy Assessment of the Solar PV System

The calculations for embodied energy and the energy payback time of the solar PV system, GHG
emissions payback time and carbon credits are outlined.

2.5.1. Embodied Energy of the Solar PV System

Embodied energy of the solar PV system is defined as the energy consumed by the system for
materials; manufacturing; transportation and installation [36]. The embodied energy of the solar PV
system has been completed by evaluating the total energy required for each process [37].

The embodied energy of each component per m2 of solar PV module Ein [37] for this study was
calculated using Equation (5):

Ein = Em f g + Euse + Edel (5)

where,

Ein = Embodied energy of solar PV system (kWh m−2);
Em f g = Total manufacturing energy (kWh m−2);

Euse =Total used energy in installation and operation and maintenance (kWh m−2);
Edel = Energy requirement to deliver from production to field site (kWh m−2).

The total manufacturing energy Em f g [37] is calculated using Equation (6):

Em f g = Empe + Eeqp (6)

where,

Empe = Total material production energy in kWh m−2;
Eeqp = Total operation and maintenance energy of equipment in kWh m−2;

Total material production energy Empe [37] is calculated using Equation (7):

Empe =
∑

i

(
empe,i·mi

)
(7)

where,

Empe,i = Specific energy to produce ith material;
mi = Total mass of ith product material.
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The total used energy in installation and operation and maintenance Euse [37] is calculated using
Equation (8):

Euse = Einst + Eam·TLS (8)

where,

Einst = Installation energy requirement for the experiment;
Eam = Average energy operation and maintenance rate over the life of the PV system;
TLS = Life of the system in years.

The energy requirement to deliver the product materials from production to field site Edel is
calculated using Equation (9):

Edel =
∑(

Etransi→i+1 + Epkg i→i+1

)
(9)

where, Epkg and Etrans are the packaging and energy requirement for the transfer of the product
materials respectively from production to field site.

The balance of system (BOS) components e.g., battery, inverter, electronic components, cables and
miscellaneous items should also be included in the calculations [38]. The breakdown of embodied
energy of each component per m2 of solar PV module for this study is in Table A1. (Appendix A).

2.5.2. Energy Payback Time of the Solar PV System (EPBT)

Energy payback time of the solar PV system is defined as the time needed for the system to
generate the energy used in its life cycle from the extraction of raw materials to the construction and
decommissioning phase. The EPBT [39] is calculated using Equation (10):

EPBT =
Emat + Emanu f + Etrans + Einst + Eeol

Eaegen
ηG − EO&M

(10)

where,

Emat = Primary energy demand to produce materials comprising solar PV system;
Emanu f = Primary energy demand to manufacture solar PV system;

Etrans = Primary energy demand to transport materials used during the life cycle;
Einst = Primary energy demand to install solar PV system;
Eeol = Primary energy demand for end of life management;
Eaegen = Annual electricity generation by solar PV system;
EO&M = Annual primary energy demand for operation and maintenance of solar PV system;
ηG = Grid efficiency, the average primary energy to electricity to electricity conversion efficiency at the
demand side.

2.6. GHG Emissions and Carbon Credits

The solar PV power generation is one of the cleanest sources of renewable energy [4]. In 2017,
natural gas accounted for 51% of the fuel used for electricity generation in Ireland and the CO2 intensity
of electricity is 437 g CO2 kWh−1 or 0.000437 t CO2 kWh−1 [40].

2.6.1. GHG Payback Time

GHG payback time (GPBT) is defined as the number of years it takes solar PV system to pay back
its embodied emissions through solar PV generation. The GPBT [41] is described by Equation (11):

GPBT =
CO2 equivalents (eq)embodied

CO2 eq avoided (year)
(11)
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where,
CO2 eq embodied = CO2 eq modules + CO2 eq mounting structures+

CO2 eq electric (BOS) + CO2 eq transport etc;

CO2 eq avoided (year) = Emissions avoided per year due to the production of electricity from the solar
PV system installation.

2.6.2. Carbon Credits

Carbon credits are awarded for the reduction in GHG emissions which can be traded in international
market at their current market price. CO2 has been traded at € 21 per tonne CO2 eq [42] and each
ton reduction in CO2 is a carbon credit earned [43]. The total carbon credits earned is described by
Equation (12):

Total carbon credits earned = Net CO2 mitigation·price (12)

where,

price = Current market trading price

The yearly carbon credits earned is described by Equation (13):

Yearly carbon credit earned = Total carbon credits earned/TLS (13)

2.7. Financial Assessment of the Solar PV System

While use of solar PV systems has increased, it is suggested that they need to become more
price competitive to sustain further growth [36]. A grid connected solar PV system can reduce
capital and maintenance cost by eliminating the need for battery with the grid acting as a storage
bank [44]. The financial assessment of the solar PV system is based on current market prices of the
project components.

A review of residential solar installers currently active in the Irish market, determined the
approximate cost per kWp for a fully installed rooftop solar PV system was €1744 [35]. The Sustainable
Energy Authority of Ireland (SEAI) in their payback calculator for domestic solar PV have considered
the approximate cost per kWp to be €1900 [45]. Solar PV system cost can vary depending on the quality
of solar PV panels and installation and after sales support. The project cost includes [36] the cost of
modules; cost of inverters; miscellaneous costs {electrical items such as cables etc., installation cost,
packing and freight etc.}; and cost of operation and maintenance.

Net Present Value

The Net present value of the investment per residential unit in the solar PV project can be
calculated [35] using Equation (14):

NPV =
30∑

n=1

·Sn −Cn + NEn·t
(1 + d)n (14)

where,

Sn = Savings calculated in year n
Cn = System cost in year n, including capital costs in year 1, operating expenditures and inverter
replacement where applicable Table A1 (Appendix A)
NEn = Net export or amount of excess generation for which the residential building owner
is compensated;
t = Rate at which net export is remunerated;

t can be equal to retail rate (r) €0.133 per kWh in case of net metering or
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t can be equal to € FiT per kWh amount in case of FiT or
t can be equal to €0 per kWh in case of where no subsidy applies

d = Discount rate (considered 0.55% reflecting mid-range of publicly advertised annual equivalent
interest rates on savings account in Ireland).

2.8. Crowdfunding Model for Ireland

A review of crowdfunding alternatives associated with renewable energy projects was conducted,
demonstrating the use of different types of crowdfunding model [7].

To forecast the potential of System Dynamics of Solar Crowdfunding (SCF) in Ireland this study
incorporates a simulation model which is developed based on system dynamics which uses causal
loop diagrams and stock-loop diagrams to express the causal links and relationships between various
factors that affect the SCF that represents the SCF market [46] Figure 3.

The SCF potentials refers to the total number of solar projects requiring finance. The SCF adopters
are parties looking for private ownership in the project, SCF market saturation can occurs when the SCF
adopters decrease as a result of more projects adopting SCF. The SCF adoption is primarily dependent
on awareness of the SCF with greater numbers of adopters increasing awareness.

Three risk categories for investors are identified:

� Low risk involving non-material returns (charitable undertakings);
� Low to medium risk involving material returns (rewarding investors);
� High risk involving financial returns (mainly venture capitalists) [7].

The motivation for funders involved in the case studies included: helping people in need of
money for energy efficient technology and household appliances; the desire to reap a financial return
from their contributions equating to non-trivial investment; desire to reap a financial return for their
investment and to be involved as shareholders of the companies [7].

Figure 3. Causal loop diagrams [46].

3. Results

The impacts on electricity demand of the project; on the primary substation, MV feeder circuit,
distribution transformer & LV network, network losses and voltage profile; energy pay-back time;
GHG pay-back time, carbon credits and the crowdfunding model in Ireland are presented.
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3.1. Impact on Electricity Demand of the Project

Using PV*SOL online software [33], (V0.7, Valentin Software GMBH, Berlin, Germany) the annual
electricity demand (kWh) for the individual unit (3100 kWh approx.) Figure 4 was scaled to represent
the annual electricity load of the project, approximately 210,800 kWh.
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Figure 4. Annual electricity demand (kWh)of a residential unit.

Simulations were performed for a single PV system (the parameters used are listed in Table A2,
Appendix C) and the solar PV electricity generation (1553 kWh) (Figure was then scaled to represent
the annual solar PV electricity of the project = 105,604 kWh Figure 5.
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Figure 5. Annual solar PV electricity generation (kWh) of a single residential unit.

There was a low annual match between the annual electricity demand profile of the project and
the annual solar electricity generated from the solar PV system. The annual electricity demand of the
project without the solar PV system was 210,800 kWh, with the installation of the solar PV system the
annual electricity demand of the project was reduced to approximately 166,514 kWh Figure 6.
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Figure 6. Annual electricity demand on grid of the project without and with solar PV system.
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Out of 105,604 kWh annual solar PV electricity, the model shows approximately 44,354 kWh
was self-consumed and 61,250 kWh of excess electricity was available to be fed directly into the
electricity grid.

3.2. Impact of Project on Electricity Infrastructure

To assess the impact of the project electricity demand on the electricity infrastructure, an electricity
network model was constructed incorporating, existing demand excluding the project; additional
demand including the project; and with solar PV electricity output. Using the peak and minimum load
conditions already outlined.

3.2.1. Impact on the Primary Substation

The primary substation (equipped with 2 × 5 MVA, 38/10.47 kV transformers giving a total
continuous supply capacity of 10 MVA). Power flow analysis results using feeder circuit demand
for winter peak load reading indicated total demand excluding the project was 7.19 MVA, including
the project was 7.58 MVA and including the project with solar PV systems was 7.58 MVA. Summer
minimum load reading indicated the total demand excluding the project was 4.93 MVA, including the
project was 5 MVA and including the project with solar PV systems was 4.93 MVA [32].

3.2.2. Impact on the MV Feeder Circuit

The 10.47 kV feeder circuits consisted of a mixture of underground cables and overhead lines.
Each feeder circuit was controlled by a circuit breaker which was installed in a primary substation
rated at a capacity at 630 Amps (11.4 MVA). Each feeder circuit left the substation as an underground
cable with a rated winter current of 532 Amps (9.65 MVA), the MV feeder circuits (underground cable
and overhead lines) conductor size drastically reduced as demand decreased. Results of the power
flow analysis demand for the winter peak load reading indicated total demand from all the feeders
connected to the primary substation excluding the project was 2.34 MVA, including the project was
2.71 MVA and including the solar PV was 2.71 MVA [32]. Summer minimum load reading indicates
total demand excluding the project was 1.91 MVA including the project was 1.98 MVA and including
the project with solar PV systems was 1.91 MVA [32].

3.2.3. Impact on the Distribution Transformer and LV Network

The distribution transformer supplied the LV network and had a continuous rating of 630 kVA.
Power flow analysis using electricity demand profiles for the winter peak load reading indicated [32]:
the total demand on the distribution transformer including the project was 374 kVA; including the
project with solar PV systems was 374 kVA. Summer minimum load demand including the project was
68 kVA and including the project with solar PV systems was 121 kVA.

The LV network was equipped 185 mm2 cross sectional area conductor underground cable which
consisted of six feeders to supply the project. The power flow analysis [32] using electricity demand
profiles for the winter peak load reading giving total demand on LV feeders with and without solar PV
system is shown in Table 3. The summer minimum load reading demand on LV feeders with solar PV
is assumed, in this study, to be same as Table 3 above which is the worst-case scenario summer loading
of LV feeders.
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Table 3. Total demand on LV feeders with and without solar PV system [32].

LV Feeder Rating (KVA) Demand (kVA)
Net Demand with

Solar PV (kVA)
% Contribution
from Solar PV

01 246.64 52.81 29.41 44.3
02 246.64 87.60 64.20 26.7
03 246.64 60.08 37.00 38.4
04 246.64 59.14 46.49 21.4
05 246.64 47.43 24.35 48.7
06 246.64 63.25 51.55 18.5

3.2.4. Impact on the Network Losses

The technical losses occur because of the energy dissipated in feeder circuit conductors and core
and windings losses in transformers [32]. Winter peak load reading indicated total technical losses in
the existing electrical network excluding the project was 85 kW, including the project was 106 kW and
including the project with solar PV systems was 106 kW. For summer minimum load reading the total
technical losses excluding the project was 61 kW, including the project was 64 kW and including the
project with solar PV systems was 62 kW [32].

3.2.5. Impact on the Voltage Profile

Voltage is the electric potential difference between two points. The voltage drop is the reduction
in voltage in an electrical circuit between the source and load [47]. The voltage drop on feeders occurs
because of: resistance increase from poor joints and terminations, hot spots, under-sized conductors
and non-uniform conductor material or load increases [48]. Results of the power flow analysis carried
out by [32] at MV feeder and LV feeder circuits indicated voltage at the MV feeder circuits including
the project ranged from a maximum of 100% at primary substation to a minimum of 98.1% 16 km away.
The voltage at the distribution substation including the project ranged from a maximum of 97.8% to a
minimum of 96.2% at distribution substation. The voltage at the LV network entry point to a point
170 m closer to the project declined by another 2% [32].

3.3. Energy Payback Time

To assess the Energy Payback Time (EPBT) of the project with solar PV system, the embodied energy
of each component and process of the proposed solar PV system was calculated using experiments
conducted by [36] on monocrystalline PV modules as these experiments did not take into account the
critical component of BOS i.e., inverter and the embodied energy associated with inverter, these data
were extracted from the findings of [38]. This embodied energy value is often used to evaluate the
energy balance of the solar PV system [48] i.e., energy metrics e.g., EPBT [36].

Ein = Emat + Emanu f + Etrans + Einst + Eeol = 1471.34 kWh m−2

Total area of modules =
Number of panels (Np)·(Length of panels)·(Width of
panels)

= (6)·(1.67 m).(1.0 m)
= 10.02 m2 (i.e., A = Total roof area of one unit)
= (10.02 m2)·(68)
= 681.36 m2 ((i.e., Total roof area of all units)

Total embodied energy for each unit Ein = (1471.34 kWh m−2)·(10.02 m2) = 14,743 kWh
Total embodied energy for all units Ein = (1471.34 kWh m−2)·(681.36 m2) = 1,002,513 kWh

Eaegen =
1553 kWh year−1 for one unit or 105,604 kWh year−1

for all units.
ηG = 0.483 Using grid conversion efficiency [4].
EO&M = 0 (Assumed)
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The annual electricity generated by solar PV system (Eagen) was estimated to be 105,604 kWh
Figure 5.

The EPBT was calculated using Equation (10):

EPBT =
Emat + Emanu f + Etrans + Einst + Eeol

Eaegen
ηG − EO&M

(15)

EPBT =1,000,513

((105,604/0.483) − 0)

EPBT of the proposed project was 4.59 years.

3.4. GHG Payback Time (GBPT) and Carbon Credits

To assess the GBPT of the project, the emissions associated with the embodied energy of the
proposed solar PV system were determined [41]. Calculated solar PV system emissions ranged between
50 g to 120 g CO2 eq. kWh −1 which agreed with the findings of [4] (69 g CO2 eq kWh−1, or 0.000069
tonne CO2 eq. kWh−1. The CO2 intensity of electricity in Ireland was 0.000437 tonne CO2 eq. kWh−1 [5].
The annual electricity generated by solar PV system was estimated to be 105,604 kWh.

For the project the total embodied emissions, using results calculated from Equation (5):

CO2 eq·embodied = (Total embodied energy for all units Ein in kWh)·(solar PV system emissions)
= 1,002,513 kWh * 0.000069 tonne CO2 eq. kWh −1

= = 69.2 t of CO2 eq.

GHG payback time is defined as the number of years it takes solar PV system to pay back its
embodied emissions through solar PV generation. The GPBT [41] is described by Equation (11).

For the project, the total GHG emissions avoided in a year:

CO2 eq avoided (year) = (Eaegen)·(CO2 intensity of electricity)
= (105,604 kWh) 0.000437 tonne CO2 kWh −1

= 46.15 t of CO2 eq

Using Equation (11) for GHG payback time:

GPBT = 69.2 t of CO2 eq./46.15 t of CO2 eq
= 1.5 years.

The total carbon credits earned from the project was calculated [36] based on the amount of CO2

mitigated by the project with solar PV systems at its current market trading price (€21 per tonne CO2

eq.) [43].

Net CO2 mitigation = (CO2 eq avoided (year) ·TLS) – CO2 eq embodied
= (46.15 t CO2 eq.)·(30 years) – 69.2 t CO2 eq.
= 1315 t of CO2 eq.

Carbon credits are awarded for the reduction in GHG emissions which can be traded in international
market at their current market price and each ton reduction in CO2 is a carbon credit earned [43].

The total carbon credits earned is described by Equation (12):

Total carbon credits earned = Net CO2 mitigation·price (16)

where,
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price = Current market trading price (€21 per tonne CO2 eq.) [41]
= (1315 t of CO2 eq.)·(€21per t CO2 eq.)
= €27,615

The yearly carbon credits earned is described by Equation (13):

Yearly carbon credit earned =
Total carbon credits earned

TLS
(17)

= €27,615/30 years
= €920

3.5. Financial Assessment of the Solar PV System

3.5.1. Cost of Modules

The cost of a Hanwha Q cells Q peak G4.1 300 Rev4 monocrystalline module (with an efficiency of
18% and lifespan of 30 years), is € 0.34 Wp−1 in Ireland [49].

Total module cost for each unit = (1800 Wp)·(€ 0.34 Wp−1) = € 612
Total module cost for all units = (1800 Wp)·(68)·(€0.34 Wp−1) = €41,616 (excl Value Added Tax

(VAT) @13.5%) [50].

3.5.2. Cost of Inverters

The ABB UNO-2.0-I-OUTD (2 kWp) string inverter can be grid connected and eliminates the need
to fit an isolator onto the DC cabling from the solar PV modules to the inverter, has a lifespan of 15
years, the inverter cost is € 920 in Ireland [51].

Total inverter cost for each unit = €920
Total inverter cost for all units = (68)·(€920) = €62,560 (excl VAT @13.5%)

3.5.3. Miscellaneous Cost

The miscellaneous cost includes electrical items (cables etc), installation cost, packing and freight
with estimated the installation cost per kWp = €1362 [44]. Assumption of miscellaneous cost per kWp
= SEAI approximate cost per kWp—approximate modules cost per kWp—approximate inverters cost
per kWp = (€1900)−(€340+€460) = €1100.

Total miscellaneous cost for each unit = (1800 Wp)·( €1.1 Wp−1) = €1980
Total module cost for 68 units = (1800 Wp)·(68)·(€1.1 Wp−1) = €134,640 (excl VAT @13.5%)

3.5.4. Cost of Operation and Maintenance (O&M)

The O&M cost include the inverters replacement cost = €920 (excl VAT @13.5%) [51]. Annual
operation, maintenance and insurance costs = €50 [44]. Both costs are subject to annual inflation
0.73% [35].

3.5.5. Other Costs

Annual Standing charge= €132.16 which covers range of electricity supplier and network costs [35].
Annual PSO levy = €41.76 [52]. The standing charge and PSO levy on electricity consumers is used to
fund existing support schemes and are subject to changes [35].

3.5.6. Net Present Value (NPV)

The Net present value of the solar project can be calculated [35] using Equation (14):

NPV =
30∑

n=1

· 113.38− 2302 + (900)·(0.133)
(1 + 0.0055)n (18)
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where,

Sn = reduction in annual energy costs due to solar energy self-consumption = 652 kWh × unit rate
assuming (24-h rate of 17.39 cent per kWh); 652 × 0.174 = €113.38
Cn = year 1 (Table 4 includes cost of PV Modules, Inverters, Miscellaneous Costs, Annual operation,
maintenance and insurance = €2302, for subsequent years costs are only annual operation, maintenance
and insurance = €50; cost of replacement inverter in year 12 = €920).
NEn = 900
t = €0.133 (assuming t equal to retail rate (r) €0.133 per kWh in case of net metering)
d = 0.55%

Approximately 44,354 kWh (42%) annual solar PV electricity generated by the project was
self-consumed and the remainder (58%) 61,250 kWh available for the grid. This represents 652 kWh
usage and 900 kWh for export for each residential unit.

NPV of the investment = −€1918.52 and no of years for financial payback = 12 years.

Table 4. Key cost assumptions of the solar PV system for the project.

Key Assumptions Each Unit All 68 Units

Cost of PV Modules (+) €612 €41,616
Cost of Inverters (+) €920 €62,560

Miscellaneous Costs (+) €1980 €134,640
Cost of O&M

Inverters Replacement Cost (+) €920 €62,560
Annual operation, maintenance

and insurance costs (+) (€50)·(30 years) = €1500 €102,000

SEAI Grant Level (-) €1260 €85,680
Total €4672 €317,696

The SEAI grant level are subject to change and the above total amount excludes the annual rate of
inflation (0.73%) and VAT (13.5%) [40].

3.6. Crowdfunding Model in Ireland

A review into renewable energy project case studies [7] determined that for financing solar
projects, lending, debenture and equity-based crowdfunding models are the most common while
donation and reward-based crowdfunding have seldom been used [46]. The validity of the system
dynamic model was tested [46] to confirm: the causal loop diagram contained all important factors;
model was dimensionally consistent (unit check function of Vensim PLE software used to confirm
measurement units of the variables) and was tested under extreme conditions (sensitivity check of
important variables which provided logical behavior of the system) [46]. The testing confirmed the
validity of the developed model for simulating solar crowd funding in Ireland.

The review conclusions showed that to be successful project creators and/or campaigners should
convey credibility and as well as create project demand [53] by: setting the lowest possible funding
amount (as investors/participants were attracted to campaigns with higher percentage funded rather
than higher amount funded); decreasing profit margin associated with rewards to encourage more
backers; providing tangible reward options rather than gimmicky products e.g., t-shirts stickers etc;
and including a short video outlining project, the development timelines, business plans, usage of
funds and the motivation and inspiration for the project [53]. It was found that Kickstarter, IndieGoGo,
The Funding Circle, Seedrs, Crowdcube etc. which are focused on Lending/Equity based crowdfunding
are more suitable for solar crowdfunding of the community-based projects.
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4. Discussion

The effect of the project on electricity demand, on primary substation, the MV feeder circuit,
the distribution transformer & low voltage (LV) network, the network losses and voltage profile is
discussed; the modelled energy and GHG pay-back time and potential carbon credits from the project
are reviewed along with the crowdfunding model as a means of funding in Ireland.

4.1. Impact on Electricity Demand of the Project

The annual electricity demand of the project on electricity grid was approximately 210,800 kWh
prior to the installation of 1.8 kWp solar PV, following installation, the demand reduced by 21% to
166,514 kWh. The model estimated the solar PV system generated 105,604 kWh electricity annually
with 61,250 kWh of excess electricity fed into the electricity grid. These results would allow the unit
owner to be compensated by net export rate where this applies and/or become more self-sufficient
and less dependent on utility companies, protecting against higher electricity costs and contribute to
increasing the security of electricity supply.

4.2. Impact on Primary Substation, MV Feeder Circuit, Distribution Transformer & LV Network, Network
Losses and Voltage Profile

The impact of the contribution of the community project and solar PV system the distribution
transformer & LV network, the network losses and voltage profile are discussed.

4.2.1. Impact on the Primary Substation

Total demand on the primary substation during a winter peak was 7.19 MVA and the addition
of the project increased the demand to 7.58 MVA (a 5.4% increase in substation capacity). The solar
PV system contribution at the time of the winter peak was zero as the peak occurred at night [32].
During a summer minimum load demand was 4.93 MVA and the addition of the project increased
the demand on the primary substation to 5 MVA (1.4% increase), while the addition of the solar PV
covered the increase in demand from the project by reducing the demand on the primary substation
back to 4.93 MVA [32]. The impact at the primary substation level is very small. The small contribution
of the solar PV system would maintain the demand marginally within the continuous rating of single
primary transformer by 0.07 MVA which is around 1.4% [32].

The primary substation is equipped with two 5 MVA, 38/10.47 kV transformers giving a total
continuous supply capacity of 10 MVA, one unit is used to meet the electricity demand of customers
and another kept in standby mode and brought into operation in the event of failure. By incorporating
microgeneration, the demand on the primary substation transformers can be reduced which reduces
the temperature hot spot within the winding of the transformer avoiding the most severe electric
power outages and increasing the electrical power system security standards [32].

4.2.2. Impact on the MV Feeder Circuit

The total demand from all the 10.47 kV feeders, was 2.34 MVA and 1.91 MVA for the winter and
summer peak load reading respectively. The additional electricity demand for the project increased
the demand on the all the 10.47 kV feeders to 2.71 MVA and 1.98 MVA for the winter and summer
peak load reading respectively (representing a 16.2% and 3.5% increase in feeder capacity respectively).
The contribution of the solar PV system at the time of the winter peak is zero (peak occurred at
night-time) while in summer it decreased feeder capacity to 1.91 MVA i.e., 3.5% [32]. Overall there is
no significant relief to the MV overhead lines and underground cables in the feeder [32].

4.2.3. Impact on the Distribution Transformer and LV Network

The electricity demand on the distribution transformer for the project during a winter peak
load reading was 374 kVA. The contribution from the solar PV system at the time of the peak is

199



Energies 2019, 12, 4600

zero because the peak occurred at night-time [32]. The demand on the distribution transformer
during a summer minimum load reading was 68 kVA. The addition of the solar PV increased the
demand on the distribution transformer by 56% to 121 kVA. This contribution will increase the demand
within the continuous rating of single primary transformer by 53 kVA which is around 8.4% [32].
To allow expansion room for additional loads, the distribution substation should be equipped with
one distribution transformer of 630 kVA, 10.47/0.400 kV designed for an emergency rating of 110% of
the continuous rating i.e., 693 kVA for certain time period [32].

Incorporating microgeneration of solar PV system in the low voltage network, would increase the
demand on the continuous rating of the distribution transformer, which in turn would increase the
temperature hot spot within the winding of the transformer, however, the loading of the distribution
transformer is significantly below the specified design limits contributing to increasing the electrical
power system security [32].

The LV network is equipped 185 mm2 cross sectional area conductor underground cable which
consists of six feeders to supply the project. Each feeder is designed for a rated value of 246.64 kVA
(total of 1480 kVA). ESB Network advise LV feeders should be loaded around 30% (74 kVA on each
LV feeder or in total 444 kVA). In this study, the loading of the LV feeders is significantly below
the specified design limits and further contributes to increasing the electrical power system security
standards: avoiding short bursts of higher network losses in the LV and MV network; and voltage
fluctuations [32].

4.2.4. Impact on the Network Losses

Total losses in the existing electrical network covering the primary substation and the MV network
supplied from the substation during a winter peak load reading was 85 kW (1.18% of the total demand
on the substation). The technical losses relate mainly to the primary transformers (40%) and the MV
feeder circuit C15, which connected the residential units (44.7%) [32]. The addition of the project
increased the technical losses to 106 kW (52.8%). There is no contribution to the time of peak losses
from the solar PV system as the peak occurred outside the sunlight hours [32]. During a summer
minimum load reading the total losses in the existing electrical network was 61 kW (1.23% of the total
demand on the substation). The addition of the project increased technical losses to 64 kW (46.9%) [32].
The addition of the solar PV system reduced total losses to 62 kW which equates to 1.24% of the total
demand on the substation. This contribution will maintain the demand marginally by decreasing the
proportion of the losses occurring in MV feeder circuit C15 from 46.9% to 45.4% [32]. This suggests that
wider deployment of solar PV system can have a significant impact on loss performance at distribution
level, with potentially significant cost savings [32].

4.2.5. Impact on the Voltage Profile

The voltage profile at primary substation ranges from maximum 100% to minimum 98.1% at
16 km from the primary substation and at the distribution substation range from maximum 97.8%
to minimum 96.2%. The voltage at the LV network entry point to further 170 m towards the project
declined by another 2% [32]. The solar PV systems are typically located closer to the consumer
load, which provides an opportunity for the electrical network to offset some of the reactive power
requirements at the distribution system and provides benefits to the distribution system namely capital
expenditure on the reinforcement due to power factor improvements, savings on voltage control
equipment and reduced consumption of reactive power and is subject to the microgenerator connection
point which is further depended upon the nature and topology of the connection method into the
existing electrical distribution network [32].

4.3. Energy Payback Time

The EPBT for the solar installation for the project was 4.59 years i.e., it will take 4.59 years of
operation of solar plant to generate the energy used to produce the system itself [4]. The EPBT of the
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solar PV system decreases as module efficiency increases, with an example of a rooftop mono-crystalline
silicon PV system in Southern Europe (solar irradiation of 1700 kWh m−2 year−1) which has and EPBT
of 2.5 to 3 years [39].

4.4. GHG Payback Time and Carbon Credits

The GPBT for the solar installation for the project is 1.5 years. The life cycle GHG emissions
from solar electricity production in Ireland are significantly lower than from electricity production on
national grid. The net CO2 mitigated due to incorporation of solar PV electricity of the project over the
lifespan of 30 years is 1315 t of CO2 eq. Carbon credits earned from the proposed project amounts to
€27,615 which is approximately €920 per year.

The GHG emissions generally for wind and hydro power amounts to 6.2 to 46 g CO2 eq kWh−1

and 2.2 to 74.8 g CO2 eq kWh−1 respectively, wind power has the lower energy consumption and GHG
emissions compared to solar PV system even though solar PV power has larger impact values due to
module manufacturing process which has an general emission range of 2.89 to 671 g CO2 eq kWh−1

(quantum dot to mono-si solar cells), but compares favourably to hard coal plant which has a general
emission range of 750 to 1050 g CO2 eq kWh−1 [39].

4.5. Financial Assessment of the Solar PV System

The total cost of installing the solar PV system in an individual property was €4672 and for the
project totaled €317,696. The NPV of the investment per property was calculated at −€1918.52, the
negative NPV value means that the present value of the costs exceeds the present value of the returns
at the current discount rate. In this scenario the investment cost would be repaid using the savings in
electricity costs and payments for the excess electricity sent to the grid after 12 years.

4.6. Crowdfunding Model in Ireland

A review of eight renewable projects illustrates the use of different types of crowdfunding
rewards and returns [7]. The choice of platform depends on the business model, lending, equity,
reward and donation and the funding/investment amount and needs to be appropriate for the level of
crowdfunding risk [46]. Not all the crowdfunding business models are applicable for solar projects.
Lending, debenture and equity- based crowdfunding are the most common approaches for financing
solar projects in the crowdfunding platforms [46].

This study provides a reference for policymakers in the country and industry practitioners to
understand the approaches and processes involved in solar crowdfunding [46]. The system dynamics
model outlines the combination of three stage solar crowdfunding process including the identification
of potential SCF adopters, factors affecting the adoption and success of SCF, each stage involves
numerous factors that shapes the feedback loops impacting the SCF market and provides a perspective
to understand the mechanisms and complexity involved in solar crowdfunding which complements
the qualitative methods [46].

The successful funding of the community is dependent on investor’s motivation, confidence
factors as well as restrictions of the government [46]. Feedback from experienced crowdfunding
participants suggested the campaign needs to convey credibility and create demand by setting the
lowest possible funding amounts, decreasing the profit margin with rewards which are tangible to
backers and create a short video outlining project [53]. A summary of findings is presented in Table 5.
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Table 5. Summary of findings.

Key Findings Brief Conclusion

Electricity demand and supply match

There is a low annual match between the project
electricity demand profile and the solar electricity
generated. As system is configured without battery
storage the excess electricity is sent back to the grid.

Solar contribution to reduction of electricity demand

The annual electricity demand of the project without
solar PV system was 210,800 kWh, installation of
solar PV system reduced the project annual electricity
demand to 166,514 kWh

Solar Electricity usage
Results show of 105,604 kWh solar electricity
generated, 44,354 kWh was self-consumed, and
61,250 kWh was available for the grid

Impact of project on electricity infrastructure:
Primary substation, MV Feeder circuits, Technical
Losses, and Distribution Transformer

Power flow analysis showed the addition of the
community project to the network increased demand
on the primary substation and on the MV feeder
circuits, by over 5% and 16% at winter peak and by
1% and 3% at summer minimum respectively. In both
cases the addition of the solar PV system had no effect
on winter peak demand but the reduction in summer
minimum load covered the increase in electricity
demand from the project installation. Technical losses
increased in both winter (85 kW to 106 kW) and
summer (61 to 64 kW) when project was added, solar
PV did not reduce losses at winter peak, while in
summer losses reduced to 62 kW following addition
of solar PV. Total demand on distribution transformer
was not reduced by solar PV system at winter peak,
while at summer minimum, demand on distribution
transformer increased by 8.4% following addition of
solar PV.

Energy payback time 4.59 years (of operation to generate same energy used
to produce the system).

GHG payback time 1.5 years (of operation to pay back embodied
emissions through solar PV generation).

Yearly carbon credit earned

€920 per year, €27,615 over the 30-year lifetime of the
project. Carbon credits are awarded for the reduction
in GHG emissions, one per ton of CO2 produced
equals one carbon credit.

Total costs (assumed) €4672 per unit, €317,696 for 68 units.

NPV of project

The financial payback based on NPV of the
investment (for a single unit will take 12 years based
on energy savings and payments for energy sent to
the grid. This payback period may be well above
what homeowners might require.

Crowdfunding
Lending, debenture and equity-based crowdfunding
are the most common approaches for financing solar
projects in the crowdfunding platforms.

5. Conclusions

This study demonstrates the impact of the based solar PV microgeneration project on the electricity
grid in Ireland and outlines the most suitable crowdfunding mechanisms for the development of based
solar PV microgeneration projects and details the financial costs associated with the project.
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The solar PV system (122.4 kWp) designed for the project comprised an array containing 6 modules
(300 watts each) on each unit (roof area 10.042 m2 and 408 modules). The electricity network model was
modelled on a typical network supply. The addition of the project to the electrical network resulted in
peak demand increase on the MV feeders and increased voltage on MV and LV feeders. Coordination
of the contribution from solar PV systems is required to avoid formation of new peak demand on
distribution transformer and LV feeders. Controlled operation of larger scale solar PV projects could
reduce the peak demand and smooth the load profile and assist in the voltage regulation on the
electrical distribution system network. Technical losses on the MV and LV feeders were reduced which
shows the potential to reduce the electrical network losses and lower operation costs and savings
could be passed on to the consumer. The modelled energy payback time, of the project was 4.59 years
and GHG payback time was 1.5 years. The model showed the project mitigated 1315 t of CO2 and at
current market price of €21 per tonne of CO2 eq. and carbon credits earned was €27,615. The financial
payback (NPV) of the investment will take 12 years based on energy savings and payments for energy
sent to the grid. This payback period may be well above what homeowners might require.

Crowdfunding categories are based on project risk e.g., Low-risk crowdfunding models involved
non-material returns, Low to medium risk crowdfunding models involved material returns and
high-risk crowdfunding models involve financial returns. The project creators and/or crowdfunding
campaigners need to convey credibility and as well as create demand for the project. Developing a
short video was suggested to outline project as well as the motivation & inspiration to help secure
crowd funding. The most suitable crowdfunding platform for community solar PV microgeneration
projects include Kickstarter, IndieGoGo, The Funding Circle, Seedrs, Crowdcube or similar platforms
which are focused on Lending and/or equity-based crowdfunding.

The modelled solar PV microgeneration system in the project would require total investment of
€317,696 plus some variable amounts for campaign cost and profit of the project. The model calculated
a displacement of 272 t of oil eq. (Appendix B), significant GHG emissions savings and further greening
of the national grids. To encourage the accelerated uptake of the solar PV microgeneration projects in
Ireland it is essential to extend REFIT to include solar PV systems which will improve sustainability of
electricity supply by self-generation, consumption and feeding the excess electricity to the grid.
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Appendix A

Table A1. Break-down of embodied energy for a solar PV system [36,37].

Process/Items Embodied Energy kWh m−2

Material Production Energy (Empe)
(A) Silicon purification and processing 670
(i) Metallurgical grade silicon production
(ii) Electronic grade silicon production
(iii) Silicon crystal growth
(B) Solar Cell Production 120
(C) PV Module lamination and assembly 190
(i) Steel infrastructure
(ii) Ethyl vinyl acetate
(iii) Tedlar production
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Table A1. Cont.

Process/Items Embodied Energy kWh m−2

(iv) Glass Sheet production
(v) Aluminium frame production
(vi) Other material
PV System Installation (Einst)
(A) Support Structure 277.50
(B) Balance of System
(i) Inverters 33
(ii) Electronic components, cables and miscellaneous items 45
Operation and Maintenance of Equipment (EO&M)
(A) Instruments 59.5
(i) Tong Meter
(ii) Solarimeter
(iii) Temperature sensor
(iv) Anemometer
(B) Paints 10
(C) Miscellaneous human labour, wires 12.84
Salvage operation 0
Transportation 53.5
Land Energy Required for Disposal 0

Appendix B

Total fossil resource displaced is calculated by
Annual electricity generated by residential units of the community project * Life span of the solar

PV system.
= (105,604 kWh)·(30 years)
= 3168,120 kWh
Factor 1 ktoe = 11,630,000 kWh
Therefore, total fossil resource displaced = 272.40 t of oil equivalent.

Appendix C

To generate simulations using PV*SOL software, run software using the following link http:
//pvsol-online.valentin-software.com/#/.

Table A2. Parameters and values used for the PV*SOL simulation.

No. Parameter Value

1. Address Search Belfield, Dublin
2. Load profile 2 Person Household with 2 children
3. Annual consumption 3100
4. PV Modules Hanwha Q cells; Q peak G4.4 300 Rev1
5. No of modules 6
6. Inclination 30◦
7. Orientation 180◦
8. Installation Type Roof parallel
9. Albedo 20%
10. Soil 0%
11. Shadow 0%
12. Inverter manufacturer ABB

To run simulation, supply above parameters, Select “Get best configuration” button. Confirm “not a robot” by
checking tick box. Select “Simulate PV System” button. Note: For simulation, software automatically picks up
951.3 kWh m−2 and performance ratio as 86.6% based on input parameters. However, in theoretical calculation it is
considered 1074 kWh m−2 and performance ratio as 80%. To match the theoretical calculations the solar energy
value simulated was reduced by approx. 4% in each month.
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Abstract: In this study, a low voltage solid-state circuit breaker (SSCB) was implemented for a DC
distribution system using commercially available components. The design process of the high-side
static switch was enabled through a voltage bias. Detailed functional testing of the current sensor,
high-side switch, thermal ratings, analog to digital conversion (ADC) techniques, and response
times of the SSCB was evaluated. The designed SSCB was capable of low-end lighting protection
applications and tested at 50 V. A 15 A continuous current rating was obtained, and the minimum
response time of the SSCB was nearly 290 times faster than that of conventional AC protection
methods. The SSCB was implemented to fill the gap where traditional AC protection schemes
have failed. DC distribution systems are capable of extreme faults that can destroy sensitive power
electronic equipment. However, continued research and development of the SSCB is helping to
revolutionize the power industry and change the current power distribution methods to better utilize
clean renewable energy systems.

Keywords: solid-state circuit breaker; microgrid protection; DC protection; SSCB

1. Introduction

Clean renewable energies have laid a platform for practical DC distribution systems in applications
such as commercial buildings, data centers, microgrids, and shipboard power systems [1–5]. Solid-state
circuit breakers (SSCBs) have been deemed the most ideal form of protection in developing DC systems
due to inadequacies in standard AC protection methods. AC breakers work in connection with the
zero crossing of the alternating voltage and current to mechanically extinguish a fault through arcing.
Arcing in DC systems is indefinitely sustained unless larger airgaps are used for the same AC rating.
Attempts have been made to reduce an AC breaker’s voltage and current ratings by as much as half for
use in DC systems, but their overall effectiveness remains scrutinized due to the speed at which they
operate [6–10]. DC microgrids rely on power electronic converters to operate and are often unable to
sustain prolonged faults, making it necessary to reduce instantaneous trip ratings. The fastest SSCBs
have reported clearing times of just a few microseconds, where the mechanical AC breaker operates in
tens of milliseconds. The comparison of an SSCB and thermomagnetic circuit breaker can be found in
Figure 1 [11].
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Figure 1. Trip curve comparison of an solid-state circuit breaker (SSCB) and thermomagnetic circuit
breaker [11].

Several methods of SSCB design have been researched using different types of semiconductor
devices for various applications. Silicon insolated-gate bipolar transistor (IGBT) devices are the most
commonly reported [12–14]. More expensive wide-bandgap semiconductors with higher voltage
ratings and lower losses have also been investigated [15–17]. Figure 2 depicts the basic structure of a
DC distribution system, illustrating a general protection scheme. The SSCB is built to operate in a
unidirectional or bidirectional mode, depending on its placement in the distribution system due to
multiple generation sources. The placement of the devices determines the system voltage level, which
can range from 28 V for low-level systems, such as lighting, to 1 kV for general distributions [18].

 
Figure 2. Generalized block diagram for a DC microgrid protection scheme with multiple generation
sources [18].

At least two commercial SSCBs have been designed for use in a conventional three-phase AC
distribution system, but, currently, the AC breaker remains the most widely used protection device in
experimental DC systems. The development of new SSCB technology shows promise for the future
of integrated power systems, but the cost associated with new technologies remains a hindrance in
the growth of commercial DC systems. Continued research into affordable and reliable protection
schemes is essential to the development of efficient clean energy systems. Expanding interests in
the DC protection market provide a unique opportunity for the research and growth of future DC
distribution systems. In this context, this article investigates the viability of a low voltage SSCB using
commercially available low-cost off-the-shelf components.
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The SSCB proposed in this article was used to provide the building blocks necessary to anyone
interested in the subject, provide insight into possible improvements in the design, and further
the research into effective low-cost solutions of SSCB implementation while highlighting the most
troublesome areas of the design process, such as switching, thermal requirements, and speed.

The following section details the design process for a unidirectional low voltage SSCB using a
silicon IGBT. The SSCB was designed for the low-end protection of lighting and/or other sensitive
low current electronics. The device was tested in a laboratory setting, and the results were used to
verify the SSCB voltage and current ratings. All external experiments were conducted using randomly
generated test conditions to minimize error and improve the output reliability. The materials used in
the creation of the device were purchased through an electronics vendor, and information and data
sheets are available online.

2. Current Sensor Output

The ACS770ECB current sensor was selected for its continuous current rating of up to 200 A.
The device features a high overcurrent rating and a rise time of 4.2 μs (0–60 A). The sensor is of the hall
effect-type, and uses the magnetic field generated by the current to produce a linear output voltage. A
test of the input current versus output voltage was conducted on the sensor using an omicron CMC
356 relay test set. The input current was varied from 0 to 45 A in 1 A increments and the output voltage
was recorded (as shown in Figure 3).

Figure 3. Experimental results of current vs. output voltage for the ACS770ECB current sensor.

A linear trendline was used to fit the collected data. The corresponding linear equation was found
to be

Va = 0.0204 ∗ Iin + 0.5211, (1)

where, Va is the analog voltage output from the sensor and Iin is the input current. The output voltage
showed a 20.4 mV increase per amp passing through the sensor. The linear output is essential for
the easy implementation of analog to digital conversion (ADC) settings of the SSCB and is further
discussed in Section 5.

3. Static Switch Design

The static nature of an SSCB requires the use of a high-side switch capable of a continuous on-time.
The most common high-side drive configuration is the bootstrap circuit as it has a low propagation
delay. Furthermore, it is simple and inexpensive. However, without modifications, the bootstrap
topology is incapable of the continuous on-time needed for SSCB applications [19].

210



Energies 2020, 13, 338

The introduction of an isolated voltage bias to the bootstrap topology provides the continuous
operation needed, improves isolation, and simplifies the overall circuit [20]. Several considerations for
the voltage bias must be met for successful implementation, and a careful selection process should be
adhered to. The bias must be isolated as the secondary voltage will swing with the voltage at the emitter
of the IGBT. The converter must have high dv/dt tolerances to keep voltage spikes across the bootstrap
capacitor below those that would damage the high-side driver. As the IGBT is a voltage-controlled
device, the converter must also have a low voltage drift under no-load conditions, preferably under
10%, in order to maintain the desired output of the converter.

In essence, the converter’s main purpose is to maintain the charge lost due to the gate operation
and leakage currents on the bootstrap capacitor, and the following equations found in [19] have been
modified to reflect the voltage bias and the static nature of the SSCB. The capacitor is selected based on
the gate charge of the transistor and is governed by the following equations:

Cg = Qg/Vbias, (2)

Cboot ≥ 10 ∗ Cg, (3)

where, Cg is the total gate capacitance, Qg is the gate charge of the transistor, Vbias is the voltage
supplied by the converter, and Cboot is the capacitance value of the bootstrap capacitor. Likewise, the
high-side gate driver source and sink requirements are dependent on Qg and are expressed as

Isource = 1.5 ∗ Qg/tsw_on, (4)

Isink = 1.5 ∗ Qg/tsw_off, (5)

where Isource and Isink are the source and sink requirements of the high-side gate drive, respectively;
1.5 is an empirical constant; and tsw_on/tsw_off are the transition times experienced when switching the
transistor on or off, respectively. Finally, a minimum gate resistance must be implemented to ensure
that the source and sink currents do not exceed that of the maximum rating of the high-side gate drive
and is governed by the following:

Rg_min ≥ Vbias/Isource/sink, (6)

where Rg_min is the minimum gate resistance.
The simplified circuit diagram utilizing an isolated 15 V 1:1 REPCOM DC/DC converter, single

output FAN7371MX high-side driver, and IXXH110N65C4 IGBT is shown in Figure 4.

 

Figure 4. Simplified high-side switch design circuit capable of continuous on-time.
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The designed static switch circuit is capable of operating with voltages up to a maximum of 600 V,
and the gate driver can supply up to 4 A for source and sink operations. The voltage bias runs at a 1:1
conversion and operates at 15 V and 1 W. The gate charge, Qg, of the IXXH110N65C4 IGBT is 167 nC.
A 0.1 uF ceramic capacitor was selected for Cboot, and a gate resistance of 4.7 ohms was implemented.

Static Switch Experimental Results

The static switch was tested to ensure the safe operation of the voltage bias under any foreseeable
condition. The recommended maximum for the safe operating range for the voltage across Vc is 20 V,
while the absolute maximum rating is listed at 25 V. It was found that the switch was fully capable of
continuous on-time, and two experiments were conducted for the turning on and turning off of the
switch to obtain the maximum safe operating region for the voltage bias.

The turn-off experiment shown in Figure 5 was conducted at 30 V/1 A, without a snubber. The
voltage across Vc reached a maximum and minimum voltage of 15.9 and 15.1 V, respectively, and poses
no threat to the safe operation of the device. The turn-on experiment was run under an open circuit
condition to increase the dV/dt of the emitter to its maximum value.

 
Figure 5. Voltage at turn-off across Vc (above) and Vce (below).

The test voltage was increased until the maximum safe operating area of 20 V across Vc was
reached, as shown in Figure 6. The switching period was completed in 50 ns, creating 6 kV/μs dV/dt at
the emitter of the transistor. This effect, coupled with the need for voltage bias to recharge the capacitor,
created a transient event with a maximum voltage of 19.7 V that lasted roughly 20 μs, before returning
to a steady state operation. The test shows that the maximum safe operating area of the device was 300
V as the SSCB must be able to operate under any load, without fear of damage to the switch.
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Figure 6. Voltage at turn-on across Vc (above) and Vce (below).

4. Heat and Power Loss

The IXXH110N65C4 IGBT has a high-power density capable of 235 to 110 A of continuous current
at 25 and 110 ◦C, respectively. The short circuit safe operating areas are listed at 600 A for 1 ms and 220
A for 10 μs at 25 and 150 ◦C, respectively. The switch was heat-tested in open air using a R2A-CT4–38E
heatsink to determine the maximum continuous current rating of the SSCB. The experiment was
conducted using a DC power source supplying 50.9 V DC to the NHR 4760 DC load bank. The current
level was varied from 0 to 10 A, and each level was maintained for a period of no less than 4 min. The
maximum surface temperature of the heatsink was recorded via an infrared thermometer using an
emissivity of 0.94, and the forward voltage drop was recorded at every step. The power loss of the
switch was then calculated, and the results are shown in Table 1.

Table 1. Experimental results of heat and power loss.

Amperage Temperature Forward Voltage Drop Power Loss

0 23.8 0 0
1 27.2 0.76 0.76
2 32.5 0.825 1.65
3 38.3 0.862 2.586
4 43.3 0.895 3.58
5 47.9 0.925 4.625
6 52.9 0.935 5.61
7 57.6 0.955 6.685
8 64 0.973 7.784
9 69.9 0.99 8.91
10 74.5 1.005 10.05

The following equations, derived from Figure 7, were used to predict the on-time losses and
temperature rise of the SSCB during a steady state operation:

Pd = 1.0347 ∗ Ic − 0.4667, where Ic ≥ 1 A, (7)

Tsw = 5.2358 ∗ Ic + 22.013, where Ic ≥ 1 A, (8)
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where Ic is the continuous current of the SSCB, Pd is the power dissipated in the switch, and Tsw is the
temperature of the switch. The slope of Tsw indicates that the temperature will increase 5.24 ◦C above
the ambient per amp of continuous current. Combining Equations (7) and (8) reveals a temperature
increase of 5.06 ◦C per watt consumed. The temperature analysis indicates that, under the current
open-air conditions, the IGBT’s optimum safe current rating is between 8 and 15 A and a 41.92 ◦C to
78.6 ◦C rise above the ambient temperature is to be expected. However, alternate cooling techniques
that could be used to improve the thermal performance are discussed in [21] and should be considered
when additional current is needed or ambient temperatures are unpredictable.

°

Figure 7. Power dissipated in the switch (above) and heat generated (below).

5. Analog to Digital Conversion

The SSCB was tested using the MEGA 2560 R3 microcontroller. The controller has a 10-bit
resolution ADC and operates with a 16 MHz clock. The ADC conversion rate was increased from
9600 Hz to 50 kHz, resulting in one read every 20 μs. The equation governing the output of the ADC
converter is

Va = Rv ∗ 5/1023, (9)

where Va is the analog voltage read by the converter and Rv is the integer return value seen by the
controller. Equations (1) and (9) were combined to determine the current passing through the SSCB,
resulting in the following equation:

Iin = 0.239 ∗ Rv − 25.544. (10)

Equation (10) was multiplied by 1000 to avoid the use of floating-point numbers and coded as

Iinput = 239 ∗ Rv − 25544, (11)

where Iinput = Iin ∗ 1000. The current will be incremented up or down by a minimum of 0.239 A due
to the ADC integer return values from 0 to 1023. Therefore, it should be noted that a slight range in
variation is to be expected at any given setpoint.
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6. ADC-Based Pickup and Clearing Times

The block diagram in Figure 8 shows the SSCB configuration that was implemented in this
experiment. The snubbing circuit used in this experiment was a simple RC snubber optimized for 10 A
at 1.19 μH of line inductance, as described in [22]. Advanced snubbing circuits are a continuing point
of research in SSCBs, as inductances are not always known and can be found in [23,24].

Figure 8. Generalized block diagram for an auxiliary-powered unidirectional SSCB.

6.1. Experimental Setup

The experiment was conducted at a trip setting of 4 A, where Iinput = 4000. The pickup (PU) time
was defined as the time taken after the current reached the defined trip setting to the point that the
gate drive control signal went from high to low. The total clearing time (TCT) was defined as the
time taken for the current to stabilize within two percent of the zero value after reaching the rated
trip setting, and the switching time (SWT) was the difference between the two measurements. The
test bench and sensing equipment consisted of a Feedback 67–113 200-ohm variable-load resistor,
KEYSIGHT AC6804A power supply, KEYSIGHT InfiniVision MSOX4104A oscilloscope, KEYSIGHT
N7026A current probe, KEYSIGHT N2790A differential probe, KEYSIGHT N2790A passive probe, and
Tektronix PWS2323 DC Power Supply. The AC6804A was used to provide the high-side voltage and
current through the switch to the 200-ohm variable-load resistor. The PWS2323 DC power supply
was used to power the low-side electronics. The KEYSIGHT oscilloscope and probes were used in
all measurements. In total, 25 test inputs were formulated and randomized with varying current
levels from 4 to 8 A, and the N7026A current probe was zeroed out at the start of each session. The
MSOX4104A oscilloscope was then set to the plus or minus 100 μs range, and each waveform to
be measured was set within the expected output levels. The trigger function was set to a negative
slope, and the trigger point was set to 500 mA. The MEGA microcontroller was programmed to the
designated trip setting, and the 67–113 variable resistor was set to the needed resistance determined by
the current that would be delivered to the circuit. The oscilloscope was set to single-waveform capture
and the voltage from the AC6804A power source was turned on. The switch was then activated,
allowing current to flow through the circuit and the resulting trip was documented as follows.

Cursor Y1 was set to zero and Y2 was set to the trip setting amperage of 4 A, as shown in
Figure 9. X1 was then set at the crossing point of Y2, and X2 was set at which the point microcontroller
responded. The resulting PU measurement between X1 and X2 was recorded. X2 was then moved to
the zero-crossing, as shown in Figure 10, and the resulting TCT measurement was recorded.
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Figure 9. Trip setting measurement setup. Crossing point of cursors X1 and Y1.

 

Figure 10. Total clearing time measurement setup showing time between X1 and X2.
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The SWT measurement was taken as the difference between the PU and TCT measuring the
propagation delay of the high-side driver and the switching action of the circuit. The process was
repeated until all 25 inputs were completed. Channel 1 depicts the current (yellow), channel 2 depicts
VCE as shown in Figure 4 (green), and channel 3 shows the logic control signal for the high-side switch
from the microcontroller (blue).

6.2. Switching Results

The experimental results are shown in Tables 2–4.

Table 2. Total clearing time results.

Amperage (A) Total Clearing Time (μs) Average (μs)

4 48.33 46.34 46.34 45.75 45.35 46.422
5 47.26 47.3 47.29 47.5 47.31 47.332
6 47.86 47.88 47.85 47.88 47.68 47.83
7 48.44 47.84 48.03 48.02 48.02 48.07
8 48.03 48.04 48.02 48.03 48.03 48.03

Table 3. Pickup time results.

Amperage (A) Pickup Time (μs) Average (μs)

4 44.43 42.22 42.21 41.59 41.18 42.326
5 43.36 43.36 43.35 43.6 43.34 43.402
6 44.14 44.14 44.12 44.1 43.9 44.08
7 44.78 44.16 44.43 44.4 44.41 44.436
8 44.46 44.5 44.5 44.45 44.46 44.474

Table 4. Switching time.

Amperage (A) Switching Time (μs) Average (μs)

4 3.9 4.12 4.13 4.16 4.17 4.096
5 3.9 3.94 3.94 3.9 3.97 3.93
6 3.72 3.74 3.73 3.78 3.78 3.75
7 3.66 3.68 3.6 3.62 3.61 3.634
8 3.57 3.54 3.52 3.58 3.57 3.556

The overall average response and clearings times for PU, TCT, and SWT were 43.74, 47.53, and
3.79 μs, respectively. As the amperage increases, the TCT and PU have an increasing average, while the
SWT shows a decreasing trend of nearly 100 ns/A due to the snubbing circuit’s overdamped response
across Vce at low current levels. The SSCB’s response time, when compared to the generalized curve of
its mechanical circuit breaker (MCB) counterpart depicted in Figure 11, shows that the average TCT
during an instantaneous fault is greatly reduced by a factor of 1000. Furthermore, slower MCBs often
have an instantaneous trip time between 40 and 55 ms, faster units will trip within 16 ms or one 60 Hz
cycle [25,26]. The resulting SSCB’s average TCT was 294.7 times faster than that of the single-cycle
MCB using purely ADC techniques.
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Figure 11. Generalized trip curve for mechanical circuit breakers [27].

The PU time is the main contributing factor in the speed of the SSCB under test, resulting in 92%
of the overall average TCT delay. The PU speed is governed by the speed of the ADC capabilities of the
microcontroller used in the experiment. Further reduction of the SSCB response time is accomplished
via improved external sensing or faster ADC equipment, but may come at an increased cost to the
design. The TCT of the SSCB is important for the success of the overall design due to the lack of large
inductances from transformers in DC systems. In many cases, the wire inductance will be the largest
limiting factor in the DC system. The change in current over time from a DC source, di/dt, is governed
by Equation (12).

di/dt = Vdc/L, (12)

where Vdc is the system voltage and L is the system inductance. Therefore, a 10-m 8 AWG wire with
roughly 13 μH of inductance and a bus voltage of 50 volts would result in a di/dt of 3.85 A/μs, producing
a 180.8 A increase in just 47 μs if limited by wire inductance alone. The same fault sustained for 16
ms would reach an excess of 61 kA, causing extreme thermal and physical stress on the system. This
problem is further compounded as voltages and wire diameters increase in higher-rated systems [11,18].
Fast, easily programmable SSCBs can be used in tandem with fault-limiting converters and advanced
protection algorithms to minimize the effects of extreme faults in the DC system.

7. Conclusions

A unidirectional low voltage SSCB design process was framed, and then constructed and tested, in
this study. The assembled SSCB is a viable option for the protection of low-level sensitive equipment in
a DC distribution system as the circuit can operate at 50 V/15 A of continuous current, without failure.

The fault clearing speed of the design is limited to an average of 47.53 μs by the speed of the ADC,
which is 294.7 times faster than a fast operating AC counterpart.
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Abstract: Smart grid systems, which have gained much attention due to its ability to reduce
operation and management costs of power systems, consist of diverse components including energy
storage, renewable energy, and combined cooling, heating and power (CCHP) systems. The CCHP
has been investigated to reduce energy costs by using the thermal energy generated during the
power generation process. For efficient utilization of CCHP and numerous power generation
systems, accurate short-term load forecasting (STLF) is necessary. So far, even though many
single algorithm-based STLF models have been proposed, they showed limited success in terms of
applicability and coverage. This problem can be alleviated by combining such single algorithm-based
models in ways that take advantage of their strengths. In this paper, we propose a novel two-stage
STLF scheme; extreme gradient boosting and random forest models are executed in the first stage,
and deep neural networks are executed in the second stage to combine them. To show the effectiveness
of our proposed scheme, we compare our model with other popular single algorithm-based forecasting
models and then show how much electric charges can be saved by operating CCHP based on the
schedules made by the economic analysis on the predicted electric loads.

Keywords: short-term load forecasting; two-stage forecasting model; combined cooling heating and
power; energy operation plan; economic analysis

1. Introduction

Recently, as the amount of resources consumed by one person has increased, there are growing
concerns about environmental problems caused by carbon dioxide emitted during energy generation
and energy shortage problems [1]. Smart grid technologies have been gaining much attention because
they help to solve these problems by enabling more efficient use of energy [2]. A smart grid is an
intelligent power grid that combines information and communication technology with the existing
power grid and integrates the work of all users in the power network by using computer-based remote
control and automation [3]. It allows monitoring, analyzing, controlling, and communication within
the supply chain to improve efficiency, reduce energy consumption and costs, and maximize the
transparency and reliability of the energy supply chain [4]. In addition, by intelligentizing the power
grid, it is possible to construct a bi-directional supply system such as a microgrid and distributed
power supply system where suppliers and consumers can exchange information that they need [5].

Energies 2020, 13, 443; doi:10.3390/en13020443 www.mdpi.com/journal/energies221



Energies 2020, 13, 443

Based on this information, energy prosumers can be more active in the trade of electricity. For instance,
prosumers on the demand side can choose the supplier that can supply electricity at a lower price,
and prosumers on the supply side can create opportunities to sell electricity more expensive.

Typical smart grids are closely related to various energy systems such as the energy storage system
(ESS), renewable energy system (RES), combined cooling, heating and power (CCHP), and so on [6].
In particular, CCHP is a cogeneration technology that integrates an absorption chiller to produce
cooling. Thermal energy produced during the power generation process is collected to meet cooling
and heating demands via the absorption chiller and heating unit [7]. Besides, natural gas-based CCHP
has the advantage of lower fuel prices and lower carbon dioxide emissions compared to existing
fossil fuel-based power generations [8]. For the efficient operation of CCHP, accurate short-term load
forecasting (STLF) is required [9]. STLF is the basis of the design and implementation of the control
strategy of the CCHP system, and the results of the STLF affect the overall energy efficiency of the
system directly [10]. CCHP uses the primary energy to drive the generator to generate electricity and
then recycle waste heat using waste heat equipment. Therefore, running CCHP without accurate
predictions can increase the unnecessary operation cost of the power generation facility [11].

Electric energy consumption can be affected by diverse factors, which include architectural
structures, thermal properties of physical materials, lighting, time zones, climatic conditions, and electric
rates [12]. In addition, there are complicated electric load correlations between current and previous
times [13]. They should be considered appropriately for accurate electric energy consumption
forecasting. For instance, many STLF models have proposed a single machine learning algorithm
to consider them [14]. However, such models do not always provide good prediction performance
because electric energy consumption patterns are intricate, and uncertain external factors can cause
a shift in the demand curve [15]. Besides, the domains that they show good performance could
be different. Thus, it is not effective to use a single STLF model for prediction in diverse domains.
This limitation can be alleviated by combining multiple models of this type [16].

To address these issues, many previous studies have suggested a two-stage STLF model that
uses linear regression in the second stage for improving the accuracy of electric load forecasting [17].
These models performed better than previous studies that use a single algorithm by combining
the predicted values obtained in the first stage [18]. However, there still are many deficits in the
linearly combined model. For instance, the fixed weights of the linear combination can ignore
the importance of potential nonlinear terms, which leads to a reduction in prediction accuracy.
Additionally, the linear combination can give poor forecasting results when there is a strong nonlinear
relationship between individual predictors and outcomes [19]. South Korea is one of the highest
energy consumption countries and is interested in using smart grids to improve energy efficiency [20].
However, although studies on the electric load forecasting model have been sufficiently conducted,
there are not many cases of configuring a power system in conjunction with CCHP. We focus on the
features of the Korean power system and develop an application for scheduling CCHP operations to
provide a bi-directional benefit to power suppliers and users.

In this paper, we propose a novel two-stage STLF scheme based on nonlinear combination of
forecasting methods to solve this problem. In the first stage, we build two STLF models based on
extreme gradient boosting (XGBoost) and random forest (RF), which are known to be popular tree-based
ensemble models in time series prediction. In the second stage, we build a deep neural network
(DNN)-based STLF model to combine the predicted values of XGBoost and RF. Further, we propose an
economic analysis-based operation scheduling scheme for CCHP to effectively utilize the results of
the STLF. For instance, in Korea, electric rates and contract demand, especially for industrial services
should be considered in the electric rate system. Contract demand indicates the instantaneous peak
load contracted with the power supply company. Based on the contract demands, a power supply
company can make a stable power plan. Basically, the lower the contract demand is, the lower the
basic electricity bill is. Hence, to derive more accurate contract demands, the following policy is
used: If the consumer sets the contract demand too low, a progressive tax penalty will be added to
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the excess power, which results in higher electricity charges. On the contrary, if the contract demand
is set too high, consumers have to pay unnecessarily high electricity bills. The economic analysis
shows the electric rate and contract demand that should be made to achieve the lowest electric charges.
In order to intuitively display the outcome of the economic analysis, a graphical representation of
CCHP scheduling is shown with the amount of economic benefits gained from the schedule. Figure 1
shows the overall architecture of our scheme.

The main contributions of this paper are as follows:

(1) We propose a novel two-stage STLF scheme that can predict electric energy consumption accurately
compared to other previous methods.

(2) We propose a method to generate an optimal operation schedule of CCHP based on the predictive
values of electric energy consumption and electric/gas charges in South Korea.

(3) We propose a method to minimize the electric charge by calculating optimal contract demand
and electric rate.

 
Figure 1. Overall system architecture.
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The rest of this paper is organized as follows: In Section 2, related studies on STLF are reviewed.
In Section 3, we explain the input variables for constructing the STLF model. In Section 4, we describe
the structure of our forecasting model, and then, explain how to make CCHP operational scheduling
in Section 5. In Section 6, we describe some of the experiments for performance evaluation of the
proposed model and CCHP operation scheduling. Finally, in Section 7 we summarize our study.

2. Related Works

So far, many studies have been done to efficiently perform STLF. In recent years, diverse machine
learning algorithms in particular have been tested to build more accurate STLF models [21]. In this
section, we first introduce diverse STLF models and then describe our previous works for STLF.

2.1. Short-Term Load Forecasting

Typical approaches for STLF have been applied to statistical and machine learning methods for
diverse external information such as time factors, weather conditions, and so on. Table 1 summarizes
STLF-related studies using statistical techniques and machine learning. Veghefi et al. [22] proposed an
STLF model based on the Cochrane–Orcutt estimation technique that combines the multiple linear
regression (MLR) and seasonal auto-regressive integrated moving average (SARIMA) models to predict
cooling and electric energy consumption effectively. Bagnasco et al. [23] constructed an artificial neural
network (ANN)-based STLF model considering holiday indicators and weather conditions as input
variables for forecasting electric energy consumption of Cellini Medical Clinic. Powell et al. [24]
constructed an STLF model based on a nonlinear autoregressive model with exogenous inputs (NARX)
for heating, cooling, and electric energy consumption of a district energy system. This study was
unique because it covered a large-scale district energy system that simultaneously produced combined
heat and power (CHP), chilled water thermal energy storage (TES), gas turbines, steam turbines,
heat recovery steam generators (HRSGs), and auxiliary boilers for a large campus. Jurado et al. [25]
constructed several prediction models using RF, ANN, and fuzzy inductive reasoning (FIR). They then
compared the prediction models with an ARIMA model by predicting electric energy consumptions
in three different buildings at Catalonia Technical University, Catalonia, Spain. They confirmed that
FIR showed the best prediction performance. Sandels et al. [26] presented a data analysis framework
for identifying and generating models that can predict energy consumption on load level in North
European office building floors. The models were based on a simplified statistical approach that
did not require detailed knowledge about the office building floor. Grolinger et al. [27] constructed
two STLF models based on support vector regression (SVR) and ANN. They considered time data,
historical electric load data, and event information and compared their prediction performances
with other methods for a large entertainment building in Canada. With daily data, the ANN model
achieved better accuracy than the SVR. Gerossier et al. [28] presented a forecasting model for hourly
household electric load based on quantile smoothing spline regression using the previous day’s hourly
load, last week’s mid-load, and temperature. They computed the mean of the predicted quantile
distribution and used it as a single-point forecast. These statistical approaches exhibited excellent
performance for simple demand patterns but inaccurate prediction performance for intricate demand
patterns. Chen et al. [29] developed a combination of a hybrid SVR model and multiresolution
wavelet decomposition (MWD) to predict the hourly electric energy consumption of a hotel and mall.
Dong et al. [30] proposed a seasonal SVR with a chaotic cuckoo search (CCS) named SSVRCCS to
predict electric energy consumptions in the National Electricity Market and New York Independent
System Operator. By using the CCS model, their proposed model can enlarge the population in
cuckoo search (CS) to prevent the local optimal problem and increased the search space. By using
the seasonal SVR model, it can deal with the seasonal cyclic nature of electric load for accurate and
better prediction. However, the computational time is increased due to a large number of iterations.
Fan et al. [31] proposed a novel electricity load forecasting model by hybridizing the phase space
reconstruction (PSR) algorithm with the bi-square kernel (BSK) regression model, namely the PSR-BSK
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model. The authors investigated the performance of the model using an hourly dataset of NYISO,
USA, and New South Wales market. Hong et al. [32] proposed an electric load prediction model,
namely the H-EMD-SVR-PSO model, which combines the empirical mode decomposition (EMD)
method, particle swarm optimization (PSO) algorithm, and SVR, to improve predictive accuracy.
Based on electrical load data from the Australian electricity market, experimental results showed that
the proposed H-EMD-SVR-PSO model received more satisfactory prediction performance than other
comparable models.

These studies suggested the construction of non-generic forecasting models by considering the
characteristics of buildings and microgrids. On the other hand, CCHP can be installed and used in
various places with possibly different features. Moreover, different types of schedules may be required
for CCHP depending on electric energy consumption patterns.

Table 1. Summary of several approaches for short-term load forecasting.

Author (Year) Target
Types of Input

Variables
Forecasting Method Description

Vaghefi et al. [22]
(2014)

A CCHP plant at
University of

California

Historical load,
weather, time

Cochrane–Orcutt
estimation

This approach utilized the
advantage of both time series

and regression methods.

Bagnasco et al. [23]
(2014) Cellini Medical Clinic Historical load,

weather, time ANN

The model can be easily
integrated into a building energy

management system or into a
real-time monitoring system.

Powell et al. [24]
(2014)

College campus
building Weather, time Nonlinear

autoregressive model

95% confidence limits are used to
quantify the uncertainty of the

predictions.

Jurado et al. [25]
(2015)

Three buildings of the
UPC

Historical load,
time RF, ANN, FIR, ARIMA

The approaches discussed
generate fast and reliable models,

with low computational costs.

Sandels et al. [26]
(2015) Office building Weather, electricity

price, occupancy Regression model

Occupancy is correlated with
appliance load, and outdoor
temperature and a temporal

variable defining work hours are
connected with ventilation and

cooling load.

Grolinger et al. [27]
(2016)

A large
event-organizing

venue

Historical load,
time, event ANN, SVR

Daily data intervals resulted in
higher consumption prediction
accuracy than hourly or 15 min

readings.

Gerossier et al. [28]
(2017)

A neighborhood
comprising 226

individual buildings

Historical load,
weather

Quantile smoothing
splines regression

Providing probabilistic forecasts
by computing a list of quantiles.

Chen et al. [29]
(2017) Mall and hotel Historical load,

weather SVR

Multi-resolution wavelet
decomposition can always

improve the predicting accuracy
for the hotel, while it is not

necessary for the mall.

Dong et al. [30]
(2018)

National electricity
market, New York

Independent system
operator

Historical load SSVRCCS

SSVRCCS model is employed to
improve the forecasting accuracy
level by sufficiently capturing the
non-linear and cyclic tendency of

electric load changes.

Fan et al. [31]
(2018)

New South Wales
market, New York

Independent system
operator

Historical load PSR-BSK

Their proposed model can extract
some valuable features

embedded in the time series to
demonstrate the relationships of

the nonlinearity.

Hong et al. [32]
(2019)

New South Wales
market Historical load H-EMD-SVR-PSO

Decomposed intrinsic mode
functions could be defined as

three items and there three items
would be modeled separately by

the SVR-PSO model.
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2.2. Our Previous Works

In this section, we briefly describe several STLF models that we proposed in our previous studies
and their differences from the proposed model.

In [33], we built two STLF models using the ANN and SVR for four building clusters of a private
university in South Korea. For the prediction, we considered not only weather information and
time data but also university events, office hours, and class hours. Subsequently, we evaluated the
prediction performance of each model by using 5-fold cross-validation. The comparison showed
that the ANN-based forecasting model had better performance than the SVR-based model. In [34],
we proposed another STLF model based on an auto-encoder (AE) and RF. The AE was used to extract
weather information features and time factors effectively. We constructed an RF-based forecasting
model using feature extraction values and historical electric loads for day-ahead electric load forecasting.
The model was evaluated using the electric energy consumption data of university campuses and the
results showed that it gave a better performance than the proposed model in [33]. In [35], we proposed
a recurrent inception convolution neural network (RICNN) that combines recurrent neural networks
(RNN) and 1-dimensional convolutional neural networks (CNN) to forecast multiple short-term electric
loads (48 time steps with an interval of 30 min). A 1-D convolution inception module was used
to calibrate the prediction time and hidden state vector values calculated from nearby time steps.
By doing so, the inception module could generate an optimized network via the prediction time
generated in the RNN and nearby hidden state vectors. The proposed RICNN model was verified
using the electric energy consumption data of three large distribution complexes in South Korea. In [36],
we constructed diverse ANN models using different numbers of hidden layers and diverse activation
functions and compared their performances in a 30 min STLF resolution. To compare the prediction
performance, we considered electric load data collected for two years from five different types of
buildings (including the dataset used in this study). The comparison showed that a scaled exponential
linear unit (SELU)-based ANN model with five hidden layers had a better average performance than
other ANN-based STLF models. In [37], we proposed a two-stage electric load forecasting model
that combined XGBoost and RF using MLR for the efficient operation of CCHP. To construct this
model, an hourly load forecasting was performed using XGBoost and RF. The forecasting results
were then combined using a sliding-window based MLR to reflect the energy consumption pattern.
The model had a better prediction performance compared with several popular single algorithm-based
forecasting models.

The difference between the papers mentioned above and our paper is as follows.
The models in [33] were tailored for university campuses; they were challenging to apply for other

types of buildings. The model in [34] used AE to extract features. However, since the performance of
AE heavily depends on the size of the training set, it is challenging to show excellent performance if
there is not enough quantity of data. In [35], we proposed the RICNN model. However, the RICNN,
which purposed a probabilistic approach, is a different purpose because we focus on day-ahead
point load forecasting. In [36], the SELU-based ANN model with five hidden layers showed that
the dataset we used in this study exhibited insufficient prediction accuracy compared to the other
building types because its electric loads are close to zero. In [37], we proposed a two-stage electric load
forecasting model to combine XGBoost and RF using MLR. However, to use the forecasted values from
one-stage more efficiently, we have to consider existing input variables. Eventually, we further develop
our research and propose integrated applications with CCHP operation scheduling and electric rate
recommendations, not just ending with forecasts.

3. Input Variable Configuration

In this study, we use hourly electric energy consumption data collected from 1 January 2015 to 31
December 2018 from an industrial building in Incheon, South Korea. Table 2 summarizes some statistics
of the collected data. To construct our STLF model, we consider time factors, weather information,
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historical electric energy consumption, and electric rates for input variable configuration. The details
are described in the following subsections.

Table 2. Statistics of energy consumption data from industrial building.

Statistics Energy Consumption (kWh)

Mean 46.26
Standard error 0.26

Median 22.94
Mode 11.88

Standard deviation 49.59
Sample variance 2459.36

Kurtosis 2.94
Skewness 1.80

Range 287.52
Minimum 6.63
Maximum 294.15

Sum 1,622,214.17
Count 35,064

3.1. Time Data

As time is a very critical factor in the trends of electric energy consumption, we consider all
variables that express time such as month, day, hour, day of the week, and holiday. Table 3 shows
a list of the time factors we considered as input variables. Herein, month, day, and hour have a
sequence form. It is difficult to reflect periodic information in machine learning algorithms when
data are in a sequential format. Therefore, we enhanced the data to 2-dimensional data through the
periodic function [36]. Table 4 summarizes some regression statistics of 1-dimensional, 2-dimensional,
and 1-dimensional + 2-dimensional time factors. The table shows that 1-dimensional + 2-dimensional
space data can represent the time factor most effectively. Therefore, we use both 1-dimensional data
and continuous 2-dimensional data to represent time factor.

Table 3. Input variables of time factors.

No. Input Variables Type of Variables

1 Month Continuous on [1, 12]
2 Day Continuous on [1, 31]
3 Hour Continuous on [0, 23]
4 monthx Continuous on [−1, 1]
5 monthy Continuous on [−1, 1]
6 dayx Continuous on [−1, 1]
7 dayy Continuous on [−1, 1]
8 hourx Continuous on [−1, 1]
9 houry Continuous on [−1, 1]
10 day_of_the_weekx Continuous on [−1, 1]
11 day_of_the_weeky Continuous on [−1, 1]
12 Monday Binary
13 Tuesday Binary
14 Wednesday Binary
15 Thursday Binary
16 Friday Binary
17 Saturday Binary
18 Sunday Binary
19 Holiday Binary

227



Energies 2020, 13, 443

Table 4. Regression statistics of time data representation.

Regression Statistics 1-Dimensional 2-Dimensional 1-Dimensional + 2-Dimensional

Multiple R 0.190 0.609 0.614
R-squared 0.036 0.371 0.377

Adjusted R-squared 0.036 0.370 0.377
Standard error 48.978 39.579 39.365

3.2. Weather Data

Because the frequency of use of high-power consumption products such as air conditioners
and radiators is closely related to weather [38], weather conditions have generally been used for
constructing STLF models in many studies [39]. In South Korea, various weather forecast information
including temperature, humidity, wind speed, and so on are provided by the Korea Meteorological
Administration (KMA). However, KMA provides weather data using two different time resolutions
depending on the type of forecast. Very short-term weather forecast provides weather data up to 4 h by
30 min resolution, and short-term weather forecast provides weather data resolution up to 67 h by 3 h
resolution. Since our goal is to predict day-ahead electric energy consumption, we need weather data
for up to 24 h. Thus, we used the short-term weather forecast data that have 3 h resolution and used
linear interpolation to calculate 1 h weather forecast data from them. The short-term weather forecast
data consists of values such as daily minimum temperature, daily average temperature, daily maximum
temperature, temperature, humidity, wind speed, and precipitation, as shown in Figure 2.

Figure 2. Example of short-term weather forecast information provided by KMA.

In addition, to establish a more direct correlation between weather data and electric energy
consumption, we considered the discomfort index (DI) [40] and wind chill (WC) [41]. DI and WC
are defined using Equations (1) and (2), respectively. Here, T, H, and WS represent the temperature,
humidity, and wind speed, respectively.

DI = (1.8 × T + 32) − [(0.55 − 0.0055 × H) × (1.8 × T − 26)] (1)

WC = 13.12 + 0.06215 × T − 11.37 ×WS0.16 + 0.3965 × T ×WS0.16 (2)
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As a result, we use nine types of weather data (i.e., daily maximum temperature, daily average
temperature, daily minimum temperature, temperature, humidity, wind speed, precipitation,
discomfort index, and wind chill) for the STLF model construction. Table 5 summarizes an example of
weather conditions considered for the input variables.

Table 5. An example of weather conditions on December 25, 2018.

Hour
Avg.

Temp.
Min.

Temp.
Max.

Temp.
Prec. Temp.

Wind
speed

Humi. DI WC

1 1.1 −2.3 4.7 0 −1.8 1.6 40.4 38.34 −1.03
2 1.1 −2.3 4.7 0 −2.0 1.3 42.5 37.76 −0.81
3 1.1 −2.3 4.7 0 −1.6 2.9 43.1 38.16 −2.11
4 1.1 −2.3 4.7 0 −1.9 3.9 43.0 37.80 −3.13
5 1.1 −2.3 4.7 0 −2.0 2.8 41.4 37.94 −2.46
6 1.1 −2.3 4.7 0 −2.3 3.3 41.4 37.57 −3.18
7 1.1 −2.3 4.7 0 −2.3 2.9 41.4 37.57 −2.87
8 1.1 −2.3 4.7 0 −2.2 2.4 41.2 37.73 −2.33
9 1.1 −2.3 4.7 0 −2.1 2.4 43.2 37.52 −2.22

10 1.1 −2.3 4.7 0 −1.1 3.3 40.1 39.24 −1.85
11 1.1 −2.3 4.7 0 −0.1 4.1 42.0 40.17 −1.24
12 1.1 −2.3 4.7 0 1.1 3.9 44.3 41.34 0.21
13 1.1 −2.3 4.7 0 2.7 2.8 46.4 43.09 2.65
14 1.1 −2.3 4.7 0 4.7 2.5 46.7 45.60 5.03
15 1.1 −2.3 4.7 0 3.2 4.0 57.1 42.54 2.50
16 1.1 −2.3 4.7 0 2.7 3.6 76.1 39.64 2.16
17 1.1 −2.3 4.7 0 2.4 2.8 85.4 38.06 2.33
18 1.1 −2.3 4.7 0 2.6 3.7 86.0 38.32 1.99
19 1.1 −2.3 4.7 0 2.5 2.8 83.1 38.50 2.44
20 1.1 −2.3 4.7 0 2.8 3.1 81.3 39.20 2.56
21 1.1 −2.3 4.7 0 2.8 2.8 82.8 39.02 2.76
22 1.1 −2.3 4.7 0 2.8 3.4 83.6 38.93 2.38
23 1.1 −2.3 4.7 0 2.9 1.4 82.9 39.17 4.14
24 1.1 −2.3 4.7 0 3.1 2.1 81.1 39.70 3.63

3.3. Historical Electric Energy Consumption

Historical electric energy consumption is a good indicator of electric usage forecasts as it shows
electricity usage patterns and trends [42]. We consider a specific time for 10 different days to reflect
historical electric energy consumption. Herein, the historical electric energy consumption we considered
included the last six days and the same day of the previous four weeks. For instance, if the forecast
time is Saturday, 29 June 2019, 4 p.m., we use historical load data measured at 4 p.m. from 1, 8, 15, 22,
23, 24, 25, 26, 27, and 28 June. However, the weekday and weekend load patterns could be different.
To reflect trends through historical load data more accurately, we use additional data that indicate
whether the ten days used as input variables were holidays or not.

3.4. Electric Rates

Because one of the operational goals of the smart grid is to reduce electric charges, many STLF
studies have used electric rate information as one of the input variables [43]. Thus, we also consider
information on electric rates as input variables [44]. In South Korea, three different sections are used by
Korea Electric Power Corporation (KEPCO) for electric rate: off-peak, mid-peak, and on-peak loads [45].
Electric rates are determined by the amount of electric energy consumption, the intended use of the
building (i.e., residential, general, educational, industrial, etc.) and the season or month. As in the
day of the week and holiday data, one-hot encoding method is used to represent the electric rate
information. Hence, depending on the time and rate section, the input variable is set to 1; otherwise,
it is set to zero.
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4. Two-Stage STLF Model Construction

So far, various single algorithm-based STLF models have been proposed [46]. Even though they
showed good performance in the domains that were focused on, their performance was limited in
the other domains or electric energy consumption patterns were intricate. To alleviate this limitation,
we propose a two-stage day-ahead STLF model that combines two single algorithm-based STLF models
using DNNs.

4.1. The First Stage: Constructing Two STLF Models

In the first stage, we build two STLF models based on XGBoost and RF, which are well-known
tree-based ensemble models in time series prediction [47], by using various input variables. They are
based on boosting and bootstrap aggregating (bagging) algorithms, respectively. Compared to other
boosting algorithms and bagging algorithms, the XGBoost and RF models show better predictive
accuracy and have the highest correlation with actual power consumption. In addition, as XGBoost
supports various loss functions, we can choose an appropriate loss function depending on the
characteristics of the data. On the contrary, it suffers from overfitting during training [48]. RF can
handle high dimensional data well, but it cannot give precise value for the regression model because
the final prediction is the average of all the predictions from the subset trees [49]. By using the predicted
values of the XGBoost model and the RF model together with other input variables, it is possible to
prevent overfitting and to make more accurate prediction.

4.1.1. Extreme Boosting Machine

XGBoost, which was proposed by Chen and Guestrin [50], is a scalable machine learning model
used in tree-boosting. It has been widely used for forecasting purposes such as STLF and store sales
forecasting [51]. The basic principle of XGBoost is boosting, which combines a weak basic learning
model with an active learner in an iterative fashion [52]. At each iteration of boosting, the residuals
can modify the previous predictor to optimize the specified loss function. XGBoost provides faster
learning and expandability based on parallel and distributed computing by further developing the
existing boosting technique. It establishes an objective function to measure model performance by
adding regularization to loss functions to improve performance. In addition, missing values can be
handled easily because they are recognized and automatically supplemented to perform boosting.
XGBoost gradually increases the depth of the tree at the beginning of learning. If the gain information
obtained in the tree with increased depth is smaller than the of Gamma value, the depth stops increasing.

4.1.2. Random Forest

RF is a flexible machine learning algorithm that produces excellent results even without hyper
parameter tuning. It has become one of the most commonly used machine learning algorithms because
it can be easily used for classification and regression. Moreover, it can work efficiently on a large
amount of data and handle thousands of input variables without deleting them, which is why it
performs well. The basic principle of RF is called the bagging algorithm [53]. Bagging is an ensemble
algorithm designed to improve the stability and accuracy of individual forecasting models such as
decision trees. It selects a random sample of size n from the training set, fits it in the individual
forecasting models, and produces a result that is averaged or voted on all individual forecasting models.
The bagging algorithm in RF helps reduce the variance and influence of overfitting of decision trees.

4.2. The Second Stage: Combining STLF Models Using DNN

An ANN, which is also known as a multilayer perceptron (MLP), is a type of machine learning
algorithm that is a feed-forward neural network architecture with an input layer, hidden layer,
and output layer [54]. It aims to learn the nonlinear and complex structure of data by duplicating
human brain functions [55]. Each layer in the neural network consists of several nodes. Each node
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receives values from the nodes in the previous layer to determine the output and provide values
for the nodes in the next layer. As this process repeats, the nodes in the output layer provide the
required values [56]. The number of hidden layers determines whether the network is deep or shallow.
For instance, when the number of hidden layers is two or more, then the network is called a deep
neural network [57]. Recently, various DNN models have shown excellent prediction performances
due to the remarkably improved computing performance [58].

In the second stage, we construct an STLF model by combining the results of the two STLF models
built in the first stage using a DNN. For training the DNN model, we used the predicted values of
XGBoost and RF as input variables to reflect the characteristics of bagging and boosting algorithms.
We also considered time factors, weather data, historical electric energy consumption data, and electric
rate as input variables to further improve the forecasting performance. In our DNN model, we use the
SELU function as an activation function and the number of hidden layers is set as five [36]. Additionally,
the number of neurons in the hidden layer is set by two thirds of the number of input variables [59].

5. Economic Analysis Based CCHP Operation Scheduling

CCHP is known to improve energy utilization, reduce energy costs, and respond to peak loads by
using thermal energy generated from the power generation process for heating and cooling. In addition,
by using natural gas, CCHP can be a solution to environmental pollution [60]. Natural gas is a relatively
clean-burning fossil fuel [61]. Burning natural gas for energy gives fewer emissions of nearly all types
of air pollutants and carbon dioxide than burning coal or petroleum products to produce an equal
amount of energy [62]. In this section, to see the applicability of our proposed scheme, we describe
how daily CCHP operation scheduling can be made based on the forecasted daily electric energy
consumption of 1 h resolution. In particular, we consider natural gas as the primary energy source
of CCHP, and the economic benefit of CCHP operation is changed according to power generation
efficiency. Hence, for its economic analysis, the cost of natural gas consumed in power generation
must be determined by the power generation efficiency. Table 6 summarizes the gas charge sections of
the industrial service in South Korea.

Table 6. Gas charge sections for industrial buildings.

Classification Charge (Won/MJ)

Winter (Dec., Jan., Feb., Mar.) 14.627
Summer (Jun., Jul., Aug., Sep.) 13.988

Spring/Fall (Apr., May, Oct., Nov.) 14.061

The electric rate system should be considered for a more accurate economic analysis. There are
several considerations in the electric rate system of South Korea.

• The electric rate system divides the types of contracts according to the purpose of electricity usage,
and applies the corresponding charges. The contract types are divided into six classes, namely,
residential, general, industrial, educational, agricultural, and streetlights service. Some contract
types have more granular rates, depending on the size of the voltage or the contract demand.

• The electric rate consists of the demand and energy charges. The demand charge recovers the
fixed costs related to the electric energy supply equipment. It is determined based on the contract
demand or peak load. On the other hand, the energy charge recovers the variable costs in
proportion to usage.

• Seasonal and hourly differential electric rates are applied to some contract types,
including industrial and general service. To reflect the differences in supply costs by time
zone according to seasonal demand, high rates are charged in seasons and time zones with high
electric energy consumption, and low rates are applied in seasons and time zones with low electric
energy consumption.
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• The electric rate system offers three options depending on the relative amount of the demand and
energy charges: Option I, Option II, and Option III. For the demand charge, Option I > Option II >
Option III and for the energy charges, Option I < Option II < Option III. These options are for
reducing energy consumption, inducing voluntary peak time load management, and ultimately
reducing the cost of power equipment by enabling consumers to select an electric rate depending
on their load pattern.

As we focus on the industrial building in this study, we have more refined electric rates depending
on the supply voltage and the contract demand. First, depending on whether the contract demand
exceeds 300 kW or not, there are two electric rates: Type A and Type B. For each rate, there are four
groups depending on the size of the supply voltage: low voltage, high voltage A, high voltage B,
and high voltage C. Each group then offers three options: Option I, Option II, and Option III. Table 7
summarizes the electric rates for Industrial Service (B), High Voltage A, and Option I. Industrial service
(B) is an electric rate that can be used when contract demand is more than 300 kW.

Table 7. An example of electric rates table for an industrial building.

Classification
Demand Charge

(Won/kW)

Energy charge (Won/kWh)

Time Period
Summer

(1 June~31
August)

Spring/Fall
(1 March~31 May/1

September~31
October)

Winter
(1 November~28

February)

High-Voltage A Option I 7220
Off-peak load 61.6 61.6 68.6

Mid-load 114.5 84.1 114.7
Peak-load 196.6 114.8 172.2

Operation scheduling is created to maximize annual economic benefits. Equations (3)–(6) represent
detailed formulas for calculating annual economic benefits. Economic benefits are composed of two
parts: (i) reduced electric charges, which are the direct economic benefits of using CCHP, and (ii)
reduced heating/cooling charges by using thermal energy generated by CCHP. In the experiment,
we assume CCHP can make 1.43 Mcal of thermal energy while generating 1 kWh [63]. We calculate
how much it would cost to obtain this 1.43 Mcal of thermal energy using electric energy and reflect it
in the formulas. Algorithm 1 shows the generation of an operational schedule for maximizing annual
economic benefits. Basically, the schedule tells how much energy should be generated by CCHP and
how much energy should be supplied by the public power system for each scheduling hour.

Contract Demand ≥ max
(
Electricm,d,h −CCHPm,d,h

)
(3)

Annual Economic Bene f it
= Reduced Annual Electric Charges
+ Reduced Annual Heating/Cooling Charges

(4)

Reduced Annual Electric Charges
= Demand Rate1×max

(
Electricm,d,h

)
× 12

−Demand Rate2×Contract Demand× 12

+
12∑

m=1

EoM∑
d=1

24∑
h=1

((Loadm,d,h × Energy Rate1m,h)

− 12∑
m=1

EoM∑
d=1

24∑
h=1

(
(
CCHPm,d,h

)
×
(

Gas Ratem,h× 42.377
12.2

ECCHP

)
−
(
Electricm,d,h −CCHPm,d,h

)
× Energy Rate2m,h)

(5)

Reduced Annual Heating/Cooling Charges

=
12∑

m=1

EoM∑
d=1

24∑
h=1

(( 1.43
2.3 ×CCHPm,d,h × Energy Rate2m,h)

(6)
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Algorithm 1. CCHP operation scheduling 
Input: month m, day d, hour h 

Output: generation amount of CCHP , supply amount of public system  

 

if  
 

else 
 

if  

 =  
 = 0 

else 
if  

 =  
 =  

else 
 = 0 

 =  
return ,  

6. Experimental Results

6.1. Comparison of Prediction Performance with Various STLF Models

In this paper, we compare popular machine learning algorithms such as decision tree (DT),
gradient boosting machine (GBM), bagging algorithm, and so on, to explain why we chose XGBoost
and RF models in the first stage. Besides, we compare the performance with the prediction model
(Persistence) which is actually using in the data collection environment. Persistence model uses the
previous day (or the corresponding day in the previous week) as a prediction. Persistence implies that
future values of the time series are calculated on the assumption that conditions remain unchanged
between the current time and future time. As the second stage of our proposed model uses the
predicted values of these two models, we divide the dataset into training set 1 (training the first-stage
model), training set 2 (training the second-stage model), and test set (forecasting electric energy
consumption and economic analysis), at a ratio of 50:25:25. Specifically, data collected from January
2015 to December 2016 was used as training set 1, data collected from January 2017 to December 2017
was used as training set 2, and data collected from January 2018 to December 2018 was used as test set.
The performance of each machine learning algorithm was measured using the training set 2. Figure 3
shows monthly energy consumption and divided dataset. In addition, we compare our proposed
model with various STLF models composed of different machine learning algorithms in the first-stage,
and several forecasting models from our previous studies in the second-stage. To do this, we divided
the dataset into training and test sets, at a ratio of 75:25.
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Figure 3. Box plots by the monthly electric load for separation of training and test sets.

Additionally, we selected a coefficient of variation of the root mean square error (CVRMSE) and
mean absolute percentage error (MAPE) because they are easier to understand than other performance
indicators such as the root mean square error (RMSE) or mean squared error (MSE) [64]. They were
then used to evaluate the prediction performance of the proposed model. The CVRMSE and MAPE
equations are shown in (7) and (8), respectively. Here, n is the number of time observed, Y is an average
of the actual values. Yi and Ŷi are the actual and predicted values, respectively. Figure 4 exhibits the
comparison of CVRMSE and MAPE results for each machine learning algorithm.

CVRMSE =
100

Y

√∑n
i=1

(
Yi − Ŷi

)2
n

(7)

MAPE =
100
n

n∑
i=1

∣∣∣∣∣∣Yi − Ŷi
Yi

∣∣∣∣∣∣ (8)
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Figure 4. CVRMSE and MAPE comparison of machine learning algorithms.

As shown in Figure 4, XGBoost and RF models show better prediction performance in training set
2 compared with other machine learning algorithms. The performance of machine learning techniques
is better than the persistence model which is a statistical model. In addition, the performance of the
XGBoost and RF models was better than the other machine learning algorithms. XGBoost performed
well because it allows users to choose an appropriate loss function depending on the characteristics of
the data. RF performed well because it can handle high-dimensional data well. Table 8 summarizes
the Pearson correlation coefficients between the forecasted values of machine learning algorithms and
actual electric energy consumptions. We found that the forecasted values of XGBoost and RF present
higher correlation coefficients than those of other machine learning algorithms. Therefore, we used the
forecasted values of XGBoost and RF as new input variables for the second stage.

Table 8. Comparison of the Pearson correlation coefficients.

Machine Learning Algorithms Correlation Coefficient

Extreme gradient boosting 0.941
Random forest 0.942

Deep neural networks 0.916
Gradient boosting machine 0.916

Bagging 0.924
Decision tree 0.890

Multiple linear regression 0.913
Persistence 0.612

Tables 9–11 summarize the comparison of our proposed model with other 2-stage models and
several forecasting models of our previous studies in terms of CVRMSE and MAPE. As summarized
in Tables 9–11, our proposed model showed an almost better prediction performance than other
forecasting models.
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Table 9. MAPE comparison for each month (The best in bold).

Forecasting
Model

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. Avg.

Moon et al.
(2018) [33] 28.58 37.49 39.13 39.55 45.00 42.30 36.39 39.71 50.19 50.85 45.27 40.77 41.27

Son et al.
(2018) [34] 23.11 34.42 33.57 23.31 22.13 33.06 29.28 26.43 29.68 28.49 23.71 27.47 27.84

Moon et al.
(2019) [36] 22.35 30.79 37.78 30.89 32.88 33.15 26.51 25.77 30.23 33.11 30.27 32.19 30.48

Park et al. (2019)
[37] 15.45 20.92 26.78 18.67 22.96 40.55 28.34 23.48 18.38 32.17 23.89 20.13 24.32

2-stage RF 22.39 37.06 37.08 27.38 40.23 48.22 43.18 41.88 47.28 42.41 25.80 24.24 36.42
2-stage XGBoost 22.36 36.93 33.73 25.06 37.20 35.47 31.31 28.66 34.96 32.67 21.00 22.94 30.15
Proposed Model 14.62 13.98 20.35 18.58 18.95 16.50 19.42 18.45 21.09 18.33 19.81 18.24 18.22

Table 10. CVRMSE comparison for each month (The best in bold).

Forecasting
Model

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. Avg.

Moon et al.
(2018) [33] 28.87 40.90 57.15 57.55 66.32 74.95 43.67 46.17 75.25 69.58 51.00 44.36 50.59

Son et al.
(2018) [34] 20.18 34.54 52.83 43.97 42.65 72.61 42.62 37.77 48.81 44.94 28.84 29.81 39.73

Moon et al.
(2019) [36] 20.12 36.95 57.12 51.21 58.31 77.71 44.93 45.45 52.19 48.01 31.60 35.23 43.63

Park et al. (2019)
[37] 18.05 31.03 47.38 35.30 41.95 70.52 39.76 35.64 44.25 49.43 29.77 23.77 36.85

2-stage RF 21.96 39.79 53.16 43.04 51.10 74.39 43.84 39.91 59.91 53.16 28.69 27.83 42.26
2-stage XGBoost 20.96 39.92 51.35 42.38 48.29 74.87 42.35 39.27 56.63 51.39 27.78 27.27 41.39
Proposed Model 14.42 16.28 29.83 36.09 38.50 31.67 31.64 28.17 41.89 35.15 27.15 21.43 30.74

Table 11. Statistical analysis of APEs by each forecasting model.

Forecasting Model Min. 1st Qu. Median Mean 3rd Qu. Max.

Moon et al. (2018) [33] 0.002 12.418 27.718 41.266 53.016 1607.788
Son et al. (2018) [34] 0.001 7.452 17.194 27.839 33.725 971.726

Moon et al. (2019) [36] 0.014 8.591 19.149 30.484 37.038 1132.967
Park et al. (2019) [37] 0.005 5.835 14.159 24.326 29.943 1210.511

2-stage RF 0.004 11.401 23.924 36.415 44.974 1378.919
2-stage XGBoost 0.001 9.666 20.742 30.147 38.180 1388.752
Proposed Model 0.001 5.454 12.414 18.221 23.445 1098.146

Finally, to ensure the significant contribution in terms of forecasting accuracy improvement for
the proposed model, the Wilcoxon test and the Friedman test are conducted [30]. Wilcoxon test was
used to test the null hypothesis by setting the null hypothesis to determine whether there was a
significant difference between the two models. If the p-value is less than the significance level, the null
hypothesis is rejected and the two models are judged to have significant differences. Friedman test is a
multiple comparisons test that aims to detect significant differences between the results of two or more
algorithms model. The results of the Wilcoxon test with the significance level set to 0.05 are shown
in Table 12. Since the p-value in all cases is below the significance level, it was proven that proposed
model is superior to the other models.
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Table 12. Results of Wilcoxon test and Friedman test.

Compared Models
Wilcoxon Test

(p-Value)
Friedman Test

Proposed Model

Moon et al. (2018) [33] 0

Friedman chi-squared = 4368.7
p-values < 2.2 × 10−16

Son et al. (2018) [34] 2.170288 × 10−88

Moon et al. (2019) [36] 5.954351 × 10−158

Park et al. (2019) [37] 1.931605 × 10−21

2-stage RF 0
2-stage XGBoost 1.37878 × 10−211

6.2. Economic Analysis Based CCHP Operation Scheduling

In this section, we describe how CCHP operation scheduling is made based on economic analysis.
To maximize the annual economic benefits, it is also essential to determine the electric rate and amount
of contract demand at the same time. We perform an experiment to find the optimal electric rate and
contract demand to maximize on economic benefits.

A monthly economic analysis using the test set confirms that the economic benefits are similar to
the monthly energy consumption, as shown in Figure 5. We can see that high economic benefits can be
obtained in summer and winter when energy consumption is high.

Figure 5. Monthly economic benefits.

Because the industrial building where the electric energy consumption data was collected is
equipped with advanced meters, the electric rate of industrial service (A) II and industrial service
(B) can be chosen. In addition, since the building’s supply voltage is between 3300 V and 66,000 V,
we choose the high voltage A as the electric rate of the building. Industrial service (A) II has two options,
and industrial service (B) has three options. As a result, five different electric rates are compared in the
experiment. Figure 6 shows the annual economic benefit of each electric rate based on contract demand.
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Figure 6. Annual economic benefit of each electric rate based on contract demand.

Figure 6 shows that “industrial service (A) II / high voltage A /Option II” electric rate with 160 kW
contract demand can make the highest annual economic benefit and Figures 7–9 show the scheduling
result of the CCHP operation according to this electric rate. In the figure, the yellow boxes represent
electric energy supplied by the public power system and the green boxes represent electric energy
generated by the CCHP system.

(a) CCHP operation scheduling based on predicted electric loads. 

 

(b) Results of economic analysis based on predicted electric loads. 

2387.6
(41.7%)3336.1

(58.3%)

Figure 7. Example of CCHP operation scheduling.
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Figure 8. Example of CCHP operation scheduling in winter.

Figure 9. Example of CCHP operation scheduling in summer.
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According to the schedule, an economic benefit of USD 195 can be made when using CCHP with
a public power system for three days. Moreover, economic benefits of more than USD 14,000 annually
can be achieved by using CCHP with the public power system.

7. Conclusions

In this study, we proposed a novel 2-stage STLF model that combines popular STLF models
by using a DNN to further expand the domain of applicability. In the first stage, we used XGBoost
and RF algorithms to predict day-ahead electric energy consumption. In the second stage, we built
a load forecasting model based on DNN by using the forecasted results of XGBoost and RF and
other external data as new input variables. To verify the forecasting performance of our proposed
model, we performed day-ahead forecasting using actual factory electric energy consumption data and
compared its accuracy with several machine learning methods and our previous forecasting models.
The comparison showed that our proposed model showed the best prediction performance in terms of
CVRMSE and MAPE.

Additionally, to show the applicability of our model, we performed CCHP operation scheduling
based on forecasting and economic analysis, decided the best electric rate and contract demand,
and showed how much could be saved by the decision. According to the experiment, the electric cost
was reduced by 37% annually.
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